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UWB SIGE LOW NOISE AMPLIFIER DESIGN
SUMMARY

In this work ultra wide technology is investigated. The technological trends in ultra
wideband integrated circuit design are examined. The requirements of the technology
from the angle of IC designers are expressed. The main purpose of this work is
focusing on the design challenges of the low noise amplifiers working on ultra wide
band. A new design example in SiGe BICMOS technology is expressed. The
performance optimizations for the circuit are considered.

The popularity of wireless standards and the technologies which are developed
according to these standards is continuously increasing in telecommunication sector.
Wireless telecommunication standards are used in different kind of networks and
applications.

Although, Ultra Wide Band (UWB) has been known for a long time, it was
standardized in 2002 and started to take place in various high frequency applications.
This technology enables high data rates over a wide and free frequency range which
lies between 3.1GHz and 10.6GHz.

Low noise amplifier (LNA) is the first block of transreceiver architectures. Low
noise amplifier should provide acceptable gain while adding noise as low as possible.

Desigining a low noise amplifier which is working in UWB frquency range has got
its own challanges such as having low noise characteristic, low power dissipiation,
having 50Q matching at the input and output and a good linerarty over the whole
range.

In this study an Ultra Wide Band low noise amplifier which is working between
1.5GHz and 14GHz is designed in Cadence® Virtuoso Spectre circuit simulator
program using 0.35pum SiGe BiCMOS process and the outputs are provided. The
proposed amplifier tophology has three stages and 32dB gain.
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ULTRA GENIS BANTLI SILISYUM-GERMANYUM DUSUK GURULTULU
KUVVETLENDIRICI TASARIMI

OZET

Bu caligmada ultra genis bant teknolojisine yonelik arastirma yapilmis bu konudaki
gelismeler 6grenilmistir. Bu yeni teknolojiye yonelik tiimdevre tasarimina yonelik
uygulamalar incelenmistir. Calismanin asil konusu bu teknoloji ile uyumlu olarak
verilen standartlara uygun diisiik giirtiltiilii kuvvetlendirici yapilarinin incelenmesi ve
daha once SiGe BICMOS teknolojisinde tasarimi ve uygulamasi yapilmamis bir
devrenin tasarlanarak performans iyilestirmelerinin yapilmasidir.

Kablosuz ag standartlar1 ve bu standartlara bagli olarak ortaya c¢ikan yeni
teknolojilerin telekomiinikasyon sektoriindeki popiilerligi giderek artmaktadir.
Kablosuz ag standartlari, veri hizlarina ve band genisliklerine gore degisik kullanim
alanlarinda ve uygulamalarda yer bulmaktadir.

Ultra Genis Band (UWB), ¢ok eskiden beri var olan bir teknoloji olmasina ragmen
2002 yilinda standartlagmis ve bir¢ok yliksek frekans uygulamalasinda kullanilmaya
baslanmistir. Bu teknoloji 3.1GHz ile 10.6GHz arasim1i kapsayan ve kullanimi
ticretsiz olan genis bir frekans bandinda yiiksek hizda veri aktarimina imkan
vermektedir.

Yiiksek frekans alic1 ve verici yapilarinda sistemin ilk blogu olarak diisiik giiriiltiilii
kuvvetlendirici hayati bir 6neme sahiptir. Diisiik giiriiltiilii kuvvetlendiriciden (LNA)
calisilan frekans bandinda sisteme olabildigince az bir giiriiltii eklerken kabul
edilebilir bir diizeyde kazang saglamalidir.

Ultra Genis Band standartinin ortaya koydugu tasarim Olgiilerine sahip bir diisiik
giriltilii  kuvvetlendirici  tasarlamanin  kendine 6zgli  zorluklar1  vardir.
Kuvvetlendiricinin var olan frekans bandinda diisiik giiriiltii karakterstigine sahip
olmasi, giris ve ¢ikis direncinin 50Q2’a eslenmesi, dogrusalliginin iyi olmasi ve diisiik
gii¢ sarfetmesi gergeklestirilmesi gereken tasarim sartlaridir.

Bu c¢alismada UWB frekans bandini da icine alacak sekilde 1.5GHz ile 14GHz
frekans araliginda calisacak  diisiik giiriiltiilii bir kuvvetlendiri 0.35pm  SiGe
BiCMOS teknolojisi kullanilarak Cadence® Virtuoso Spectre devre benzetim
programinda tasarlanmis ve sonuglar sunulmustur. Onerilen kuvvetlendirici mimarisi
3 kattan olugmakta ve 32dB kazang saglamaktadir.
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1. INTRODUCTION

Telecommunications industry has been one of the key industries since previous
centuries. It is leading the electronics and the other related technologies and brings
new considerations. From the global view, telecommunication business and its
technology have big impacts on the world’s politics and economics. In micro level,
they affect people’ daily lives, human relationships, working disciplines, research
areas etc. The combination of telecom companies, vendors, third parties, research
and development centres appear as the biggest sector in all developed and developing
countries. Every new improvement reaches all over to the world in a short time even

to the underdeveloped regions.

In today’s telecommunication technology, wireless applications become very
popular. The demands of the market increase from day to day. The aim of replacing
copper and fibre optics lines between fixed destinations is achieved with the
implementation of new standards and technologies. Digital cellular systems,
Bluetooth, Wi-Fi, third generation GSM services, Wimax and the forth generation
systems preserved the consumer use successively. These technologies enable the
consumers can access to the every kind of information from any place and in any

time.

As the demands of mankind do not stop the aim of faster, more qualified and more
secure service with higher capacity is always kept. Hence, coming out of the new
enhanced technologies never stop. In this point the allocation problem of these new
standards in the crowded Radio Frequency Spectrum appears. New services bring
more detailed and absolute constraints in order prevent interfaces between the new

and the existing services in the spectrum.

Ultra-wideband (UWB) technology promises to provide new services as keeping the
existence of the current ones without an interference problem. This new technology
brings a new standard for wireless communications with its strict rules. The exiting
technologies need to be paid expensive fees by providers as they allocate different

frequencies of the spectrum. But UWB gives the chance of avoiding these huge costs



to the providers as it is working the old standards at the same time without any

significant problem.

As the telecommunication technology leads the radio frequency integrated circuit
design the ultra-wide band transreceivers are started to be designed. From the RF IC
designers’ corner, this technology brings new design challenges against its superior

advantages.

Low noise amplifier is the vital block of a transreceiver. Thus, it has got its own
natural design difficulties which show themselves as ineluctable trade offs between
the criterias for the performance. As the transreceiver have to follow the standards of
the authorized corporations, LNA design becomes more difficult. The stringent specs
determined by ultra-wideband technology makes the designs more critical. On the
other hand, this leads to engineers to suggest new approaches and apply new

techniques in the design of LNAs for UWB applications.

In this work an UWB LNA design approach is going to be analysed. The outputs are

going to be investigated.

The next chapter presents UWB concepts and the historical background of this
technology. Its advantages over the current standards are expressed. The chapter
continue with two approaches to UWB and it finishes with the newly expressed

standards employing UWB requirements.

Silicon-Germanium Heterojunction Bipolar transistors, their operating principles and

technological background are the subjects of the third chapter.

In the forth chapter ultra wide LNA design challenges and the ic design solutions to
adapt this new standard are presented. The state of art UWB LNA is designed and
optimised in SiGe technology which is the goal of this project.



2. ULTRA WIDE BAND TECHNOLOGY

In this chapter, the Ultra-wideband concept is explained and some historical

information is given. Current standards and their effects are discussed.

2.1 Wireless Networks

The wireless networks continue to grow and enter the inside of homes, buildings,
metropolitan areas as wireless local area networks (WLANs). WLANSs also can
operate in conjunction with the local area networks (LANs). Two or more LANs
come together and form a wide area network (WAN). If the WAN is build up on the
wireless radio connection, it is called wireless wide area network (WWAN). Wireless
service carriers provide the wireless network structure and make the WWAN spreads
often over the whole country. In addition, there are the MAN and the SAN terms,
which mean metropolitan area network and satellite area network respectively.
Figure 2.1 shows these world communication technologies classified according to

their data rates and their usages [1].

Current Bitvate
R <100 Mbps

fom 100M 1G 106G
Peak Data Rate (bos)

g b)

Figure 2.1 : a) Telecommunications technologies’ world. b) bit-rates.



Another technology, wireless personal area network (WPAN) is used for high-data
rate communication within the very limited distances especially among the consumer
electronic devices. WPAN is effective generally for the distances less than seven
meters. This limits the devices that can use WPAN, but still there are plenty of
different electronic goods such as PDAs, cell phones, pagers, portable computing
devices, PCs, game consoles. WPAN makes communication between users of these
devices available. More than the communication, simultaneous work is achieved as
another great benefit. All of these devices have got same basic attitudes that WPAN

brings; low-cost, low-power communication with small compact designs.

Ultra Wide Band takes place in the border of WLAN technology by its principle of
high rate data transfer in a short-range [1-4].

2.2 Ultra Wideband Basics

UWB (Ultra Wide Band) is a kind of wireless transmission technology, which gives
a great opportunity to transmit huge amount of data over a wide frequency spectrum
for short distances using very low power. UWB is also known as digital pulse
wireless and it is clear that it has remarkable attributes such as high data rates,
ranging and miscellaneous communication applications, reduction of costs and

exemption to the multipath fading [1-4].

Taking the telecommunication theory as consideration can be show a meaningful
explanation for the usage of UWB. UWB can operate in power limited regime. This

can be proven by Shannon’s Theorem [2].

C is the maximum channel capacity in bit/second, while BW is bandwidth and SNR
is the signal to noise ratio. Both terms are directly proportional with C. Increasing
both of them increases the channel capacity. But increasing SNR does not provide a
low power solution. It is also limited by other terms. Under the limited specs for
power, changing the value of the band width is the unique solution for high — data

rate communication.



2.3 The History of UWB

There are numerous differences between the principles of the Ultra Wide Band
communication and the other communication techniques, because it uses very narrow
RF pulses for communication between transmitters and receivers. As performing
direct communications based on the short duration pulses, a very wide bandwidth is
formed which brings several advantages. Throughput, covertness, robustness to
jamming and coexistence with radio service are some advantages that can be

expressed at first [1, 4].

UWB becomes very popular recently. The trends on telecommunication sector point
ultra wide band but in fact this is not a new technology. Gugliermo Marconi was the
first person who used it, in order to transmit Morse code sequences across the
Atlantic Ocean via spark gap radio transmitters in 1901. However, the world did not
know the benefits of the large bandwidth. Also the capability of the electromagnetic

pulses for the purpose of multiuser systems implementation was not noticed.

World waited nearly fifty years to see the usage of UWB in military applications.
The research focused on impulsive radars that employed modern pulse-based
transmission. Henning Harmuth of Catholic University of America and Gerald Ross
and K. W. Robins of Sperry Rand Corporation are some examples for the pioneers of
modern UWB communications in the United States from the late 1960s. Between
1960 and 1990 military and Department of Defense (DoD) applications owned the
usage of this technology under classified programs such as highly secure
communications. With the rapid advancement in semiconductor technology UWB
appeared as a solution for commercial applications. By the early 1970s the basic
designs for UWB signal systems were available and there remained no major
obstacle to progress in perfecting such systems. After the 1970s, the only innovations
in the UWB field could come from improvements in particular instantiations of
subsystems, but not in the system concept itself. Hence, UWB is the declaration of a

long-existing technology with a new name [5].

Several years ago, the world started to interest on UWB as commercial way. The
UWB system developers started show their pleasure to the FCC which finally
resulted as the approval of UWB for the commercial use. FCC published the First
Report and Order (R&O) for commercial use of UWB technology under strict power



emission limits for various devices in February 2002. Figure 2.2 illustrates a timeline

for the development of UWB.
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Figure 2.2 : Development timeline of UWB.

Today UWB appears in a wide range of interesting wireless applications. Military
usage includes warfare systems for terrestrial and maritime. The commercial
applications group includes sensor networks, medical applications, RFID, consumer

electronics, adhoc networks, locationing [6].

Individual sensor nodes which are placed in a specific area, come together and form
wireless sensor networks. The sensors are used to keep some physical quantities in
the environment (e.g. temperature, humidity, position, speed, motion, etc.) in the
environment. Wireless sensor networks cannot ignore UWB, because of its small,
low power devices that combine location sensing and wireless communication
capabilities. The UWB transceivers and antennas can be very small, low power and
low cost. Therefore, there are expectations that wireless sensor networking could

likely be one of the largest markets for the UWB [6].

Human body can be monitored by electromagnetic UWB pulses. Short duration
UWRB signals benefits from the difference of reflection indices of the organs and
tissue and give their clear pictures. This body monitoring can be done remotely,
which is vital for the hygiene of the environment and the mental health of the

patients. Moreover, the low power nature of these signals is safe for human body [6].

Radio Frequency Identification (RFID) is an automatic identification technology. Its
usage is similar to barcode but it communicates using radio waves. UWB brings an
excellent solution for RFID applications because it can provide good connectivity as
well as accurate position identification capability. The UWB RFID tags and tag

readers can be small and of low-cost [6].

Since UWB offers short-range high-data rate communication, it is very attractive for
consumer electronics, such as PCs, game consoles, digital TVs and PDAs etc.

wireless high-speed data transmission between DVD players/recorders and (HD) TV



and computers is one example for this kind of applications. This technology
eliminates the need for cable connection among consumer electronics devices and

subsequently increases the freedom and movement of the user [1-3, 6].

An ad-hoc network is a kind of local area network (LAN) that is built spontaneously
as devices connect. There is no need to set a base station in these networks. Instead,
the nodes forward packets to and from each other by their selves. Similaryly, in
wireless ad hoc networks each mobile can act as a terminal and as a router.
UWB technology is an interesting and new opportunity for the wireless ad hoc
networks because it is a possible solution for the design challenges; the location of
mobile, the constraint on power consumption of battery-powered mobile terminals

and multipath [6].

One of the technological preferences is UWB for identification of location. The
precise location measurement and its usage in the asset management is an important
application of the UWB technology. Market researches show that there will be
significant market in the coming years. Also, the location capability can also be used

to locate personnel, inventory items, and vehicular robots in indoor environments [6].

2.4 UWB Signals

The existing narrowband communications systems modulate continuous-waveform
radio frequency signals with a specific carrier frequency to transmit and receive
information. A continuous-waveform has been placed in a narrow frequency band
with a well definition. This makes it unprotected against to detection and
interception. Figure 2.3 and Figure 2.4 shows a narrowband signal in the time and

frequency domains respectively [3]:

Amplitude

Time

Figure 2.3 : Narrow band Signal in the time domain.
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Figure 2.4 : Narrow band Signal in the frequency domain.

UWB systems employ carrierless, short-duration (maximum in nanoseconds) pulses
having a very low duty cycle (it less than 0.5 percent) in transmitting and receiving
data. The ratio between the time of the pulse’s presentation and the total transmission

time is called as duty cycle. Figure 2.5 shows it clearly [3].
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Figure 2.5 : Pulse having low duty cycle.

The signal exists during T,, and it is transmitted in Tog. The signal is not present

while T, According to its description duty cycle can be formulated as:

n

Duty cycle = %ﬂg 2.2)
Low duty cycle provides a very low average transmission power which is defined in
microwatts in ultra-wideband communications systems. Although the maximum
power level of individual pulses might be relatively large as they are present in a
time shorter than a nanosecond, the average power becomes very low. As the
technology takes places in handheld systems low transmit power requirement means
longer battery life. Hence time and frequency have inverse relation, the short,
duration UWB pulses keep their energy across a wide frequency range between
nearly DC to several gigahertz with very low power spectral density. Power spectral

density is the power of the signals in the frequency domain [3].



P
PSD = T4 2.3)

In (2.3) P is the power transmitted in Watts (W), BW is the bandwidth of the signal
in Hertz (Hz) and the PSD is in unit of W/Hz.
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Figure 2.6 : UWB Signal in the time domain.

Power

Frequency

Figure 2.7 : UWB Signal in the frequency domain.

Figures 2.6 and 2.7 are the illustrations for the time and frequency behavior of the
UWRB Signals respectively.

Fourier transforms can give instantaneous bandwidth results theoretically with the
time scaling property [3].

x(at)<—>iX (ij (2.4)

o \a

In (2.4) left side presents a single in the time domain as the right side presents it in
the frequency domain. x(t) is scaled in the time domain by the factor a while the x(f)

scaled by 1/a. Think about a pulse with 400ps duration. It can achieve a center

frequency (f;) 2,5GHz.
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In that point the signals have to compatible with the FCC’s First Report and Order in
order to be classified as UWB signals. FCC defines the UWB as any wireless

structure that uses either a fractional bandwidth of BW/ f, >20% where BW is the
operating bandwidth and f, is the center frequency of the operating band. FCC
accepts another definition, which states that f, is more than 500MHz of absolute

bandwidth. The fractional bandwidth is a useful term to describe the signals as
narrowband, wideband and ultra-wideband. The FCC’s first definition is based on
this term too. It is the ratio of bandwidth at the points, which are in the 10dB
neighborhood of the center frequency. The 10dB neighborhood represents a range in

which the spectral power of signal is 10dB lower than the maximum power.

>
B:BWXIOO% «100% = (f 205621 4 100%

v f/ (/s +1) (2.6)

(2.6) formulates the definition where the f;, and f| are the highest and lowest cut off
frequencies at the 10dB points of the UWB frequency range. A UWB signal can be
in the form of one kind of the wideband signals such as Gaussian, chirp, wavelet or
Hermit-based short duration pulses. Gaussian based UWB pulse is demonstrated in

Figure 2.8 and Figure 2.9. The signal can be defined as (2.7) [3]

t saer)
h(t)=64
(1) = 1/ " / f 2.7)

where t is the time and A is amplitude scaling factor. The pulse with the 500ps
duration forms a large bandwidth with 2GHz centre frequency in the Figures 2.8. The
values of the f, and fj are seen on the Figures 2.9 as 1.2GHz and 2.8GHz which give
the Bras %80 in (2.8).

(2, 8—1, 2)

B, =2x+——"2x100% = 80%
T 28t2) T (2-8)
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Figure 2.8 : A Gaussian monocycle in the time domain.
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Figure 2.9 : A Gaussian monocycle in the frequency domain.

80% B¢ is a huge value as the 20% fractional bandwidth is enough for a signal to be

defined as UWB. Table 2.1 gives an idea for the classification of the signals

according to their fractional bandwidths [3].

To give an example Bluetooth signals which are well known for the consumers

described as narrowband signals with their 0,04% Bg.
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Table 2.1: The classification of the signals with fractional bandwidth

Narrowband Signals Br<1%
Wideband Signals 1% <B<20%
UWRB Signals 20% < B¢

2.5 Characteristic of the UWB

UWB is a wireless radio technology that enables the high speed data transfer and
location determining applications. Its attractiveness for the consumer applications

comes from its features such as
e having potentially low complexity and low cost
e having noise-like signal spectrum
e Dbeing resistant to severe multipath and jamming

e having very good time-domain resolution allowing for location and

tracking applications.

The UWB signals’ transmission is not very different from the narrowband signals’.
This brings low complexity and low cost. Because of the nature of these signals as
described under the previous title the UWB receivers do not need additional up-
conversion and down-conversion because of their well propagation as they span the
common carrier frequencies. This removes RF Mixing stage that means there is no
need to the local oscillator and phase tracking loops. Thus UWB based radio

frequency integrated circuits do not need high power and high costs.

In consequence of low power density and pseudo-random characteristics of the

transmitted UWB signals they are noise-like signals as seen in the Figure 2.10.

Without deliberation they cannot be detected easily. More important than this

interference problems with the current radio systems are kept in minimum level.

Multipath fading occurs when a transmitted signal divides and takes more than one
path to the receiver and some of the signals arrive out of phase. This causes weaker
or fading signal. As various surfaces like trees, buildings and people provides extra
reflections to the transmitted signal the multipath is unavoidable in communication

systems. The multipath is described in the Figure 2.11.

12



A

Marrowband
(30 KHz)

Wideband CDMA
(5 MHz)

Fower

MNoise Floor

Ultra-Wideband |
(Several GHz) ,{

Y

Frequency

Figure 2.10 : Coexistence of UWB signals with other signals.
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Figure 2.11 : The multipath in wireless communication channels.

The LOS corresponds to the line of sight which is the straight way between
transmitter and the receiver. The NLOS, non-line of sight is the unwanted way
between the transmitter and the receiver as mentioned above. Having deep impacts
on the narrowband systems multipath is a fatal problem as seen clearly in Figure

2.12.

In UWB, the transmitted signal’s bandwidth is very large which leads to significant
resolution. Discrete transmission and the huge frequency diversity make these signals
strong to multipath propagation (seen on the Figure 2.13) and also jamming.

Comparing the situations between the Figure 2.12 and Figure 2.13 proves the

13



severity of the problem in narrowband systems is higher. The sensitivity of the

UWRB signals against to the multipath fading is low because of their short duration

characteristic.
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Figure 2.12 : The multipath problem for narrowband signals.
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Figure 2.13 : The effects of Multipath on UWB signals.

On the other hand, no jammers can jam in every frequency in this very large
frequency range. UWB systems preserve good low probability of interception and

low probability of detection. These features make the UWB useful and efficient for

military projects. Theoretically this can be explained by (2.9):

RF Bandwidth

PG =
Information Bandwidth

2.9)

PG is the processing gain which is a measure of radio system strength against to

jamming. The huge frequency diversity is the result of the high PG in UWB systems.
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UWB communication systems bring very effective solution to transmit high data
rates. Hundreds of Mbps data rates are valid levels in this technology as well as the

low rates.

Finally there is one more vital advantage with this technology. These systems are
suitable for short-range radar applications as they are capable to pass into materials
like walls and they have good timing precision. This vital advantage gives the chance
to these systems to take place in rescue and security operations, surveying and
mining as well as the consumer wireless communications. But this advantage is
effective in only the low frequency region of the RF spectrum. It means that targeting

and the penetration are not in high quality at the same time.

2.6 The Standardization of UWB and Regulations

As mentioned under the previous titles FCC put a clear definition to UWB with the
First Report and Order in February 2002. The UWB systems have to be compatible
with its determined concepts. FCC defines the UWB as any wireless structure that
uses either a fractional bandwidth of BW/f, >20% where BW is the operating band
width and f, is the center frequency of the operating band. FCC accepts another
definition which states that f, is more than 500MHz of absolute bandwidth. The
frequency range is determined as 7.5GHz between the 3.1GHz and 10.6GHz
frequencies with limited transmit power of -41.3dBm/MHz or 75nW/MHz is allowed
for UWB radio usage as unlicensed. Figure 2.14 shows the exact limits [2, 5-7]. A

pulse signal which is centred at 6GHz and occupies a bandwidth of more than

1.2GHz can be given as an example for UWB pulses [1-7].

The rules of FCC are very strict and put different values as the dividing the UWB

devices into three classes. Table 2.2 shows the classes and the emission limits.

On the other hand, UWB regulation standards are formulated based on local needs.
The emission limit in Korea is lower than the FCC level while it is 6dB higher in
Singapore. Although the limitations are similar with FCC, the outdoor usage of

UWRB has not been allowed so far in Japan [6].

These restrictions on the transmit power, PANs and sensor networks are more

suitable for UWB communications as they are kinds of short-range communication.
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IEEE 802.15 initiative works on development of standards for Wireless Personal area
Networks (WPAN) or short range networks. 802.15.1 has brought a WPAN standard
based on Bluetooth. In order to enable the coexistence of WPAN (802.15) with
WLAN (802.11), the 802.15.2 was developed [6].

Table 2.2: Emission Limits for UWB Devices (ERIP in dBm) [5].

Operation Application
Band (GHz) Indoor Outdoor Imagin Vehicular
Communication Communication sing Radar
0.96-1.61 -75.3 -75.3 -53.3 -75.3
1.61-1.99 -53.3 -63.3 -51.3 -63.3
1.99-3.1 -51.3 -61.3 -41.3 -63.3
3.1-10.6 41.3 41.3 41.3 -63.3
10.6-22.0 -51.3 -61.3 41.3 41.3
22.0-29.0 -51.3 -61.3 -51.3 -41.3
N -41.3
=~ |-53.3
— L
@ | 513 -51.3
£ E
m i
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e | LT s 61.3
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Figure 2.14 : FCC limits for transmitted power and UWB spectral mask.

IEEE established a group for standardization purpose inside 802.15.3. Because of
this concentration, IEEE 802.15.3a was developed for UWB PANs [7-8]. The new
standard enables higher data rates up to 110Mb/s at 10m distance and 200Mb/s at 4m
distance. This data rates are going higher and higher as the distance gets smaller. The

table 2.3 shows a summary for this standard.
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The IEEE 802.15.4 Zigbee is a different block of standards which investigates a low
data rate solution with multi-month to multi-year battery life and very low

complexity [6].

Table 2.3: IEEE 802.15.3a summary requirements [7]

Parameter Values
Bit Rate 110, 220, 480Mbps
Range 30ft, 12t
Power consumption 100mW, 250mW
Bit Error Rate 1E-5

Co-located piconets 4
Interference capability Robust to IEEE Systems
Co-existence capability Reduced interference to IEEE Systems

Recently there are two approaches are accepted in UWB as FCC lost the definition of
UWB [8].

2.6.1 Direct sequence UWB (DS-UWB) proposal

In DS-UWRB there are two independent bands for operation. The lower band allocates
the spectrum from 3.1 GHz to 4.85 GHz and the upper band allocates the spectrum
from 6.2 GHz to 9.7 GHz.

Lower Upper Band
Band i

f (GHz)
3,1 4 85 B2 8,7

Figure 2.15 : DS-UWB sub-bands [9].
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2.6.2 Multiband Orthogonal Frequency Division Multiplexing UWB

This proposal divides the UWB into five main sub-bands. Inside these sub-bands
there are 14 sub-bands with the bandwidth of 528MHz [2].

Band Group#1  Band Group #2 BandGroup#3 Band Group #4 Band Group #5

A {Band Band Band | Band Band Band | Band Band Band | Band Band Band { Band Band!
Mo " : #O8  # ' f #8 # '#1[] #M1 M2 | #13 #d

3 58369642244?52 5.28 9.808 6.336 6.864 7.392 7.920 8.448 8.976 9.50410.032 10.56

Figure 2.16 : MB-OFDM UWB sub-bands [9].

Both of the proposals are technically valid and impressive. Supporters of DS-UWB
criticize the MB-OFDM systems for their complexity, which results from using
complex Fast Fourier Transforms (FFTs). On the other side, supporters of multiband
OFDM believe that their technique offers better coexistence with other radio

services, and they disapprove of DS-UWB because of possible interference concerns.

2.7 UWB Integrated Circuit Design

As the UWB becomes very popular in telecommunication industry and starts taking
place in applications the demands from the microelectronics industry get higher. The
designers answered this demand by focusing UWB integrated circuit design.
Working on a new and a popular technology is very attractive but it is obvious that
designing radio frequency integrated circuits for ultra wide band technology brings
great challenges. Firstly, using CMOS devices for the low cost implementations
increases the challenges. The stringent requirements of the specs are great obstacles
that appear on the design period. The large frequency gap states that the UWB
transreceivers containing low noise amplifiers (LNAs), mixers, correlators should be
able to work with very wide bandwidth signals spread over wide range of
frequencies. The circuits have to show the characteristics such as gain, noise figure
and linearity between 3.1 — 10.6GHz. Under a power limit satisfying these conditions

is the key issue for designers [9-11].
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An extra design challenge is the sensitivity of the low Q systems against to the
parasitics, especially in pads and wire bonds, is very high. Receiver architectures
require good isolation among subbands. Also the transition from one subband to

another should be very quick. Fast switching is another key issue in UWB design.

For the wireless applications the UWB technology has got effects on transreceiver
architectures. There are two common transreceiver types working according to this

standard.

2.7.1 Impulse radio UWB receiver

The IR-UWB based on technology without carrier which yields the transmission of
the signal from antenna to the air directly. Thus, the necessity of the complex
frequency blocks is over. This is a definite difference from narrow band receivers.
The low power emission must turns into an advantage in the transmitters’ antenna
pre-drivers by making the design easier. This is also a big difference from narrow-

band receivers [1].

Figure 2.17 illustrates the IR-UWB Receiver blog diagram. Replacing an analog
correlator after LNA sends the ADC further part of the chain which causes the

decrease in the performance requirement of the ADC.

Time-domain Correlator

» ®_ acc =D

Sequence
Generator

Template
Generator

|

Clock Recovery and Synchronization

Figure 2.17 : Impulse radio UWB receiver.
2.7.2 MB-OFDM UWSB receiver

High data rates can be transmitted by using relatively cheap receivers. Figure 2.18
illustrates the block diagram of these kind UWB receivers. The pre-select filter

which is placed just after the antenna blocks the out-of-band noise and only passes
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the desired band UWB Signal. The received ultra-wideband signal is amplified and
down-converted by the LNA and he mixers. The low-pass filter and VGA make the
signal ready to ADC as filtering the out-of-band signals and setting the required
amplitude. The received baseband signals are used for FFT operation at the final step

by the digital signal processing unit [1].

AGC
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Figure 2.18 : MB-OFDM UWRB receiver [1].
2.7.3 Ultra-bad vs. narrowband

As examined previous sections, the narrowband and ultra-wideband transreceivers

are having different architectures as illustrated in Figure 2.19.

Not only the architectures the antenna, front-end, analog and digital baseband need to
be compared. Looses of power-efficient antennas, pulse shape distortions, ringing
due to the filter characteristics of antenna and the communication channel, wideband
matching and power consumption of low noise amplifier are major challenges in
UWB designing Baseband design causes the another challenge. As the short length
pulses are employed in UWB communications the high resolution must which
increases the acquisition time and requires extra correlators appears. Digital
technology choices lead to the requirement of fast ADCs with huge number of

correlators. Table 2.4 summarizes the considerations [11].
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Figure 2.19 : Comparison of UWB and narrowband transreceivers.
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Table 2.4: Comparison Summary [11]

Ultra-Wideband

Narrowband

Small antenna design with
gain and wideband matching
with few components is

Small high Q antenna design
with good gain is easily
achievable

Antennas difficult. i?;lc 11lmpedance easy to
?Oﬁﬂf;?as?fnféggg;z?d Antenna and front-end can
g Y be designed independently.
Wideband LNAs are power i‘zﬁ(})leand LNA are easy to
consuming and hard to match. Non c;)ns tant envelope
RF Relaxed requirement of modulation (e.g OFII;M)
front-end lincarity. : need very high linearity
Partial filtering achieved by Tough filtering is needed to
antenna. satisfy out-of-band emission.
Intermediate AGC, Mixers, RF oscillator,
No need.
frequency PLL
Very high bandwidth A/D
converters .
. . Small bandwidth A/D
Analog Extended time sampling converter (typically twice the
baseband techniques data rate)
Digital sampling oscilloscope
techniques
Disital Coherent detection of very
g fine time resolution Non-coherent detection
baseband L
Precise time references
On-board noise Load-pull
Other External jammer LO leakage
¢ Channel characteristics is not | LO pulling by PA
aspects

completely known studies still
on going

Narrow channels are well
defined.
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3. SILICON-GERMANIUM HETEROJUNCTION TRANSISTORS

The heterojunction bipolar transistor (HBT) is an improvement of the bipolar
junction transistor (BJT). It contains different semiconductor materials than BJT in
emitter and base regions to create a heterojunction. Arsenide, indium, gallium,
phosphide and germanium are possible materials which have been used to improve

the performance of BJT.

In this chapter a general view is preserved for Silicon-Germanium (Si-Ge)
heterojunction bipolar transistors. Since the LNA circuit in the next chapter is
designed by using SiGe BiCMOS process, a brief description which contains a
comparison with CMOS technology and the last improvements is given in the

subtitles.

3.1 Bandgap Engineering in Silicon

The word bandgap or energy gap is the difference between the top of the valence
band and the bottom of the conduction band, which is found in insulators, and
semiconductors. A semiconductor can be defined as a material, which has a bandgap
between 0 and 3eV. Semiconductors can be defined as a kind of insulators with a
narrow band gap. Electrons are able to jump from one band to another. An electron
to jump from a valence band to a conduction band but it needs a specific minimum
amount of energy for the transition. This required energy is a specific property for
materials and can be provided by absorbing either a phonon (heat) or a photon (light)

[12].

Silicon, which is the vital semiconductor for microelectronics, is one of the three
most plentiful elements in Earth. It has some practical advantages that lead Si to be

widely used and to dominate the semiconductor market.

Si is not only very abundant; it can also be purified without much effort. Si crystals
can be grown in amazingly large, virtually defect-free single crystals. The resultant
large Si wafer size translates directly into more integrated circuits per wafer,

lowering the cost per IC. Given that a 200 mm Si boule is roughly 6 feet long, Si
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crystals are literally the largest and perfect on the face of planet Earth. Its thermal
conductivity is large (77 K) and it removes the dissipated heat efficiently. Different
material forms that contain Si are very useful for integrated circuit technologies.
These forms are crystalline Si, polycrystalline Si (poly Si), and amorphous Si. Also,
it can be etched easier than its competitors. The diamond lattice cyrtsal structure of
Si is main reason of its excellent mechanical properties which make the fabrication
process easier. The magnitude of energy bandgap of Si is acceptaple (1.12eV at
300K). If the bandgap were smaller than 0.5eV, the intrinsic carrier density would
be too large at 300 K, making parasitic off-state leakage currents too large. If the
bandgap were larger than 2eV, then typically it becomes difficult to etch and diffuse
dopant impurities [13-14].

These properties make the Si wonderful from the IC fabrication point. However, Si is
not the ideal semiconductor from the perspective of integrated circuit designers. The
carrier mobility for electrons and holes of Si is smaller than III-V elements. The
maximum achievable velocity is 1x10’cm/sec for the carriers in Si under very high
electric fields. The speed of a transistor is determined by how fast the carriers can be
transported thought the device under meaningful operating voltages. Under this fact,

Si is an insufficient semiconductor [15].

The steady-state velocity of the charge is known as its drift velocity v4. The drift
velocity is depended to the electric field. At fields below a specific level, the carriers
obey Ohm’s law. The drift velocity increases linearly with the electric field as seen in
(3.1) where p is mobility and E is applied electric field. At higher fields, the carrier
velocity becomes a sublinear function of the electric field and saturates at a velocity.
This leveling-off of the carrier drift velocity at high field is known as velocity

saturation [13].

Vo= HE @3.1)

Mobility is a measure of the time interval between collisions for a carrier moving
through a semiconductor lattice. The two most important collision mechanisms in
bipolar transistors are lattice and impurity scattering, and the total mobility is given

by the sum of the probabilities of collisions due to these individual mechanisms [13]:
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Lattice scattering is caused by collisions between carriers and the atoms of the
semiconductor lattice. It is the thermal vibration causes the displacement of these
lattice atoms from their lattice sites. It disrupts the perfect periodicity of
semiconductor lattice. Since temperature increases thermal motion p, decreases with

temperature [14].

Impurity scattering is caused by collisions between carriers and impurity atoms in the
semiconductor lattice. Impurity or dopant atoms have the effect of disrupting the
perfect periodicity of the semiconductor lattice, and the amount of disruption
increases with impurity concentration. The mobility due to impurity scattering Ly

therefore decreases with increasing impurity concentration [15].

Moreover, since Si is an indirect gap semiconductor, light emission is inefficient,
which makes the implementation of active optical devices such as diode lasers
impractical. The electronic properties of a semiconductor are dominated by the
highest partially empty band and the lowest partially filled band, it is often sufficient
to only consider those bands. In Figure 3.1 there is a simplified energy band diagram

for semiconductors.

In Figure 3.1, line E is the bottom edge of the conduction band, and the top of the
valence band is indicated by the line E,. The energy band gap, E,, is located between
these bands. The distance between the conduction band edge, E., and the energy of a
free electron outside the crystal (called the vacuum level; Ey,cuum) is quantified by the

electron affinity, ¢ multiplied with the electronic charge q.

The minimum of the conduction band and the maximum of valence band can occur
at the same value for the wavenumber. If so, the energy bandgap is called direct
bandgap. Otherwise, the energy bandgap is called indirect bandgap. This distinction
is of interest for optoelectronic devices since direct bandgap materials provide more

efficient absorption and emission of light [16].

Many of compound semiconductors of groups IIl and V such as gallium arsenide
(GaAs), indium phosphide (InP), aluminium gallium indium phosphide (AlGalnP)

have higher mobilities, and saturation velocities. Unlike Si, they are also able to
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make efficient optical generation and detection devices because of their direct energy
gap characteristic. III-V devices, by virtue of the way they are grown, can be
compositionally altered for a specific need or application. This atomic-level custom
tailoring of a semiconductor is called bandgap engineering, and results a large

performance advantage for III-V technologies over Si [13].

B Evacuum
qax
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ﬁ? Le
Energy
bandgap E E

Valence { _

Figure 3.1 : A simplified energy band diagram for semiconductors.

Bandgap engineering is an impressive and strong technique for desinging new
semiconductor materials and devices. Heterojunctions and modern growth
techniques, such as molecular beam epitaxy, allow band diagrams with nearly
arbitrary and continuous band-gap variations to be made. The transport properties of
electrons and holes and thus the capabilities of materials can be independently and

sustainably tuned for a given application [12-16].

Even though III-V semiconductors have large number of benefits in performance
outcomes, they own also insuperable disadvantages in making low cost integrated
circuits. There is no durable thermally grown oxide for GaAs or InP, for instance,
and wafers are smaller with much higher defect densities, are more prone to
breakage, and are poorer heat conductors. These imperfections cause lower levels of

integration, more difficult fabrication, lower yield, and ultimately higher cost.

Today, groups III-V materials such as GaAs and InP fill are important for proper
applications in specific markets (e.g. lasers based on AlGaAs- or InP) but III-V from

the point of the ones in semiconductor technologies they will never become
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dominant in the infrastructure of the communications revolution if Si-based

technologies fulfill the requirements of jobs [14].

Researches in material science and compound semiconductor electronics focus on
the idea of improving the performance of Si transistors enough to be competitive
with III-V devices for high-performance applications, while preserving the
enormous yield, cost, and manufacturing advantages associated with conventional Si
fabrication, because even Si integrated circuits are suitable for high-transistor count,
high volume microprocessors and memory parts, they cannot provide enough
performance and satisfy the demands in higher frequency operations such as circuits
for RF, microwave, and millimeter-wave (mm-wave) electronic applications. Limited
high frequency performance of Si devices is caused by poorer intrinsic speed of Si
and this suppresses the advantage of being inexpensive. Producing a cheap device
which under performs and cannot achieve the given spects in a given frequencies is
not acceptable and far from being competative. The expensive but faster III-V
technologies will become mainstream for the RF and microwave circuit design (e.g.

cell phone power amplifiers).

Improving the high frequency performance of Si while keeping cost and the
manufacturing advantages associated with conventional Si fabrication is the key
point to overcome to III-V technologies and the products based on these
technologies. Combination of Silicon and Germanium is the corresponding
technology for this demand. Using SiGe and Si-strained layer epitaxy to practice
bandgap engineering in the Si material system conclude as SiGe heterojunction
bipolar transistors. This is gift of bandgap narrowing and can be employed in high

performance applications to achieve the expectations [16].

Bandgap narrowing uses the fact that the doping reduces the bandgap. Figure 3.2
illustrates the effect of doping on bandgap level of Si:

The energy levels of the dopant atoms are discrete in lightly doped semiconductors,
because the dopant atoms are sufficiently widely spaced in the semiconductor lattice
Furthermore, it is reasonable to assume that the widely spaced dopant atoms have no
effect on the perfect periodicity of the semiconductor lattice, and hence the edges of
the conduction and valence bands are sharply defined. Figure 3.2(a) illustrates the

energy versus density of states diagram.
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Figure 3.2 : The effect of doping in n-type of Si. a) lightly doped silicon
b) heavily doped silicon [13].
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Figure 3.3 : Apparent bandgap narrowing, or induced bandgap narrowing,
as a function of donor concentration in n-type Si [13].

On the other hand, the dopant atoms are close enough together in heavily doped
semiconductors. This causes the discrete impurity level in Figure 3.2(a) to split and

form an impurity band, as shown in Figure 3.2(b). In addition, the large
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concentration of dopant atoms disrupts the perfect periodicity of the silicon lattice,
giving rise to a band tail instead of a sharply defined band edge. The situation is
illustrated in Figure 3.5(b) as the energy versus density of states diagram for the case
of a heavily doped, n-type semiconductor. It can be seen that the overall effect of the
high dopant concentration is to reduce the bandgap from from Eyg to Eg. In p-type

silicon the situation is same [13].

In general, bandgap narrowing can occur in a heavily doped base, or indeed in the

emitter of a pnp transistor.

3.2 SiGe HBT Technology

There are numerous trade-offs between a number of competing mechanisms in the
design of bipolar transistors requires. The basewidth (Wp) needs to be very small, in

order to achieve fast base transit time (7,), and hence a high value of cut-off

frequency. This relationship is shown in equation (3.3) where Dy, is diffusion

coefficient of electrons in the base [13]:

w,’
2D

nb

Ty = 3.3)
Hence, it is the limiting factor; basewidth can be reduced by punch-through of the
base. It occurs with the intersection of emitter/base depletion region to the

collector/base depletion region in the base. Figure 3.4 pictures the punch-through.

I+

\
depletion region

Figure 3.4 : Bipolar transistors operating in punch-through.

Punch-through is not a choice but it is a limit for silicon bipolar transistors since its
electrical effect —flowing huge current between emitter and collector- is same with

junction breakdown. State-of-art, silicon bipolar transistors typically have basewidths
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of much less than 0.1um, and therefore often operate close to the punch-through limit

which requires spectacular transistor and process design [13].

The increase in the base doping concentration results thinner depletions region and
thus narrower basewidths. This introduces an opportunity to improve the
performance of silicon bipolar transistors. However, there is an inverse proportion
between current gain () and the base doping. The ratio of base and emitter doping
concentrations strongly affects the gain. The relation in (3.4) shows that to obtain
high gain the emitter doping concentration (Ng4.) should be high and the base doping
concentration (N,,) should be low [13].
B = Wy - Ny,
D W, N, (3.4)

pe' b

oy

[s]

This trade-off between gain and base transit time is the essential limiting factor of
maximum achievable cut-off frequency of a silicon bipolar transistor.
Implementing cut-off frequencies much higher than 50GHz in silicon bipolar

transistors is technologically difficult [13-14].

Table 3.1 gives the basic properties of Silicon and Germanium [17]. As a result of
the issues that have been explained so far, Si which haves larger bandgap and Ge
which haves higher bandgap can be combined to achieve an alloy (SiGe) that owns
an energy bandgap lower than Si. A bipolar transistor could be created with placing
this alloy in the base region and Si in the emitter region and its gain would be much
higher than traditional bipolar transistor while having reduced basewidths and
increased base doping [12-16, 18-19]. The usage of this bandgap engineering method
brings silicon germanium heterojunction bipolar transistors with higher valued cut-
off frequencies as compared with Si bipolar junction transistors. Cut-off frequency

can be reach up to 350GHz in SiGe HBT technology [20].

As seen in Figure 3.5 a SiGe HBT is produced by placing the SiGe base between Si
collector and Si emitter. The bandgap difference of SiGe and Si mainly occurs in the
valence band. Therefore the bandgap difference in the valance band is seen as
discontinuities at the emitter/base and collector/base heterojunctions, while it is seen
as spikes in the conduction band. The illustration in Figure 3.6 shows the energy
band diagrams of SiGe HBT in a comparative way with Si BJT where the dashed line
is for SiGe HBT and the solid one is for Si BJT. Normally the spike in conduction
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band is very small which makes its effect meager on the transistor’s

behaviours.

Table 3.1: Basic properties of Silicon and Germanium [17]

electrical

Basic Properties Si Ge
Crystal structure diamond diamond
Lattice constant [nm]: 0.5431 0.565
Density [g/cm’] 2.329 5.32
Atomic concentration [cm™] 5x10% 4.4x10*
Melting point [°C] 1414 937
Thermal conductivity [W/cm °C] 1.3 0.58
Thermal expansion coefficient [1/°C] 2.6x10° 5.9x10°
Dielectric constant 11.7 16.2
Index of refraction 3.42 4.00
Energy gap [eV] 1.12 0.66
Type of energy gap indirect indirect
Drift mobility Electron [cm®/V sec] < 1400 <3900
Drift mobility Holes [cm®/V sec] <450 <1900
Breakdown field [V/cm] ~3-10° ~ 10’
Diffusion coefficient electrons [cm”/s] <36 <100
Diffusion coefficient holes [cm?/s] <12 <50
Electron thermal velocity [m/s] 2.3-10° 3.1-10°
Hole thermal velocity [m/s] 1.65:10° 1.9-10°

Another result that can be obtained from Figure 3.6 is smaller conduction band
barrier level (Ep) in SiGe HBT. Its meaning is collector current at a specific
base/emitter voltage will be bigger in a SiGe HBT than in a Si BJT. On the other
hand, it can be implied that the base currents of the two types of device will be
approximately the same since barrier height of the valence band is almost the same in
the SiGe HBT and the Si. That is the reason of increased gain in SiGe technology
[13-15].

From different point of view, for the same value of collector current, SiGe HBT

dissipates lower power than Si BJT since it needs less Vgg.

Figure 3.7 models the mobilities of electrons and holes in Si; Gey alloys as a
function of dopant concentration. The available theoretical models work best for
electrons in unstrained n-type bulk material at temperatures above 100 K and doping

concentrations below 10" em® [19,20].
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Figure 3.5 : a) Cross section of a basic BJT. b) Cross section of a SIGE HBT.
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Figure 3.6 : Band diagrams of SiGe HBT and Si BJT.

32



4000 T T ' '

f‘g *
: Si, Ge,

5 3000} ]
=

£ 2000} -
5 ¢
£ ? 8 |
c ° e

G 1000 ¢ o
o % o’

° “ e®e®

0.0 02 04 08 08 1.0
Ge content x
a)

2000

1500

1000

5003

hole mobility (cm?/Vs)

00 0.2 04 06 08 1
Ge content x
b)

Figure 3.7 : a) Electron mobility versus composition at 300K b) Hole
mobility versus composition at 300K [21-22].

3.3 Evolution Path of SiGe HBT Technology

It is an old idea to combine Silicon (Si) and Germanium for transistor engineering.
The first transistor patents of Shockley contain the principle of using Germanium in
building transistor, which is dating 1951. The first theory and operational concepts
were given by Kroemer in 1957. From 30 years then Si-Ge HBT waited to be

realized because of the limitations of material science and process technology. After
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the achievement of necessary technological innovations, the first SiGe HBT was
demonstrated in 1987. In the last decade of 1992, the first SiGe bipolar
complementary metal oxide semiconductor (BiCMOS) technology was announced.
In December 1994, SiGe HBT was started to being used in commercial production

[13-14].

Table 3.2: Key steps in SiGe HBT Technology [14]

Historical Event Year
Fundamental HBT patent 1951
Drift-based HBT concept 1954
Basic HBT theory 1957
First growth of SiGe strained layers 1975
First growth of SiGe epitaxy by MBE 1985
First growth of SiGe epitaxy by UHV/CVD 1986
First SiGe HBT 1987
First ideal SiGe HBT grown by CVD 1989
First high performance SiGe HBT 1990
First self-aligned SiGe HBT 1990
First SiGe HBT ECL ring oscillator 1990
First pnp SiGe HBT 1990
First SiGe BICMOS Technology 1992
First LSI SiGe HBT Integrated Circuit 1993
First SiGe HBT with peak fr above 100GHz 1993
First SiGe HBT technology in 200mm manufacturing 1994
First SiGe HBT technology optimized for 77K 1994
First SiGeC HBT 1996
First high power SiGe HBTs 1996
First sub-10 psec SiGe HBT ECL circuits 1997
First SiGe HBT with peak fr above 200GHz 2001
First complementary (npn&pnp) SiGe HBT technology | 2003
First SiGe HBT with both ft and f,,.x above 300 GHz 2004

The 200-GHz peak fr barrier was passed in late 2001 for a non-self-aligned device
[23], and for a self-aligned device in February of 2002 [24].

SiGe HBT technologies with fr above 300 GHz are clearly a realistic today making
SiGe HBTs quite competitive in performance with competing III-V HBT
technologies. Today important commercial circuit implementations are using this
technology. A 69 x 69 cross-point switch in [25] is an integrated circuit which has a
vast number of SiGe HBT. It contains 100,000 of 0.5-um SiGe HBTs. One of the
highest integration levels with SiGe HBT BiCMOS is a single-chip OC-192 10 Gb/s

SONET/SDH mapper which has serializer/deserializer, clock and data recovery
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circuits, and synthesis unit. It contains 6,000 0.5-um SiGe HBTs and 1,200,000
CMOS transistors [26]. Also, 24GHz transreceiver chip is one of the latest works that
was implemented in SiGe BiCMOS technology [27]. Table 3.2 gives the historical
background in more details [13-14].

In 1996 First SiGe:C HBT was announced. Adding small amounts of Carbon into the
Si/SiGe material system adjusts the strain. C decreased the intrinsic lattice constant

[28]. This technology is not the subject of this work.

3.4 SiGe versus Other Technologies

Currently SiGe technology is divided into 4 generations based on having peak fr
values. If it is in the range of 50 GHz as SiGe HBT categorized as “first generation”.
If its peak fr is in the range of 100 GHz it correponds to a “second generation”
device. In order to be clasified as “third generation” the fr has to be in the range of
200 GHz. The last category ‘‘fourth generation” devices which requires a fr value in

the range of 300 GHz. Figure 3.8 illustrates this performance evolution [14].

The popular issue is if SiGe technology will position and dominate the existing and
future IC market sectors in every kind of application. Theere is growing interest to

the SiGe all around the world and there are more than 25 SiGe fabrication units.

1\ SiGe HBT BIiCMOS technology ’
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Figure 3.8 : SiGe Technology in terms of CMOS gate length and cut off frequency.
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The frequency response, noise figure, and linearity of the new generation SiGe HBTs
are comparable to today’s III-V devices. Also they are better than both Si BJTs and
Si CMOS (even highly scaled CMOS) for these metrics. SiGe HBTs offer better low-
frequency (1/f) and phase noise than all of the competition, with the possible
exception of Si BJTs [29]. These properties provides advantages in RF design. Hence
it is bipolar transistor, the transconductance per unit area of a SiGe HBT is much
higher than for either Si or III-V FETs. Also Si or III-V FETs cannot reach the output
conductance values of graded Ge based SiGe HBTs. Another benefit of using SiGe
HBTs instead of FETs (Si or III-V), is providing the minumum broadband noise
level at very low current densities (typically 10 times lower than peak fr ) which
makes them very attractive from a power dissipation point of view for portable

applications.

Table 3.3: Performance compression of various fabrication technologies

Performance SiGe Si Si 1I1-V 1I1-V 111-V
Metric HBT BJT CMOS | MESFET HBT HEMT
Frequency Very Good Good Very Excellent | Excellent
response good good
1 anq Excellent Very Fair Poor Good Poor
phase noise good
Broad.band Very Good Good Very Very Excellent
noise good good good
Linearity Very Very Very Excellent Very Excellent
good good good good
Output Excellent Very Fair Fair Excellent Fair
conductance good
Transc/(;r;g:ctance Excellent Good Poor Fair Excellent Fair
. P(')we.r Excellent | Excellent Fair Fair Very Good
dissipation good
. CMO.S Excellent | Excellent N/A Poor Poor Poor
integration
IC cost Good Good Very Fair Fair Poor
good

III-V devices, especially high-electron-mobility transistors (HEMTs), will continue
to provide the very best noise performance, albeit at a higher cost, and given their
larger bandgaps and hence breakdown voltages, III-V devices will make the best
power devices. System-level integration and cost are two spects that SiGe will
continue as winner of the competition for long years because of easy integration of
SiGe HBTs and CMOS. This is what III-V technologies cannot do. SiGe is in the
same category with Si technology and it is rising on the advantages of Si IC

manufacturing, including yield and die cost. Table 3.3 simplifies the overall
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comparisions between SiGe HBT, Si BJT, Si CMOS, III-V MESFET, III-V HBT and
-V HEMT. The properties; frequency response, noise, linearity, output
conductance, transconductance/area, power dissipiation, interagration and costs are

compared labeled as five different level [13, 14, 29-31].

3.5 Operating Properties of SiGe HBT

In this part some static and dynamic characteristics are given for SiGe HBT
transistors.
3.5.1 Bipolar junction transistors overview

The operation of bipolar transistor is depented to the external bias which must be
applied to the emitter/base and collector/base junctions in order to use the device for
eletronics applicaltions. These two junctions provide four possible bias
configurations, as illustrated in Figure 3.9. The forward active mode of operation is
the most useful, because in this configuration the gain of the transistor can be
exploited to produce current amplification. A forward bias of approximately 0.6V is

applled to the base emitter junction and a reserve bias to the collector/base junction.

reverse fn::urward
b|as // ) I:nas )
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Figure 3.9 : Four operating regions of BJT.
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The band diagram for the bipolar transistor operates in forward active region is
shown in Figure 3.10. Fermi levels in the emitter, base and collector is seperated by
the applied bias voltage. This seperation is being equal to the applied bias. The
forward bias across the emitter/base junction leads to a decrease in the potential
barrier between the emitter and base, whereas the reverse bias across the
collector/base junction leads to an increase in the potential barrier between the base

and collector [13].
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Figure 3.10 : Bipolar transistor biased in forward active region.

In the inverse active mode and saturation modes the transistor can be viewed as open
and closed switches respectively which means it is not useful The electrical
properties of a bipolar transistor can be characterized by a number of electrical
parameters, the most important of which is the common emitter current gain . This

is the ratio of collector current to base current:

IC
p= A 3.5)

In the forward active mode, large number of electrons are injected from the emitter
into the base because of the forward biasing of the emitter/base junction. A
concentration gradient is therefore established in the base, which encourages the
electrons to diffuse towards the collector. If the base of the transistor were very wide
all the injected electrons would recombine before reaching the collector, and the
transistor would merely behave like two back-to-back diodes. However, the essence
of the bipolar transistor is that the base is sufficiently narrow that the majority of
electrons reach the collector/base junction, where they are swept across into the
collector by the large electric field across the reverse biased junction. This is

achieved by making the basewidth comparable with, or smaller than, the diffusion
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length of electrons in the base. The number of holes which are injected from the base
into the emitter determines the base current. Doping the emitter much more heavily
than the base makes the base current much smaller than the emitter current. A related
electrical parameter to the common emitter current gain is the common base current

gain a, which is the ratio of the collector current to the emitter current:

_ [C
= 7, (3.6)

It is obivous that the sum of collector and base currents gives the emitter current and

there is a relation between current gains:

IEZIB+[C (3.7)
Then,
p
a=—"—
1+ f 3.8

The common emitter and common base current gains can be measured by biasing the
transistor into the forward active region and taking readings of base, emitter and
collector current. Three alternative circuit configurations are possible, depending
upon which terminal is common between the input and output. These are named as
common emitter, common base and common collector circuit configurations. These

configurations are going to be used to design amplifier in the next chapter.

The common emitter current gain B is obtained by connecting the transistor in the
common emitter configuration, as shown in Figure 3.11(a). The common emitter
current gain is obtained by reading off the value of collector current obtained for one
of the values of base current and taking the ratio. The common base current gain o
can be measured by connecting the transistor in the common base configuration
showed as in Figure 3.11(b), and plotting the collector current as a function of
collector/base voltage, with the emitter current as a parameter. The common base
current gain is obtained by reading off the value of collector current obtained for one

of the values of emitter current and taking the ratio [13].
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These gain expressions has to be modified because of the heavy doping effects and

these modifications in (3.9) and (3.10) lead us to the equation in (3.4):

AD _n?
I = qAaLpe M equVBE

" WN,, KT 3-9)

I = gAD,,m;, qVsi

c W,N,, KT 3.10)

In equations above Dy, is diffusion coefficient of the electrons in the base and Dy is
the diffusion coefficient of the holes in the emitter. Nger 1S the effective doping
concentration which includes the effects that come from band narrowing. A is the
area of the emitter-base junction. It is imported to notice that the intrinsic carrier

concentration of lightly doped Si (n;,) is also effective in equations (3.9) and (3.10).

(a) (b)

Figure 3.11 : Possible configurations of a bipolar transistor a) CE b) CB ¢) CC.

The most important high frequency parameter of bipolar transistor is cut-off
frequency fr which can be defined as the frequency that the gain drops to unity. It is
seen on Figure 3.12. The cut-off frequency can be derived by using small signal

hybrid © model of the transistor.

log (#)

Figure 3.12 : ft - gain relationship.
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Figure 3.13 : Small signal = model of the transistor [13].

For the circuit given in Figure 3.13 the following equations can be written:
ic = gmvbe - ja)C/tVbe (3.1 1)
ib :Vbe(g”+ja)Cﬁ+ja)Cy) (3.12)

where g,=1/r; and w = 2zf". C, is the collector/base depletion capacitance and C; is
the sum of the emitter/base depletion capacitance and the emitter diffusion

capacitance. The common emitter current gain can be defined as:

5o g, —JjoC,

g, +joC. +ja)Cﬂ (3.13)
For the frequencies in the interested band, g>>jwC, which leads 3.14:
p=— s

1+ jor, (C,+C,) (3.14)
Since Pr is the common emitter current gain at low frequencies:
ﬁF = gmrlr (3‘15)
At high frequencies the denominator of (3.14) can be simplified:
A=t

or,(C,+C,) (3.16)

The gain becomes 1 when:
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1= By
27 fir, (C,+C,) (3.17)

Also the model based termination in (3.18) can be used to achieve (3.20):

T

y =
gl

T

(3.18)

Since the forward transit time is expressed with using various delay times as follows:

Tp =Tp tTppp + T+ Tepp 3.19)

1
Jr= T
zﬁ(fF +L )] (3.20)

C

Cyr and Cjc are the emitter/base and base/collector depletion capacitances. The
results shows that fr increases with collector current. However, as Figure 3.14

illustrates that at higher current effects start after a current level and.

Friax

fr

le
Figure 3.14 : f1 versus collector current characteristics [13].

3.5.2 SiGe hetero junction bipolar transistors characteristics

3.5.2.1 Current-gain properties of SiGe HBT

Since the conduction band spike in a SiGe HBT is very small, the same approach
with (3.10) and (3.11) can be used to calculate the collector current of a SiGe HBT.

The following equation can be derived for SiGe HBT:
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2
g4 (D, ) sige 1 )sice exp qV s

< W,N,, kT 3.21)

Naer 1S same in SiGe andb Si. The intrinsic carrier concentration for SiGe can be

given as:

AE_.| (N.N,).
(”1‘2) = n; exp G ( C V)SzGe (3 22)
SiGe kT (NCNV )Si .

Using (3.22) inside (3.21) and taking the ratio of the collector currents give us the

enhancement in the current gain of SiGe HBT.

ﬁSiGe _ (NCNVD"I’ )SiGe AE'G
= exp (3.23)
ﬁSi (NCNVDnb)Si kT

Nc and Ny are effective density of states in the conductance and valance bands,

respectively.

3.5.2.2 Cut-off frequency of SiGe HBT

A key SiGe HBT AC figure-of-merit, unity gain cutoff frequency (fr), can be written
as follows [13]:

-1
1 1 | kT 14
= =—|—(C,+C )+1,+7,+—L+1C
fT 272"Z'ec 27[|:qlc( te tc) b e 2V c tc:| (3.24)

sat

where ;TT =g, ,Cand Cy are the EB and CB depletion capacitances, 1, is the base
C

transit time, T, is the emitter charge storage delay time, W, is the CB space—charge
region width, vy, is the saturation velocity, and r. is the dynamic collector resistance.
Te. 1S the total emitter-to-collector delay time, and sets the ultimate limit of the
switching speed of a bipolar transistor. Therefor, under fixed bias current, having an
improvement in 1, and/or 1. —because of using SiGe- makes an enhancement in frand
fmax Of the transistor at fixed bias current. ‘‘Maximum oscillation frequency’ a

figure-of-merit ( fmax) can be given as follows:
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|y
S = S2C (3.25)

where 1, is the small-signal base resistance, and Cy. is the total collector—base
capacitance. In order to increase the maximum power gain and circuit operating

frequency, frshould be larger while 1y, and Cy are smaller.

3.5.2.3 Output conductance of SiGe HBT

Another vital parameter for a transistor is dynamic output transconductance which is
desired to be zero (equals to infinite output resistance). On the other hand, unlike the
ideal case increasing Vg, degrades base region from the backside. It means a
movement occurs in moving neutral boundary of base. Wy is a role in the minority
carrier density on CB side of the neural base. That’s why the collectror current rises.
Finite base doping leads to the situation that Ic and Vg increases simulatenously.
This clearl gives a finite output conductance. This is a well known issue called
“Early effect”. The Early voltage is a simple and convenient measure of the change
in output conductance with changing Vcg. The value of this parameter (Va) is

defined as follows in SiGe HBT [14]:

y _ _Dnb ? pb(x dx [GW }1
A,SiGe pb D, (x) 2 ) v, (3.26)

V4 depends exponentially on the difference in bandgap between x = W, and that
region in the base where n; is smallest. That is, the base profile is edectively
"weighted" by the increasing Ge content on the collector side of the neutral base,
making it harder to deplete the neutral base for a given applied Vg, all else being

equal, effectively increasing the Early voltage of the transistor.
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4. UWB LOW NOISE AMPLIFIER DESIGN

SiGe BiCMOS is becoming the technology of choice for achieving cost-effective
integration in wireless and wireline communication transceivers. In this chapter,
operating principles, noise and gain characteristics of a SiGe HBT are given at first.
Then possible low noise amplifier topologies are analyzed. Finally a new topology is

proposed.

4.1 UWB LNA Design Overview

Low noise amplifier is the first component of a receiver. Because of this it has got
big impact on the noise figure of the over all system. It has to provide sufficient gain
while increasing the noise as little as possible. Its gain should deal with the noise of
the previous stages successfully. LNA should work with large signals without
distortion and must present specific input impedance often 50Q. This is important

because LNAs usually com after passive filters and must satisfy this requirement.

The major titles that must be considered in a LNA design are; gain, noise, power
consumption and input impedance. On the other hand the supply voltage is very

limited and while the linearity should satisfy a good characteristic [32].

Although these terms on Figure 4.1 are not directly proportional with each there are
lots of strategies for LNA design that optimize the noise figure while providing high
voltage gain, good input match and low power consumption simultaneously. On the
other hand ultra-wideband LNA design has got its own challenges different than
narrowband design [32-33].

Broadband input and output impedance matching, frequency response flattening over
the whole band of interest spot and mean noise figure constraints and power
consumption are the key points in the design. Since frequency band is regulated by
stringent power constraints, noise issues have to be carefully taken into account with

respect to the narrowband design.

45



Moiss —ai—m= Power

o h
i N
» 3
Liirvesmr ity Frequency

»
kY f'/
Supply

g AN
Valtage

Figure 4.1 : RF design hexagon.

The input and output impedance matching can be best achieved by passive networks
such as filters or ladder matching networks. On the other hand, extra noise
introduced to the LNA input by the passive elements. Also, the mismatches caused

by the inductors reduce the design reliability.

There are several different topologies that use CMOS or SiGe HBTs in previously
published papers. The different CMOS topologies are filter configuration [34-35],
feedback configuration [36] and distributed amplifiers [37]. SiGe ultrawide band low
noise amplifiers also utilize resistive feedback [38], Darlington amplifier [39],
cascode amplifier with emitter degeneration [40] and distributed amplifier topologies

[41].

Distributed amplifier topology features good broadband operating characteristic by
removing the effect of the first transistor’s parasitic capacitance with the
transmission line. This transmission line can be realized by LC ladder network.
However, the large area and high power consumption appear as problems for UWB

LNA design.

Unlike distributed amplifiers, it is a big challenge to achieve a good noise figure with
a high gain over a wide frequency range with feedback topology in CMOS design.
SiGe HBT can satisfy high gain with lower voltage levels but limited input match

brings problems in high frequencies.

Darlington transistor pairs provide high gain which is good for UWB usage. It can be
supported with feedback configuration to improve the performance but input
matching is not enough to satisfy UWB specs. Moreover, high power consumption is

another disadvantage [40].
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Lowest noise figures can be achieved with emitter degenerated cascode amplifier
architectures but their narrow band nature brings vital problems for matching.
Placing a filter configuration can enhance performance but it is still difficult to reach

high gain levels.

Balanced amplifier topology is another possibility which is used in several papers
with HBT or HEMT choices [42-44]. The flatness of the gain characteristic is very
good and the matching characteristics are excellent in balanced amplifiers, but these
architectures require Lange couplers which are difficult to design and fabricate.
These couplers have also negative effects in noise figure. Moreover large die size is

another handicap for the design.

There are two widely used choices in CMOS UWB LNA design for the first stage
and the following stages; common source [34] and common gate amplifiers [35, 45].
On the other hand common base and common emitter amplifiers are corresponding
configurations for SiGe HBT low noise amplifiers [46, 47]. It is very popular to
configure low-noise amplifiers as common-emitter or common-source amplifier
circuits configuration which is a useful way to minimize the noise figure of the
amplifier over a narrow frequency range. However, the performance of common-gate
is better than common-source in input matching, reserve isolation and stability [33].
Similarly, common-base configuration with SiGE HBTs outperforms common-
emitter configuration [46-48]. The large parasitic capacitance between the base and
emitter nodes dominates input impedance of the transistor since it suffers from Miller
effect. As a result, input matching over a wide frequency range is difficult to achieve.
A reactive matching network can be one solution for broad band matching, but an
amplifier based on this approach would draw a relatively large current. Another issue
is isolation which means the value of feedback from output to input. The isolation is
very strong in common base amplifiers. It was seen that under many situations the
CB topology offers significant advantages over the CE configuration for amplifier
applications [48]. Also according to the measurements the linearity of common base

configuration gives better results than common emitter configuration [49].

4.2 UWB LNA Design Overview

Low-frequency noise, RF noise, and phase noise of SiGe HBTs should be kept at low

values in order to achieve high cut-off frequency, low base resistance, and high

47



current gain at the same time. Possible optimization in SiGe profile leads to
improvement in fr and B which means a reduction in NF. The high fr, high B, and
low 1, in aggressively scaled SiGe HBTs will enable low noise figure receiver design
at increasingly higher frequencies. For LNA design, the transistor size can be
optimized to make the noise matching resistance equal to the 502 source impedance.
The 1/f noise factor K, which measures the amount of base current 1/f noise for a
given base current, is independent of SiGe profile design. With scaling, the K factor

and 1/f noise corner frequency increase [29, 50].

Noise figure can be determined with the following equation [50]:

AE .
(nIZ) = nIZO exp G (NCNV)SzGe (4 1)
Sice kT (NCNV )Si )

Where R, is the noise resistance and C; is;

€= rn, (42)

4.3 Proposed SiGe UWB LNA Circuit

This three staged amplifier which is designed in AMS0.35u BiCMOS process
promises -14dB input return loss and maximum gain 32.8dB with 3.3V supply. The
circuit satisfy the 50Q input matching along whole UWB band. Moreover, the
operating band of this state of art low noise amplifier expands from 3.1GHz-

10.6GHz to 1GHz-15GHz by applying optimization techniques.

The first stage of the LNA is a common-base amplifier in which the signal source
and the load share the base of the transistor as a common connection point.
Although, HBTs are almost exclusively operated in a common emitter configuration
(CE) in amplifier design a common base configuration (CB) has the advantages of
ease of broadband impedance matching with a better gain and is more suitable for

optical and microwave broadband communication applications.

The topology of this stage is seen in Figure 4.2. ¢; and r; are the input capacitance and
resistance of the second stage and they are considered as 75fF and 1.5KQ. The

passive elements Ry, Lgi, Ra2, La2, C1, Co, L3, Ly and R¢ are added to the common
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base configuration to keep the input impedance at 1/gn,;. Rs is placed for biasing
purpose. Q1 is biased in forward active region with the proper selection of Rs. The
input impedance of Q1 aims to deviate from 1/gy; as the frequency increases. The
main idea is to eliminate these deviations in several regions by superposing the

multiple resonances [45].

This circuit contains three multiple resonances which are placed to the low
frequencies, middle frequencies and high frequencies of the band of interest. The
proposed work was based on resonances on two different frequencies. On of them is
near to lower edge and the second one is the near to higher edge of the UWB band
[45]. The resonance in the mid frequencies in this circuit is one step further in

optimisation and this makes the design unique.

vdd
Rdz
Ldz
Rs Ld1 "_":ci ri
Rd1
Cbypass1 —T— 7
Q1
E Re
C1
I[
I\
L3 1
Vin L4 Cz

Figure 4.2 : Common-base input stage of LNA.
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The Norton equivalent circuit can be sketched as Figure 4.3 where L. and C. are the

parasitics in emitter of Q1.

e
| |
| |
| |
I |
: gmVbe |

T AN : |
| N :
Ce| 2L
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: Vi —W— :
e Ro |

7/ Com e

Figure 4.3 : Norton equivalent circuit of the first stage.

The parallel equivalence of L. // C. can ignored when they are high enough. By using
this assumption, input impedance of the circuit can be derived with using Thevenin

equivalent circuit.

gmVbeRo

ZL
Vin

Figure 4.4 : Thevenin equivalent circuit of the first stage.

In Thevenin equivalent on Figure 4.3 where gy, is the transconductance and R is the

output conductance of Q1:

V=Y, @.3)

50



R+z, (4.4)
V. _ R+Z,
L 1+g,.R, @-5)

I g,.R, (4.6)

1 (., z,
Z, = —(1 +R—j 4.7)

(4.5) is the starting point in the design flow of this circuit since the main requirement
is providing 50Q matching in the input which means Z;;=50Q. Under the condition

of Z;=Ry, Z;, becomes:

L= (4.8)

gm1 has to be 40mS in order to set Z;, to 50Q without deviating from Z; =Ry.

This is a great advantage of common base topology in design challenge and can be
enough to design a low noise amplifier for a single frequency. However with the
increasing frequencies, it is obvious that some deviations are going to be occurred in
this equation because of the effects of parasitic capacities in the emitter of Q1 which

are ignored seen in Figure 4.3. These deviations degrade the performance.

This circuit should dynamically balance these deviations to kept the Z; =R, condition.

The goal is creating resonances in the points which this equation tends to deviate.

It has been thought before to satisfy UWB conditions by simultaneous resonances
but this is the unique design that controls the performance by setting three resonances

in different frequencies.

The resonances can be set around 1GHz, SGHz and 10GHz to shift the performance

up.
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In Figure 4.5 the small signal equivalent circuit of the common-base circuit in Figure
4.2 is given. Rg in Figure 4.2 dominates the r.. in small signal circuit. In around
5GHz which is in middle part of the operating frequency range, Rq; and Lg; are low
enough to neglect. ci//L4; and L./C. pair resonate simultaneously by the proper
choice of L values. Ry, is adjusted to keep Z;=R,. Placing C, and C, brings other

resonance frequencies around 1GHz and 10GHz.

—/\/\,——\m
Rd’ Ldf

1) gmV fee Raz

)|
ol

Lc2
Le Ce
—_
N
Figure 4.5 : Small signal equivalent of Figure 4.2.
L —= C
N
Figure 4.6 : Resonated L//C pair.
The parallel resonance in Figure 4.6 can be defined as follows:
1 1

f}"esunance - 20t (CL) (4°9)

Element values were determined using the equation in (4.9) and some parametric
analysis. The simulation results verify the multiple resonance design goal. The

matching is provided between 400MHz and 14GHz as seen in Figure 4.7.

The circuit is designed using Cadence® Virtuoso® Spectre Circuit Simulation

program in ITU VLSI laboratories.
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Figure 4.7 : Input return loss of the first stage.
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Figure 4.8 : Gain of the first stage.

The gain is seen in Figure 4.8. The decreasing gain level with increasing frequencies
leads to place additional stages. Cascading with another stage can bring adequate
signal amplification. Since S;; is determined with first stage, the following stages
cannot degrade this characteristic. The noise figure of a multistage low noise
amplifier is determined by the first stage. Q1 is key element in the noise

characteristic. Figure 4.9 shows the NF of the circuit in Figure 4.2.

A following cascode configuration can pick up the drop in the performance but
second stage is selected as an emitter follower topology because of its characteristic
of high input resistance. The output of the first stage is designed according to the

high output resistance. The last stage cannot be connected to the first stage without
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this common collector amplifier. The output voltage of a common-collector amplifier
is always nearly equal to the input voltage. The emitter load voltages follow the input
so closely. The DC level is tuned properly to keep Q2 in the forward active region.
The node voltage at the base of Q2 is 1.8V. Thus additional bias is not required in

this configuration.
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Figure 4.9 : Noise figure of the first stage.

The last stage is a compensated common emitter topology which contains some
optimisation inductances and a shunt-series feedback. These optimisations bring
inductive effects which are shifting up the gain level in frequencies above 8 GHz. The
stage consists of Q3 and Q4. The topology is given in Figure 4.10. Ry4 and Rys is
placed for biasing. Ry, is a resistive feedback. The tuning of these resistor values are

challenging to provide the DC conditions.

The circuit in Figure 4.10 cannot satisfy the requirements as a last stage. This is

obviously seen in the gain characteristic in Figure 4.11.

The additional inductors placed into the circuit to fix the problem which is seen in
high frequencies. The inductive effects coming from L;;, Ly;, L3 and Ly4 can shift up

the gain level. Figure 4.12 is the new topology for the third stage.

The final performance metrics are given for the new common emitter architecture

with the following graphs in Figure 4.13.

The own gain characteristic of the third stage is tuned to be cascaded with the
following stages and the final topology of the LNA is given in Figure 4.14 after

combining these three amplifier stages.
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Figure 4.10 : Common emitter stage without compensation.
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Figure 4.11 : Gain of the circuit in Figure 4.10.

The final topology of the proposed low noise amplifier circuit is seen in Figure 4.14.
Its performance outputs is shown in the following graphs in Figure 4.15 and Figure

4.16 respectively.

The simulation results show there can be more improvement opportunity in the
studied three staged amplifier. Firstly removing L4; and Ry, decrease the number of

the elements that are used in the circuit. In order the shifting up the inductive effect

55



coming from the second stage, an inductance can be placed to the in the input of Q2.

Also an additional inductance between Q3 and Q4 results to improvement as it

absorbs the effect of the parasitic capacities in the emitter of Q3. In this configuration

gm3 and g4 becomes 26mS. The f; of the transistors (Q1, Q2, Q3 and Q4) are around

60GHz.
vdd
R23:
L22 Chblock1
R21 L21 h{%vout
—M— ST
L24§
R24
L23
T i S :
Vin
Cbypass2
R25 I
Figure 4.12 : Common emitter stage with compensation.
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Figure 4.13 : Gain of the last stage.
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Figure 4.14 : Three staged state of art low noise amplifier.
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Figure 4.15 : Gain of the LNA.

The final version of circuit can be seen on the Figure 4.17. L., and L, are the last
two elements which are added to the circuit. Figure 4.18 gives the S;; characteristic.
There is not any degradation in S;; and it is lower than -14dB between 400MHz and
14GHz. The gain is around 32dB. The 3dB bandwidth is between 1.5GHz and
15GHz. The power dissipation is somewhat high. The source current is 7.8mA and

the supply voltage is 3.3V which yields 29mW power consumption.
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The element values are given in Table 4.1. The topology promises high voltage gain,

low return loss over a wide band and a new architecture.

The comparasion of performance of this architecture with recent papers is given in
Table 4.2. The benchmark contains different topologies and processes; CMOS, SiGe
and HEMT. There are some trade-offs between some designs. Some of the works
aim to dissipate power as minumum as possible. Some of them are designed under
restrict noise figure condition. The proposed low noise amplifier in this study

prserves best matching over the widest frequency range including 3.1-10.6GHz.
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Figure 4.16 : Input return loss of the LNA.
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Figure 4.17 : The final schematic of the studied LNA architecture.
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Figure 4.18 : Input return loss of the studied LNA circuit (last version).
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Figure 4.19 : Input return loss on Smith Chart (last version).

59



350 i dB2@

Gain

26.25 /

1750 L

(d8)

8758 L

o] |
440.8M 2.358G

|
4.308G

|
8.208G
freq ((Hz )

L |
12146 14.856G

|
16866

ET5.00850 30.6004)

Figure 4.20 : Gain of the studied LNA circuit (last version).

Table 4.1: Element values in the studied circuit.

Elements Value Elements Value
C 4.3pF R 250Q
) 60fF Lo 8nH
Chypassl 50pF Lo 2nH
Gi 80fF Ly 20nH
Ls 25nH Lo 35nH
L4 35nH Lo 4nH
Ly 8nH Log 12nH
Ry 425Q Ry 1.1KQ
Rs 400KQ Ra 315Q
Re 700€2 Chlockl 50pF
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Table 4.2: Performance comparision of UWB LNA previously designed

Reference [34] [45] [44] [51] [41] This
work
S <-9.9dB <-10dB <-5dB <-7.2dB <-7dB <-14dB
Gain 9.3dB 16dB 10dB 20.3dB 13dB 32dB
BW 2.3- 3 -11GHz 3-10GHz 0.1- 3.1- 1.2GHz -
9.2GHz 13.6GHz 10.6GHz 15GHz
Ppc ImW 9.54mW NA 26mW 13.5mW 29mW
NF <8.5dB <4dB <2.5dB <3.1dB <7.2dB <10dB
Process 0.18um 0.18um InAlAs/ 0.18 um 0.35 um 0.35 um
CMOS CMOS InGaAs SiGe SiGe SiGe
HEMTs BiCMOS BiCMOS BiCMOS
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5. UWB LOW NOISE AMPLIFIER DESIGN

Ultra-wideband technology becomes very popular recently. As 3.1-10.6GHz
frequency band was allocated to UWBB in 2002 for unlicensed usage by FCC, the
commercial applications started to employ UWB systems. Other related standards for
UWB systems were preserved and new approaches were done. It is more suitable for
the wireless personal area networks because it enables transfer high data rates in
short distances. This makes UWB as an efficient solution not only for military
applications as radar and weapon systems also for commercial applications such as
PDAs, cell phones, pagers, game consoles, portable computing devices, body

imaging and positioning devices.

Also from the radio frequency integrated circuit designers’ point of view
transreceiver architectures become less complex. Costs were reduced. But as the
frequency range is huge the providing stability of the sub-blocks over the full of this
range is a big problem. On the other hand UWB standards contain strong restricts
especially for the power emissions. This brings new challenges to the UWB

transreceiver design.

Although, CMOS technology dominates the microprocessor market, the wireless and
high-data-rate wireline domains are another matter entirely, and place far more
stringent demands on the devices than simple digital logic. SiGe is the new trend for
to satisfy these demands as having superior radio frequency characteristics. UWB

standardization and SiGe technology can meet in RF IC design.

LNA is the most important block in a for the narrowband and wideband
transreceivers. Hence it is the first block its noise, gain and the stability
characteristics should be excellent. LNA design becomes more difficult as the
telecommunication industry started to demand ultra-wide band LNAs. Different than
the narrowband topologies new techniques should be applied to keep the
performance of the LNA over 7.5GHz range. Common-base topology becomes one
step further as its matching and the stability characteristics are more suitable for

UWB requirements.
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In this work three staged UWB LNA circuit was designed for the first time with
using AMSO0.35u BiCMOS process. The stages are common-base, common-collector
and compensated cascode respectively. In the first stage multiple resonances are used
to satisfy full band input matching and the cascode stage with a feedback fixes the
gain characteristic by shifting up the level especially in high frequencies to satisfy
the flatness. Its gain level and the flatness properties are very satisfying. The noise
characteristic of the circuit should be optimized in one more step to be proper with

UWRB applications. The outputs are spectacular among the other recent studies.

As a further work, the performance of the first circuit is investigated to increase its
noise performance. Some extra optimization methods can be applied to this circuit.
Without degrading its excellent flatness a trade-off can be considered between gain

level and noise figure.

Another possibility is changing the process such as 0.25um to decrease the power
dissipation and spend less area. Also, applying advanced layout techniques can
increase the performances of the circuit. UWB has got plenty of advantages over

narrow band systems.
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