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OZET

Spam e-posta, iletisim kalitesini diisiiren, alicilar1 rahatsiz eden ve zamanlarini bosa
harcayan ciddi bir problemdir. Bu problemin ¢oziimii, e-postalari spam veya normal
olarak smiflandirmak ve spam e-postalari elemektir. Bu smiflandirma problemini
cozmek i¢in pek cok yontem Onerilmistir. Makine 6grenmesi yontemleri bir e-postayi
istenen veya istenmeyen olarak siniflandirmada etkili olduklarindan dolayr spam tespit
sistemlerinde yaygin olarak kullanilmaktadir. Fakat mevcut spam tespit teknikleri
genellikle diisiik tespit oranlarindan muzdarip olurlar ve etkili bir sekilde karmasik ve
biiyiik boyutlu verilerin iistesinden gelemezler. Bu problemlerin iistesinden gelmek
amaciyla bu tez calismasinda ii¢c yeni yontem (ABC-LR, CSA-LR, ABC-CSA-LR)
onerilmistir. Veri kiimeleri iizerinde yapilan deneylerin sonuglari, onerilen yontemlerin
ozellikle de ABC-LR ve ABC-CSA-LR yontemlerinin sahip oldugu yiiksek oranda
etkili bolgesel ve kiiresel arama yeteneklerinden dolayr ¢ok boyutlu verilerle basa
cikabildigini gostermektedir. Onerilen yontemlerin literatiirde bilinen makine 6grenmesi
algoritmalariyla kiyaslanmalarina ek olarak ge¢cmis calismalardan literatiirde bilinen ve
giincel yontemlerle de karsilastirilmistir.  Siniflandirma dogrulugu agisindan Onerilen
yontemlerin bu ¢alismada gz oniinde bulundurulan diger spam tespit tekniklerinden daha
iistiin oldugu deneysel olarak gosterilmistir. Ayrica Tiirkce ve Ingilizce veri kiimeleri
tizerinde gosterdikleri yiiksek basaridan dolayi onerilen yontemlerin diller arasindaki

yapisal farkliliklarin iistesinden gelebildikleri anlagilmaktadir.
Anahtar Kelimeler: Spam e-posta, spam e-posta tespiti, spam filtreleme, Tiirk¢e
e-posta, makine Ogrenmesi, lojistik regresyon, optimizasyon

algoritmalari, yapay zeka, yapay ar1 kolonisi, yapay bagisiklik
sistemi, klonal se¢im algoritmasi
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ABSTRACT

Spam e-mail is a serious problem that reduces communication quality, annoys recipients
and wastes their time. The solution to this problem is to classify e-mails as spam or normal
and eliminate spam e-mails. Many methods have been proposed to solve this classification
problem. Machine learning methods are widely used in spam detection systems because
they are effective in classifying an email as desired or unsolicited. However, current
spam detection techniques often suffer from low detection rates and cannot effectively
deal with complex and high-dimensional data. In order to overcome these problems,
three novel methods (ABC-LR, CSA-LR, ABC-CSA-LR) have been proposed in this
study. The results of experiments on datasets show that the proposed methods, especially
the ABC-LR and ABC-CSA-LR, are able to cope with multi-dimensional data due to
their highly effective local and global search capabilities. In addition to comparing
the proposed methods with the state-of-the-art machine learning algorithms, they were
also compared with the state-of-the-art methods reported by previous studies. It has
been experimentally demonstrated that the proposed methods outperforms other spam
detection techniques considered in this study in terms of classification accuracy. In
addition, it is understood that the proposed methods can efficiently overcome the
structural differences between languages due to their quite successful classification
performances on Turkish and English data sets.

E-mail spam, e-mail spam detection, spam filtering, Turkish e-mail,
machine learning, logistic regression, optimization algorithms, artificial

intelligence, artificial bee colony, artificial immune system, clonal
selection algorithm

Keywords:



ICINDEKILER

YAPAY ARI KOLONISI TEMELLI LOJISTIK REGRESYON
SINIFLAYICILARIN OPTIMAL TASARIMI VE TURKCE SPAM MAILLERIN
FILTRELENMESINDE BASARIMLARININ INCELENMESI

BILIMSEL ETIGE UYGUNLUK SAYFASI . . . . . ... ........... iii
YONERGEYE UYGUNLUK SAYFASI . . . . ... ... ... ........ iv
KABUL VEONAY . . . . . .. v
TESEKKUR . . . . . . .. e vi
B7/FT . .. .... . 407 &AW & &y = vii
ABSTRACT . . . . . oot e e viii
ICINDEKILER . . . .. .. .. .. st ix
KISALTMALAR . . . . . . . e e xii
TABLOLARLISTESI . . . . .. . ... . .. . .. .. .. . .. ... Xiii
SEKILLER LISTESI . . ... ... . . ... . ... ... ... .. ...... xvi
GIRIS . . . . . . 1

1. BOLUM
GENEL BILGILER ve LITERATUR CALISMASI

1.1. Problem Tammm . . . . . . ... ... ... L L 5
1.2. Literatiir Ozeti . . . . . ... .. ... ... ... ... .......... 6
1.3. Arastirmanimn Amaci . . . . . . . ... 10
1.4. Arastrmanm Onemi . . . . . ... .. ... ... ... ... ... ... 10

2. BOLUM

YONTEM VE MATERYAL
2.1. Naive Bayes Yontemleri . . . . . . . ... ... ... .. ... ...... 12
2.1.1. Gaussian NaiveBayes . . . . . . . . .. .. ... ... ... 12
2.1.2. Multinomial Naive Bayes . . . . . . . .. ... ... ........ 13
2.2. Destek Vektor Makineleri: SVM . . . . . ... ... ... .. ...... 13
2.2.1. Lineer SVM . . . . . . . . .. 14

2.2.2. Radial Basis Fonksiyonlu SVM (RBF-SVM) . . .. ... ... .. 15



2.3. Lojistik Regresyon . . . . . . ... ... ... ... ............
2.4. Optimizasyon algoritmalari ile egitilen LR simflandiricilar . . . . . . .

2.4.1. Parcacik Siirii Optimizasyonu algoritmasi1 ile egitilen LR
smiflandirici: PSO-LR . . . . . .. ... oo oL

2.4.2. Diferansiyel Gelisim algoritmasi ile egitilen LR simflandirici:
DE-LR . . . . .

3. BOLUM
ONERILEN YONTEMLER VE BILESENLERI

3.1. Yapay An Kolonisi Algoritmast . . . . . .. ... ... ...
3.2. ABC algoritmasi ile egitilen LR simiflandirici: ABC-LR . . . .. .. ..
3.3. CSA algoritmasi ile egitilen LR simiflandirici: CSA-LR . . . . . . . ..

3.4. ABC algoritmasi ile kombine edilen CSA algoritmasi tarafindan
egitilen LR siniflandirici: ABC-CSA-LR . . ... ... ... ......

4. BOLUM
DENEYLER

4.1. Veri Kimeleri . . . . . ... ... ... ... ... ... ...,
42. VeriOnisleme . . . . . .. ... ... ... ... ... . ... ......
4.2.1. MorfolojiIslemi . . . . . . ... ... ... ... . ... ......
4.3. Oznitelik Secme Yontemleri . . . . . ... ... ... ..........
4.3.1. Terim Frekansi Ters Dokiiman Frekans1 (tf —df). . . . . . . ..
4.3.2. Karsihkh Bilgi (Mutual Information) . . . . .. ... ... .. ..

5. BOLUM
BULGULAR

5.1. NB Smiflandiricilarin Basarimlarn . . . . . . ... .00 0oL
5.1.1. Gaussian NB siniflandirici ile smflandirma . . . . . . . . . . . ..
5.1.2. Multinomial NB simflandirici ile ssmflandirma . . . . . . . . . ..

5.2. SVM Simiflandiricillarin Basarimlar . . . . . . ... 0oL
5.2.1. Lineer SVM smiflandiricimin basarom . . . . . . . ... .0
5.2.2. Radial Basis SVM smiflandiricinin basarnnm . . . . . .. ... L.

5.3. LR Smiflandiric ile simiflandirma basaromlarn . . . . . . . . .. .. ..

5.3.1. Gradient descent algoritmasi ile egitilen LR simflandiricinin
basarnm . . . ... Lo



5.3.2. PSO algoritmasi ile egitilen LR simflandiricimin basarim . . . . . 49

5.3.3. DE algoritmasi ile egitilen LR simflandiricinin basarmmu . . . . . . 50
5.4. Onerilen yontemlerin ssmflandirma basarmmlarn . . . . . . . . ... .. 53
5.4.1. ABC algoritmasi ile egitilen LR siniflandiricinin basarm . . . . . 53

5.4.1.1. ABC algoritmasi iizerinde kontrol parametrelerinin etkileri 59

5.4.2. CSA-LR smiflandiricimmn basarom . . . . . . . . .. ... ... .. 62
5.4.3. ABC-CSA-LR smiflandiricimin basarom . . . . . . . ... .. .. 63
5.5. Smiflandiricilarin Karsilagtirlmas: . . . . . . ... 0000000 66
6. BOLUM
SONUC VE ONERILER
6.1. Katkilar . . . . . . .. ... oo 75
6.2. Sonucve Omeriler . . . .. ... ... ... ... ...... ... ... . 75
KAYNAKLAR . . . . . 78

OZGECMIS . . . . . . . . 86



ABC
AIS

NB

SVM
RBF

CSA
NSA

PSO

DE

FN

FP

FVS

LR

MCN

MR
ANOVA
TUBITAK

KISALTMALAR

Yapay Ar1 Kolonisi (Artificial Bee Colony)

Yapay Bagisiklik Sistemi (Artificial Immune System)

Naif Bayes (Naive Bayes)

Destek Vektor Makinesi (Support Vector Machine)

Radial Tabanli Fonksiyon (Radial Basis Function)

Klonal Secim Algoritmasi (Clonal Selection Algorithm)
Negatif Secim Algoritmasi (Negative Selection Algorithm)
Parcacik Siirii Optimizasyonu (Particle Swarm Optimization)
Diferansiyel Gelisim (Differential Evolution)

Yanlis Negatif (False Negative)

Yanlis Pozitif (False Pozitive)

Oznitelik Vektor Boyutu (Feature Vector Size)

Lojistik Regresyon (Logistic Regression)

Maksimum Déngii Sayisi

Modifikasyon orant

Varyans Analizi (Analysis of Variance)

Tiirkiye Bilimsel ve Teknolojik Arastirma Kurumu

Xii



Tablo 5.1.

Tablo 5.2.

Tablo 5.3.

Tablo 5.4.

Tablo 5.5.

Tablo 5.6.

Tablo 5.7.

Tablo 5.8.

Tablo 5.9.

Tablo 5.10.

Tablo 5.11.

Tablo 5.12.

Tablo 5.13.

TABLOLAR LISTESI

Gaussian NB smiflandiricinin - siniflandirma  dogruluklari, FVS:

Oznitelik vektérboyutu . . . . . . ... ... ... ... ...

TurkishEmail veri  kiimesi  iizerinde  Multinominal NB

siniflandiricinin verdigi sonuglar, FVS: Oznitelik vektor boyutu

CSDMC2010 veri kumesi tizerinde Multinominal NB

siniflandiricinin verdigi sonuglar, FVS: Oznitelik vektor boyutu

TurkishEmail veri kiimesi tizerinde lineer SVM simiflandiricinin

smiflandirma dogruluklar1 (%) . . . . . . . . . ... ...

CSDMC2010 veri kiimesi tzerinde lineer SVM smiflandiricinin

siniflandirma dogruluklar1 (%) . . . . . . . . . ... ...

RBF kernelli SVM smiflandiricinin £'V.S = 500 iken TurkishEmail

veri kiimesi tizerinde siniflandirma dogruluklart (%) . . . . . . . ..

RBF kernelli SVM smiflandiricinin V.S = 1000 iken TurkishEmail

veri kiimesi iizerinde simiflandirma dogruluklart (%) . . . . . . . ..

RBF kernelli SVM siniflandiricinin V.S = 500 iken CSDMC2010

veri kiimesi iizerinde simiflandirma dogruluklart (%) . . . . . . . ..

RBF kernelli SVM siniflandiricinin £'V'.S = 1000 iken CSDMC2010

veri kiimesi iizerinde siniflandirma dogruluklart (%) . . . . . . . ..

TurkishEmail veri kiimesi {izerinde LR siniflandirma yonteminin

istatistikleri . . . . . . ..

CSDMC2010 veri kiimesi iizerinde LR siniflandirma yonteminin

istatistikleri . . . . . . ..

Spambase veri kiimesi iizerinde PSO-LR siniflandirma yonteminin

smiflandirma performans: . . . . .. ..o

TurkishEmail ve CSDMC2010 veri kiimeleri iizerinde DE-LR

yonteminin sinifflandirma performanst . . . . . ... ..o L

Xiii

43

43



Tablo 5.14.

Tablo 5.15.

Tablo 5.16.

Tablo 5.17.

Tablo 5.18.

Tablo 5.19.

Tablo 5.20.

Tablo 5.21.

Tablo 5.22.

Tablo 5.23.

Tablo 5.24.

Tablo 5.25.

Tablo 5.26.

Tablo 5.27.

Tablo 5.28.

Tablo 5.29.

X1V

Spambase veri kiimesi tizerinde DE-LR siniflandirma y&nteminin

siniflandirma performanst . . . . ... ..o Lo 52
TurkishEmail veri kiimesi iizerinde ABC algoritmasi ile egitilen LR
smiflandirma istatistikleri . . . . . ... o000 oL 54
CSDMC2010 veri kiimesi iizerinde ABC algoritmas: ile egitilen LR
siniflandirma istatistikleri . . . . .. ..o Lo 55
Enron-1 veri kiimesi iizerinde ABC algoritmas: ile egitilen LR’ nin
siniflandirma istatistikleri . . . . ... ..o L oL 58
MR parametrelerinin ANOVA test sonucu . . . . . . ... ...... 59
MR parametrelerinin post-hoc test sonucu . . . . . . ... ... ... 60

Oznitelik vektor boyutu (FVS) parametrelerinin ANOVA test sonucu 60

limit parametrelerinin ANOVA test sonucu . . . . .. .. ...... 61
SN/MCN parametrelerinin ANOVA test sonuglart . . . . . ... ... 61
SN/MCN parametrelerinin Post-Hoc test sonu¢lart . . . . . . . . .. 61
Spambase veri kiimesi ilizerinde CSA-LR siniflandirma yonteminin

smmiflandirma performans: . . . . ... oL oL oL 62
Spambase veri kiimesi {iizerinde ABC-CSA-LR smiflandirma

yonteminin sinifflandirma performanst . . . . . .. ... oo 64

Enron-1 veri kiimesi iizerinde ABC-CSA-LR’nin performans ol¢iimleri 65

TurkishEmail ve CSDMC2010 veri kiimeleri icin en iyi ve en kotii

siniflandirma dogruluklarimin kargilagtirllmast . . . . . . .. . .. .. 66

FN, FP ve

saniye cinsinden ortalama gecen egitim siiresi yonlerinden Onceki

Enron-1 veri kiimesi iizerinde dogruluk yiizdesi,

calismada [1] tamimlanan algoritmalarla bu tez ¢alismasinda 6nerilen

yontemlerin kiyaslamasi

Enron-1 veri kiimesi iizerinde ge¢mis calismalardaki yontemlerle
bu tez calismasinda Onerilen yontemlerin dogruluk yiizdelerinin

karsilagtirtlmast . . . . . ... ..o 68



Tablo 5.30.

Tablo 5.31.

Tablo 5.32.

Tablo 5.33.

Tablo 5.34.

Spambase veri kiimesi iizerinde CSA-LR, ABC-CSA-LR ve PSO-LR

yontemlerinin performans ol¢timleri . . . . . . .. .. ... ... ..

Spambase veri kiimesi iizerinde CSA-LR, ABC-CSA-LR ve PSO-LR

yontemlerinin en iyi ve en kotii simiflandirma dogruluklart . . . . . .

Spambase veri kiimesi lizerinde Onceki calismalarda Onerilen
siniflandirma yontemleriyle CSA-LR, ABC-CSA-LR ve PSO-LR

siniflandirma yontemlerinin performans dl¢timleri . . . . . . . . ..

Turk?2 veri kiimesi tizerinde 6znitelik segme yaklagimi olarak ¢ f — idf
yontemini kullanan LR, ABC-LR, DE-LR ve PSO-LR siniflandirma

yontemlerinin performans ol¢iimler: . . . . . .. ... ... L.

Turk2 veri kiimesi iizerinde Oznitelik se¢cme yaklagimi olarak
karsilikli bilgi yontemini kullanan LR, ABC-LR, DE-LR ve PSO-LR

siniflandirma yontemlerinin performans ol¢iimleri . . . . . . . . ..

XV



Xvi

SEKILLER LISTESI

Sekil 2.1.  Simiflar1 birbirinden lineer olarak ayiran Destek Vektor Makinesi ornegi 14

Sekil 2.2.  Lineer olarak ayrilamayan bir durumda Lineer SVM siniflandirict

OTNEST . . . . o o o o e e e e 15
Sekil 4.1.  F1 yontemiyle veri kiimelerinin karmasiklik kiyaslamast . . . . . . . 31
Sekil 4.2. N1 yontemiyle veri kiimelerinin karmasiklik kiyaslamas1 . . . . . . . 32
Sekil 4.3.  Veri kiimelerinin seyreklik degerleri . . . . . . ... ... ... ... 32
Sekil 4.4.  Veri kiimelerinin dengesizlik oranlart . . . . . ... ... ... ... 33
Sekil 4.5.  Spam e-posta tespitetme modeli . . . . . . . ... ... ... ... 34

Sekil 5.1.  TurkishEmail ve CSDMC2010 veri kiimeleri ilizerinde oznitelik

vektor boyutu ve parametrelerin etkileri . . . . . . ... ..o 48

Sekil 5.2.  DE-LR smiflandirma yonteminin CSDMC2010 veri kiimesi iizerinde

egitim safhasindaki ortalama ve en iyi sonuglarin yakinsama grafikleri 51

Sekil 5.3.  DE-LR smiflandirma yonteminin TurkishEmail veri kiimesi izerinde

egitim safhasindaki ortalama ve en iyi sonuglarin yakinsama grafikleri 51

Sekil 5.4.  TurkishEmail veri kiimesi iizerinde Oznitelik sayisinin ve

parametrelerinetkisi . . . . . .. ... ..o 56

Sekil 5.5. CSDMC2010 veri kiimesi iizerinde 0Oznitelik sayisinin ve

parametrelerinetkisi . . . . . .. ... ..o 57

Sekil 5.6. Enron, CSDMC2010 ve TurkishEmail veri kiimeleri i¢in egitim

asamasinda ABC-LR yonteminin yakinsama grafikleri . . . . . . .. 58
Sekil 5.7. Spambase veri kiimesi iizerinde egitim asamasinda dort farkl
popiilasyon boyutu (P = {10,20,30,40}) i¢in CSA-LR,

ABC-CSA-LR, PSO-LR ve DE-LR yontemlerinin yakinsama grafikleri 71



GIRIS
E-ticaret sirketlerinin sayisindaki artis reklam amaglh gonderilen e-postalarin (e-mail)
sayisinda artisa neden olmaktadir. Yine internet iizerinden aligverigin popiilerliginin
artmas1 misterilere ait banka bilgilerinin ve sifre gibi gizli bilgilerinin ¢alinmasina
yonelik e-postalar1 da arttirmaktadir. Ayrica e-posta sayesinde neredeyse maliyetsiz
bir sekilde ¢ok sayida insana ulagma fikri spam gonderen kisileri ve reklamcilar ciddi
manada cezbetmektedir. Bu tarz istenmeyen ve ayrim gozetmeksizin cok sayida kisiye
gonderilen e-postalar spam olarak adlandirilmaktadir [2]. Statista tarafindan yayinlanan
raporda [3] 2017 yilinda diinya ¢apinda 3.7 milyar e-posta kullanicis1 oldugu belirtilmis
ve bu saymin 2022 yilinin sonuna kadar 4.3 milyara ulasilacagi tahmin edilmistir.
Radicati tarafindan yayinlanan rapora [4] gore 2019 yilinda giinliik 293 milyarin iizerinde
e-postanin gonderilecegi ve alinacagi belirtilmis ve 2023 yilinin sonuna kadar bu sayinin
347 milyar1 asacag1 tahmin edilmistir. Bir bagka rapora [5] gore 2017 ve 2018 yillarinda
spam mesajlarin diinya capinda e-posta trafifinin %55’ini olusturdugu belirtilmistir.
Symantec tarafindan yayinlanan raporda [6] ise 2015, 2016 ve 2017 yillarinda spam
e-posta oranlarinin sirasiyla %52.7, %53.4 ve %54.6 oldugu belirtilmistir. Kaspersky
[7] 2018’in igiincii ¢eyreginin sonuna kadar spam e-posta oranimi %353.49 olarak
raporlamistir. Tiim bu yayinlanan istatistikler 15181inda e-posta kullanicilar1 tarafindan
alinan spam e-postalarin ¢ok biiyiik sayilara ulastig1 ve gonderilen her iki e-postadan en
az birinin spam e-posta oldugu anlagilmaktadir. Spam e-postalar hem alicilarim1 rahatsiz
eden, hem de ag trafiginin, sinirli e-posta kutusu depolama alaninin, bellek ve islemci
gibi kaynaklarin bosa harcanmasina neden olan ciddi sorunlar olusturabilmektedirler.
[8]. Ayrica eklerinde kotii amacli yazilimlar igerebilirler ve bu yazilimlarin agilmasiyla
enfekte olduklar sistemdeki bilgilerin ¢calinmasindan sistemin ¢okmesine kadar ¢ok ciddi

zararlar verebilmektedirler.

Spam e-postalart1 Onlemeye yonelik pek cok yontem gelistirilmisti. Bhowmick ve
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Hazarika [8] spam e-postalar1 azaltmak veya engellemek icin kullanilan yontemleri
sezgisel filtreler, kara listeler, beyaz listeler, meydan okuma karsilik verme sistemleri,
isbirlik¢i spam filtreleme, bal kavanozlari, imza semalar1 ve makine 68renmesi
tabanli1 yontemler olmak iizere sekiz grupta kategorilendirmektedir. Daha genel bir
kategorilendirme ise spam e-postalari onlemeye yonelik yontemleri statik ve dinamik
yontemler olmak iizere iki gruba ayirmaktadir [9]. Statik yontemler, onceden tanimlanan
beyaz listeleri ve kara listeleri dikkate alan filtreleme yaklagimlarina dayanmaktadir.
Fakat spam e-posta gonderen kisilerin kolaylikla farkli e-posta adreslerini kullanmalari
bu yontemleri etkisiz kilmaktadir. Dinamik yontemler ise genellikle istatistiksel ya da
makine 6grenmesi tekniklerine dayanan metin siniflandirma yontemlerini kullanarak bir

e-postanin spam olup olmadi8ina karar vermek i¢in e-posta igerigini dikkate alirlar.

Bu tez calismasinda, bir e-postanin spam olup olmadiginin tespiti i¢in optimize
edilmis smiflandirma yontemleri tasarlanmis ve bu yontemlerin bagsarimlart Tiirkce
ve Ingilizce dillerindeki veri kiimeleri iizerinde incelenmistir. Bu yontemlerden
birincisinde, Lojistik Regresyon (Logistic Regression - LR) smiflandirma yontemini
bal arilarinin yiyecek arama davramiglarimi taklit eden ve dogadan ilham alan bir
topluluk zekasi algoritmasi olan Yapay Ari Kolonisi (Artificial Bee Colony - ABC)
[10] algoritmasi kullanilarak egiten ABC-LR isimli yeni bir spam filtreleme yaklagimi
onerilmektedir. ~ Bu spam filtreleme yaklasimi, LR’nin yerel minimuma takilma
probleminden kurtulmasini saglarken ayni zamanda LR’nin basitlik, gercek zamanl
uygulamalarda hizli simiflandirma ve kolay kodlanabilirlik gibi avantajlarini [11]
korumaktadir. Bu ¢calisma literatiir taramalarindan edinilen bilgiye gore LR’ nin 6grenme
algoritmas1 olarak ABC algoritmasini kullanan ilk spam filtreleme yontemidir. ABC
algoritmasi1 ¢ok boyutlu ve kompleks problemlerde yiiksek basarilar gostermesine ek
olarak dengeli kesif ve faydalanma yetenegi sergilemektedir [12, 13]. Bu o6zellikleri onu
spam filtreleme problemleri icin iyi bir alternatif yapmaktadir. Ayrica Onerilen yontem
LR’nin denk oOznitelik agirliklarina hassasiyetiyle iligkili olan bir diger dezavantajini
terim frekansi-ters dokiiman frekansi (¢tf — udf) yOntemiyle entegrasyon sayesinde

azaltmaktadir.

Bu tez calismasinda onerilen ikinci yontem, LR smiflandirma modelinin egitilmesi

asamasinda Yapay Bagisiklik Sistemi (Artificial Immune System - AIS) algoritmasini
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kullanmaktadir. AIS, memelileri patojenlere karsi koruyan gercek bagisiklik sisteminden
esinlenen bir yontemdir [14]. Negatif secim algoritmasi (negative selection algorithm
- NSA) [15] ve klonal se¢cim algoritmasi (clonal selection algorithm - CSA) [16]
AIS yonteminin literatiirde bilinen algoritmalaridir. Bu algoritmalardan NSA, sistemin
kendine ait olmayanm taniyabilen detektorler olan T-hiicrelerinin yardimiyla kendine
ait olan ve olmayan uzayi birbirinden ayirt edebilmektedir. Kendine ait olan uzay
ile sistem hiicreleri kastedilirken kendine ait olmayan uzay ile sistemdeki yabanci
girdiler kastedilmektedir. Sistemin kendine ait olmayanlarinin tespiti, spam tespitine
oldukc¢a benzediginden dolay1 AIS algoritmalarini kullanan e-posta spam tespiti ile alakali
calismalarin cogu NSA algoritmalarina dayanmaktadir. Fakat NSA algoritmasinin,
kendine ait olmayan uzay1 tamamen kaplamak i¢in cok fazla sayida detektore ihtiyag
duymasina ek olarak zaman ve uzay karmasiklig1 ¢ok fazladir [15] ve diisiik tespit
oranlarina sahiptir [17]. CSA, benzerlik olgunlagmasi (affinity maturation) prensibi
sayesinde daha yiiksek benzerlige sahip antikorlar iireterek antijenik bir uyarana adaptif
bagisiklik sisteminin verdigi cevabi taklit eder. Standart CSA ve cesitli versiyonlari
optimizasyon, Oriintii tanima ve siniflandirma gibi farkl tiir problemlere uygulanmaktadir
[16, 18-20].  Optimizasyon problemleri i¢in Onerilen CSA’min temel versiyonu,
hiper-mutasyon islemlerini kullanarak ¢6ziim uzayinda yerel arama gerceklestirir ve
antikorlar yerel olarak optimize eder. Ayrica ¢oziim uzayinin daha genis kesfini saglayan
yeni antikorlarin iiretildigi reseptor diizenleme (receptor editing) siirecini kullanarak
kiiresel arama gerceklestirir.  Coziim uzayinda hem yerel hem de kiiresel ¢oziim
arama Ozellikleri CSA’y1 optimizasyon problemlerinin ¢éziimii i¢in uygun bir secenek
yapmaktadir [16]. CSA tabanli yontemlerin ¢esitli uygulamalarda hem geleneksel
optimizasyon tekniklerinden [16,21] hem de bircok diger bio-ilham algoritmalarindan
[22] daha iistiin oldugu ¢alismalarda belirtilmistir. Bu calismada ikinci yontem olarak LR
siniflandirma modelinin optimize edilmesinde CSA’y1 kullanan CSA-LR isimli yeni bir

hibrit siniflandirma modeli 6nerilmektedir.

CSA, optimizasyon problemleri iizerinde kayda deger bir basar1 gostermesine
ragmen ¢Oziim uzaymi arama basarist yeterli degildir [23] ve ¢Oziim uzayini arama
yetenekleri ile kararlilifi arttirllarak CSA'nin performans: iyilestirilebilmektedir [19,

24,25]. Bu yiizden, ABC algoritmasinin dikkat ¢ceken yerel arama performansi goz
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onitinde bulundurularak ABC-CSA-LR isimli iigiincii bir siniflandirma yontemi bu tez
calismasinda onerilmektedir. Bu onerilen yeni yontem, CSA’nin kararliligin1 ve yerel
arama yetenegini iyilestirmek i¢cin CSA’da yer alan hiper-mutasyon asamasinin yerine

ABC algoritmasinda yer alan is¢i ve gozcii ar1 asamalar1 koyularak elde edilmistir.

Tezin birinci boliimiinde problemin tanimi, problemle alakali literatiir oOzeti, tez
calismasinin amact ve 6nemi agiklanmaktadir. lIkinci boliimde bu tez galismasinda
kullanilan literatiirde bilinen makine 6g8renmesi ve optimizasyon algoritmalar1 6zet bir
sekilde anlatilirken iigiincii boliimde Onerilen yontemler anlatilmaktadir. Dordiincti
boliimde bu calismada kullanilan veri kiimelerinden, veri On-isleme adimlarindan ve
Oznitelik secme yoOntemlerinden bahsedilmektedir. Beginci boliimde deneylerin ve
kiyaslamalarin sonuglar1 paylasilmaktadir. Son boliimde ise sonu¢ ve Oneriler ifade

edilmektedir.



1. BOLUM

GENEL BILGILER ve LITERATUR CALISMASI

1.1. Problem Tanimi

Kolay, hizli ve ucuz iletisim 6zelliklerinden dolay1 e-postalar tiim diinyada bir iletisim
aract olarak yaygin bir sekilde kullanilmaktadir. Ayrica e-posta sayesinde ayni igerik
cok sayida insana aym: anda zahmetsizce gonderilebilmektedir. Giris bolimiinde de
bahsedildigi iizere milyarlarca insan iletisim yontemi olarak e-posta kullanmaktadir ve
bir giinde yiiz milyarlarca e-posta gonderilip alinmaktadir. Fakat e-posta kullanicilart
tarafindan alinan e-postalar igerisinde onlar1 rahatsiz eden ve istemedikleri e-postalar
da bulunmaktadir. Bu tarz e-postalara literatiirde spam e-posta denilmektedir.
Neredeyse maliyetsiz olarak ¢ok sayida insana ulagsma fikri, spam gonderen kisileri ve
reklamcilar fazlasiyla cezbetmektedir. Reklamcilar ve spam gonderen kisiler ayn1 anda
milyonlarca e-posta kullanicisina ¢ok kolay bir sekilde e-posta gonderebilmektedir. Spam
e-postalardan bazilar1 reklam amaci tagirken bazilar ise oltalama adi verilen yontemle
kullanicilara ait banka hesap bilgileri, kimlik bilgileri, parola bilgileri gibi ¢ok onemli
ve gizli bilgileri calabilmekte veya eklerinde viriis icererek e-posta kullanicilarina ciddi
zararlar verebilmektedir. Yine giris boliimiinde verilen istatistikler 1s1g1nda kullanicilara
gelen e-postalarin yarisindan fazlasinin spam e-posta oldugu anlasilmaktadir ve gelen
e-postalardan gerekli olanlarin tespit edilebilmesi i¢in spam e-postalarin ayiklanmasi
gerekmektedir. Bu durum ise e-posta kullanicilarinin ciddi manada zaman kaybetmelerine
neden olmaktadir. Spam e-postalarin kullanicilara verdigi zararlar ve zaman kayiplar1 goz
oniinde bulunduruldugunda bu tarz e-postalarin otomatik bir sekilde ve yiiksek basariyla

tespit edilmesinin 6nemi ve gerekliligi anlagilmaktadir.

E-posta spam tespiti, bir e-postanin d; € D = {di,ds,...,d|p/} bir simfa ¢; €

C' = {Cspams Cnormar } atandig1 bir tiir siniflandirma problemidir. Burada D e-postalarin
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kiimesini temsil ederken C' spam ve normal olmak iizere iki sinifi temsil etmektedir.
Smiflandirma algoritmast calistinlmadan Once bir e-posta sirasiyla terimlere ayirma,
metin olmayan terimleri c¢ikarma, kelimeleri yalin hale getirme, gereksiz terimleri
cikarma ve oznitelikleri belirleme islemleri uygulanilarak elde edilen anlamli bir 6znitelik
uzay1 ile temsil edilir. Terimlere ayirma asamasinda bir e-postada yer alan tiim terimler
(kelimeler, noktalama isaretleri, sayilar, html etiketleri vb.) birbirlerinden ayrilir. Metin
olmayan terimleri ¢ikarma asamasinda noktalama isaretleri, html etiketleri ve bosluklar
cikarilir. Yalin hale getirme asamasinda kelimelerin anlamin1 degistirmeyen ¢ekim ekleri
cikarilarak kelimeler yalin hale getirilir. Gereksiz terimleri ¢ikarma asamasinda herhangi
bir sinif i¢in ayirt edici 6zelligi olmayan kelimeler (ve, veya, bu vb.) cikartilir. Son olarak
tiim e-postalarda yer alan tiim benzersiz kelimeleri iceren kelime havuzu (bag of words)
modeli olusturulur. Daha sonra her bir e-posta d; € D, d; = [wy, Wy, - -, w;p))| vektoril
ile temsil edilir. Bu vektorde yer alan wy, wy, - - -, w)p| degerleri 1, to, - - - , | 5| terimlerine
karsilik gelen agirliklardir. Bu agirliklar ikili agirliklandirma (bw), terim frekansi (¢ f),
terim frekans1 — zit dokiiman frekansi (¢ f — idf) gibi terim agirliklandirma yontemleriyle
hesaplanabilir. |B| degeri ise kelime havuzunda yer alan toplam benzersiz kelime
sayisini ifade etmektedir. Oznitelik vektdr boyutu yiiksek olabileceginden ve bu durumun
hesaplama karmagsikligini ve maliyetini arttirabileceginden dolay1 6znitelik vektoriiniin
boyutunu diisiirmek icin bir dznitelik secim yontemi uygulanilabilir. Oznitelik vektor
boyutu uygun bir sayiya diisiiriildiikten sonra Esitlik 1.1°de oldugu gibi bir e-postay1
siniflardan birine ¢; € C' = {Cspam, Cnormar} atamak icin bir siniflandirma yontemi (¢)

kullanilir.

. 1, dz €c; 1se
o(d;, cj) = (1.1)
0, aksi takdirde

1.2. Literatiir Ozeti

NB siniflandiricilar, 6znitelik vektoriindeki her bir Ozniteli§in birbirinden bagimsiz
oldugu naif varsayimina dayanarak cok degiskenli problemi bir grup tek degiskenli
problemlere doniistiiren olasiliksal bir simiflandirma yontemidir [26]. NB basitlik,

hizli yakinsama, lineer hesaplama karmasikli§i ve kolay yorumlanma gibi
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ozelliklerinden dolay1 spam filtreleme problemlerinde siklikla kullanilmaktadir [26-28].
Androutsopoulos ve arkadaglar1 [29] NB’nin anahtar terim tabanli filtreleme
(keyword-based filtering) yonteminden daha iistiin oldugunu gostermislerdir. Otomatik
bir sekilde egitilebilir anti spam filtrelerinin miimkiin oldugunu ve smiflandirma
performansi iizerinde O6nemli bir etkiye sahip olabildigini vurgulamiglardir. Fakat
Rusland ve arkadaslar1 [30] e-posta tiiriiniin ve veri kiimesindeki ornek sayisinin NB
performansini etkiledigi sonucuna varmiglardir. Onlara gore NB smiflandiricilar, veri
kiimesi daha az sayida Ornek e-postadan olustugunda ve daha az sayida Oznitelige
sahip oldugunda yiiksek basar1 gosterebilmektedir. ~ Almeida ve arkadaslar [31]
Bayesian teorisine dayanan spam filtreleme alani i¢in boyut azaltmada terim se¢im
yontemleri tizerine bir ¢alisma sunmuglardir ve NB performansinin secilen 6znitelikler
ile sayisina yiiksek derecede duyarli oldugunu gostermislerdir. Feng ve arkadaglar1 [32]
NB’nin gercek diinya uygulamalarinda genellikle dogru olmayan egitim kiimesindeki
Ozniteliklerin birbirinden bagimsiz oldugu varsayimindan dolayr uygulanabilirliginin

sinirl oldugunu raporlamislardir.

Bir diger literatiirde bilinen spam filtreleme teknigi, verileri analiz eden ve
kategorilendirme i¢in kullanilan oriintiileri belirleyen SVM simiflandiricidir.  SVM’ler
ikinci dereceden problemleri ¢ozerek degiskenler arasindaki iliskiyi 6grenirler ve karar
hiper diizlemine en yakin olan pozitif ve negatif veri noktalari arasindaki mesafeyi
maksimum yaparlar [33]. SVM siniflandiricilar metin siniflandirma ve spam filtreleme
problemlerinde yiiksek basar1 sergilerler [34-36]. Amayri ve Bouguila [35] spam
filtreleme icin SVM simiflandiricilara yonelik detayli bir ¢alisma gerceklestirmistir
ve cesitli mesafe tabanli yontemler onermislerdir. Yu ve Xu [37] SVM’leri spam
tespiti i¢cin uygulamiglardir ve karmasikliklarina ragmen siniflandirma dogruluklarini
ve hizli test zamanlarim1 vurgulamiglardir. [38] calismasinda iki farkli SVM yaklagimi
onerilmistir. Klasik SVM’in yanlis pozitif (FP) oranim iyilestirmek i¢in SVM, birinci
yaklasimda asamali olarak egitilirken ikincisinde 6znitelik kiimesi sezgisel bir sekilde
giincellenmigtir. Skulley ve Wachman [36] SVM’in hesaplama maliyetini diisiirmek
icin maksimum marjin gereksinimini esneten ¢evrimi¢i bir SVM yontemi 6nermislerdir
ve benzer sonuglar elde etmiglerdir. Bhowmick ve Hazarika [8] tarafindan hazirlanan

derleme makalesinde ise SVM’lerin yiiksek basarilar gostermelerine ragmen hesaplama



maliyetlerinden ve FP oranlarindan muzdarip olduklar ifade edilmistir.

Spam filtrelemede kullanilan bir diger yontem olan LR, lojistik aktivasyon fonksiyonu
yardimiyla hesaplanan cikti ile gercek sonuclar arasindaki hatayir en aza indirir. LR
e-posta siniflandirma problemlerine uygulanmis olup spam filtrelemede iyi bir performans
sergilemistir [11,39,40]. Goodman ve Yih [39] cevrimi¢i “gradient descent” algoritmasi
ile egitilen basit bir LR smiflandirma modeli onermiglerdir. Modellerinin NB ile
karsilastirildiginda rekabet¢i sonuclar iirettiini gostermislerdir. Han ve arkadaglar1 [11]
klasik LR’nin egitimi asamasinda Oznitelik agirliklarinin denk ayarlanmasina yonelik
hassasiyetini azaltan iyilestirilmis bir LR modeli sunmusglardir. Chang ve arkadaglari [40]
hibrit bir LR ve NB siniflandirma modeli gelistirmislerdir. Bu model orijinal 6znitelik
uzaym birka¢ gruba boler ve her bir gruba LR uygular. Onerilen modelin gercek
spam filtreleme verisi iizerinde hem LLR’den hem de NB’den daha iistiin performans

sergiledigini gostermislerdir.

Tiirkge e-postalart siniflandirmaya (spam veya normal) yonelik ¢ok az sayida calisma
bulunmaktadir. Bu calismalardan bir tanesinde kullanilan iki teknikten biri Bayesian
algoritmasidir ve bu algoritma ile %90 siniflandirma dogruluguna ulasilarak Snemli
bir basari elde edilmistir [9]. Bu calisma iki ana asamadan olusmaktadir. Ik
asamada e-postalardaki tiim kelimelere morfoloji islemi uygulanmig ve kelimelerin
kokleri bulunmustur. Ikinci asamada kok haline getirilmis bu kelimelerden 6znitelik
vektoriinii olusturan kelimeler belirlenmis ve bu 6znitelik vektorii kullanilarak e-postalari

siniflandirma islemi yapilmistir.

Tiirkce e-postalar1 simiflandirmaya yonelik bir bagka calismada n-gram teknigi
kullanilmistir ve Tiirkce e-postalar igin yaklasik %97, Ingilizce e-postalar icin %98’in
tizerinde basarili sonuglar elde edilmistir [41].  Ayrica bu c¢alismada insanlarin
bir e-postanin spam e-posta olup olmadigini anlamak i¢in e-postanin tamamini
okumadiklarini sadece kiiciik bir kismim1 okuyarak buna karar verebildikleri fikrinden
yola ¢ikarak ilk n-kelime sezgiseli gelistirip calismalarina uygulamiglardir. Bdylece

bagar1 oranindan fazla taviz vermeden calisma zamanlarinda iyilesme saglamislardir.

Dogadan ilham alan algoritmalar sahip olduklar1 uyum saglama yeteneklerinden

dolay1r spam filtreleme problemlerinde literatiirde bilinen yontemlerdendir. Oda ve
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White [14] hayvanlarin sahip olduklar1 bagisiklik sistemleri sayesinde kendilerini
korumalarindan esinlenen bir bilgisayar giivenlik yaklasimi olarak AIS algoritmasini
kullannmuglardir.  Onerdikleri AIS spam sistemi, lenfosit (beyaz kan hiicrelerinin alt
tiirii) tiretimi, lenfositlerin uygulanmasi ve lenfosit degisimi olmak iizere li¢ agsamadan
olusmaktadir.  Olii hiicreleri belirlemek icin B hiicrelerinin uyarlayici bir hafizas:
olarak agirliklar1 ve yas mekanizmasimi kullanmiglardir. Kiiciik boyutlu kiitiiphane
uzaymna ragmen gelecek vadeden sonuglar elde etmiglerdir. Yue ve arkadaslar1 [42]
spam e-postalar filtrelemek i¢in artirrmli kiimeleme yapay bagisiklik ag1 (incremental
clustering artificial immune network - ICAINet) olarak adlandirdiklart bagisiklik
sisteminden esinlenen kiimeleme algoritmasina dayandirdiklar1 davranis tabanl igbirlik¢i
algoritma Onermislerdir. Algoritma spam mesajlarin davranis tabanl karakteristiklerini
cikarmaktadir ve benzer spam metinlerini kiimelemede bir girdi olarak vermek icin spam
skoru hesaplamaktadir. Guzella ve arkadaslar1 [43] spam e-posta mesajlarini belirlemek
icin dogal ve uyarlayic1 yapay bagisiklik sistemi (IA-AIS) olarak adlandirdiklari
bagisiklik sisteminden esinlenen bir model sunmusglardir. Bu model, hem dogustan
gelen hem de uyarlayici bagisiklik sistemlerini modelleyen B ve T lenfositlerine
benzer girdileri entegre etmektedir. Parametre konfigiirasyonuna baglh olarak yiiksek
tespit oranlarina erisebilmektedir. IA-AIS e-postalarin siniflandirilmasinda Naif Bayes
siniflandiricidan daha basarilidir. Ruan ve Tan [44] spam tespiti i¢in sistemin kendine
ait olan ve olmayanlar1 bir araya getiren vektorii olusturan birlestirme tabanli 6znitelik
vektorii olusturma yaklasimini kullanarak ii¢ katmanl geriye yayilim sinir agin1 (BPNN)
kullanmiglar ve BPNN, PU1 ve Ling veri kiimelerine uygulamiglardir.  Onerilen
yontemin deneysel olarak ¢alisma zamani ve siniflandirma dogrulugu bakimindan etkili
oldugu belirtilmigtir. Mohammed ve Zitar [45] genetik algoritma (GA) ile klasik AIS
algoritmasini birlegtiren bir spam tespit teknigi onermislerdir. Yaptiklari ¢calismada GA,
standart AIS algoritmasindaki ¢ikarma ve yeniden insa etme zamanlarini belirlemek
icin kullanilmigtir. SpamAssassin veri kiimesi iizerindeki deneysel sonuclar, standart
AIS algoritmasi ile kiyaslandiginda genetik olarak optimize edilmis AIS algoritmasinin
yanlis pozitif ve yanlis negatif oranlari bakimindan daha iyi bir siniflandirma performansi
sergiledigini gostermistir. Idris ve Selamat [46] literatiirde bilinen AIS algoritmalarindan
biri olan Negatif Secim Algoritmasi (NSA) ile Parcacik Siirii Optimizasyonu (Particle

Swarm Optimization - PSO) algoritmasini birlestiren hibrit bir model Onermigler ve
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onerdikleri yontemin spam e-postalar1 hem NSA’dan hem de PSO’dan daha iyi tespit
edebildigini gostermislerdir. Ramdane ve Salim [17] k-ortalamalar kiimeleme, NSA ve
meyve sinedi optimizasyon (Fruit Fly Optimization - FFO) algoritmasin1 birlestiren yeni
bir hibrit model 6nermigler ve bu modelin hem NSA’dan hem de NSA-PSO’dan daha

tistiin oldugunu deneysel olarak gostermiglerdir.

1.3. Arastirmanin Amaci

Bu aragtirma ile hem yerelde hem de kiireselde ¢coziimler arayabilen, yerel minimumlara
takilmayan, karmasik veya basit; lineer olan veya olmayan; Tiirkce veya Ingilizce;
dengeli veya dengesiz; kisisel olan veya olmayan tiim verileri ¢ok basarili bir
sekilde siiflandirabilen optimize edilmis siniflandirma yontemlerinin tasarlanmasi ve
uygulanmasi amaclanmaktadir. En yiiksek basarilara ulasabilen ve Tiirk¢ce e-postalari
da dilin yapisim goz Oniinde bulundurarak cok basarili bir sekilde siniflandirabilen

yontemlerle literatiire katki saglamak hedeflenmektedir.

1.4. Arastrmanin Onemi

Literatiirde spam e-postalarin filtrelenmesine yonelik pek ¢ok calisma bulunmaktadir.
Fakat yapilan calismalarin neredeyse tamamu Ingilizce metinleri simiflandirmaya
yoneliktir. Tiirkce e-postalart siniflandirmaya (spam veya normal) yonelik ¢alismalarin
sayist ¢cok az olmakla birlikte siniflandirma bagarimlar1 gelisime acik bir konudur.
Eklemeli bir dil olan Tiirkce yapis1 geregi Ingilizce diline oranla ¢ok daha karmasik
bir dil oldugundan Ingilizce metinleri simiflandirmak icin kullanilan yontemler birebir
uygulandiginda ¢ok daha diisiik basarilar elde edilebilir [9]. Bu yiizden Tiirk¢e metinleri
simiflandirmaya yonelik ayrica yapilacak calismalara gerek duyulur. Tiirkce yapisi
geregi Ingilizce dilinden farklidir. Ingilizce spam e-postalarin filtrelenmesine yonelik
calismalar birebir olarak Tiirk¢e e-postalara uygulandiginda cok daha diisiik basarilar elde
edilebilir. Tiirkce eklemeli bir dil olup Ingilizce’ye gore cok daha karmasik bir dildir.
Tiirkce’de eklemelerle olusturulan bir kelime Ingilizce’de birden fazla kelimeyle olusan
bir ciimleye karsilik gelebilir. Ya da Tiirkge bir kelimeye eklemelerle ¢ok sayida kelime
elde edilebilir (kitap, kitaplar, kitaplarim, kitaplarimda vb. kelimelerin yalin hali kitap

kelimesidir). Yapisal karmagikligin yam sira basa ¢ikilmasi gereken bir diger onemli
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[P (&) [P (18] [P 3

mesele 6zel Tiirk¢e karakterlerdir (‘¢’, ‘g’, ‘1’, ‘0’, °s’, ‘Ui’). Clinkii tiim klavyeler 6zel
Tiirkce karakterleri desteklemez. Ornegin bir kisi “calismak™ kelimesi yerine “calismak”
yazabilir [9]. Spam e-postalarin olusturdugu ciddi sorunlar Tiirk¢e e-postalar i¢inde

gecerlidir. Bu yiizden bu konuda yapilacak calismalar 6nem arz etmektedir.

Bu arastirmayr Onemli kilan bir diger konu literatirde var olan caligmalarin
e-posta siniflandirma bagarimlarinin gelisime agik olmasi ve gelistirilecek yontemlerin
siniflandirma bagarimlarini yiikseltmeyi hedeflemesidir. Spam e-postalar filtrelemeye
yonelik cok etkili caligmalar olmasina ragmen bu calismalarin hesaplama karmasikliklar
ve yanlis siniflandirma oranlart yiiksek olabilmektedir. Yine bu caligmalar, yerel
minimuma takilma ve egitim kiimesindeki verileri ezberleme gibi problemlerden sorun
yasayabilmektedirler. Bu yiizden lineer olan veya olmayan; karmagik veya basit; kisisel
olan veya olmayan; Tiirkce veya Ingilizce; dengeli veya dengesiz tiim verileri hem yerelde
hem de globalde ¢oziimler arayip olduk¢a karmasik 6znitelikleri verilerden ¢ikartarak cok
bagarili bir sekilde siniflandirabilen optimize edilmis siniflandiricilar tasarlamak oldukca

onemlidir.

Sonug olarak Tiirkce spam e-postalarin tespitinin en az Ingilizce spam e-postalarin
tespiti kadar 6nemli olmasi, Tiirkce spam e-postalarin tespitine yonelik ¢alismalarin cok
az sayida olmasi ve bu konuda elde edilen basarilarin gelisime acik olmasi, Tiirkce
ve Ingilizce dillerindeki yapisal farkliliklardan dolay1 Tiirkce e-postalar icin ayrica bir
calismaya ihtiya¢ duyulmasi, bu konuda yeni yontemler gelistirilmesinin ve basarilarinin

incelenmesinin gerekliligi bu tezde yapilacak olan ¢alismanin 6nemini arttirmaktadir.



2. BOLUM

YONTEM VE MATERYAL

2.1. Naive Bayes Yontemleri

Makine 6grenmesinde Naive Bayes (NB) yontemleri her bir ¢ift 6zniteligin birbirinden
bagimsiz oldugu gibi naif (naive) varsayimlara dayanan Bayes’in teoremini uygulamaya
yonelik olasiliksal 68renme algoritmalaridir. Bayes’in teoremine gore, bir Oznitelik
vektorii ¥ = [z1, T2, ..., 7, ile temsil edilen bir mesajin ¢; sinifina ait olma olasilig1 Esitlik

(2.1) kullanilarak hesaplanir.

2.1)

Esitlik (2.1)’in paydast sabit oldugundan dolay1, NB p(c;).p(Z|c;) degerini maksimize
eden sinifi secer. Spam e-postalar: filtreleme probleminde spam ve normal olmak iizere
iki simf vardir. Eger p(cgpam|T) degeri p(Crormat|®) degerinden biiyiik olursa NB, &
Oznitelik vektoriinii spam olarak siniflandirir.  Aksi takdirde normal olarak simiflandirir.
Oncelikli olasilik p(c;), egitim kiimesindeki ¢; sinifina ait olan mesajlarin sayisinin egitim
kiimesindeki toplam mesaj sayisina boliinmesiyle elde edilir. p(Z|c;) olasiliklarinin
tahmini her bir NB yonteminde farklilik gosterir. Bu yontemler asagida 6zet olarak

verilmistir.

2.1.1. Gaussian Naive Bayes

Gaussian NB yonteminde her bir 6zniteligin normal (Gaussian) dagilima gore dagildig:

varsayilir ve p(Z|c;) Esitlik (2.2)’deki gibi hesaplanir.
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n 1 _(zi—ui,j)z
2
p(Eey) =[] ——=¢ 2.2)
i=1 271’ g 127 j
Parametreler f; ; (ortalama) ve o;; (standard sapma) maksimum olabilirlik ydntemi

kullanilarak hesaplanilir.

2.1.2. Multinomial Naive Bayes

Multinominal NB yonteminde bir e-posta, 6znitelik vektorii ¥ = [x1, 22, ..., z,] ile temsil
edilir ve bu Oznitelik vektoriinde her bir x; kendisine karsilik gelen ¢; teriminin bu

e-postadaki goriilme sayisidir. p(Z|c;) olasiliklart Esitlik (2.3) kullanilarak tahmin edilir.

n

p(Ec;) = [ [ ptiley), (2.3)

i=1

p(ti|c;) olasihginin degeri Esitlik (2.4) kullanilarak elde edilir.

=9 (2.4)

Esitlik (2.4)’de Ny, ., degeri egitim kiimesindeki c; sinifina ait mesajlarda ¢; teriminin
gortilme sayisinin toplamina esitken V.. degeri ¢; sinifina ait mesajlardaki tiim terimlerin

goriilme sayilarinin toplamina esittir.

2.2. Destek Vektor Makineleri: SVM

Smiflandirma problemlerinde siklikla kullanilan yontemlerden bir tanesi Destek Vektor
Makinesidir (Support Vector Machine - SVM). Siniflandirma probleminde tam olarak iki
sinif varsa SVM dogrudan kullanilabilir. Eger simif sayisi1 ikiden fazla ise bir sinifa kars:
diger siniflar (one versus all) yontemi ile tiim siniflar birbirleri arasinda SVM ile ikiserli

olarak siniflandirilabilir.

SVM, bir siniftaki tiim verileri diger siniftaki tiim verilerden ayiran en iyi hiper diizlemi
bulmaya calisarak verileri stmiflandirir. Iki sinifi birbirinden ayiran en iyi hiper diizlem,

iki sinifin destek vektorleri arasindaki en biiyiik mesafeyi (marjin) bulmasi anlamina gelir.
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Sekil 2.1°de iki sinifi birbirinden lineer olarak ayiran SVM 6rnegi verilmistir. Bu 6rnekten

de goriildiigii iizere SVM’in amaci karar hiper diizlemine en yakin olan pozitif ve negatif

veri noktalar1 arasindaki mesafeyi maksimize etmektir. Bu noktalar destek vektorleri

olarak adlandirilirlar.

[ ] iki sinif arasindaki en

biiyilk mesafe

Hiper Diizlem

Sekil 2.1. Siniflar1 birbirinden lineer olarak ayiran Destek Vektor Makinesi 6rnegi

Bir egitim kiimesi verildikten sonra {(Z1,y1), ..., (T, Ym)}> Ti € R* ve y; € {—1,1},

1 <19 < m, SVM Egitlik (2.5)’de goriilen optimizasyon problemini ¢ozerek en 1yi karar

hiper diizlemini veren agirlik vektorii « ve bias terimi 0’yi belirler.

min

subjectto  y; (W' & +b) > 1

Yeni veri noktalar1 Z; Esitlik (2.6) kullanilarak siniflandirma yapilir.

f(7;) = sign(@’ %; +b).

2.2.1. Lineer SVM

(2.5)

(2.6)

Lineer bir SVM siniflandiricida egitim kiimesi lineer bir sekilde ayrilabilir degilse SVM

esnek bir marjin kullanir. Boyle durumlarda Sekil 2.2°de goriildiigii gibi yanlhs sinifa

yerlestirilebilen bazi veri noktalar1 haricinde karar hiper-diizlemi egitim kiimesindeki veri

noktalarin1 dogru bir sekilde siiflandirir. SVM bu tiir bir hiper-diizlemi bulmak i¢in
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bir ceza parametresi (C') ve yanlig siniflandirilan 6rneklerin maliyetine karsilik gelen bir
esneklik degiskeni (&;) kullanir. Ornek dogru simifa atanirsa esneklik degiskeni sifira esit

olur. Esnek marjin SVM smiflandiricinin formiilasyonu Esitlik (2.7)’de verilmektedir.

S =
min — C i
2w W+ ;5

subject to 1 (Wl +b) >1—& (2.7)

& > 0.

Sekil 2.2. Lineer olarak ayrilamayan bir durumda Lineer SVM simiflandirici 6rnegi

2.2.2. Radial Basis Fonksiyonlu SVM (RBF-SVM)

Veri kiimesi lineer olmayan etkilesimlere sahip oldugunda ve Oznitelik uzayindaki
Oznitelikler lineer olmayan bagimlilifa sahip oldugunda lineer ayiricilar veya lineer
olmayan karar sinirlar1 kullanmak basarisiz siniflandirmaya neden olabilir. Bu durumda
SVM siiflandiricilar veri kiimesindeki lineer olmayan durumlara uyum saglamak icin

lineer olmayan ¢ekirdek (kernel) fonksiyonlarini (Esitlik (2.8)) kullanir.

f(x) = sign {Z(M%‘K(% ~x;) + b)} (2.8)

=1

Bu calismada cekirdek fonksiyonu olarak Esitlik (2.9)’da verilen RBF kullanilmugtir.
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Krpr(mi,x;) = exp(—v||lz; — x4]*), v > 0. (2.9)

2.3. Lojistik Regresyon

Bir egitim kiimesi verildikten sonra {(Z1, y1), ..., (Zm, Ym)}» Ti € R* ve y; € {0,1},1 <

t < m, LR bir 7; vektoriiniin sinifin1 Egitlik (2.10)’u kullanarak belirler.

(2.10)

, 0, p;i<0.5
Y; =

Esitlik (2.10)’da yer alan p; degeri Esitlik (2.11) kullanilarak hesaplanir ve Esitlik
(2.12)’de verilen fonksiyon (o) sigmoid fonksiyonu olarak adlandirilir.  Sigmoid
fonksiyonu eksi sonsuz ile art1 sonsuz arasindaki tiim degerleri O ile 1 arasindaki degerlere

doniistiirmek i¢in kullanilir.

pi = o(WZ;), 2.11)
1
ola) = s (2.12)

LR algoritmasinin amaci maliyet fonksiyonunun verdigi degeri minimize eden agirliklar
(W) ogrenmektir. Calismalarimizda “cross-entropy” maliyet fonksiyonu ile “ridge”
regresyon adi verilen yontem kullanilmigtir. Ridge regresyon, modelin karmagikligini
azaltir ve egitim kiimesinin ezberlenmesini (overfitting) onler. Cross-entropy maliyet

fonksiyonu ile ridge regresyon yontemi Esitlik (2.13)’de verilmektedir.

DN | >

J(@) = = yilog(p:) + (1 — y:)log(1 = pi) + 5 Y _w?, (2.13)
=1

Esitlik (2.13)°’de A, regiilisazyon parametresidir. LR’de agirliklarin (w) degerleri
Ogrenilirken ‘“‘gradient descent” algoritmasi kullanilmaktadir. Gradient Descent
algoritmas1 baslangi¢ @ degerleri ile baglar ve sonlandirma kriteri saglanincaya kadar

Esitlik (2.14)’de verilen giincellemeyi tekrarlar.

W=+ aX T (§ — o(XW)) — M, (2.14)
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Esitlik (2.14)’de Gradient Descent algoritmasinin vektor haline getirilmis versiyonu
goriilmektedir ve bu esitlikte yer alan «, 6grenme modelinin ne kadar hizli bir sekilde
yerel minimuma yakinsayacaginmi belirleyen 6grenme katsayisidir. Eger o cok kiiciik
secilirse yavas yakinsama gerceklesirken o ¢cok biiyiik secilirse yerel minimum noktasi
kacirilabilir. Esitlikteki o ve A degerleri LR modelleri icin 6nemli hiper-parametrelerdir.
Esitlikte goriilen X ise {71, ¥, ..., @), } vektorlerinden olugan m x n boyutlu bir matrisi

temsil etmektedir.

Tutun ve arkadaslar1 [47] LR’de yer alan agirliklar1 optimize etmek i¢in evrimsel strateji
ve simulated annealing algoritmasini kullanmiglardir. Onerdikleri online model erisime
acik “diabetes readmission” veri kiimesi iizerinde test edilmistir ve sonuglar Onerilen
yontemin SVM, NB, LR ve karar agaclarindan (decision trees) daha iistiin oldugunu

gostermistir.

2.4. Optimizasyon algoritmalari ile egitilen LR simiflandiricilar

Standart LR smiflandirma yonteminde maliyet fonksiyonunun verdigi degeri en aza
indirmek icin gradient descent algoritmasi kullanilmaktadir. Bu algoritmanin bir
cesit optimizasyon yontemi gibi davranmasi diger optimizasyon algoritmalarin1 bu
algoritmanin yerine kullanma fikrini dogurmustur. Burada ama¢ LR smiflandirma
modelinde yer alan agirliklart maliyet fonksiyonun degerini minimize edecek
sekilde hesaplamaktir. ~ Optimizasyon algoritmalari ise bir fonksiyonun degerini
minimum veya maksimum yapmak icin gerekli olan parametreleri aramada siklikla
ve basartyla uygulanmaktadir. Ayrica gradient descent algoritmasini kullanan
standart LR siniflandirma modelinin yerel minimuma takilabilmesi, lineer olmayan ve
karmasik/zor problemlerde basarisiz olabilmesi gibi dezavantajlarindan dolay1 gradient
descent algoritmasinin yerine optimizasyon algoritmalarin1 kullanma fikri cezbedici
olabilmektedir. Bu yiizden literatiirde bilinen ve siklikla kullanilan optimizasyon
algoritmalar1 olan Parcacik Siirii Optimizasyonu (Particle Swarm Optimization - PSO)
ve Diferansiyel Gelisim (Differential Evolution - DE) algoritmalar1 bu tez calismasinda

onerilen yontemlerle kiyaslama yapilmasi icin secilmistir.
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2.4.1. Parcacik Siirii Optimizasyonu algoritmasi ile egitilen LR smiflandirici:

PSO-LR

Parcacik Siirii Optimizasyonu (PSO), siirii halinde hareket eden kus veya balik
gibi canli topluluklarinin yiyecek arama davraniglarindan esinlenilerek Eberhart ve
Kennedy tarafindan gelistirilen ve siirii zekasina dayanan meta-sezgisel bir optimizasyon
algoritmasidir [48]. Siiriide (swarm) yer alan her bir bireye parcacik (particle) denir. Bir
parcacigin pozisyonu optimize edilecek fonksiyonun olasi bir ¢oziimiine karsilik gelir.
Her bir iterasyonda bir parcacigin pozisyonu, o parcacigin simdiye kadar elde ettigi
en iyi ¢oziim (p(i), kisisel en iyi ¢6ziim) ile tiim siiriide simdiye kadar elde edilen en
iyi ¢o6ziim (p(g)), kiiresel en iyi ¢6ziim) kullanilarak giincellenir. Parcaciklar topluluga
yayilan bilgi sayesinde arama uzayinda iyi ¢oziimlerin yer aldigi bolgelere hareket etme

egilimindedirler. PSO algoritmasi asagidaki gibi 6zetlenebilir.

Algoritma 2.1 PSO algoritmasi

1: Siiriide yer alan her bir parcacigin baslangi¢ pozisyonlarimi rastgele bir sekilde
olustur.

2: Siiriideki parcaciklarin uygunluk degerini hesapla.

3: Her bir parcacik i¢in o parcaciga ait en iyi ¢oziimii bul ve sakla (p(7), kigisel en iyi
¢Ozim).

4: Tum parcaciklar igerisindeki kisisel en iyi ¢oziimler igerisinden kiiresel en iyi ¢oziimii
bul ve kiiresel en iyi ¢oztim olarak ata (p(g), kiiresel en iyi ¢6ziim).

5: Her bir parcacigin pozisyonunu Esitlik (2.15) kullanarak giincelle.

Tt+1)=2(t)+v(t+1) (2.15)

Burada Z(t+1) pargacigin yeni pozisyonu iken ¢(¢+ 1) parcaciga ait yeni hiz degerini

gostermektedir. Yeni hiz degerini Esitlik (2.16) kullanarak hesapla.

U(t+ 1) = wi(t) + crrand(0,1)(p(t) — Z(t) + corand(0,1)(g(t) — #(t))) (2.16)

6: Madde 2,3,4 ve 5’1 durdurma kriteri saglanincaya kadar tekrarla.
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2.4.2. Diferansiyel Gelisim algoritmasi ile egitilen LR simiflandirici: DE-LR

Storn ve Price [49] tarafindan Onerilen Diferansiyel Gelisim (Differential Evolution - DE)
algoritmasi ¢aprazlama, mutasyon ve se¢cim operatOrlerini kullanan popiilasyon tabanl

bir optimizasyon teknigidir.

Algoritma bir arama mekanizmas1 olarak mutasyon islemini kullanirken arama
uzaymdaki muhtemel bolgelere aramayi1 yonlendirmek igin secim islemini kullanir.
Caprazlama operatorii, cocuk vektorleri olusturmak i¢in mevcut popiilasyon iiyelerinin
bilesenlerini kullanarak daha iyi bir ¢dziim uzayim aramayr miimkiin kilan bagarili
kombinasyonlar hakkindaki bilgiyi etkili bir sekilde karigtirir. DE algoritmasinda P adet
coziim vektoriinden olusan bir popiilasyon baslangigta rastgele bir sekilde olusturulur.
Bu popiilasyon sonlandirma kriteri saglanincaya kadar mutasyon, ¢aprazlama ve se¢im
operatorleri uygulanarak her bir iterasyonda gelistirilir. DE algoritmasinin ana adimlari

Algoritma 2.2°de verilmektedir.

Algoritma 2.2 DE algoritmasi

1: Kontrol parametrelerinin de8erlerini ata: popiilasyon sayist (), mutasyon faktorii
(F) ve caprazlama olasiligi (C'R)

2: P adet popiilasyonu rastgele olustur

3: Uygunluk degerlerini hesapla (degerlendirme)

4: Tekrarla {Sonlandirma kriteri saglanincaya kadar}

5: Mutasyon

6: Caprazlama

7: Degerlendirme
8: Secim

Mutasyon asamasinda popiilasyon icerisinden rastgele ii¢ vektor secilir ve mutasyona

ugramus vektor Esitlik (2.17)’de gosterildigi gibi iiretilir.
m; = &y, + F(Z, — Tpy) (2.17)

Esitlik (2.17)’de yer alan F' degeri [0,1] aralifindan secilen mutasyon faktoriinii ifade
ederken 7, , ¥, ve &, vektorleri ry # 79, 11 # 73 Ve 19 # 73 olmast sartiyla popiilasyon
icerisinden rastgele secilen ¢coziim vektorlerini ifade etmektedir. Son olarak 7 indeksi ise

mevcut ¢oziimiin indeksini temsil etmektedir.



20

Caprazlama asamasinda, ¢cocuk vektorii elde etmek icin ebeveyn vektor ile mutasyonlu
vektor onceden tanimlanmig kontrol parametresi olan caprazlama olasiligina (C'R) bagh
olarak Esitlik (2.18)’de gortildiigii gibi karistirilir.

!, R; <CR

g={" (2.18)
#, R;>CR

79

Esitlik (2.18)’de R;, [0,1] araliginda rastgele bir sekilde iiretilen gercek bir sayiy1 temsil

ederken j degiskeni, baglh oldugu vektoriin j. parametresini ifade etmektedir.

Popiilasyondaki tiim ¢éziimler uygunluk degerine bagli olmaksizin ebeveynler olarak ayni
secilme sansina sahiptir. Mutasyon ve caprazlama islemlerinden sonra iiretilen cocuk
vektor degerlendirilir ve uygunluk degeri hesaplanir. Secim asamasinda ¢ocuk vektorle
onun ebeveyninin uygunluk degeri karsilagtirilir ve daha yiiksek uygunluk degerine sahip
olan bir sonraki popiilasyona aktarilir. Yani ebeveynin uygunluk degeri daha iyiyse
popiilasyonda kalir aksi takdirde ¢ocuk vektor ebeveyn yerine popiilasyona dahil edilir.
Mutasyon, ¢aprazlama ve secim asamalar1 sonlandirma kriteri saglanincaya kadar tekrar

edilir.



3. BOLUM

ONERILEN YONTEMLER VE BILESENLERI

3.1. Yapay Ari Kolonisi Algoritmasi

Karaboga [10] tarafindan Onerilen Yapay Art Kolonisi (ABC) algoritmast zeki
optimizasyon algoritmalarindan biri olup bal aris1 toplulugunun yiyecek arama
davraniglari1 modeller. ABC algoritmasinda is¢i ari, gozcii ar1 ve kagif ar1 olmak
izere li¢ tip yapay ar1 bulunmaktadir. Yiyecek kaynaginin yeri olasi bir ¢oziime karsilik
gelmektedir ve yiyecek kaynaginin nektar miktar1 ¢oziimiin kalitesini gostermektedir.
Algoritmanin amaci maksimum nektar miktarina sahip olan yiyecek kaynagini bulmaktir.
ABC algoritmasi arilarin yiyecek arama davramiglarimi modellerken bazi kabullerde

bulunmaktadir:

* Her kaynagin nektar1 sadece bir gorevli ar1 tarafindan alinir.

Isci arilarin sayis1 yiyecek kaynagi sayisina esittir.

Isci arilarin sayis1, gozcii arilarin sayisina esittir.

Nektar tiikkenmis kaynagin gorevli arisi, kasif artya doniisiir.

Algoritmanin ana adimlar1 Algoritma 3.1°de verilmektedir. Isci ar1 asamasinda isci arilar,
hafizalarindaki yiyecek kaynagi pozisyonlarinin ¢evresinde daha iyi bolgeler kesfetme
ve dans bolgesinde bekleyen gozcii arilarla yiyecek kaynaklarinin nektar miktarini ve
pozisyon bilgisini paylagsma islerinden sorumludur. Her bir gozcii ar1 isci arilar tarafindan
gerceklestirilen dansi izleyerek ugacag bir yiyecek kaynagim belirler. ABC algoritmasi
rulet tekerlegi secimi (roulette wheel selection) gibi stokastik bir se¢im mekanizmas: ile

dans1 ve faydali kaynak se¢imini taklit eder. Stokastik mekanizma yiyecek kaynaginin
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nektar miktar1 arttik¢a daha fazla sayida gozcii arinin o kaynagi se¢cme ihtimalini artiran

pozitif bir geri besleme verir.

Algoritma 3.1 ABC algoritmasi

1: Kontrol parametrelerine degerlerin atanmasi: yiyecek kaynagi sayist (SN),
maksimum dongii says1 (M C'N) ve limit degeri
2: Baglangic yiyecek kayna8i popiilasyonunu Esitlik (3.1)’i kullanarak iiret ve
coziimleri degerlendir
Ty = x;’”" +rand(0,1) x (27" — m;m”) (3.1)
Esitlik (3.1)’de z;;, i. ¢oziimin j. parametresidir, i € {1,2,...,.SN} ve j €
{1,2,..., D}, SN ve D sirasiyla yiyecek kaynagi ve optimizasyon parametrelerinin
sayisini temsil etmektedir. rand(0, 1), 0 ile 1 araliginda rasgele iiretilen bir sayidir.

'I?’L(Ll' ve $m’m

x] J

ise j. parametrenin alt ve iist sinirlaridir.
3. Isci ar1 asamasi her bir ¢oziim iizerinde Esitlik (3.2)’i kullanarak yerel bir arama yapar

ve acgozlii bir secim gercgeklestirir.
vij = Tij + iy X (Tij — Tag), (3.2)

©ij» —1ile +1 araliginda rastgele bir sayidir. j € {1,2,..., D} ve k € {1,2,..., SN},
1 ve k degerleri esit olmamak sartiyla rastgele segilen indekslerdir.

4: Her bir ¢oziime Esitlik (3.3) kullanilarak kalitesiyle orantili olasiliksal bir deger

p; = (0.9 « i ﬁ> +0.1, (3.3)

maz(f)

atanir.

—

fi» i. ¢oziimiin uygunluk degerini ifade ederken maz(f), maksimum uygunluk
degerini ifade eder.

5: Gozci arilar olasiliksal degerler ile dogru orantili olarak ¢oziimleri secerler. Her bir
secilen ¢Oziimiin etrafinda Egitlik (3.2) kullanilarak lokal arama gergeklestirilir.

6: En 1y1 ¢6ziimii hatirla

7: Kasif arilar eger tilkenmis bir yiyecek kaynag: varsa Esitlik (3.1)’1 kullanarak yeni
bir ¢oziim iiretirler

8: Sonlandirma kriteri saglanincaya kadar 3, 4, 5, 6 ve 7 maddelerini tekrarla
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Algoritma 3.1°de 3, 7 arasindaki adimlarda acgozlii secim gerceklesir. A¢gozlii se¢cime
gore yeni ¢oziimiin nektar miktar1 mevcut ¢oziimden daha yiiksekse ar1 yeni ¢oziimii
hafizasina kaydeder ve eski ¢oziimii unutur. Aksi takdirde mevcut ¢oziimii hafizasinda
tutar ve mevcut ¢oziimle ilgili sayac1 1 arttirir.  Sayaglar her bir kaynagin etrafindaki
faydalanmalarin sayisini tutar ve bir yiyecek kaynaginin tiikkenip tiikkenmedigine karar
vermek icin kasif ar1 asamasinda kullanilirlar. Bir ¢6ziime karsilik gelen saya¢ degeri
“limit” ad1 verilen ve algoritmanin basinda degeri atanmis say1y1 asarsa o tilkenmis bir
coziim olur. Temel algoritmanin her bir dongiisiinde en fazla bir is¢i ar1 kagif artya
doniisebilir. Yiyecek kaynagi tiikenmis birden fazla isci ar1 varsa algoritma en yiiksek
degere sahip sayaca karsilik gelen kaynagi secer ve o kaynagin is¢i aris1 kasif ariya
dontistiiriiliir. Tiikenmis kaynaklar arilar tarafindan terk edilirler ve kasif arilar terk edilen

kaynaklarla kesfedilmemis kaynaklar1 degistirmek i¢in arama yaparlar.

3.2. ABC algoritmasi ile egitilen LR siniflandirici: ABC-LR

LR’de kullanilan gradient descent algoritmast tiirev hesaplamalari gerektirmesi ve maliyet
fonksiyonunun siirekli olmasi gibi baz1 sinirlamalara sahip oldugundan dolay1 fonksiyon
ve parametre arama uzay1 hakkinda herhangi bir varsayimda bulunmayan ve basarili bir
sezgisel olan ABC algoritmas1 LR smiflandirma modelini e8itmek icin kullanilabilir.
LR’nin ABC ile egitilmesinde LR modelindeki optimize edilecek agirliklar, ABC
algoritmasindaki yiyecek kaynag1 pozisyonlarma karsilik gelir. Ik olarak agirhiklarin ve
bias degiskeninin baslangi¢ degerleri algoritma tarafindan iiretilir. Daha sonra is¢i ari,
gozcii an ve kagif ar1 asamalan gercek ¢iktr ile simiflandiricinin verdigi ¢ikti arasindaki
farkin karelerinin toplamini en az indiren optimum agirlik kiimesini (w;) ve bias degerini

bulmaya caligir.

ABC algoritmasinda bir yiyecek kaynaginin pozisyonunu gosteren agirliklara ve bias

degerine karsilik gelen vektor Esitlik (3.4) kullanilarak olusturulur.

wij = w;»m” +rand(0,1) x (wi"*" — w;-m"), (3.4)

Esitlikte wj;, ¢. yiyecek kaynagi pozisyonunu (z = 1...SN) temsil ederken SN yiyecek

kaynagi sayisini temsil eder. rand(0, 1) fonksiyonu 0 ile 1 araliginda homojen dagilmis

max min

rastgele bir say1 diretirken w7*** ve wj™" j. parametre i¢in (j = 1...n) swrasiyla ist ve
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alt sinirlan ifade etmektedir ve son olarak n ise optimize edilecek parametre sayisini

gostermektedir.

Her bir agirlik vektor kiimesi LR modeline uygulanir ve ¢6ziim vektoriindeki agirliklar
ve bias degeri kullanilarak bir ¢ikt1 hesaplanir. Esitlik (3.5) ile ifade edilen bir ¢oziimiin
uygunluk (fitness) degeri, elde edilmek istenen c¢ikti ile LR modelin verdigi ¢ikti
arasindaki hata Esitlik (3.6) kullanilarak hesaplanir. Uygunluk fonksiyonu ve secim
operatorii, arama uzayindaki daha iyi bolgeleri bulabilmek icin algoritmaya rehberlik

eder.

1
=1 (3.5)
E =) (i —y) (3.6)
j=1

Baslangi¢ popiilasyonu degerlendirilir degerlendirilmez algoritma sonlandirma kriteri
saglanincaya kadar isci ar1, gozcii ar1 ve kasif ar1 asamalarini tekrarlar. Is¢i ar1 asamasinda
her bir is¢i arnin hafizasindaki ¢oziimiin ¢evresinde bolgesel arama gergeklestirilir ve

Esitlik (3.7) kullanilarak yeni bir ¢6ziim elde edilir.
Vi = Wij + pij X (Wi — wej), (3.7)

Esitlikte ¢;;, [—1, 1] araliginda homojen dagilmis rastgele bir sayiy1 temsil ederken j,
[1, n] aralifinda rastgele bir boyut indeksidir ve son olarak k, i # k olmast sartiyla rastgele

secilen komgu ¢oziimiin indeksidir.

ABC algoritmasinin Egitlik (3.7) ile verilen standart versiyonunda yeni bir ¢oziim iiretmek
icin sadece bir tane rastgele secilen j parametresi degistirilir. Bu ¢alismada yakinsama
oranini ve hizini iyilestirmek i¢in degistirilmis bir bolgesel arama operatorii kullanilmistir.
Esitlik (3.8) ile verilen bu operatore gére her bir parametre, homojen dagilmus [0, 1] aralig1
icerisinden seg¢ilen rastgele bir sayr dnceden tanimlanmis kontrol parametresi olan M R

degerinden kiiciikse degistirilir.
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W4 + Pij X (wij — wkj), Rij < MR
vy = (3.8)

w;j, aksi takdirde
Esitlikte R;;, homojen dagilmis [0, 1] aralig1 icerisinden segilen rastgele bir sayidir. Yeni

bir ¢oziim iiretilir tiretilmez Esitlik (3.9) kullanilarak parametre sinirlarinin ihlal edilip

edilmegi belirlenir ve ihlal varsa diizeltilir.

max max

min min
vig = Wit i < wj 3.9)
v;; , aksi takdirde

Yeni ¢oziim uygunluk fonksiyonunda olciiliir ve hélihazirdaki ¢6ziim ile yonii ¢oziim

arasinda uygunluk degerine gore a¢gozlii bir secim gerceklestirilir.

Her bir ¢oziime kalitesine veya uygunluk degerine orantili olacak sekilde Esitlik (3.3)
kullanilarak bir olasilik degeri atanir. Bir gozcii ar1 olasilik degerine baglh olarak bir
yiyecek kaynagi seger ve her bir isci armin yaptigr gibi Esitlik (3.8)’1 kullanan bir lokal
arama ile yeni bir ¢oziim {iiretir. Daha sonra mevcut ¢6ziim ile yeni ¢oziim arasinda

acgozlii secim gergeklestirilir.

Standart ABC algoritmasinda oldugu gibi tiikkenmis bir yiyecek kaynagi varsa kasif ar1
asamas1 o kaynagi terk eder ve yeni bir yiyecek kaynagi pozisyonunu (¢oziim) Esitlik

(3.4)’1 kullanarak olusturur.

3.3. CSA algoritmasi ile egitilen LR simiflandirici: CSA-LR

De Castro ve Von Zuben [16] tarafindan Onerilen klonal se¢cim algoritmasi, antijenik bir
uyarana karsi uyarlanabilir bir bagisiklik sisteminin cevabimi simiile eder. Bagisiklik
cevabinin klonal secim (clonal selection) ve benzerlik olgunlagsmasi (affinity maturation)
siireclerine dayanan CLONALG adim verdikleri bir algoritma gelistirdiler. Oriintii
tanima ve optimizasyon problemlerini ¢ozmek i¢in klonal secim algoritmasimin iki
farkli versiyonu Onerilmistir [16]. Bu calismada CSA’nin implementasyonunu yapmak
i¢in, optimizasyon problemlerini ¢cozme amaciyla kullanilan uyarlanmis CLONALG

stiriimiinden faydalanilmigtir. CSA’nin amaci maksimum benzerlige sahip olan bir antikor
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bulmaktir [16]. LR simiflandirma modelinin egitimi asamasinda, antikorlar agirliklara
karsilik gelir ve CSA, Esitlik (2.13)’de verilen maliyet fonksiyonunu en aza indirerek veya
Esitlik (3.11)’de verilen uygunluk degerini maksimize ederek optimal agirliklart 68renir.
Optimal agirliklar1 68renildikten sonra LR simiflandirma modeli, Esitlik (2.10), (2.11) ve

(2.12)’1 kullanarak bir e-postaya spam veya normal olarak bir sinif atamak i¢in kullanilir.

P adet antikor popiilasyonu Ab = {Ab, Ab,,..., Abp} Esitlik (3.10) kullanilarak
rastgele bir sekilde iiretilir ve sonlandirma kriteri karsilanincaya kadar se¢im, klonlama,
hiper-mutasyon, yeniden secim ve reseptor diizenleme islemleri her bir iterasyonda
uygulanilarak bu popiilasyon iyilestirilir [16]. Bu populasyonda ki her bir antikor Ab; =
[Ab; 1, Ab; o, ..., Ab; p] € RP olast bir ¢bziime kargilik gelir ve amag tiim iterasyonlar

tamamlandiktan sonra en yiiksek benzerlik degerine sahip olan bir antikor bulmaktir.

Abi’j = lb] + T’CLTLd(O, ].) X (ubj b lb]) (310)

Esitlik (3.10)’da rand(0,1), 0 ile 1 arasinda diizgiin dagitilmig rasgele sayi iireten bir
fonksiyondur ve [b; degeri j. parametre i¢in alt sinir1 belirtirken ub; deeri iist sinir1
belirtir. P adet antikor popiilasyonu iiretildikten sonra her bir antikor Ab;’nin uygunluk

degeri Esitlik (3.11)’de verildigi gibi hesaplanabilmektedir.

1
Ab) = —————— 3.11
A% = T G-I
J(Ab;) Esitlik (2.13)’de verilen ve Ab;’nin maliyet degerini donderen maliyet
fonksiyonuyken f(Ab;) ise Ab;’nin uygunluk degerini donderen uygunluk fonksiyonudur.

Her bir secilen antikor Ab; i¢in iiretilen klon sayisi («y;) ayni olabilir [16] ve klon

popiilasyonu C”deki toplam klon sayis1 Esitlik (3.12) kullanilarak hesaplanir.

C|=> ai=axn (3.12)
=1

Esitlikteki «, pozitif bir tamsayi olan klonal carpim faktoriidir. Bu calismada
popiilasyondaki tiim antikorlar klonlama icin secilir (n = FP) ve birden fazla yerel

optimum bulma amaciyla [16] her bir secilen antikor i¢in klon sayis1 aynidir (o;; = «).
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Algoritma 3.2 CSA algoritmast

1: Kontrol parametrelerine degerlerin atanmast: antikor sayist (), maksimum iterasyon
sayisi, B ve «

2: P adet antikordan olusan baglangi¢c popiilasyonunu Egsitlik (3.10)’u kullanarak
olustur.

3: Her bir antikor Ab i¢in benzerlik (affinity) degerini hesapla

4: for herbir iterasyon do

5: Antikorlar1 klonla ve bu klonlarin benzerlik degerlerini hesapla

6: for herbir klon C; do

7

C; uzerinde ters mutasyon gergeklestir ve mutasyonlu klonu (o;) elde et

8: if f(o;) > f(C;) then

9: C; = o

10: else

11: C; uzerinde ikili mutasyon gergeklestir ve mutasyonlu klonu (o;) elde et
12: o, nin benzerlik degerini hesapla
13: if f(0;) > f(C;) then

14: C; = o

15: else

16: C;:=C;

17: end if

18: end if

19: end for

20: for herbir antikor Ab; do

21: Ab;’nin klonlart arasindan en yiiksek benzerlik degerine sahip olan1 (C';) bul
22: Abl = Cj
23: end for

24: En kotii %B adet benzerlik degerine sahip antikorlarin yerine Esitlik (3.10)u
kullanarak yenilerini iiret.

25: end for

Klon popiilasyonunu olusturduktan sonra hiper mutasyon asamalar1 olan ters mutasyon
(inverse mutation) ve ikili mutasyon (pair-wise mutation) iglemleri kullanilarak antikorlar
iyilestirilir. Ters mutasyon igleminde her bir klonun (C; = [C4,Cy,...,Cp)) j ile [

parametreleri [j — I| > 2 olmasi sartiyla rastgele bir sekilde secilir ve C;’nin j ile [
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arasindaki parametreleri tersine cevrilir ve mutasyona ugramis klon olan o; elde edilir.
Eger o;’nin uygunluk degeri C;’nin uygunluk degerinden biiyiikse o;, C;’ye atanir.
Aksi taktirde algoritma C; iizerinde ikili mutasyon uygular. Ikili mutasyonda C;’nin j
ile | parametreleri rastgele bir sekilde segilir ve birbiriyle takas edilir. Ikili mutasyon
kullanilarak elde edilen mutasyona ugramis klon ¢;’nin uygunlugu degerlendirilir. C;’nin
uygunluk degeri o;’nin uygunluk degerinden kiigiikse C;, o; ile degistirilir. Aksi taktirde

C; degistirilmez.

Hiper mutasyon siirecinden sonra antikor popiilasyonun sayisini ayn1 tutmak i¢in yeniden
secim iglemi gerceklestirilir. Her bir antikor Ab; icin en yiiksek uygunluk degerine
sahip olan klon Ab;’nin klonlar1 arasindan segilir ve Ab;’ye atanir [25]. Son olarak
reseptor diizenleme islemi gergeklestirilir ve en kotii uygunluk degerine sahip olan
%B adet antikor, Esitlik (3.10) kullanilarak yeni iiretilen antikorlarla degistirilir. CSA

optimizasyon algoritmasinin adimlart Algoritma 3.2°de verilmistir.

3.4. ABC algoritmasi ile kombine edilen CSA algoritmasi tarafindan egitilen LR
siiflandirici: ABC-CSA-LR

Optimizasyon problemleri iizerinde CSA kayda deger bir basar1 gostermesine ragmen
yerel arama yetenegi, yakinsama orani ve yakinsama hizi yeterli degildir [19, 23-25].
Bu yiizden bu ¢alismada CSA’nin yerel arama performansini iyilestirmek icin ABC
algoritmasinin ¢ok basarili yerel arama yeteneginden faydalanan ve ABC-CSA adi verilen
yeni bir yontem gelistirilmistir. Bu yontemde CSA’nin hiper mutasyon asamalari olan
ters mutasyon ve ikili mutasyon islemleri ile ABC algoritmasinin arama uzayindaki yerel
aramadan sorumlu olan is¢i ar1 ve gozcii ar1 asamalar1 degistirilmisti. ABC-CSA’nin

so0zde kodu Algoritma 3.3’de verilmektedir.

ABC algoritmasindaki isc¢i arilar hafizalarindaki yiyecek kaynaklar1 etrafinda Esitlik
(3.8)’i kullanarak yeni yiyecek kaynaklari ararlar. Isci arilar bulduklari yiyecek
kaynaklarinin yeri ve kalitesi hakkinda kovanda dans ederler. Gozcii arilar ise isci
arilar tarafindan gerceklestirilen danslar izlerler ve Esitlik (3.3) ile hesaplanan olasilik
degerlerine bakarak ucgulacak bir yiyecek kaynagina karar verirler. Bu esitlie gore
yiiksek kaliteli ¢oziimlerin bir gozcii ar1 tarafindan secilmesi daha muhtemeldir. Bir gozcii

ar1 tarafindan secilen ¢oziim tekrar Esitlik (3.8) kullanilarak somiiriiliir. Bir ¢oziimiin
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somiiriilmesinden sonra iiretilen yeni ¢oziim eski ¢oziimden daha iyiyse eski ¢oziimiin

yerine popiilasyona koyulur.

Algoritma 3.3 ABC-CSA algoritmasi

1:

e A A

9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:

21:
22:
23:

24:

Kontrol parametrelerine degerlerin atanmasi: antikor sayisi (7), maksimum iterasyon
sayist, B, M R ve «
P adet antikordan olusan baslangic popiilasyonunu Egsitlik (3.10)’u kullanarak
olustur.
Her bir antikor Ab; i¢in benzerlik degerini hesapla
for herbir iterasyon do

Antikorlar Esitlik (3.12)ye gore klonla

klonlarin benzerlik degerlerini hesapla

for herbir klon C; do

Esitlik (3.13)’ii kullanarak isci arilar1 gonder:

(3.13)

_ | Cij+¢i(Ciy —Ciy) , if Rj<MR
- y aksi takdirde

1J )

Acgozlii secim gergeklestir

end for

for herbir antikor Ab; do
Ab;’nin klonlar arasindan en yiiksek benzerlik degerine sahip olan1 (C}) bul
Abz = Oj

end for

for herbir antikor Ab; do
Esitlik (3.3)’1 kullanarak olasilik degerini hesapla

end for

for herbir gozcii ar1 do
Antikorlarin olasilik degerlerini dikkate alarak bir Ab; antikorunu se¢
Secilen Ab; antikoru iizerinde Esitlik (3.14)’ii kullanarak yerel arama

gerceklestir.

Abij _ { Abw -+ ¢U<Abl] — Abk]) , Zf Rj < MR (314)

Ab;; , aksi takdirde

Acgozlii secim gergeklestir
end for
En koti % B adet benzerlik degerine sahip antikorlarin yerine Esitlik (3.10)’u
kullanarak yenilerini iiret.
end for




4. BOLUM

DENEYLER

4.1. Veri Kiimeleri

Deneylerde kullanilan veri kiimelerinden birincisi 2949 (%68.15) adet normal e-posta
ve 1378 (%31.85) adet spam e-posta olmak iizere toplamda 4327 adet Ingilizce e-posta
icermektedir. ICONIP 2010 organizasyonu ile iligkili veri madenciligi yarigmasinda
kullanilan veri kiimelerinden biri olan bu veri kiimesi CSDMC2010 spam korpus olarak
adlandirlmistir. Bu veri kiimesi bir e-posta standardi olan “.eml” uzantili dosyalardan

olusmaktadir ve toplamda 82148 adet benzersiz terim icermektedir.

TurkishEmail olarak adlandirilan ikinci veri kiimesi 400 (%50) adet spam e-posta ve
400 (%50) adet normal e-posta olmak iizere toplamda 800 adet Tiirk¢e e-postadan

olugsmaktadir [S0]. Bu veri kiimesi toplamda 25650 farkli terim icermektedir.

Uciincii veri kiimesi pek ¢ok calismada bir 6lciit olarak kullanilan ve literatiirde bilinen
Enron-1 veri kiimesidir [28]. Bu veri kiimesi 3672 (%71) adet normal ve 1500 (%29) adet
spam e-posta olmak iizere toplamda 5172 adet e-posta icermektedir. Bu veri kiimesindeki
normal e-postalar sadece bir kisiye ait oldugundan kisisellestirilmis veri kiimesi olarak
tanimlanabilir. Veri kiimesindeki spam e-postalar makalenin {i¢iincii yazar1 (Paliouras)

tarafindan toplanilmistir [28] ve toplamda 47939 farkli terim igermektedir.

Tiirkce e-postalart spam veya normal olarak simiflandiran bir ¢calismada [9] kullanilan veri
kiimesi makalenin ikinci yazarindan istenmis ve bu veri kiimesinin ¢ok az degistirilmis
versiyonu deneylerde kullanilmigtir. Caligmalarda kullanilan bu veri kiimesi Tiirkce
e-postalardan olusan ikinci veri kiimesi oldugundan dolay1 geri kalan kistmda Turk2
olarak adlandirilacaktir. Turk2 veri kiimesi 405 adet spam e-posta ve 355 adet normal

e-posta olmak iizere toplamda 760 adet e-postadan olugmaktadir.
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CSDMC2010, TurkishEmail, Enron-1 ve Turk2 veri kiimeleri karmasiklik, seyreklik ve
dengesizlik oranlar1 agilarindan incelenmistir. Veri kiimelerinin karmagsikligini 6l¢mek
icin Tin ve Basu [51] tarafindan onerilen yontemlerden bazilari kullamlmugstir. 1k
karmasiklik ol¢iitii, F1 (Fisher’s discriminant ratio) adi verilen ve farkli siiflardaki
Oznitelikler arasinda iist iiste binmeleri hesaplayan yontemdir. Yiiksek F1 degerleri
siiflar arasinda kiigiik ¢cakismaya sahip en az bir 6znitelik oldugunu gosterirken diisiik
F1 degerleri tek basina hicbir 6zniteliin siniflar1 ayiramadigir daha karmagik problemleri
gosterir. Sekil 4.1°de veri kiimelerinin F1 degerleri, TurkishEmail veri kiimesinin en az
bir tane ayirt edici 6znitelige sahip ve diger iki veri kiimesine kiyasla daha lineer bir
problem oldugunu gosterirken Enron-1 veri kiimesinin ise lineer olmayan bir problemi

temsil ettigini gostermektedir.

45
4 |-
I Enron-1
351 I TurkishEmail
[CIcsbmc2010
3r I Turk2
25r
—
L
2 |-
151
1 .
0-5 k I
0 1

FVS=500 FVS=1000
Veri Kiimeleri

Sekil 4.1. F1 yontemiyle veri kiimelerinin karmasiklik kiyaslamasi

N1 adi verilen ikinci karmagiklik olciitii, siniflarin dagilimlarinin ayrilabilirligini Slger.
Bu yontemde ilk olarak sinifa bakilmaksizin veri kiimesindeki tiim noktalar1 birbirine
baglayan minimum tarayan aga¢ olusturulur. Daha sonra bu minimum tarayan agacta
bir kenarla kars1 sinifa baglanan noktalarin sayisi hesaplanir ve elde edilen bu sayi
veri kiimesindeki tiim noktalarin sayisina boliinerek N1 degeri elde edilir. Yiiksek
N1 degerleri siniflar1 birbirlerinden ayirt etmek icin daha karmasik sinirlara ihtiyag

duyuldugunu ve siiflar arasinda daha fazla iist iiste binmelerin oldugunu anlatmaktadir.
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Sekil 4.2’ye gore 6znitelik vektor boyutu 500 icin Enron-1 ve Turk2 veri kiimeleri diger
iki veri kiimesiyle kiyaslandiginda siniflar1 ayirmak icin daha karmasik sinirlara ihtiyag
duymaktadir. 4.2 tizerinde 0znitelik vektor boyutu 1000 icin N1 degerlerine bakildiginda

Enron-1 veri kiimesinin diger {i¢ veri kiilmesinden daha karmasik oldugu goriilmektedir.

025

I Enron-1
I TurkishEmail
[C1CcsSbMc2010
I Turk2
0.2r
0.15
—
pd
01 -
0.05
0 1 1
FVS=500 FVS=1000

Veri Kiimeleri

Sekil 4.2. N1 yontemiyle veri kiimelerinin karmasiklik kiyaslamasi

I Enron
[ Turkish

[CIcsbMmc
I Turk2

FVS=500 FVS=1000
Veri Kimeleri

Sekil 4.3. Veri kiimelerinin seyreklik degerleri
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Bir bagka veri kiimesi degerlendirme kriteri veri kiimelerinin seyrek olup olmadigini
gosteren Spar ylizdesidir. Spar yiizdesi, veri kiimesinin 6znitelik vektorleri ¢ikarildiktan
sonra elde edilen matristeki O i¢eren hiicrelerin toplam sayisinin matristeki tiim hiicrelerin
sayisina boliinmesiyle elde edilmektedir. Oznitelik vektdr boyutu 1000 iken Enron,
TurkishEmail, CSDMC2010 ve Turk2 veri kiimeleri i¢in Spar yiizdeleri sirasiyla %96.09,
%90.02, %90.48 ve %93.68°dir. Spar yiizdeleri bu veri kiimelerinin oldukca seyrek

oldugunu gostermektedir.

Son veri kiimesi degerlendirme kriteri olan IR degeri normal e-posta sayisinin spam
e-posta sayisina boliinmesiyle elde edilmektedir ve bir veri kiimesinin dengesiz
olup olmadigin1 gostermektedir. Enron, TurkishEmail, CSDMC2010 ve Turk2 veri
kiimelerinin IR degerleri sirasiyla 2.47, 1, 2.14, 0.876’dir. Bu degerlere gore Enron,
CSDMC2010 ve Turk?2 veri kiimeleri dengesizken TurkishEmail veri kiimesi dengelidir.

2571

IR

051

Enron-1  TurkishEmail CSDMC2010 Turk2
Sekil 4.4. Veri kiimelerinin dengesizlik oranlari

Bu tez calismasinda kullanilan son veri kiimesi Spambase [52] olarak adlandirilan
veri kiimesidir.  Yapay bagisiklik sistemi algoritmalarini kullanarak spam e-posta
tespiti yapan calismalarda [17, 46] bu veri kiimesinin kullanilmasi ve bu calismada
onerilen CSA-LR ve ABC-CSA-LR yoOntemlerinin bir tiir yapay bagisiklik sistemi
algoritmasina dayanmasindan dolay1 onerilen yontemlerin performansini kiyaslamali bir
sekilde degerlendirebilmek icin bu veri kiimesi deneysel ¢alismalarda kullanilmustir.

Spambase veri kiimesi 1813 (%39) adet spam e-posta ve 2788 (%61) adet normal e-posta
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olmak iizere toplamda 4601 adet e-postadan olugsmaktadir. Bu veri kiimesindeki e-postalar
islenmis haldedir ve orijinal formlarinda degillerdir. Bu yiizden veri 6n-iglemeye ihtiyag
duymazlar. Bu veri kiimesindeki her bir e-posta 58 boyutlu bir 6znitelik vektorii ile temsil
edilmektedir. Oznitelik vektoriiniin son elamam 0 veya 1 degerinden olusmaktadir ve

e-postanin spam (1) veya normal (0) oldugunu gostermektedir.

4.2. Veri On Isleme

Spam e-posta tespit etme probleminde bir grup e-posta D = {dy, ds, ..., d, } ve iki simf
C' = {Cspams Cnormat } Verilmektedir. Problem, bir e-postay1 d; € D iki siniftan birine
atamaktir. Bu tez calismasindaki arastirma metodolojisinin ana adimlar1 Sekil 4.5°de

verilmektedir.

Veri Kiimeleri
(CSDMC2010, Enronl,
TurkishEmail)

A

Metin 6n-isleme
(Kiigiik harfe dontistiirme, tokenize etme,
durak kelimelerini ¢ikarma, Ingilizce dili igin
NLTK koéke indirgeme kiitiiphanesi, Ttirkce
icin NUVE koke indirgeme kiittiphanesi )

A

Oznitelik secimi
(ilk 500 ve 1000 6znitelik)

A

10 kat ¢apraz dogrulama
(10-fold cross validation)
J U

v v

Karsilagtirma yéntemleri
ABC-LR, CSA-LR, ABC-CSA-LR (Gaussian-NB, Multinominal-NB,
LR, Linear-SVM, RBF-SVM, ...)
J

vy

Siniflandirma yéntemlerinin spam

C

tespit etme performanslarinin

kiyaslanmasi

Sekil 4.5. Spam e-posta tespit etme modeli
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Algoritma 4.1 Veri 6n-igleme adimlar

1: Veri kiimesinde her bir dokiimandaki biitiin karakterler kiiciik harfe cevrildikten sonra
tiim ifade kelimelere, sembollere ve anlamli elemanlara ayrilir.

2: Aday terimleri belirlemek i¢in noktalama isareti, bosluk, html etiketleri gibi metin
olmayan ifadeler kaldirilir.

3: Kelimelere morfoloji islemi uygulanarak c¢ekim ekleri cikartilir ve temel formuna
doniistiiriiliir (stemming/lemmatizing).

4: Dillerde cok sik tekrarlayan ve herhangi bir bilgi saglamayan durak kelimeleri
(stopwords) cikarilir ve kelime ¢antast (Bag Of Words - BOW) modeli kelimelerin
sirasindan ve gramerden bagimsiz olarak elde edilir. BOW modeli tim

dokiimanlardaki tiim egsiz terimleri iceren bir terimler sozliigiinii olusturur.

B:{tl,tz,...,t‘B‘}, (41)

B terim kiimesidir ve | B| tim dokiimanlardaki essiz tiim terimlerin toplam sayisidir.
5: Terim kiimesi olusturulduktan sonra her bir dokiiman d; € D bir vektor d: =
[wy, wy, ..., w;p|] ile temsil edilir. Bu vektorde wy, ws, ..., w| | degerleri ty, %, ..., t p|
terimlerine karsilik gelen agirliklardir. Agirliklar ¢f — ¢df yontemi kullanilarak

hesaplanabilir.

D
tf — de(tj, dz) =< wy, dz >= tf(t], dz) X lOg%, “4.2)
J

tf(tj,d;), d; dokimaninda gecen ¢; terimlerinin toplam sayisidir. |D| toplam
dokiiman say1sini ifade ederken | Dy, | ise ¢; terimini i¢eren toplam dokiiman sayisidir.
6: Egsiz terim sayist ne kadar fazla olursa vektor uzayr boyutu ve hesaplama
karmagiklig1 o kadar fazla olur. Vektér uzayr boyutunu diisiirmek i¢in 6znitelik
secimi (feature selection) yontemleri uygulanir. Daha fazla bilgi saglayan terimlerin
secimi tamamlanir tamamlanmaz bir d; dokiimani bu secilen terimlere karsilik gelen

agirliklardan olusan bir 6znitelik vektorii (cii-) ile temsil edilir.

—

d; = [w1/7w2’7"'7w|3’|]7 ’B/’ << |B‘ (43)
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Ingilizce ve Tiirkce veri kiimelerinde verilen bir e-postayr islemek igin ilk olarak
e-postada yer alan metin ve konu kisimlart alinir ve html etiketleri bilgi saglayici
olmadiklarindan dolay1 cikartilirlar. Tim harfler kiiciik harfe doniistiiriiliir ve tiim
metin kelimelere, sembollere ve anlamli alt elemanlara ayrilir (tokenize etme). Spam
e-postalarda ayirt ediciligi olmayan iinlem isareti disindaki noktalama isaretleri ve
durak kelimeleri (stop-words) alt elamanlar icerisinden kaldirilir. Tiirkge ve Ingilizce
dillerindeki dil yapilar1 ve kelime morfolojileri 6nemli Olciide birbirlerinden farkli
olduklarindan dolay: dile 6zgii koke indirgeme (stemming/lemmatizing) kiitiiphanesi
kullanilir.  Bu kiitiiphanelerle kelimelere morfoloji islemi uygulanarak cekim ekleri
¢ikartilir ve temel formuna doniistiiriiliir. Ingilizce veri kiimelerinde kelimelerden
morfolojik ekleri ¢cikarmak ve sadece kelime kokiinii birakmak i¢in NLTK koke indirgeme
kiitiiphanesi [53] kelimelere uygulamilmigtir. Bu tez calismasindaki veri on isleme

adimlar1 Algoritma 4.1’te oldugu gibi 6zetlenebilir [54].

On isleme adimlar1 yapilir yapilmaz makine dgrenmesi algoritmalar1 6znitelik vektorii
olarak ifade edilen veriye uygulanir ve siniflandirict Esitlik (4.4)’de gosterildigi gibi

siniflara dokiimanlar egler.

oidey={ hee (4.4)
Z’CJ - .
0, aksi takdirde

4.2.1. Morfoloji Islemi

Tiirkce yapis1 geregi Ingilizce dilinden farklidur. Ingilizce spam e-postalarin
filtrelenmesine yonelik calismalar birebir olarak Tiirkce e-postalara uygulandiginda cok
daha diisiik basarilar elde edilebilir. Tiirkge eklemeli bir dil olup Ingilizce’ye gore
cok daha karmagik bir dildir. Tiirk¢e’de eklemelerle olusturulan bir kelime Ingilizce’de
birden fazla kelimeyle olusan bir ciimleye karsilik gelebilir. Ya da Tiirkce bir kelimeye
eklemelerle ¢ok sayida kelime elde edilebilir (kitap, kitaplar, kitaplarim, kitaplarimda vb.

kelimelerin yalin hali kitap kelimesidir).

Yapisal karmasikligin yam sira basa c¢ikilmasi gereken bir diger onemli mesele 6zel

(-4 [P

Tiirkce karakterlerdir (‘¢’, ‘g, ‘1°, ‘6°, ‘s’, ‘U’). Ciinkii tim klavyeler 6zel Tiirkce
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karakterleri desteklemez. Ornegin bir kisi “calismak™ kelimesi yerine “calismak”
yazabilir [9]. Bu problemin iistesinden gelmek i¢in ilk once Tiirkge veri kiimesindeki
yalin hale doniistiiriilememis kelimelerin alternatifleri iiretilmektedir [55]. Daha sonra
bu alternatif kelimeler teker teker morfoloji iglemine tabi tutulmaktadir. Alternatif
kelimelerden biri morfoloji isleminden sonra yalin hale doniistilyse bu alternatif
kelimenin yalin haliyle yalin hale doniistiirilememis kelime degistirilmektedir. Tiim
alternatif kelimelere morfoloji islemi uygulanmasina ragmen hi¢ biri yalin hale
doniistiiriilemediyse bu kelime oldugu gibi birakilmaktadir. Ornegin “isciler” kelimesinin
alternatif versiyonlar “igciler”, “isciler” ve “is¢iler” olarak tiretilmekte ve bu kelimelere

sirastyla morfoloji islemi uygulandiginda “is¢iler” alternatif kelimesi “isci” kelimesine

doniigmekte ve veri kiimesindeki “isciler” kelimesinin yerine ge¢mektedir.

E-posta igceriginde ki kelimelerin koklerini dogru bir sekilde bulabilmek spam e-postalarin
tespitine yonelik calismalarin basarisina dogrudan katki saglar. Var olan bir arastirma,
kelime koklerinin dokiimani iyi temsil ettigini ve bu kelimelerin o dokiimandaki
sirasinin daha kiiciik bir 6neme sahip oldugunu belirtir [56]. Yani kisaca e-posta
icerisindeki kelimelerin yalin hallerini bulmak ¢alismalarimizin basarist acisindan hayati
onem tasimaktadir. Bu durum Tiirkce spam e-postalarinin tespitine yonelik ¢alismalari

farklilagtirir ve Tiirkce e-postalara yonelik ayri bir ¢alismay1 zorunlu kilar.

Caligsmalarimizda, Tiirk¢e kelimelere morfoloji analizi yapmak ve bu kelimelerin yalin
hallerini bulmak icin yazilmis Tiirk¢e dogal dil isleme kiitiiphanesi kullanilmigtir [57].
Kullanilan bu kiitiiphane sayesinde kelimelerdeki yapim ekleri ¢ikarilmazken ¢ekim

ekleri cikarilmis ve kelimelerin yalin halleri tiretilmistir.

4.3. Oznitelik Secme Yontemleri

Kelime cantasindaki terimler belirlendikten sonra her bir dokiiman bu terimlere karsilik
gelen frekans degerleriyle temsil edilirr. Bu tez calismasinda terim frekanslarinin
hesaplanmasinda iki yontem kullanilmistir.  Birinci yontemde, séz konusu terim
dokiimanda varsa 1 degerini alirken dokiimanda yoksa O degerini alir.  Terim

frekanslarinin hesaplanmasinda kullanilan ikinci yontem ¢ f — idf yontemidir.
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4.3.1. Terim Frekansi Ters Dokiiman Frekansi (¢ f — idf)

Metinlerden olusan biiyiik bir veri kiimesinde bazi kelimeler hemen hemen tiim
metinlerde gecerler ve cok sik kullanilirlar. Bu tiir kelimeler metnin asil icerigi hakkinda
neredeyse hi¢ anlaml bilgi tasimazlar. Eger biz bu tiir kelimeleri metinlerde gectigi
sayilara gore simiflandiriciya verirsek daha az sayida kullanilan ama metinler i¢in ¢ok

daha fazla anlam tasiyan kelimeleri golgeleriz.

Kelimelerin metinlerde gegme sayilarini siniflandiricilarin kullanimina uygun bir sekilde
yeniden agirliklandirmada ¢f — idf yontemi cok yaygin olarak kullanilmaktadir. Bu
yontemde ¢ f ifadesi, terim frekansi anlamina gelirken ¢df ifadesi, ters dokiiman frekansi
anlamina gelir. Esitlik (4.5)’de goriildiigii izere ¢ f — idf, terim frekansi ile ters dokiiman

frekansinin carpimiyla elde edilen bir degerdir.

tf —idf(t,d) = tf(t,d) x idf(t) 4.5)

Esitlik (4.5)’de ¢ f(t, d), t teriminin d dokiimaninda toplam goriilme sayisini ifade ederken
idf (t) ifadesi ise ¢ teriminin birbirinden farkli dokiimanlarda goriilme sayisi ile ters
orantili bir degerdir. Bir terim cok sayida dokiimanda goriiliiyorsa idf degeri diisiik

olurken az sayida dokiimanda goriilityorsa ¢df degeri yiiksek olur [58].

1—|—nd

(4.6)

Esitlik (4.6)’da ng, toplam dokiiman sayisimi ve df (d, t), ¢t terimini igeren toplam dokiiman
sayisini belirtmektedir. Son olarak elde edilen ¢ f — idf degeri Esitlik (4.7)’de goriildiigii

gibi normalize edilmektedir.

A v
ol o? Fv2+ . 02

(4.7)

Unorm =

Oznitelik vektoriinii olusturan kelimelerin secimi (feature selection), egitim kiimesindeki
kelimelerin bir alt kiimesini segme ve metin siniflandirmada 6znitelik vektorii olarak
sadece bu alt kiimeyi kullanma siirecidir. ~ Egitim kiimesindeki tiim kelimelerle

siniflandiriciyr e8itmek yerine az sayida kelime kullanarak simiflandiriciyr egitmek
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ozellikle egitimi zahmetli olan ve uzun siiren siniflandiricilarda ¢ok verimli olmaktadir.
Ayrica Oznitelik vektoriinii olusturan terimlerin secimi sayesinde gereksiz terimler

cikartilarak siniflandiricinin basarisi genellikle arttirilmaktadir.

Gereksiz terimleri cikarmak, hesaplama karmagiklifimi diisiirmek ve smiflandirma
bagarisim1 arttirmak amaciyla Ozniteliklerin se¢iminde ¢f — ¢df yonteminden
faydalanilmaktadir. Bu yontemde her bir terimin tiim dokiimanlarda ki normalize
edilmis ¢ f — idf degerleri hesaplandiktan sonra bu degerler toplanmakta ve her bir terim
icin toplam ¢ f — idf degeri elde edilmektedir. Daha sonra elde edilen degerler biiyiikten
kiigtige dogru siralanmakta ve en yiiksek degere sahip 6znitelik vektoriiniin boyutu kadar
terim se¢ilmektedir. Bu se¢ilen terimlere karsilik gelen ¢ f — idf degerleriyle dokiimanlari

temsil eden Oznitelik vektorleri olusturulmaktadir.

4.3.2. Karsihikh Bilgi (Mutual Information)

Kargilikli bilgi bir terimin (kelimenin) sinif hakkinda ne kadar bilgi tagidiginm 6lger. Yani
bir kelimenin varlif1 veya yoklugunun dogru siniflandirma karar1 vermede ne kadar bilgi
sagladigini 6lger. Eger bir kelime bir sinifta siklikla goriiliirken diger sinifta goriilmiiyorsa
bu kelimenin karsilikli bilgi degerinin yiiksek olmasi beklenir. Bir kelime iki sinifta
da siklikla kullaniliyorsa veya ¢ok nadir kullaniliyorsa bu kelimenin karsilikli bilgi
degerinin diisiik olmas1 beklenir. Esitlik (4.8) kelimelerin karsilikli bilgi degerlerinin

hesaplanmasinda kullanilmaktadir.

KB(T;S) = > P(T=t,58=s) x log

t€{0,1},
se{spam,normal}

Esitlik (4.8)’de S karakteri, sinifi (spam veya normal) temsil etmektedir ve eger e-posta s
sinifina aitse 1 degerini alirken s sinifina ait degilse O degerini almaktadir. 7" karakteri ise
terimi temsil ediyor ve eger e-posta ¢ terimini iceriyorsa 1 degerini alirken, icermiyorsa 0

degerini almaktadir. Esitlik (4.9), Esitlik (4.8)’de verilen ifadeye denktir [59].
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ano NNH—i—NOllo NN01_|_N1010 NN10+NOOZO N Noo
N PN N, TN PN N, T NN N, T N PN N,

KB(T;S) = (4.9)
Esitlik (4.9)°’da Ny, t terimini igcermeyen ve spam olan e-postalarin sayisini; Nyg, ¢
terimini iceren ve spam olan e-postalarin sayisini; Ny, ¢ terimini icermeyen ve normal
olan maillerin sayisini; Vij, ¢ terimini iceren ve normal olan maillerin sayisini ifade
etmektedir. Esitlikte (4.9)’da yer alan Ny, Ny, N1, Ny ve N degerleri sirasiyla Esitlik
(4.10), (4.11), (4.12), (4.13) ve (4.14)’de verildigi gibi hesaplanilmaktadir.

Ni. = Nig+ Niy (4.10)
No. = Noo + No1 (4.11)
N1 = Ny + N1y (4.12)
Ny = Ngo + Nig (4.13)
N = Nyo + Nio + No1 + N1 (4.14)

Bu tez c¢alismasinda egitim kiimesindeki terimlerin karsilikli bilgi degerlerini
hesaplayabilmek i¢in Esitlik (4.9) kullanilmaktadir ve en yiiksek karsilikli bilgi degerine
sahip belirli sayida terim secilmektedir. Ornegin 6znitelik vektoriiniin 100 terimden
olusmas1 belirlendiyse en yiiksek karsilikli bilgi degerine sahip 100 terim Oznitelik

vektoriinli olusturmaktadir.

Kargilikli bilgi yontemi kullanilarak olusturulan 6znitelik vektoriindeki terimlerin bir
siifi 1yi temsil etmesi beklenir. Yani bir terim spam sinifinda yer alan metinlerde
siklikla goriiliirken normal sinifinda yer alan metinlerde ¢ok az goriililyorsa ya da hic
goriilmiiyorsa bu terim spam sinifi i¢in iyi bir temsilcidir. Aym sekilde bir terim normal
sinifinda siklikla goriiliirken spam sinifinda goriilmiiyorsa ya da ¢ok az goriiliiyorsa bu
terim normal sinift i¢in iyi bir temsilcidir. Bu 6zelliklere sahip terimlerin karsilikli bilgi
degerlerinin yiiksek olmasi beklenir. Kargilikli bilgi yontemi, tiim kelimelere kiyasla ¢ok
daha az sayida kelime ile siniflandirma igleminin basarili bir sekilde yapilmasini saglar.
Oznitelik vektoriinii olusturan kelimeler ne kadar iyi temsil yetenegine sahipse o kadar iyi
siniflandiric1 basarisi elde edilir. Yani 6znitelik vektoriinii olusturan kelimelerin se¢imi

siniflandiricinin basarisina dogrudan katki saglar.



5. BOLUM

BULGULAR

Deneylerin ilk asamasinda TurkishEmail ve CSDMC2010 veri kiimeleri iizerinde
Gaussian NB ve multinomial NB yontemlerinin siniflandirma sonuclar iiretilmis ve
diizlestirme parametresine kars1 multinomial NB yonteminin hassasiyeti analiz edilmistir.
Ikinci asamada lineer ve radial tabanl1 SVM yontemleri TurkishEmail ve CSDMC2010
veri kiimelerine uygulanmig ve ceza parametresine karst hassasiyetleri arastirilmagtir.
Uciincii asamada sirasiyla gradient descent, PSO ve DE algoritmalariyla egitilen LR
yontemlerinin siniflandirma performanslart incelenmigstir. Dordiincii asamada bu tez
calismasinda onerilen yontemlerin (ABC-LR, CSA-LR ve ABC-CSA-LR) siniflandirma
performanslar1 gézlemlenmis ve 6grenme orani, regiilizasyon katsayisi, 6znitelik vektor
boyutu parametreleriyle ABC ve CSA algoritmalarina ait kontrol parametrelerinin
siniflandirma dogrulugu iizerindeki etkileri incelenmistir. Son asamada ise Gaussian NB,
multinomial NB, lineer SVM, radial SVM, LR, PSO-LR, DE-LR ve bu tez calismasinda
Onerilen yontemler karsilastirllmistir. Ayrica Onerilen yontemlerin Enron ve Spambase
veri kiimeleri iizerindeki siniflandirma performanslariyla literatiirde bilinen caligsmalarda
sunulan yontemlerin siniflandirma performanslari kiyaslanilmistir. Deneysel calismalarda
bes farkli veri kiimesi kullamilmistir. Bu veri kiimelerinden ikisi (TurkishEmail, Turk2)
Tiirkce dilinde e-postalar igerirken iki tanesi (CSDMC2010, Enron-1) Ingilizce dilinde
e-postalar icermektedir. Spambase veri kiimesi ise diger dort veri kiimesinden farkli
olarak Oznitelik vektorleri ¢ikarilmis haldedir. Yani bu veri kiimesindeki e-postalar
metin icermemekte ve sayilardan olusan bir vektorle temsil edilmektedirler. Bu yiizden
Spambase veri kiimesinde veri 6n-isleme adimlarina ihtiya¢ duyulmamaktadir. Spambase
veri kiimesi haricinde diger dort veri kiimesinde nihai simiflandirma sonucunu elde

etmek icin 10-katmanli ¢apraz dogrulama (10-fold cross validation) teknigi kullanilmagtir.
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Bu teknik sayesinde verileri test ve egitim siniflarina bolerken siiflandirma sonucuna
yansiyabilecek avantajli veya dezavantajli etkiler ortadan kaldirilarak siniflandiricilarin
performans1 hakkinda olusabilecek yanlis degerlendirmeler engellenmektedir.  Bu
teknikte veri kiimesi ilk olarak 10 esit parcaya boliiniir ve her seferinde bir pargasi test
icin geriye kalan 9 parcasi egitim icin kullanilir. Bu islem toplamda 10 kez yapilir ve elde

edilen sonuclarin ortalamasi alinarak nihai siniflandirma dogrulugu elde edilir.

5.1. NB Smiflandiricilarin Basarimlari

5.1.1. Gaussian NB simmiflandirici ile siniflandirma

Gaussian NB smiflandirict iki farkli 6znitelik vektor boyutu {500, 1000} ile egitilmis
ve her bir veri kiimesi i¢in scikit-learn kiitiiphanesi [60] kullanilarak iki deney
gerceklestirilmistir. Tablo 5.1, TurkishEmail ve CSDMC2010 veri kiimeleri iizerinde
Gaussian NB smiflandiricinin simiflandirma dogruluklarini gostermektedir. Hem veri
kiimelerinin anlatildig:1 boliimde (4.1 Veri Kiimeleri) bahsedildigi hem de Sekil 4.4’de
goriildiigii tizere CSDMC2010 veri kiimesi TurkishEmail veri kiimesinden daha karmagik
ve lineer olmayan bir yapidadir.  Ayrica TurkishEmail veri kiimesi CSDMC2010
veri kiimesi ile karsilastirlldiinda ¢ok daha az sayida benzersiz terime sahiptir. Bu
sebeblerden dolay1 6znitelik vektor boyutlart agisindan degerlendirildiginde simiflandirma

dogruluklar1 arasindaki fark TurkishEmail veri kiimesinde daha azdir.

Tablo 5.1. Gaussian NB simniflandiricimin siniflandirma  dogruluklari, FVS: Oznitelik
vektor boyutu

FVS | TurkishEmail veri kiimesi | CSDMC2010 veri kiimesi

500 9%95.38 %93.71

1000 %96.63 9%95.92

5.1.2. Multinomial NB smiflandirici ile siniflandirma

Multinomial NB siniflandiricr iki farkli 6znitelik vektor boyutu {500, 1000} ve bes farkli
diizlestirme parametresi (v = {1.0e — 10,0.001,0.01,0.1, 1}) ile egitilmigtir. Scikit-learn
kiitiiphanesi [60] kullanilarak her bir veri kiimesi icin 10 tane deney gerceklestirilmistir.

Deneylerde normalize edilmis ¢f — idf degerli Oznitelik vektorleri kullanilmagtir.
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Multinomial NB’de genellikle 6znitelik vektorlerinin terim sayilarindan olugsmasina
ragmen tf — idf degerli Oznitelik vektorlerinin pratikte basarili sonuglar verdigi
bilinmektedir [58]. Tablo 5.2 ve Tablo 5.3, sirasiyla TurkishEmail ve CSDMC2010
veri kiimeleri lizerinde multinomial NB smiflandiricinin simiflandirma dogruluklarimi
gostermektedir. Tablo 5.2 ve Tablo 5.3’den goriildiigii lizere en iyi sonuglar, « sifira ¢ok

yakin oldugunda elde edilmistir.

Tablo 5.2. TurkishEmail veri kiimesi tizerinde Multinominal NB siniflandiricinin verdigi
sonuglar, FVS: Oznitelik vektor boyutu

« (diizlestirme parametresi)
1.0e — 10| 0.001 0.01 0.1 1
500 %96.88 | %96.75 | %96.75 | %96.50 | %95.63
1000 %97.62 | %97.62 | %97.62 | %97.38 | %97.12

FVS

Tablo 5.3. CSDMC2010 veri kiimesi iizerinde Multinominal NB siniflandiricinin verdigi
sonuclar, FVS: Oznitelik vektor boyutu

a (diizlestirme parametresi)
1.0e — 10| 0.001 | 0.01 0.1 1
500 9%90.93 | %89.79 | %89.51 | %89.30 | %88.89
1000 %94.55 | %93.79 | %93.50 | %93.18 | %92.02

FVS

5.2. SVM Smiflandiricilarin Basarimlar

5.2.1. Lineer SVM smiflandiricinin basarim

Lineer SVM smiflandirict iki farkli 6znitelik vektor boyutu £V .S = {500, 1000} ve dokuz
farkli ceza parametresi C' = {273 272 271 20 21 92 93 21 95} jle egitilmistir. En iyi
parametreleri belirleyebilmek icin grid arama teknigi kullanilmistir [61]. Her bir veri

kiimesi i¢in LibSVM [62] kiitiiphanesi kullanilarak 18 deney gerceklestirilmistir.

Tablo 5.4 ve Tablo 5.5, lineer SVM smiflandiricinin sirasiyla TurkishEmail ve
CSDMC2010 veri kiimeleri iizerinde simmiflandirma bagarimlarini gostermektedir.
TurkishEmail veri kiimesi lizerinde en iyi sonuclar 6znitelik vektor boyutu 500 iken
C katsayis1 2* oldugunda elde edilirken oznitelik vektdr boyutu 1000 iken C' katsayisi

2° oldugunda elde edilmisti. CSDMC2010 veri kiimesi iizerinde ise en iyi sonuglar
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oznitelik vektér boyutu 500 iken C' katsayist 22 oldugunda elde edilirken 6znitelik
vektor boyutu 1000 iken C katsayist 24 oldugunda elde edilmistir. Hem TurkishEmail
hem de CSDMC2010 veri kiimeleri icin en kotii sonuclar C' katsayis1 273 oldugunda
elde edilmigtir. Tablo 5.4 ve Tablo 5.5°deki sonuglardan goriildiigii tizere lineer SVM

siniflandiricinin performanst C' katsayisinin degerine duyarlidir.

Tablo 5.4. TurkishEmail veri kiimesi iizerinde lineer SVM simiflandiricinin siniflandirma

dogruluklari (%)
¢ 273 | 272 | 27t | 20 2! 22 23 24 25
FVS
500 93.00194.25|96.37|97.50|98.00|97.88 | 98.13 |98.63 | 98.50
1000 93.75195.38196.37|97.75|98.00|98.38 | 98.50 | 98.75 | 98.88

Tablo 5.5. CSDMC2010 veri kiimesi uizerinde lineer SVM siniflandiricinin siniflandirma

dogruluklari (%)
4 273 | 272 | 27t | 20 2! 22 23 24 25
FVS
500 92.30195.36|96.64 197.49|97.87|98.10 | 97.96 | 98.07 | 97.82
1000 94.08 196.08 197.33/97.9897.96 | 98.24 1 98.35 |98.42 | 98.19

5.2.2. Radial Basis SVM siniflandiricinin basarimi

RBF kernel (Radial Basis Function: K (z;, ;) = exp(—~||x; — z;]|*),7 > 0) kullanan
SVM smiflandirma yontemi CSDMC2010 ve TurkishEmail veri kiimeleri {izerinde iki
farkli oznitelik vektor boyutu F'V.S = {500,1000} ve asagida verilen parametreler ile
egitilmistir. Hangi parametrelerin en uygun olduguna karar vermek i¢in grid arama
teknigi kullanilmigtir [61]. Her bir veri kiimesi ve her bir 6znitelik vektdr boyutu
icin LibSVM [62] kiitiiphanesini kullanan 99 deney gercgeklestirilmistir. Elde edilen
siniflandirma bagarimlari Tablo 5.6, Tablo 5.7, Tablo 5.8 ve Tablo 5.9°da paylasilmustir.
TurkishEmail veri kiimesi iizerinde %98.75 basar1 oraniyla en iyi sonug C' = 2°, y = 2!
ve F'V.S = 1000 oldugunda elde edilmistir. CSDMC2010 veri kiimesi iizerinde en iyi
sonug C' = 23, v = 271 ve F'V.S = 1000 oldugunda elde edilmistir. Deneysel sonuglar,
RBF kernelli SVM smiflandiricinin CSDMC2010 veri kiimesi tizerinde 6znitelik vektor
boyutlart1 500 ve 1000 icin biraz daha iyi siniflandirma basarisina sahip oldugunu

gosterirken lineer kernelli SVM simiflandiricinin TurkishEmail veri kiimesi iizerinde
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oznitelik vektor boyutlar: 500 ve 1000 icin biraz daha iyi oldugunu gostermektedir. RBF

kernel kullanan SVM siniflandirma yontemi asagida verilen parametreler ile egitilmistir.
C = {273,272,271 20 21 92 93 21 95}
v = {2715 2713 2711 279 277 275 273 271 21 23 25}

Tablo 5.6. RBF kernelli SVM smiflandiricinin FV'S = 500 iken TurkishEmail veri
kiimesi iizerinde siniflandirma dogruluklart (%)

C

273 | 272 | 271 | 20 2! 22 23 21 2°

2715 153.75|53.75[53.75|54.00 | 54.00 | 54.00 | 54.00 | 54.00 | 54.00
2713 153,75 |53.75|53.75 | 54.00 | 54.00 | 54.00 | 54.00 | 54.00 | 54.00
2-1 153.75|53.75[53.75(54.00 | 54.00 | 54.00 | 54.00 | 54.00 | 54.00
279 153.75|53.75[53.75|54.00 | 54.00 | 54.00 | 54.00 | 54.00 | 54.00
277 153.75|53.75[53.75|54.00 | 54.00 | 54.00 | 54.00 | 54.00 | 54.00
27° 154.00(54.00(54.00|59.37 |61.37|61.37|61.37|61.37 | 61.37
273 155.87(55.87(67.37|81.87|82.25|82.25|82.25|82.25|82.25
271 194.50|95.87(97.25|97.87|98.12|98.1298.25|98.37|98.37
21 190.12(92.87[94.00{96.00 | 97.25|98.00 | 98.00 | 98.25 | 98.62
23 |87.50/87.50|87.87|88.87|90.62|93.00|94.25[96.37|97.50
25 |87.50/87.50|87.50(87.50|87.50|87.50|87.87 | 88.87|90.62

Tablo 5.7. RBF kernelli SVM smiflandiricinin £V.S = 1000 iken TurkishEmail veri
kiimesi tizerinde siniflandirma dogruluklari (%)

C

273 | 272 | 271 | 20 21 22 23 24 2°

2715 154.00 54.00|54.00 | 54.00 | 54.00| 54.00 | 54.00 | 54.00 | 54.00
2713 154.00 | 54.00 | 54.00|54.00 | 54.00 | 54.00 | 54.00 | 54.00 | 54.00
271 154.00|54.00 [ 54.00|54.00 | 54.00 | 54.00 | 54.00 | 54.00 | 54.00
279 154.00|54.00 [ 54.00|54.00 | 54.00 | 54.00 | 54.00 | 54.00 | 54.00
277 154.00|54.00 [ 54.00{54.00 | 54.00 | 54.00 | 54.00 | 54.00 | 54.00
27° 154.00|54.00(54.00|56.62|57.75|57.75|57.75|57.75 | 57.75
273 154.00(54.00(61.75(79.50 | 80.00 | 80.00 | 80.00 | 80.00 | 80.00
2-1 189.62/94.00|96.00|96.50(97.25|97.25|97.25|97.25|97.25
21 190.25|93.62(95.00|96.00 | 97.62|98.00 | 98.25|98.50 | 98.75
23 187.75|87.75(88.00|89.25|91.12|93.62|95.37|96.37 |97.75
25 187.75|87.75(87.75|87.75 |87.75|87.75|88.1289.50 | 91.25




Tablo 5.8. RBF kernelli SVM simiflandiricinin F'VS =

kiimesi iizerinde siniflandirma dogruluklar1 (%)
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500 iken CSDMC2010 veri

C

2—3

2—2

2—1

20

21

22

23

24

25

68.21

68.37

69.04

71.29

71.29

71.29

71.29

71.29

71.29

68.21

68.37

69.04

71.29

71.29

71.29

71.29

71.29

71.29

68.21

68.37

69.04

71.53

71.53

71.53

71.53

71.53

71.53

68.21

68.37

69.21

72.06

72.11

72.11

72.11

72.11

72.11

68.21

68.53

69.41

72.38

72.41

72.41

72.41

72.41

72.41

68.21

68.56

69.97

73.61

73.94

73.94

73.94

73.94

73.94

69.21

70.32

73.59

77.63

78.95

78.95

78.93

78.93

78.93

96.96

97.56

98.02

98.28

98.44

98.51

98.56

98.58

98.58

85.82

92.13

95.05

96.84

97.54

98.00

98.30

98.12

98.16

68.21

68.21

74.17

78.86

86.89

92.29

95.40

96.65

97.47

68.21

68.21

68.21

68.21

68.21

68.21

74.33

78.90

86.91

Tablo 5.9. RBF kernelli SVM smiflandiricitnin F'V.S = 1000 iken CSDMC2010 veri

kiimesi iizerinde siniflandirma dogruluklar1 (%)

C
2l

2—3

2—2

2—1

20

21

22

23

24

25

2715

68.21

68.37

69.04

71.29

71.29

71.29

71.29

71.29

71.29

2—13

68.21

68.37

69.04

71.29

71.29

71.29

71.29

71.29

71.29

2—11

68.21

68.37

69.04

71.48

71.48

71.48

71.48

71.48

71.48

2—9

68.21

68.37

69.11

71.83

71.92

71.92

71.92

71.92

71.92

2—7

68.21

68.53

69.39

72.11

72.20

72.20

72.20

72.20

72.20

2—5

68.21

68.53

69.79

73.15

73.45

73.45

73.45

73.45

73.45

2—3

68.81

69.97

72.94

76.58

77.44

77.44

77.44

77.44

77.44

271

95.77

97.51

98.02

98.44

98.51

98.58

98.63

98.58

98.58

21

87.05

93.45

95.77

97.37

98.00

98.07

98.28

98.35

98.37

23

68.21

68.21

74.68

80.53

88.05

94.08

96.05

97.33

98.02

25

68.21

68.21

68.21

68.21

68.21

68.21

74.82

80.62

88.07
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5.3. LR Simiflandirici ile siniflandirma basarimlar:

5.3.1. Gradient descent algoritmasi ile egitilen LR simiflandiricinin bagsarim

Geleneksel LR modelinde gradient descent algoritmasi Esitlik (2.14)’de verilen maliyet
fonksiyonunun degerini minimum yapmak icin kullanilir. Standart LR simiflandirici, iki
farkli 6znitelik vektor boyutu (F'V'.S = {500, 1000}), ii¢ farkli 6grenme katsayisi (o =
{0.001,0.01,0.1}) ve dort farkli regiilizasyon parametresi (A = {0,0.001,0.01,0.1})
ile egitilmistir. En uygun parametreleri belirleyebilmek i¢in kapsamli grid yontemi
kullanilmigtir.  Her bir veri kiimesi icin yirmi dort konfigiirasyon olusturulmus ve her
konfigiirasyon farkl rastgele tohumlar ile 30 kez tekrarlanmistir. Sirasiyla TurkishEmail
ve CSDMC2010 veri kiimeleri i¢in her bir konfigiirasyonun 30 kez kosulmasindan elde
edilen siniflandirma dogruluklarinin en iyi, en kotii, medyan (ortanca), ortalama ve
standart sapma degerleri Tablo 5.10 ve Tablo 5.11°de verilmektedir. Sekil 5.1, kutu

grafiklerini (box plot graphs) kullanarak tiim kosmalar1 6zetlemektedir.

Tablo 5.10. TurkishEmail veri kiimesi iizerinde LR simiflandirma yonteminin istatistikleri

FVS =500 FVS =1000
En iyi | En kotii | Medyan | Ort. | Std. | En iyi | En kotii | Medyan | Ort. | Std.
0 195.50| 94.50 | 95.00 {94.98|0.31|95.88 | 94.63 | 95.25 |95.22|0.31
0.001]95.50 | 94.25 | 95.00 |94.97]0.34|96.00 | 94.25 | 95.06 |95.13|0.37
0.01 |95.88 | 94.25 | 95.00 [94.99|0.35|95.75| 94.62 | 9525 |95.25|0.28
0.1 [95.63| 94.37 | 95.00 {95.01/0.30|95.75| 94.38 | 95.25 |95.15]0.38
0 |98.00| 9750 | 97.75 |97.78(0.12|98.00 | 97.25 | 97.75 |97.72|0.17
0.001]98.00 | 97.50 | 97.75 |97.76|0.12|98.13 | 97.50 | 97.75 |97.75|0.15

« A

0.001

0.01 0.01 198.00| 97.50 | 97.75 [97.72|0.11|98.00 | 97.37 | 97.75 |97.73|0.16
0.1 [97.75| 97.50 | 97.63 |97.64|0.07|97.75| 97.37 | 97.63 [97.58|0.10
0 ]98.38| 98.00 | 98.25 [98.24/0.09|98.75 | 98.25 | 98.50 |98.48|0.12
01 0.001|98.50 | 98.13 | 98.25 |98.29/0.08|98.63 | 98.38 | 98.50 |98.53|0.08

0.01 |1 98.50 | 98.25 | 98.25 |98.31|0.07 | 98.50 | 98.25 | 98.38 |98.36|0.10
0.1 [97.63| 90.25 | 96.38 [95.32|2.32|97.88 | 91.38 | 96.88 |95.82|2.14

Tablo 5.10, Tablo 5.11 ve Sekil 5.1’den goriildiigli lizere 0grenme katsayist («) ve
regiilizasyon parametresi (A\) 0.1 oldugunda hem TurkishEmail hem de CSDMC2010

veri kiimeleri {izerinde algoritma kararsiz sonuglar iiretmektedir. En kararli sonuglar
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ise 6grenme katsayist 0.01 oldugunda elde edilmekte ve kiiciik regiilizasyon parametre
degerleri ({0, 0.001}) performansi iyilestirmektedir. Yine Sekil 5.1’den goriildiigii iizere
Oznitelik vektor boyutu 1000 iken hesaplama karmagsikli§i goz oniinde bulundurulursa

oznitelik vektor boyutunun 500 olmasinin verileri yeterince iyi temsil edebildigi sonucu

cikarilabilmektedir.
TurkishEmail iizerinde 6grenme oram etKisi CSDMC2010 iizerinde égrenme oram etKkisi
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ve parametrelerin etkileri
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Tablo 5.11. CSDMC2010 veri kiimesi tizerinde LR siniflandirma yonteminin istatistikleri

FVS =500 FVS =1000
En iyi | En kotii | Medyan | Ort. | Std. | En iyi | En kotii | Medyan | Ort. | Std.
0 196.45| 95.87 | 96.09 [96.10/0.13|96.75| 96.22 | 96.48 |96.49|0.14
0.001|96.38 | 95.78 | 96.11 |96.13]0.16]96.80 | 96.22 | 96.51 |96.52|0.16
0.01 [96.36 | 95.80 | 96.05 [96.06(0.14|96.89 | 96.08 | 96.50 |96.50|0.17
0.1 196.31| 95.80 | 96.03 |96.06|0.12|96.82| 96.29 | 96.50 |96.53|0.14
0 |98.14| 97.87 | 98.03 |98.02|0.06|98.40| 98.14 | 98.26 |98.27|0.06
0.001{98.19| 9791 | 98.03 [98.04/0.07|98.38 | 98.10 | 98.24 |98.24|0.07

« A

0.001

001 0.01 |98.12| 97.84 | 97.99 [97.99|0.07|98.38 | 98.17 | 98.26 |98.27|0.05
0.1 19798 | 97.80 | 97.89 [97.89]0.05]|98.31| 98.07 | 98.21 |98.21|0.05
0 ]98.26| 98.10 | 98.17 |98.17|0.05|98.56 | 98.42 | 98.49 |98.49|0.03
0.1 0.001|98.17| 95.20 | 98.03 |97.94]0.53]98.56 | 98.40 | 98.47 |98.47|0.04

0.01 |98.03| 91.65 | 96.10 [95.87|1.96|98.47| 93.09 | 98.27 |97.46|1.42
0.1 |85.15| 73.85 | 7893 |79.32|3.23|91.21 | 66.75 | 81.24 |80.87|6.17

5.3.2. PSO algoritmasi ile egitilen LR simiflandiricimin basarim

PSO-LR siniflandirma y6ntemi, bu tez ¢alismasinda onerilen spam filtreleme yontemleri
olan CSA-LR ve ABC-CSA-LR’nin simiflandirma performanslariyla kiyaslama yapmak
icin tasarlanmusgtir. Literatiirde bilinen bir optimizasyon algoritmasi olan PSO algoritmasi
LR smiflandirma modelinin egitimi asamasinda kullanilmigtir.  Bolim 5.4.2 ve
Boliim 5.4.3’den goriilecegi iizere CSA-LR ve ABC-CSA-LR siniflandirma yontemleri
Spambase veri kiimesine uygulanildigindan dolayr PSO-LR siniflandirma yontemi de

Spambase veri kiimesine uygulanilmisgtir.

PSO-LR smiflandirma yontemi kullanilarak Spambase veri kiimesi iizerinde toplam
20 deney gerceklestirilmistir ve smiflandirma performans: iizerinde rastgele veri
etkisini azaltmak icin her bir deney 30 kez tekrarlanilmistir. PSO algoritmasinin
parametrelerine atanacak degerleri tavsiye eden calisma [63] degerlendirildikten sonra
PSO-LR simiflandirma yonteminin eylemsizlik agirhig: (inertia weight, w) parametresine
0.6 degeri atanirken hizlanma katsayilari olan c¢; ve ¢, parametrelerine 1.8 degeri atanmis
ve 20 farkli popiilasyon boyutu ile egitilmistir. Deneylerde maksimum dongii sayisina
(MCN) 400 degeri verilmigtir. Egitilecek parametrelerin alt sinir ve iist sinir degerleri
sirastyla -64 ve +64 olarak belirlenilmistir. En iyi korelasyon katsayis1 (CC), F ol¢timii

(F1), duyarlilik (SN), pozitif tahmin degeri (PPV), negatif tahmin degeri (NPV), 6zgiilliik
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(SP) ve saniye cinsinden ortalama harcanan zaman (eg8itim ve test i¢in harcanan toplam
zamanlarin ortalama degeri) degerlerine ek olarak her bir deneyin 30 defa kosulmasiyla
elde edilen smiflandirma dogruluklarinin (ACC) en iyi, en kotii, ortalama, medyan
(ortanca) ve standart sapma degerleri Tablo 5.12 iizerinde gosterilmektedir.

Tablo 5.12. Spambase veri kiimesi {izerinde PSO-LR smiflandirma yoOnteminin
siniflandirma performansi

ACC CC | SN | SP | PPV NPV | FI |Siire(sn)
En iyi | En kotii | Medyan | Ort. | Std. En iyi Ort.
10 |92.46| 72.61 | 87.72 |86.66|4.15|84.18]89.52]94.38[91.20]93.26]90.35| 5.32
20 |91.81] 83.41 | 89.13 [88.782.19/82.86]90.4493.18(89.54]93.70|89.62| 10.64
30 |91.88| 85.22 | 89.64 [89.47]1.79]82.99/89.52|94.50(91.07|93.12(89.67| 15.88
40 192.10| 84.71 | 89.57 [89.19]1.85|83.45/90.63|93.66[90.20(93.80(89.95| 21.20
50 |92.68| 85.80 | 90.04 [90.00|1.40|84.72]92.2893.66|90.28 |94.80|90.78 | 26.54
60 |93.04| 86.09 | 90.18 [90.13|1.48|85.44]91.36(95.4592.42]94.36|91.19| 31.76
70 191.59| 88.12 | 90.40 [90.12]1.09]82.38/90.26|94.02[90.48]93.48 [89.32| 37.00
80 [91.59| 87.61 | 90.72 [90.26]1.08|82.38]90.44|93.7890.15[93.5989.30| 46.10
90 [92.90| 88.12 | 90.83 [90.65/1.29|85.09]89.89(94.8691.92(93.51|90.89| 53.74
100/92.68 | 85.72 | 90.72 [90.42|1.44|84.61|91.18]95.45[92.68(94.03[90.50| 53.00
110]92.83 | 86.88 | 90.72 [90.59|1.20|84.94|89.89(94.74[91.74]93.51[90.81| 58.84
120192.32| 87.75 | 90.91 [90.64[0.95|84.08|92.28(94.38(91.12(94.84 [90.45| 63.46
130/ 92.83 | 88.41 | 90.76 |90.61|0.94|84.98(90.99]94.62(91.30(94.13]90.91| 68.92
140192.54 | 87.97 | 90.72 [90.53]1.16|84.32|89.89(94.86[91.84]93.32(90.38| 74.16
150/ 92.97 | 87.97 | 90.54 |90.56|1.07|85.30(91.36]95.57]92.73|94.36|91.11| 79.20
160191.81| 87.17 | 91.12 [90.64|1.11[82.79|91.73]95.57|92.64|94.40(89.52| 84.68
170192.32| 89.13 | 91.05 [90.99(0.77|83.8889.89(95.33192.10{93.41[90.17| 89.98
180192.03 | 87.97 | 90.91 [90.82[0.98(83.36/90.99(94.50|90.93]94.03(89.96| 95.18
190/92.46 | 89.86 | 90.94 [91.07[0.70|84.16|90.07|95.6992.97]93.5690.24| 101.38
200]93.12 | 89.28 | 90.80 [90.870.94]85.54/90.99(95.4592.61(94.01|91.16| 106.26

5.3.3. DE algoritmasi ile egitilen LR simiflandiricimin basarim

Literatiirde bilinen ve siklikla kullanilan bir optimizasyon yontemi olan DE algoritmasi
LR simiflandirma modelinin egitimi asamasinda kullanilmigtir. DE-LR simiflandirma
yontemi kullanilarak TurkishEmail ve CSDMC2010 veri kiimeleri {izerinde toplam
4 deney gerceklestirilmis ve siniflandirma performansi iizerinde rastgele veri etkisini
azaltmak icin her bir deney 30 kez tekrarlanilmistir. DE-LR smiflandirma yonteminin
mutasyon faktorii (/') parametresine 0.5 degeri atanirken gegis olasilig1 parametresine

(CR) 0.8 degeri verilmis ve popiilasyon boyutu 50 olarak belirlenilmistir. Egitilecek
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parametrelerin alt sinir ve iist sinir degerleri sirasiyla -8 ve +8 olarak segilmistir. Oznitelik
vektor boyutu (F'V.S), 500 ve 1000 degerleri icin analiz edilmistir. Her bir deneyin
30 kez tekrarlanmasindan elde edilen en iyi, en kotii, medyan, ortalama ve standart
sapma degerleri Tablo 5.13 iizerinde gosterilmektedir. Sekil 5.2 ve Sekil 5.3, sirasiyla
CSDMC2010 ve TurkishEmail veri kiimeleri {izerinde ortalama ve en iyi sonuglarin

yakinsama grafiklerini gostermektedir.

Tablo 5.13. TurkishEmail ve CSDMC2010 veri kiimeleri iizerinde DE-LR yonteminin
siniflandirma performansi

TurkishEmail veri kiimesi CSDMC2010 veri kiimesi
Eniyi |Enkoti|Medyan| Ort. | Std. | Eniyi |Enkotii| Medyan| Ort. | Std.
500 | %97.88 | %97.37 | %97.38 | %97.54|0.29 | %97.26 | %97.08 | %97.22 | %97.18 | 0.10
1000 | %98.25 | %97.25 | %97.63 | %97.71 | 0.51 | %97.29 | %96.75 | %97.17 | %97.07 | 0.28
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Sekil 5.2. DE-LR siniflandirma yonteminin CSDMC2010 veri kiimesi iizerinde egitim
sathasindaki ortalama ve en iyi sonuclarin yakinsama grafikleri
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Sekil 5.3. DE-LR siniflandirma yonteminin TurkishEmail veri kiimesi iizerinde egitim
safhasindaki ortalama ve en iyi sonuglarin yakinsama grafikleri
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Tablo 5.14. Spambase veri kiimesi {iizerinde DE-LR smiflandirma yodnteminin
siniflandirma performansi

ACC CC | SN | SP | PPV NPV | FI |Siire(sn)
En iyi | En kotii | Medyan | Ort. | Std. En iyi Ort.
10 [90.58 | 63.48 | 86.09 |84.33]6.45/80.42]89.89(99.16]89.42]93.15(88.25| 5.52
20 [93.26| 90.43 | 91.81 [91.76/0.79(85.84]92.28[96.17|93.79(94.90[91.27| 10.98
30 [93.19 91.30 | 92.50 [92.44|0.46 |85.69]90.63|95.81|93.22]93.91[91.25| 16.38
40 193.84| 91.16 | 92.36 [92.45(0.70|87.07|92.65(95.93[93.50(95.15[92.11| 23.90
50 |93.77| 91.16 | 92.54 [92.51/0.59|86.92]91.18(96.29(93.97(94.33|92.02| 28.50
60 |93.77| 91.88 | 92.68 [92.69/0.51(86.94]/91.73]96.17|93.87|94.64[92.07| 34.08
70 193.77] 91.59 | 92.68 [92.65/0.53/86.91|91.73]96.17]93.76]94.58 [91.96| 37.52
80 9333 91.59 | 92.64 [92.58]/0.51(86.00/91.54|95.81|93.26(94.49(91.46| 45.12
90 |93.62| 90.94 | 92.61 [92.47|0.68|86.63]91.36(95.9393.45/94.42|91.87| 51.06
100/93.33| 91.01 | 92.39 [92.41]0.56|86.07|92.10]96.05|93.52(94.82(91.59| 56.68
110/94.06 | 91.09 | 92.25 [92.38]0.63(87.52(91.36]96.29|94.0894.33[92.32| 61.68
120193.48 | 90.58 | 92.46 [92.44(0.60|86.39|92.46]96.17[93.76]95.05[91.79| 65.34
130/ 93.99 | 91.45 | 92.28 |92.39(0.63|87.44[93.01]95.57(93.01 |95.42|92.42| 71.76
140193.99 | 91.30 | 92.43 [92.52(0.71|87.37|91.36]96.29[93.95|94.44 [92.26| 78.10
150/ 93.91 | 91.59 | 92.75 |92.69(0.65|87.23]91.91]96.65|94.43|94.66|92.24| 82.26
160193.41| 91.45 | 92.54 [92.57(0.49(86.19|91.54]96.17[93.73]94.50 [91.63| 89.82
170/ 93.91 | 90.72 | 92.32 |92.31]0.69|87.21[91.18]96.29(94.06|94.17|92.12| 95.14
180193.77| 91.16 | 92.50 [92.52]0.63/86.92|92.10(96.65|94.55]94.83[91.87| 99.04
190193.33| 91.38 | 92.64 [92.57(0.55/86.00|91.18]96.65[94.33]94.28 [91.43| 105.10
200/93.70 | 91.59 | 92.50 [92.500.55]86.76|91.73]96.17]93.80|94.57(91.89| 109.36

DE-LR smiflandirma yontemi, Spambase veri kiimesi iizerinde oOnerilen yontemlerin
siniflandirma performanslariyla kiyaslama yapmak icin kullanilmistir. DE-LR yontemi
kullanilarak Spambase veri kiimesi iizerinde toplam 20 deney gerceklestirilmis ve
siiflandirma performansi ilizerinde rastgele veri etkisini azaltmak i¢in her bir deney
30 kez tekrarlamlmigtir. DE-LR siniflandirma yonteminin mutasyon faktorii (F)
parametresine 0.5 degeri atanirken gecis olasilig1 parametresine (C'R) 0.8 degeri verilmis
ve 20 farkli popiilasyon boyutu ile egitilmistir. Deneylerde maksimum dongii sayisina
(MCN) 400 degeri verilmigtir. Egitilecek parametrelerin alt sinir ve iist sinir degerleri
sirastyla -64 ve +64 olarak secilmistir. En iyi korelasyon katsayis1 (CC), F ol¢timii
(F1), duyarlilik (SN), pozitif tahmin degeri (PPV), negatif tahmin degeri (NPV), 6zgiilliikk
(SP) ve saniye cinsinden ortalama harcanan zaman (e8itim ve test i¢in harcanan toplam

zamanlarin ortalama degeri) degerlerine ek olarak her bir deneyin 30 defa kosulmasiyla
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elde edilen smiflandirma dogruluklarinin (ACC) en iyi, en kotii, ortalama, medyan

(ortanca) ve standart sapma degerleri Tablo 5.14 iizerinde gosterilmektedir.

5.4. Onerilen yontemlerin stmflandirma basarimlar:

5.4.1. ABC algoritmasi ile egitilen LR siiflandiricimin basarim

ABC algoritmas1 bazi kontrol parametrelerine sahip oldugundan dolay1 bu ¢aligmadaki
problem tiirii i¢in en ideal performansi sergileyen uygun parametre araliklarini dnermek
amagclanilmaktadir [13, 64]. Cikarilan uygun degerler calismanin sonraki agamalarinda

kullanilmagtir.

Yiyecek kaynagi sayist (SN), maksimum dongii sayisi (M CN), bir yiyecek kaynaginin
terk edilip edilmeyecegine karar vermek i¢in l¢mit degeri ve degistirme oram (M R)
gibi ABC algoritmasinin birka¢ kontrol parametresi vardir. Standart LR siniflandirma
modelinde oldugu gibi bu smiflandirma modelinde de en uygun parametreleri
belirleyebilmek ic¢in kapsamli grid yontemi kullanilmigtir. Deneylerde SN parametresine
{40,60,80} degerleri verilmistir. Adil bir karsilagtirma yapabilmek i¢in tiim deneylerde
degerlendirme sayist aym (160.000) degere sabitlenilmistir. Degerlendirme sayisi,
koloni sayisi ile maksimum dongii sayisinin carpimina esitti. ~ Bu yiizden SN
parametresine sirasiyla {40,60,80} degerleri verildiginde maksimum dongii sayisina
sirastyla  {2000,1333,1000} degerleri verilmistir. MR kontrol parametresi i¢in
{0.05,0.08,0.1,0.2} degerleri incelenmistir. [imit parametresi i¢in {100,200} degerleri
secilmistir. Oznitelik vektor boyutu (FV'.S) {500,1000} degerleri icin analiz edilmistir.
48 adet konfigiirasyonun her biri TurkishEmail ve CSDMC2010 veri kiimeleri icin 30 kez

;nzn7 w;nax])

tekrarlanilmigtir. Parametre sinirlarinin minimum ve maksimum degerleri ([w
sirastyla —8 ve +8 olarak belirlenilmigtir. Her bir deneyin 30 kez tekrarlanmasindan
elde edilen en iyi, en kotii, medyan, ortalama ve standart sapma degerleri Tablo 5.15 ve
Tablo 5.16’da goriilmektedir. Sekil 5.4 ve Sekil 5.5, TurkishEmail ve CSDMC2010 veri
kiimeleri lizerinde ABC algoritmasindaki parametrelerin (SN, M R, limat) degerlerinin

ve Oznitelik vektor boyutlarinin ({500,1000}) etkilerini gostermektedir.
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Tablo 5.15. TurkishEmail veri kiimesi lizerinde ABC algoritmast ile egitilen LR
siniflandirma istatistikleri

SN MR timitl——— FVS =500 _ FVS =1000
Eniyi | En kotii | Medyan | Ort. | Std. | En iyi | En kotii | Medyan | Ort. | Std.
100 | 98.87 | 98.38 | 98.62 |98.61(0.12|99.00 | 98.38 | 98.75 |98.71|0.16
005 200 |{98.87 | 98.37 | 98.62 |98.60[0.17]99.13 | 98.38 | 98.88 |98.82|0.20
100 | 99.00 | 98.38 | 98.62 |98.62|0.17/99.00 | 98.38 | 98.75 |98.73|0.17
0.08 200 199.00 | 98.38 | 98.62 [98.62(0.14]99.00| 98.25 | 98.75 |98.68|0.19
40 0.1 100 [99.00 | 98.25 | 98.62 |98.58(0.15]99.25| 98.25 | 98.63 |98.64|0.20
200 {98.88 | 98.00 | 98.62 |98.58]0.20]99.13 | 98.50 | 98.81 |98.76|0.20
02 100 | 99.13 | 98.37 | 98.62 |98.61|0.20/99.00 | 98.00 | 98.63 |98.59|0.22
200 | 98.88 | 98.13 | 98.63 [98.57|0.21]99.00| 98.13 | 98.56 |98.56|0.25
100 | 98.87 | 98.25 | 98.63 |98.61|0.19/99.00 | 98.50 | 98.88 |98.82|0.13
0> 200 {98.87 | 98.13 | 98.62 |98.59]0.18]99.00 | 98.50 | 98.75 |98.77|0.16
100 | 98.87 | 98.37 | 98.62 |98.60|0.13]99.13 | 98.25 | 98.75 |98.73/0.19
0% 200 {98.75| 98.38 | 98.63 |98.60|0.11|99.13 | 98.50 | 98.75 |98.79|0.14
60 01 100 | 98.88 | 98.38 | 98.63 |98.64|0.16|99.00 | 98.38 | 98.75 |98.75|0.16
200 |98.87 | 98.38 | 98.63 [98.64|0.12]99.00 | 98.38 | 98.75 |98.76|0.18
100 [98.75| 98.13 | 98.50 [98.48(0.19]99.13 | 98.13 | 98.63 |98.64|0.22
Y 200 [ 98.87 | 98.25 | 98.63 [98.59|0.16]99.13| 98.25 | 98.69 |98.67(0.21
100 [98.87 | 98.25 | 98.50 [98.54|0.15{99.00| 98.50 | 98.88 |98.82|0.13
005 200 {99.00 | 98.25 | 98.50 |98.57]0.19]99.00 | 98.50 | 98.75 |98.78|0.14
100 | 98.87 | 98.25 | 98.62 |98.61|0.15/99.13 | 98.63 | 98.88 |98.81|0.13
0.08 200 {98.88 | 98.38 | 98.50 |98.56|0.14]99.00 | 98.50 | 98.88 |98.83|0.14
80 0.1 100 [98.75| 98.25 | 98.63 [98.60(0.13|99.13 | 98.38 | 98.88 |98.78|0.17
200 |{98.88 | 98.25 | 98.50 |98.56|0.15]99.00 | 98.38 | 98.75 |98.77|0.16
02 100 [ 99.13 | 98.00 | 98.50 |98.52|0.23/99.00 | 98.38 | 98.75 |98.67|0.16
200 {99.00 | 98.38 | 98.50 |98.60|0.16]99.00 | 98.25 | 98.75 |98.69|0.20

Tablo 5.15 ve Tablo 5.16 ile Sekil 5.4 ve Sekil 5.5’e bakildiginda en 1yi degerlerin

beklenildigi {lizere Oznitelik vektdr boyutu arttikca elde edildigi goriilmektedir.

Fakat TurkishEmail veri kiimesi ile kiyaslandiginda CSDMC2010 veri kiimesi

tizerinde Oznitelik vektdor boyutu daha yiiksek etkiye sahiptir.

Bu farklilik

CSDMC2010 veri kiimesinin TurkishEmail veri kiimesine gore ¢cok daha fazla sayida

benzersiz terim icermesine ek olarak daha karmasik ve lineer olmayan bir yapida

olmasindan kaynaklaniyor olabilir. Tiim deneylerde degerlendirme sayisi aym de8ere

sabitlendiginden dolay1 farkli SN degerleri benzer sonuglar iiretmektedir. Fakat Sekil 5.4

ve Sekil 5.5’de goriildiigii tizere SN parametresi 60 degerini aldiginda hem TurkishEmail
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hem de CSDMC2010 veri kiimeleri iizerinde ABC-LR algoritmasi biraz daha iyi ve
kararli sonuglar iiretmektedir. TurkishEmail veri kiimesi iizerinde M R degiskeni [0.05 —
0.1] aralifinda degerler aldiginda daha kararli sonuglar iiretilmesine ragmen en iyi
sonuglar 6znitelik vektor boyutu 500 i¢cin M R degiskeni 0.2 degerine esit oldugunda elde
edilirken oznitelik vektdr boyutu 1000 i¢cin M R degiskeni 0.1 degerine esit oldugunda
elde edilmisgtir. CSDMC2010 veri kiimesi iizerinde ise M R degiskeni 0.05 degerini
aldiginda daha etkili ve kararli sonuglar iiretilmistir. Sekil 5.4 ve Sekil 5.5’den goriildiigii
tizere limat degeri 100 ve 200 oldugunda ABC-LR siniflandirma yontemi benzer sonuglar
tiretmisgtir.

Tablo 5.16. CSDMC2010 veri kiimesi iizerinde ABC algoritmas: ile egitilen LR
siniflandirma istatistikleri

syl 3Rl timi _ FVS =500 i FVS = 1000
En iyi | En kotii | Medyan | Ort. | Std. | En iyi | En kotii | Medyan | Ort. | Std.
100 [98.19 | 97.80 | 98.03 [98.03|0.11|98.56| 98.19 | 98.39 |98.39|0.09
0.05 200 |98.31 | 97.77 | 98.03 [98.02|0.12|98.65| 98.21 | 98.45 |98.43|0.10
100 [98.17 | 97.87 | 97.99 [98.00(0.07|98.65| 98.14 | 98.30 |98.32|0.11
& 200 {98.19| 97.82 | 98.03 |98.02/0.09|98.49 | 98.10 | 98.34 198.33|0.11
40 100 [98.19 | 97.73 | 97.93 197.94|0.11|98.52| 98.03 | 98.27 |98.26|0.13
01 200 |98.17| 97.75 | 97.94 ]97.95|0.10|98.54 | 98.03 | 98.24 |98.25|0.12
100 |98.05| 97.45 | 97.75 |97.74]0.14]98.35| 97.77 | 98.04 |98.04|0.14
02 200 |98.00| 97.61 | 97.75 |97.76|0.10|98.33 | 97.73 | 98.06 |98.04|0.16
100 [98.35| 97.96 | 98.09 [98.10|0.10|98.61 | 98.24 | 98.45 |98.42|0.10
005 200 {98.21 | 97.91 | 98.10 |98.08|0.07|98.70 | 98.24 | 98.45 198.43/0.11
100 | 98.21 | 97.82 | 98.07 |98.04|0.10|98.54 | 98.14 | 98.41 |98.38|0.11
0.08 200 |98.26| 9791 | 98.06 [98.09(0.08|98.61| 98.19 | 98.37 |98.37|0.09
%0 100 [ 98.19| 97.82 | 97.99 |98.01|0.10(98.56| 98.14 | 98.31 |98.31|0.11
01 200 |98.26 | 97.87 | 98.05 [98.04|0.11{98.58 | 98.12 | 98.32 |98.34|0.12
100 {98.17 | 97.56 | 97.85 |97.84|0.14|98.38 | 97.82 | 98.11 |98.11|0.15
02 200 |98.12| 97.47 | 97.82 |97.82]0.15]98.38 | 97.66 | 98.12 |98.10|0.15
100 |98.17 | 97.75 | 98.03 |98.04]0.09|98.58 | 98.21 | 98.33 |98.34|0.09
0.05 200 |98.17| 97.87 | 98.02 |98.01{0.08|98.49| 98.12 | 98.35 |98.33/0.09
100 {98.24 | 97.80 | 98.03 |98.02|0.11]98.56 | 98.14 | 98.38 |98.37|0.11
S0 0.08 200 |98.24| 97.70 | 98.04 [98.03|0.12|98.56 | 98.10 | 98.39 |98.36|0.11
0.1 100 {98.28 | 97.82 | 98.04 |98.01|0.13|98.54| 98.19 | 98.34 |98.33/0.09
200 |98.21| 97.84 | 97.99 |97.99]0.10]98.54 | 98.12 | 98.31 |98.32|0.11
0 100 | 98.07 | 97.52 | 97.83 |97.83|0.15|98.31| 97.87 | 98.10 |98.09|0.11
200 |98.07 | 97.63 | 97.88 [97.88(0.11|98.31| 97.73 | 98.07 |98.06|0.14
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Sekil 5.5. CSDMC2010 veri kiimesi iizerinde 6znitelik sayisinin ve parametrelerin etkisi
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ABC-LR yonteminin siniflandirma performansini 6nceki ¢alismalarla kiyaslayabilmek
icin bu yontem Enron-1 veri kiimesine uygulanilmis ve ii¢ farkli SN degeri ({40, 60,
80}), iki farkli M R degeri ({0.05, 0.1}) ve limit parametresi 100 degeriyle egitilmistir.
Degerlendirme sayisin1 160.000 olarak sabitlemek i¢cin maksimum dongii sayisina {2000,
1333, 1000} degerleri verilmistir. Agirliklarin alt sinir1 (w}m”) ve st sinir1 iist sinir1
(wi"**) sirastyla —64 ve +64 olarak ayarlanilmigtir. Toplam 12 deney gergeklestirilmistir.
Her bir deneyin en iyi, en kotii, medyan, ortalama ve standart sapma degerleri Tablo

5.17°de goriilmektedir.

Tablo 5.17. Enron-1 veri kiimesi iizerinde ABC algoritmas: ile egitilen LR’nin
siniflandirma istatistikleri

FVS =500 FVS =1000
Eniyi |Enkotii |[Medyan| Ort. |Std.| Eniyi |Enkétii |[Medyan| Ort. | Std.
0.05| %98.45 | %98.02 | %98.21 | %98.22 |0.11 | %98.81 | %98.42 | %98.49 | %98.55|0.11
0.1 | %98.24 | %97.87 | %98.07 | %98.06 [0.10| %98.53 | %98.05 | %98.24 | %98.23 |0.10
0.05| %98.47 | %098.05 | %98.21 | %98.24 | 0.11 | %98.91 | %98.49 | %98.65 | 7%98.66|0.10
0.1 | %98.30 | %97.87 | %98.09 | %98.09 |0.11 | %98.58 | %98.12 | %98.40 | %98.40 |0.12
0.05| %98.30 | %97.97 | %98.17 | %98.15 [0.10 | %98.75 | %98.47 | %98.60 | %98.61 | 0.07
0.1 | %98.20 | %98.01 | %98.12 | %98.11 |0.05 | %98.62 | %98.32 | %98.47 | %98.46 | 0.08

SNIMR

40

60

80

SN degiskeni 60 degerini, M R degiskeni 0.5 degerini ve limit degigskeni 100 degerini
aldiginda Enron, CSDMC2010 ve TurkishEmail veri kiimeleri iizerinde LR yonteminin
egitimi asamasinda ABC algoritmasinin yakinsama grafikleri Sekil 5.6’da goriilmektedir.
Sekilde goriildiigi iizere ABC-LR yontemi yerel minimuma takilmaksizin egitim

islemine devam etmektedir.

Yakmsama Grafigi (FVS = 500) Yakinsama Grafigi (FVS = 1000)
T T T T T T
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—— Enron »— Enron

—©—CSDMC2010 —©—CSDbMG2010
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Sekil 5.6. Enron, CSDMC2010 ve TurkishEmail veri kiimeleri i¢in egitim asamasinda
ABC-LR yonteminin yakinsama grafikleri
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5.4.1.1. ABC algoritmasi iizerinde kontrol parametrelerinin etkileri

TurkishEmail ve CSDMC2010 veri kiimeleri kullanilarak elde edilen sonuglar iizerinde
MR parametreleri arasindaki farkin istatistiksel olarak anlamli olup olmadigin1 kesfetmek
icin ANOVA ile post-hoc testi uygulanilmistir. MR degiskenleri dort farkli grup
(0.05,0.08,0.1,0.2) oldugundan dolay1 hangi c¢iftlerin ortalamalar1 arasindaki farkin
onemli oldugunu belirlemek icin post-hoc testine ihtiya¢c duyulmustur. Tablo 5.18
tizerinden TurkishEmail veri kiimesi i¢in siniflandirma dogruluklariin grup ortalamalari
arasinda istatistiksel olarak 6nemli bir farkin (Sig = 0.748 > 0.05) olmadig: goriiliirken
CSDMC2010 veri kiimesi i¢in grup ortalamalar1 arasinda istatistiksel olarak anlaml
bir farkin (Sig. = 0.0 < 0.05) oldugu goriilmektedir. Gruplar arasi kareler toplamu,
her bir grubun ortalamasinin genel ortalamadan cikarilmasiyla elde edilen degerlerin
karesinin alinmasi ve bu degerlerin toplanarak serbestlik derecesine boliinmesiyle elde
edilmektedir. Gruplar i¢i kareler toplami ise her bir grup ve gruplardaki tiim elemanlarin
degerinden dahil olduklart grubun ortalamasi ¢ikartilip karesi alindiktan sonra bu kareler

toplanarak elde edilmektedir.

Tablo 5.18. MR parametrelerinin ANOVA test sonucu

Veri Kiimesi Karelerin top. | Karelerin ort. | Sig.
Gruplar arasinda 0.000 0.000 0.748
TurkishEmail | Gruplar icinde 0.000 0.000
Toplam 0.000
Gruplar arasinda 0.000 0.000 0.000
CSDMC2010| Gruplar i¢inde 0.000 0.000
Toplam 0.000

Tablo 5.19’dan goriildiigii iizere CSDMC2010 veri kiimesi tizerinde 0.05—0.1, 0.05—0.2
ve 0.08—0.2 ciftlerinin ortalamalar1 arasinda istatistiksel olarak anlamli farkliliklar varken
0.05 — 0.08 ve 0.08 — 0.1 ciftlerinin ortalamalar1 arasinda anlaml bir farklhilik yoktur.
Bu tabloda her grubun ikiserli karsilagtirmalar1 yapilmis ve bu karsilastirilan gruplarin
ortalamalar1 arasindaki farklar (Ortalama Farki) sayisal olarak verilmistir. Bu sayisal
degerlerin yaninda bir yildiz (*) isaretinin bulunmasi bu ikilinin ortalamalar1 arasinda
anlamli bir farklilik oldugunu gostermektedir. Tablo incelendiginde 0.05—0.1, 0.05—0.2,
0.08 — 0.2 ve 0.1 — 0.2 ikililerinin yaninda bir yildiz (*) isareti oldugu goriiliir. Yani
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bu ikililerin ortalamalar1 arasinda anlamli bir farklilik vardir. TurkishEmail veri kiimesi

tizerinde ise M R parametre c¢iftlerinin arasinda anlamli bir farklilik olmadig1 yine Tablo

5.19°dan goriilmektedir.

Tablo 5.19. MR parametrelerinin post-hoc test sonucu

Bagimli degisken | (I)MR | J)MR | Ort. Farki (I-)) Sig.
0.08 | -0.0002200 |0.950
0.05 | 0.10 | 0.0002333 |0.941
TurkishEmail 0.20 | -0.0000167 | 1.000
Tukey HSD 0.08 0.10 | 0.0004533 |0.688
0.20 | 0.0002033 |0.960
0.10 | 0.20 | -0.0002500 |{0.929
0.08 | 0.0002867 |0.746
0.05 | 0.10 | 0.0008733* |0.014
CSDMC2010 0.20 | 0.0028967* | 0.000
Tukey HSD 0.08 0.10 | 0.0005867 |0.172
0.20 | 0.0026100* | 0.000
0.10 | 0.20 | 0.0020233* | 0.000

*. Ortalama farki 0.05 diizeyinde anlamlidir.

Iki grup F'V S parametresi (500, 1000) oldugundan dolay1 F'V S parametreleri arasindaki

farkliliklarin istatistiksel olarak anlamli olup olmadigini 6l¢mek icin sadece ANOVA

testi gerceklestirilmigtir.

Tablo 5.20°den goriildiigii iizere hem TurkishEmail hem de

CSDMC2010 veri kiimeleri tizerinde simmiflandirma dogruluklarinin grup ortalamalari

arasinda istatistiksel olarak anlamli farkliliklar bulunmaktadir.

Tablo 5.20. Oznitelik vektor boyutu (FVS) parametrelerinin ANOVA test sonucu

Veri Kiimesi Karelerin top. | Karelerin ort. | Sig.
Gruplar arasinda 0.000 0.000 0.035
TurkishEmail | Gruplar i¢cinde 0.000 0.000
Toplam 0.000
Gruplar arasinda 0.000 0.000 0.000
CSDMC2010| Gruplar icinde 0.000 0.000
Toplam 0.000

Iki grup limit parametresi (100, 200) oldugundan dolay: limit parametreleri arasindaki

farkliliklarin istatistiksel olarak anlamli olup olmadigin1 gormek icin sadece ANOVA testi

uygulanilmagtir.

Tablo 5.21°den goriildiigii tizere TurkishEmail ve CSDMC2010 veri
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kiimeleri iizerinde simiflandirma dogruluklarinin grup ortalamalar1 arasinda istatistiksel

olarak anlamli farkliliklar bulunmamaktadir.

Tablo 5.21. limit parametrelerinin ANOVA test sonucu

Veri Kiimesi Karelerin top. | Karelerin ort. | Sig.
Gruplar arasinda 0.000 0.000 0.913
TurkishEmail | Gruplar i¢cinde 0.000 0.000
Toplam 0.000
Gruplar arasinda 0.000 0.000 0.354
CSDMC2010| Gruplar i¢cinde 0.000 0.000
Toplam 0.000

Iki gruptan fazla SN/MCN parametresi oldugundan dolayr SN/MCN parametreleri
arasindaki farkhiliklarin istatistiksel olarak onemli olup olmadigini gorebilmek igin
ANOVA ile Post-Hoc testi gerceklestirilmigtir. Tablo 5.22 ve Tablo 5.23’den goriildiigii
tizere SN/MCN parametreleri i¢in hem TurkishEmail hem de CSDMC2010 veri
kiimeleri iizerinde siniflandirma dogruluklarinin grup ortalamalar1 arasinda istatistiksel

olarak anlamli farkliliklar bulunmamaktadir.

Tablo 5.22. SN/MCN parametrelerinin ANOVA test sonuglari

Veri Kiimesi Karelerin top. | Karelerin ort. | Sig.
Gruplar arasinda 0.000 0.000 0.799
TurkishEmail | Gruplar i¢cinde 0.000 0.000
Toplam 0.000
Gruplar arasinda 0.000 0.000 0.276
CSDMC2010| Gruplar icinde 0.000 0.000
Toplam 0.000

Tablo 5.23. SN/MCN parametrelerinin Post-Hoc test sonuglari

Bagimli degisken | (I)MR | J)MR | Ort. Farki (I-]) Sig.
60 | 0.0002533 |0.789
80 | 0.0001733 |0.895
60 80 | -0.0000800 [0.977
60 | -0.0004000 |0.248
80 | -0.0002400 |0.602
60 80 | 0.0001600 |0.797

TurkishEmail 40
Tukey HSD

CSDMC2010 40
Tukey HSD
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5.4.2. CSA-LR smiflandiricinin basarimi

Yapay bagisiklik sistemi algoritmalarini  kullanan giincel ve literatiirde bilinen
spam filtreleme c¢aligmalari [17, 46] deneylerini Spambase veri kiimesi {iizerinde
gerceklestirdiginden dolay1r bu tez calismasinda Onerilen ve bir yapay bagisiklik
sistemi algoritmas1 olan CSA ile gelistirilen CSA-LR spam filtreleme yontemi
Spambase veri kiimesine uygulanmustir.  Onerilen yontemin aym veri kiimesine
uygulanilmasindaki amagc, literatiirde bilinen yapay bagisiklik sistemi algoritmalarina
dayandirilan calismalardaki yontemlerle onerilen yontemi kiyaslayabilmektir. CSA-LR
siniflandirma yontemi, [17, 46] calismalarinda oldugu gibi Spambase veri kiimesi
katmanli bir Oornekleme yaklasimiyla %70 egitim kiimesine ve %30 test kiimesine
boliinerek degerlendirilmistir. Katmanli 6rnekleme yaklagimi, veri kiimesinin farkl alt
gruplara boliindiigii ve finalde olusacak gruplarin farkl alt gruplardan rastgele bir sekilde

secildigi bir tiir olasiliksal ornekleme teknigidir.

Tablo 5.24. Spambase veri kiimesi {izerinde CSA-LR simiflandirma yonteminin
siniflandirma performansi

o o ACC CC | SN | SP | PPV [NPV| F1 |Siire(sn)
En iyi | En kotii | Medyan | Ort. | Std. En iyi Avg
1 [92.46] 85.94 | 90.40 [90.08|1.52(84.17/91.18(95.81/93.01]/94.00(90.32| 11.12
2 192.39] 89.78 | 91.41 [91.23[0.72]84.02[90.07[96.17]93.44[93.54|90.25| 21.76
10| 3 [92.61] 90.29 | 91.81 [91.72[0.65|84.50]90.63[96.05]93.35(93.86/90.57| 32.52
4 [93.84] 90.65 | 92.10 [92.08]0.75(87.07/91.73]96.53|94.39(94.62(91.99| 43.60
5 [93.55] 90.87 | 91.81 [91.94/0.59(86.47/91.18(95.69(92.98(94.31{91.77| 55.02
1 [92.83] 89.35 | 90.65 [90.75]0.87(85.02|91.54[95.22|91.77]94.45[90.96| 24.22
2 [93.41] 89.86 | 91.85 [91.75/0.71/86.15]90.44[95.93[93.20(93.88|91.53| 43.30
20| 3 [93.04] 90.80 | 91.67 [91.84]0.56|85.39]92.28(96.29/93.92(94.83/91.08| 68.22
4 193.55] 90.72 | 91.88 [91.96/0.65(86.47/91.18[95.33]92.56]94.20(91.75| 88.84
5 [94.20] 90.51 | 92.10 [92.19]0.99|87.87(92.83(96.17]93.83(95.32/92.66| 110.54
1 [93.48] 89.42 | 90.65 [90.89]0.99(86.34|91.54(95.10|92.12]94.51[91.71| 32.34
2 [92.83] 90.14 | 91.63 [91.67]0.70/84.93]90.26[95.22[92.14[93.69[90.79| 65.58
30| 3 [93.04] 89.49 | 91.74 [91.75/0.90/85.39]90.99(95.22[92.11[94.13|91.08| 98.36
4 193.41] 90.65 | 91.99 [92.04]0.71[86.17/91.18[95.45/92.63[94.19(91.58| 131.6
5 193.41] 90.65 | 91.92 [92.01]0.67/86.15[90.81[95.45[92.82(94.04|91.52] 165.26
1 [93.62] 88.91 | 91.16 [91.19]0.96(86.61|90.99(95.57|93.02[94.01[91.81| 43.00
2 193.33] 90.72 | 91.74 [91.93]0.68|86.12(92.83(95.45(92.75(95.26|91.65| 87.52
40| 3 [93.84] 90.51 | 92.21 [92.12/0.71]87.09]91.91[95.69/92.97(94.76|92.17| 131.44
4 [93.62] 91.01 | 91.81 [92.00]0.64[86.65/91.91]96.29]93.90(94.74[91.91| 175.6
5 193.33] 90.94 | 91.88 [91.920.63]86.00[90.99(95.81]93.12[94.15|91.42] 228.48
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CSA-LR dort farkli antikor sayist (P = {10,20,30,40}), bes farkli klonal ¢arpim
faktori (o« = {1,2,3,4,5}) ile degistirme oranina 0.1 degeri (B = 0.1) ve maksimum
dongii sayisina 400 degeri (MCN = 400) atanarak egitilmistir. Li ve arkadaglar
calismalarinda [25] klonal carpim faktorii o parametresine 7°den daha kiigiik bir degerin
atanmasini onerdiginden dolay1 « degeri 1 ile 5 arasindan secilmistir. Toplam 20 deney
gerceklestirilmis ve siniflandirma performansi iizerinde rastgele veri etkisini azaltmak i¢in
her bir deney 30 kez tekrarlanmistir. En iyi korelasyon katsayis1 (CC), F ol¢iimii (F1),
duyarhlik (SN), pozitif tahmin degeri (PPV), negatif tahmin degeri (NPV), 6zgiilliik (SP)
ve egitim ve test asamasinda saniye cinsinden ortalama harcanan zaman degerlerine ek
olarak her bir deneyin 30 defa kosulmasiyla elde edilen siniflandirma dogruluklarinin
(ACC) en 1y1, en kotii, ortalama, medyan (ortanca) ve standart sapma degerleri Tablo 5.24

tizerinde goriilmektedir.

5.4.3. ABC-CSA-LR smiflandiricinin basarim

ABC-CSA-LR siniflandirma yontemi kullanilarak Spambase veri kiimesi tizerinde toplam
20 deney gerceklestirilmis ve siniflandirma performansi iizerinde rastgele veri etkisini
azaltmak icin her bir deney 30 kez tekrarlanilmistir. Deneylerde maksimum dongii
sayisina (M C'N) 400 degeri verilirken degistirme orani (53) parametresine 0.1 degeri
verilmigti.  ABC-CSA-LR smiflandirma yontemi dort farkli antikor sayist (P =
{10, 20, 30,40}), bes farkli klonal ¢arpim faktorii (« = {1,2,3,4,5}) ve bir ABC
algoritmasi parametresi olan M R kontrol parametresine 0.4 degeri atanarak egitilmistir.
En 1y1 korelasyon katsayis1 (CC), F ol¢imii (F1), duyarlilik (SN), pozitif tahmin
degeri (PPV), negatif tahmin degeri (NPV), 6zgiilliikk (SP) ve saniye cinsinden ortalama
harcanan zaman (egitim ve test i¢in gerekli toplam zaman) degerlerine ek olarak her bir
deneyin 30 defa kosulmasiyla elde edilen simiflandirma dogruluklarimin (ACC) en 1yi,
en kotii, ortalama, medyan (ortanca) ve standart sapma degerleri Tablo 5.25 iizerinde

gosterilmektedir.

ABC-CSA-LR smiflandirma yontemi Spambase veri kiimesine ek olarak spam filtreleme
alaninda bir kiyaslama veri kiimesi olarak literatiirde oldukca kullanilan Enron-1 veri
kiimesine uygulanilmigtir. Enron-1 veri kiimesi 1500 (%?29) adet spam e-posta ve 3672

(%71) adet normal e-postadan olugmaktadir. Normal e-postalar ile spam e-postalarin
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Tablo 5.25. Spambase veri kiimesi lizerinde ABC-CSA-LR siniflandirma yonteminin
siniflandirma performansi

o . ACC CC | SN | SP [ PPV |NPV| FI |Siire(sn)

En iyi|En kotii|Medyan| Ort. | Std. En iyi Ort.

1 93.19] 91.01 | 92.32 [92.24] 0.6 |85.71/90.81[95.81]93.19]94.06/91.31| 7.30

2 193.99] 90.80 | 92.57 [92.45]0.76]87.42[92.65]96.65/94.30[95.20(92.39| 12.92

10| 3 [93.84] 90.94 | 92.43 [92.52[0.61|87.0791.36]96.05|93.64|94.44[92.12| 18.62
4 194.49] 91.09 | 92.39 [92.38(0.69|88.33/93.20(96.05[93.54|95.56(92.94| 23.94

5 193.41] 90.94 | 92.46 [92.42[0.57/86.16]91.54]95.81[93.27[94.49(91.57| 30.18

1 193.55] 90.80 | 92.39 [92.39]0.64|86.47(92.10(96.17/93.79]94.83[91.77| 13.28

2 [94.35] 91.52 | 92.46 [92.49]0.61(88.13(92.83[96.17/93.83(95.26]92.75| 24.64

20| 3 [93.41] 91.67 | 92.50 [92.56]0.54|86.14[92.46]95.93[93.47/95.04[91.62| 36.40
4 194.06] 91.59 | 92.61 [92.51]0.59(87.52[91.91]96.05(93.58/94.72[92.36] 48.36

5 194.06] 91.45 | 92.75 [92.71]0.72(87.53(91.73[96.41|94.17[94.6792.41| 59.48

1 193.84] 91.23 | 92.54 [92.50(0.61(87.09/92.28]96.17(93.59|94.88(92.17| 19.22

2 193.77] 91.59 | 92.72 92.65(0.50/86.94(91.91(95.45|92.83(94.75(92.08| 37.12

30| 3 [93.77] 91.09 | 92.50 [92.49]0.71[86.94/91.91(96.53[94.29/94.7592.08| 54.12
4 194.06] 91.52 | 92.57 [92.56]0.56/87.53/91.91[95.81[93.42|94.6692.38] 71.16

5 193.77] 91.23 | 92.72 [92.68]0.61(86.94[91.91(96.77|94.69]94.7592.08| 88.20

1 193.55] 91.30 | 92.46 [92.48]0.53[86.45|91.18]96.29]94.00(94.28|91.61| 25.28

2 19435 91.16 | 92.83 [92.72]0.67(88.13]92.46]96.17[93.96(95.05[92.74| 48.28

40 | 3 [93.55] 91.38 | 92.64 [92.54]0.63(86.46/91.73196.53[94.35/94.60(91.70| 71.74
4 [94.06] 91.45 | 92.64 [92.65/0.63|87.52(92.10(96.29]94.02(94.79[92.35| 97.22

5 193.62] 91.09 | 92.64 [92.64]0.6286.62[90.99(96.17|93.77[94.21[91.84| 118.04

sayilar1 arasinda bir denge olmadigi i¢cin dengesiz bir veri kiimesidir. Dengesiz bir
veri kiimesinde parametrelerin 6grenilmesi asamasinda veri sayisi fazla olan sinifa
dogru egilim olugsmaktadir ve bu durum siniflandirma basarisimi diisiirebilmektedir. Bu
yiizden dengesizlik probleminin iistesinden gelmek siniflandirma bagarisinin yiikselmesi
acisindan onemlidir. Bu tez calismasinda dengesizlik probleminin iistesinden gelmek
icin asiri-Ornekleme (over-sampling) yontemi kullanilmistir. Bu yontemde az sayida
ornek iceren smif ile ¢ok sayida ornek iceren siniftaki ornek sayisini esitlemek i¢in az
sayida ornek iceren siniftan rasgele secilen ornekler tekrarlanir. Asir1 6rnekleme yontemi
uygulanildiktan sonra veri kiimesinin boyutu 7344 x47939 olmustur. Bu boyutta yer
alan 7344 sayis1 toplam e-posta sayisini ifade ederken 47939 sayisi ise veri kiimesinde
yer alan toplam benzersiz terim sayisini ifade etmektedir. ABC-CSA-LR smiflandirma

yontemi ii¢ farkli antikor sayis1 (P = {40,60,80}), iki farkli dznitelik vektor boyutu
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(FVS = {500,1000}), ti¢c farkli klonal carpim faktorii (¢ = {1,2,3}), degistirme
orani () parametresine 0.1 de8eri ve maksimum dongii sayisina 1000 degeri atanarak

egitilmistir.

Enron-1 veri kiimesi iizerinde toplam 18 deney gerceklestirilmis ve smiflandirma
performans1 lizerinde rastgele veri etkisini azaltmak icin her bir deney 20 kez
tekrarlanilmigtir.  Yanlis negatif oranimin (FN) ve yanlis pozitif oraninin (FP) en iyi
degerleriyle saniye cinsinden ortalama harcanan egitim zamani de8erlerine ek olarak her
bir deneyin 20 defa kosulmasiyla elde edilen siniflandirma dogruluklarinin (ACC) en iyi,
en kotii, ortalama, medyan (ortanca) ve standart sapma degerleri Tablo 5.26 iizerinde
verilmektedir. ABC-CSA-LR siniflandirma yontemi Enron veri kiimesi iizerinde dnemli
bir basar1 gostermistir. Tablo 5.26’dan goriildiigii iizere tiim deneyler i¢in 20 kosmanin
standart sapma degerleri oldukca diisiiktiir. Deneysel sonuclar, ABC-CSA-LR’nin spam
filtreleme gorevi icin verimli, giicli ve giivenilir bir smiflandirma modeli oldugunu

gostermektedir.

Tablo 5.26. Enron-1 veri kiimesi lizerinde ABC-CSA-LR’nin performans dl¢iimleri

ACC FN FP | Siire(sn)
Eniyi |Enkotii | Medyan| Ort. Std. En iyi Ort.
%98.15 | %97.86 | %98.02 | %98.02 | 0.0868 | 0.0038 | 0.0319 | 27.38
%98.39 | %98.07 | %98.22 | %98.21 |0.0912|0.0019|0.0297 | 31.49
%98.47 | %98.08 | %98.27 | %98.27 | 0.0933 1 0.0014 | 0.0283 | 35.63
%98.60 | %98.30 | %98.46 | %98.44 10.10730.0014 | 0.0256 | 49.09
%98.71 | %98.47 | %98.60 | %98.59 | 0.0677 | 0.0003 | 0.0251 | 54.16
%98.75 | %98.58 | %98.71 | %98.69 | 0.0649 | 0.0005 | 0.0245 | 58.81
%98.24 | %97.97 | %98.09 | %98.09 | 0.0905|0.0025|0.0319| 31.06
%98.39 | %98.23 | %98.30 | %98.30 | 0.0591 | 0.0019|0.0297 | 36.42
%98.56 | %98.15 | %98.31 | %98.32 1 0.0879|0.0011 | 0.0267| 42.44
%98.69 | %98.47 | %98.56 | %98.57 | 0.0661 | 0.0008 | 0.0245 | 54.32
%98.83 | %98.57 | %98.67 | %98.69 | 0.0979 | 0.0005|0.0226 | 60.02
%98.91 | %98.54 | %98.70 | %98.69 | 0.0854 | 0.0003 | 0.0213 | 67.27
%98.30 | %98.11 | %98.19 | %98.19 | 0.0537 | 0.0025 | 0.0308 | 34.79
%98.51 | %98.23 | %98.30 | %98.34 10.0914 1 0.0011 | 0.0281 | 42.82
%98.49 | %98.26 | %98.34 | %98.35 |0.0600 | 0.0011|0.0283 | 50.71
%98.77 | %98.60 | %98.69 | %98.69 | 0.0691 | 0.0008 | 0.0226 | 55.21
%98.90 | %98.58 | %98.71 | %98.71 | 0.0864 | 0.0003 | 0.0215| 69.11
%98.88 | %98.62 | %98.77 | %98.75 | 0.0888 | 0.0003 | 0.0215 | 78.96

P |FVS

Q

500

40

1000

500

60

1000

500

80

1000

W= | W[ =W =] W[ =W =W|N|—
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5.5. Smiflandiricilarin Karsilastirilmasi

Tablo 5.27, dznitelik vektor boyutlar: 500 ve 1000 i¢in TurkishEmail ve CSDMC2010 veri
kiimeleri tizerinde yedi farkli siniflandiricidan elde edilen en iyi ve en kotii siniflandirma
dogruluklarim1 gostermektedir. Tablo 5.27°de goriildiigii tizere ABC algoritmasini
kullanan LR smiflandirici (ABC-LR) TurkishEmail ve CSDMC2010 veri kiimeleri

tizerinde sirasiyla %99.25 ve %98.70 basar1 oranlariyla en iy1 sonuglar elde etmistir.

Tablo 5.27. TurkishEmail ve CSDMC2010 veri kiimeleri i¢in en iyi ve en Kkoti
siniflandirma dogruluklarinin kargilagtirilmast

TurkishEmail Veri Kiimesi CSDMC2010 Veri Kiimesi
Siniflandirma
. FVS=500 FVS=1000 FVS=500 FVS=1000
Y Oontemi
Best Worst Best Worst Best Worst Best Worst
Gaussian NB 9%95.38 | %95.38 | %96.63 | %96.63 | %93.71 | %93.71 | %95.92 | %95.92
Multinomial NB %96.88 | %95.63 | %97.62 | %97.12 | %90.93 | %88.89 | %94.55 | %92.02
Linear SVM 9%98.63 | %93.00 | %98.88 | %93.75 | %98.10 | %92.30 | %98.42 | %94.08

RBF Kernel SVM %98.62 | %53.75 | %98.75 | %54.00 | %98.58 | %68.21 | %98.63 | %68.21

LR (Gradient Descent) | %98.50 | %90.25 | %98.75 | %91.38 | %98.26 | %73.85 | %98.56 | %66.75

DE-LR %97.88 | %97.37 | %98.25 | %97.25 | %97.26 | %97.08 | %97.29 | %96.75

ABC-LR* 9%99.13| %98.00 | %99.25 | %98.13 | %98.35 | %97.45 | %98.70 | %97.66

*. Bu tez calismasinda 6nerilen yontem

Bu tez calismasinda onerilen ABC-LR ve ABC-CSA-LR yoOntemlerinin siniflandirma
performanslar1 ile Barushka ve arkadaglar1 [1] tarafindan yapilan bir calismada yer alan
en giincel spam filtreleme yontemlerinin siniflandirma performanslart karsilagtirilmistir.
Enron-1 veri kiimesi iizerinde onceki ¢aligmalar tarafindan rapor edilen en giincel spam
filtreleme yontemlerinin siniflandirma performanslariyla ABC-LR ve ABC-CSA-LR
yontemlerinin siiflandirma performanslar1 Tablo 5.28’de goriilmektedir. Bu tabloda
saniye cinsinden ortalama gecen egitim siiresine ek olarak spam filtrelerinin en iyi
dogruluk yiizdeleriyle bu yiizdelere karsilik gelen FN ve FP oranlari verilmektedir.
Ayrica Tablo 5.28’de on katmanl ¢apraz dogrulama (ten-fold cross validation) yontemi

kullanilarak elde edilen her bir sonucun standart sapma degerleri gosterilmektedir.

Sonuclar, smiflandirma dogrulugu ve FN orani agilarindan Enron-1 veri kiimesi
tizerinde ABC-LR ve ABC-CSA-LR smiflandirma yontemlerinin diger siniflandirma
yontemlerinden iistiin oldugunu gostermektedir. Ayrica Enron-1 veri kiimesi iizerinde

ABC-LR ve ABC-CSA-LR, diger yontemlerden kayda deger oOlciide daha iyi FN
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oranlar1 elde etmistir. FP oranlar karsilastirildiginda ise FDA+NB, random forest ve
AdaBoost algoritmalar1 disinda ABC-LR algoritmas1 diger algoritmalardan daha iyi
performans goOstermistir. Fakat bu ti¢ yontem (FDA+NB, random forest, AdaBoost)
FP oranlar1 acisindan iyi performans gostermelerine ragmen ABC-CSA-LR ve ABC-LR
ile kiyaslanildiginda basarisiz yanls negatif (FN) oranlarindan ve diisiik siniflandirma

dogruluklarindan dolay1 spam filtreleme yontemi olarak bu tez calismasinda Onerilen

yontemlerin ¢ok gerisinde siniflandirma performansi gostermislerdir.

Tablo 5.28. Enron-1 veri kiimesi iizerinde dogruluk yiizdesi, FN, FP ve saniye cinsinden
ortalama gecen egitim siiresi yonlerinden onceki calismada [1] tanimlanan
algoritmalarla bu tez calismasinda Onerilen yontemlerin kiyaslamasi

Yontem ACC = Std FN + Std FP + Std Ort. Siire £ Std

MDL [1,65] 95.67 +1.13]0.0107 £ 0.0105 | 0.0566 £ 0.0165 | 10.1864 + 1.4689
FDA + NB [1,66] 91.29 +1.18(0.1209 £ 0.0163 | 0.0045 4 0.0057 | 0.8592 4+ 0.0374
FDA + SVM [1,66] |96.66 & 0.84 |0.0459 £ 0.0178 {0.0283 £ 0.0092 | 5.4755 + 1.1081

IL-C4.5 [1,67] 93.35 + 1.29(0.0608 £ 0.0207 | 0.0688 4 0.0159 | 40.0021 £ 3.6369
Voting [1,68] 97.20 +1.06 {0.0247 £ 0.0118 {0.0294 £ 0.0130|34.3022 £ 2.0173
Random forest [1,69]|98.05 £ 0.57|0.0178 £ 0.0121 {0.0201 + 0.0073 | 28.0200 =+ 0.3813
AdaBoost [1] 78.76 £ 1.15]0.6838 £ 0.0340 | 0.0200 + 0.0800 | 2.7871 =+ 0.0530
LR [1] 94.54 4+ 1.04 | 0.0668 £ 0.0200 | 0.0496 £ 0.0125 | 4.7599 + 0.8967
AIRS2Parallel [1] 71.36 £ 7.65]0.1220 4+ 0.1679|0.3535 + 0.1519 | 21.2569 =+ 0.5605
MLP [1] 96.29 4+ 2.84|0.0501 £ 0.0823|0.0318 £ 0.0361 | 347.943 £ 9.1491
kNN [1] 91.36 + 1.34|0.0378 £ 0.0158 | 0.1062 4+ 0.0177| 0.0018 4 0.0039
CNN [1] 97.47 £+ 0.87(0.0347 £ 0.0193{0.0215 £+ 0.0079 | 170.738 £ 28.478
DBB-RDNN-Rel [1] |98.76 £ 0.57|0.0017 £ 0.0018 |0.0212 £ 0.0101 | 183.586 =+ 28.398
ABC-LR* [70] 98.91 £ 0.87|0.0005 £+ 0.0011 | 0.0210 + 0.0176 | 113.565 £+ 1.2632
ABC-CSA-LR* 98.91 + 0.76 | 0.0003 £ 0.0009 | 0.0213 £ 0.0157 | 67.274 £ 0.6204
*_ Bu tez calismasinda 6nerilen yontem

Enron-1 veri kiimesi iizerinde Onerilen modellerin siniflandirma dogruluklar1 sadece
siniflandirma dogrulugu paylasilan 6nceki ¢calismalardan bagka yontemlerin sonuclariyla
ayrica kiyaslanilmigtir. Tablo 5.29, Onerilen yontemlerin diger yontemlerden daha iyi
siniflandirma dogruluguna ulagtigin1 gostermektedir. Bu tez calismasinda Onerilen ve
AIS (yapay bagisiklik sistemi) tabanli bir siniflandirma yontemi olan ABC-CSA-LR
ile onceki ¢aligmalarda Onerilen ve yine AIS tabanli olan yontemler kiyaslamldiginda
ABC-CSA-LR smiflandirma yonteminin hem AIRS2Parallel [1] yonteminden hem de
AIS [71] yonteminden siiflandirma dogrulugu acisindan ¢ok daha iistiin oldugu Tablo

5.28 ve Tablo 5.29°dan goriilmektedir. ABC-CSA-LR ile AIRS2Parallel yontemleri
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yanlis negatif (FN) ve yanlis pozitif (FP) oranlar acilarindan kiyaslanildiginda yine
ABC-CSA-LR yonteminin ¢ok daha iistiin oldugu Tablo 5.28 {izerinde goriilmektedir.
Fakat ABC-CSA-LR yoOnteminin calisma zamani AIRS2Parallel yonteminin yaklagsik
ic katidir. Adindan da anlasilacagi tizere AIRS2Parallel yontemi paralel hesaplama
yontemi ile caligma zaman iyilestirilmis bir yontemdir. Fakat AIRS2Parallel yonteminin
siniflandirma dogrulugu, standart sapma degerleri, FP ve FN oranlar1 acilarindan ¢ok kotii
bir performans gosterdigi Tablo 5.28 iizerinden goriilebilmektedir. Paralel hesaplama
yontemi kullanilarak bu tez calismasinda 6nerilen ABC-CSA-LR, ABC-LR ve CSA-LR

yontemlerinin ¢alisma zamanlari iyilestirilebilir.

Tablo 5.29. Enron-1 veri kiimesi iizerinde ge¢mis calismalardaki yontemlerle bu tez
calismasinda Onerilen yontemlerin dogruluk yiizdelerinin karsilagtiriimasi

Yontem Dogruluk
Deep belief networks [72] %97.43
AIS [71] 9%90.00
Multivariate Bernoulli NB [31] 9%94.79
Distinguishing feature selector [73] | %94.35
Minimum description length [74] 9%95.56
Bagged RF [75] %97.75
Enhanced genetic programming [76] | %94.10
RF [77] %96.39
Relief + NB [78] 9%96.30
k means + SVM [79] %97.35
Natural language toolkit NB [80] %94.70
Incremental SVM [38] 9%96.86
Boosted NB + SVM [81] %95.60
DBB-RDNN-ReL [1] 9%98.76
ABC-LR* [70] %98.91
ABC-CSA-LR* %98.91

*_ Bu tez calismasinda 6nerilen yontem

Spambase veri kiimesi iizerinde CSA-LR, ABC-CSA-LR, PSO-LR ve DE-LR
yontemlerinin aym1  popiilasyon boyutlarinda gostermis olduklari smiflandirma
performanslar1 Tablo 5.30 iizerinde goriilmektedir. Tablo 5.30, CSA-LR’nin siniflandirma
performansinin PSO-LR’den c¢ok daha iyi oldugunu gosterirken ABC-CSA-LR’nin ise
hem CSA-LR yoOnteminden hem de PSO-LR ve DE-LR yontemlerinden daha iyi

siniflandirma performansina sahip oldugunu gostermektedir.



69

Tablo 5.30. Spambase veri kiimesi {iizerinde CSA-LR, ABC-CSA-LR ve PSO-LR
yontemlerinin performans ol¢iimleri

M ACC (%) CC | SN [ SP [PPV[NPV] FI [ Siire
odel| o — — Vi

En iyi |En kotii|Medyan | Ort. | Std. En iyi Ort.

1 192.46| 85.94 | 90.40 |90.08|1.52{84.17|91.18|95.81|93.01{94.00({90.32| 11.12

2 192.39| 89.78 | 91.41 |91.23|0.72|84.02|90.07|96.17|93.44|93.54|90.25| 21.76

<</E) 3 192.61| 90.29 | 91.81 |91.72]0.65|84.50{90.63|96.05(93.35|93.86(90.57| 32.52
© 4 193.84| 90.65 | 92.10 |92.08|0.75(87.07|91.73|96.53|94.39(94.62|191.99| 43.60

5 193.55| 90.87 | 91.81 [91.94|/0.59|86.47|91.18|95.69(92.98|94.31|91.77| 55.02

10 1 193.19| 91.01 | 92.32 |192.24| 0.6 |85.71(90.81|95.81|93.19|94.06|91.31| 7.30
(</:J 2 193.99| 90.80 | 92.57 [92.45|0.76|87.42|92.65|96.65|94.30(95.20{92.39| 12.92
8 3 193.84| 90.94 | 9243 |92.52|0.61|87.07(91.36|96.05(93.64|94.44|92.12| 18.62
ﬁ 4 19449 91.09 | 92.39 |92.38|0.69|88.33|93.20/96.05|93.54 (95.56|92.94| 23.94

5 193.41| 90.94 | 92.46 [92.42|0.57|86.16/91.54|95.81|93.27|94.49|91.57| 30.18
PSO-LR |92.46| 72.61 | 87.72 [86.66|4.15|84.18|89.52|94.38191.20(93.26|90.35| 5.32
DE-LR |90.58| 63.48 | 86.09 |84.33/6.45/80.42|89.89(99.16|89.42193.15|88.25| 5.52

1 192.83| 89.35 | 90.65 [90.75|0.87|85.02|91.54|95.22|91.77|94.45/90.96 | 24.22

2 193.41| 89.86 | 91.85 [91.75|0.71|86.15]90.44|95.93193.20|93.88|91.53| 43.30

3:) 3 193.04| 90.80 | 91.67 |91.84]0.56|85.39(92.28|96.29(93.92|94.83(91.08| 68.22
© 4 193.55( 90.72 | 91.88 |91.96|0.65|86.47|91.18|95.33|92.56(94.20|{91.75| 88.84
5 194.20| 90.51 | 92.10 [92.19]0.99|87.87|92.83|96.17|93.83|95.32192.66|110.54

20 1 {93.55| 90.80 | 92.39 [92.39|0.64|86.47(92.10|96.17|93.79|94.83/91.77| 13.28
3:) 2 194.35| 91.52 | 92.46 [92.49|0.61|88.13{92.83|96.17|93.83|95.26|92.75| 24.64
8 3 19341 91.67 | 92.50 |92.56|0.54|86.14192.46|95.93193.47|95.04|91.62| 36.40
ﬁ 4 194.06| 91.59 | 92.61 |92.51|0.59|87.52191.91|96.05|93.58(94.72|92.36| 48.36

5 194.06| 9145 | 92.75 |92.71|0.72|87.53|91.73|96.41|94.17(94.67(92.41 | 59.48
PSO-LR |91.81| 83.41 | 89.13 |88.78(2.19|82.86(90.44|93.18|89.54|93.70(89.62| 10.64
DE-LR |93.26| 90.43 | 91.81 |91.76|0.79|85.84|92.28(96.17|93.79194.90|91.27| 10.98

1 193.48| 89.42 | 90.65 |90.89]0.99(86.34(91.54{95.10(92.12|94.51|91.71| 32.34

2 192.83| 90.14 | 91.63 [91.67|0.70|84.93|90.26|95.22192.14|93.69(90.79| 65.58

% 3 193.04| 89.49 | 91.74 |91.75/0.90|85.39(90.99(95.22(92.11|94.13|91.08| 98.36
© 4 193.41| 90.65 | 91.99 [92.04|0.71|86.17|91.18|95.45|92.63(94.19|91.58| 131.6
5 193.41| 90.65 | 91.92 [92.01]/0.67|86.15/90.81|95.45|92.82|94.04|91.52|165.26

30 1 {93.84| 91.23 | 92.54 |92.50|0.61|87.09|92.28|96.17|93.59|94.88|92.17| 19.22
<</:; 2 193.77| 91.59 | 92.72 192.65|0.50/86.94|91.91|95.45|92.83|94.75|92.08 | 37.12
8 3 193.77| 91.09 | 92.50 |92.49]0.71|86.94|91.91|96.53(94.29|94.75|92.08| 54.12
ﬁ 4 194.06| 91.52 | 92.57 [92.56(0.56|87.53(91.91|95.81(93.42|/94.66|92.38| 71.16

5 193.77| 91.23 | 92.72 192.68|0.61|86.94/91.91|96.77|94.69|94.75|92.08 | 88.20
PSO-LR |91.88| 85.22 | 89.64 [89.47|1.79/82.99|89.52|94.50({91.07|93.12|89.67| 15.88
DE-LR |93.19] 91.30 | 92.50 |92.44|0.46|85.69|90.63(95.81|93.22|93.91|91.25| 16.38

1 193.62| 88.91 | 91.16 |91.19]0.96|86.61]90.99|95.57|93.02|94.01|91.81| 43.00

2 193.33| 90.72 | 91.74 [91.93|0.68|86.12|92.83|95.45|92.75|95.26|91.65| 87.52
Z<IEJ 3 193.84| 90.51 | 92.21 |92.12]0.71|87.09(91.91|95.69(92.97|94.76|92.17|131.44
© 4 193.62| 91.01 | 91.81 |92.00|0.64|86.65(91.91|96.29(93.90(94.74|91.91| 175.6
5 193.33| 90.94 | 91.88 [91.92]0.63|86.00/90.99|95.81(93.12|94.15|91.42|228.48

40 1 193.55| 91.30 | 92.46 [92.48|0.53|86.45/91.18|96.29|94.00|94.2891.61| 25.28
g 2 194.35| 91.16 | 92.83 [92.72|0.67|88.13|92.46|96.17|93.96|95.05|92.74 | 48.28
8 3 193.55| 91.38 | 92.64 |92.54|0.63(86.46|91.73|96.53|94.35/94.60|91.70| 71.74
g 4 194.06| 91.45 | 92.64 |92.65|0.63|87.52192.10|96.29(94.02(94.79|92.35| 97.22
5 193.62| 91.09 | 92.64 [92.64|0.62|86.62/90.99|96.17|93.77|94.21|91.84|118.04
PSO-LR |92.10| 84.71 | 89.57 [89.19|1.85|83.45|90.63|93.66|90.20(93.80{89.95| 21.20
DE-LR |93.84| 91.16 | 92.36 |92.45|0.70(87.07|92.65|95.93|93.50(95.15|92.11| 23.90
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Tablo 5.30’da simiflandirma yontemlerinin elde ettikleri en iyi ve en kotii simiflandirma
dogrulugu sonuclarit (ACC) Tablo 5.31’de verilmektedir. Tablo 5.31°de paylagilan
sonuglardan, PSO-LR, DE-LR ve CSA-LR ile kiyaslanildiginda tiim deneylerin en iyi ve
en kotii siniflandirma dogruluklar: arasindaki fark ABC-CSA-LR yonteminde daha diisiik
oldugundan dolay1 ABC-CSA-LR’nin daha kararli ve giivenilir bir siniflandirma ydntemi
oldugu anlagilmaktadir. Ayrica Tablo 5.30’dan goriildiigii iizere ¢ok sayida kogsmanin
sonucunda hem CSA-LR’den hem de PSO-LR’den daha diisiik standart sapma degerlerine
sahip oldugundan dolayr ABC-CSA-LR yonteminin daha kararli oldugu soylenebilir.
Fakat CSA-LR ve ABC-CSA-LR ile kiyaslanildiginda PSO-LR ve DE-LR yontemleri

daha diisiik caligma zamanina ihtiya¢c duymaktadirlar.

Tablo 5.31. Spambase veri kiimesi iizerinde CSA-LR, ABC-CSA-LR ve PSO-LR
yontemlerinin en iyi ve en kotii siniflandirma dogruluklart

Yontem Eniyi |En koti
ABC-CSA-LR*| %94.49 | %90.80
CSA-LR* %94.20 | %85.94
PSO-LR %92.46 | %72.61
DE-LR %93.84 | %63.48

Tablo 5.32. Spambase veri kiimesi iizerinde onceki ¢alismalarda 6nerilen siniflandirma
yontemleriyle CSA-LR, ABC-CSA-LR ve PSO-LR smiflandirma
yontemlerinin performans ol¢iimleri

Yéntem En iyi En kotii

ACC| Ort. [Std| CC | F1 | SN |PPV | SP |[NPV |ACC| Ort. | Std
NSA [46] 68.86| - - 148.33/36.01|22.24|94.53199.16|66.24| - - -
PSO [46] 81.32| - - 160.95|71.84(60.48|88.44194.86|78.69| - - -
NSA-PSO [46] |91.22] - - [63.37|74.95/65.99|86.72|93.43|80.86| - - -
CNSA-FFO [17]]|93.88| - - 186.29(45.34(87.28|94.38|97.31|93.66| - - -
PSO-LR 93.12(91.07(0.70|85.54{91.19(92.2892.9795.69(94.84|72.61|86.66 |4.15
DE-LR 94.06(92.69|0.46(87.52192.42193.01|94.55/99.16|95.42(63.4884.33|6.45
CSA-LR* 94.20(92.19|0.56(87.87(92.66|92.83|94.39|96.53|95.32185.94|90.08 | 1.52
ABC-CSA-LR* {94.49192.72/0.50|88.33|92.94|93.20|94.69|96.77|95.5690.8092.240.76
*. Bu tez calismasinda 6nerilen yontem

Bu tez ¢alismasinda onerilen CSA-LR ve ABC-CSA-LR yontemleri ve bu yontemlerle
kiyaslama yapabilme amaciyla tasarlanan PSO-LR ve DE-LR smiflandirma yontemleri,

Spambase veri kiimesi lizerinde daha Once yapilmig literatiirde bilinen c¢aligmalarla
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kiyaslanilmis ve sonuclar Tablo 5.32’de paylagilmistir. Tabloda yer alan en iyi sonuglar
koyu renkle vurgulanilmig ve bu tablodan NSA ve DE-LR yontemlerinin daha iyi
ozgiilliikk (SP) degerine sahip olmalarina ragmen diger performans ol¢iitleri (ACC, CC,
F1, SN, NPV) acilarindan bu tez ¢alismasinda onerilen yontemlerin diger siniflandirma

modellerinden {istiin oldugu goriilmektedir.

Yakinsama Grafigi (P=10) Yakinsama Grafigi (P=20)
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Sekil 5.7. Spambase veri kiimesi iizerinde eg8itim asamasinda dort farkli popiilasyon
boyutu (P = {10,20,30,40}) i¢cin CSA-LR, ABC-CSA-LR, PSO-LR ve
DE-LR yontemlerinin yakinsama grafikleri

Spambase veri kiimesi iizerinde egitim asamasinda CSA algoritmasinin yakinsama
yeteneginin ABC algoritmasinin kullanimiyla nasil etkilendigini gormek icin CSA-LR,
ABC-CSA-LR, PSO-LR ve DE-LR smiflandirma yontemlerinin yakinsama grafikleri
analiz edilmistir. Sekil 5.7, Spambase veri kiimesi iizerinde egitim asamasinda farkl
popiilasyon boyutlar1 icin CSA-LR, ABC-CSA-LR, PSO-LR ve DE-LR yontemlerinin
yakinsama grafiklerini gostermektedir. PSO-LR, DE-LR ve Onerilen yontemlerin
yakinsama grafiklerini adil bir sekilde kiyaslayabilmek i¢cin CSA-LR ve ABC-CSA-LR
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yontemlerindeki « degeri 1 ve P = {10, 20, 30,40} oldugunda elde edilen sonuglar
secilmistir. Sekil 5.7°den goriildiigii tizere ABC-CSA-LR yontemi egitim asamasinda
CSA-LR ve PSO-LR yontemlerinden daha hizli yakinsamaktadir. Popiilasyon boyutu
30 ve 40 icin ABC-CSA-LR ve DE-LR yontemleri benzer yakinsama oranlarina
sahipken Ozellikle popiilasyon boyutu 10 icin ABC-CSA-LR yontemi c¢ok daha
iyi yakinsamaktadir. Ek olarak ABC-CSA-LR ve CSA-LR yontemleri popiilasyon
boyutu ne olursa olsun iterasyon ilerledik¢ce yerel minimuma takilmadan 6grenmeyi
sirdiirmektedirler. Fakat PSO-LR yontemi az sayida iterasyondan sonra buldugu en
1yl ¢oziimil iyilestirememekte ve yerel minimuma takilmaktadir. CSA’nin mutasyon
islemlerini ABC algoritmasinin agsamalariyla degistirmenin daha hizli yakinsama

sagladig1 ve arama yetenegini iyilestirdigi grafiklerden anlagilmaktadir.

Smiflandirma yontemlerinin performanslarini kiyaslama amaciyla yapilan baska bir
calismada Turk?2 veri kiimesi kullanilarak LR, ABC-LR, DE-LR ve PSO-LR siniflandirma
yontemleri bes farkli oznitelik vektor boyutu (FVS = {50,100, 150,200,300}) ve
maksimum iterasyon sayisina 1000 atanarak egitilmistir ABC-LR yonteminde yer
alan M R ve limit parametrelerine sirasiyla 0.1 ve 100 degerleri verilmistir. PSO-LR
yonteminin w, c¢; ve cp parametrelerine sirasiyla 0.6, 2 ve 2 degerleri verilirken
DE-LR yonteminin c¢r ve f parametrelerine sirasiyla 0.8 ve 0.5 degerleri verilmistir.
LR smiflandirma modelinin o ve A\ parametrelerine 0.001 ve 0 degerleri verilmistir.
Yontemlerin parametreleri kapsamli grid arama teknigi kullanilarak belirlenilmigtir.
ABC-LR, PSO-LR ve DE-LR yontemleri tarafindan 6grenilen her bir parametrenin alt

min

) ve dist siir (27'%%) degerleri sirasiyla —64 ve +64 olarak belirlenilmistir.

sinir (z j
Deneylerde iki farkli 6znitelik se¢im yontemi (¢f — df, karsilikli bilgi) kullanilmuistir.
En iyi parametreler belirlendikten sonra her bir siniflandirma modeli ve her bir 6znitelik
secim yontemi i¢in toplam bes deney gergeklestirilmistir. Simiflandirma performansi
tizerinde rastgele veri etkisini azaltmak ic¢in her bir deney 20 kez tekrarlanilmis ve

verilerin sirasi ile boliinmesinden kaynakli etkileri engellemek icin 10-katmanl capraz

dogrulama tekni8i uygulanilmistir.

Her bir deneyin 20 kez tekrarlanmasindan elde edilen saniye cinsinden ortalama harcanan
egitim zamanina ek olarak en iyi, en kotii, medyan, ortalama ve standart sapma

degerleri Tablo 5.33 ve Tablo 5.34 iizerinde goriilmektedir. Tablo 5.33’de goriilen
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sonuglar ¢f — udf tabanli Oznitelik segme yaklagimi kullanilarak elde edilirken Tablo
5.34°de goriilen sonuglar karsilikli bilgi yontemi kullanilarak elde edilmistir. Deneysel
sonuglar siiflandirma dogrulugu acgisindan ABC-LR simiflandirma yonteminin LR,
PSO-LR ve DE-LR yontemlerinden daha 1yi stmiflandirma performansina sahip oldugunu
gostermektedir. Diger siniflandirma yontemleriyle kiyaslanildiginda 6zellikle de ¢ f — idf
tabanl1 0znitelik se¢gme yaklagimi kullanildigi zaman ABC-LR yonteminin daha diisiik
standart sapma degerlerine sahip oldugu goriilmektedir. Ayrica LR, PSO-LR ve DE-LR
yontemleriyle kargilastirildiginda ABC-LR yonteminin en iyi ve en kotii siniflandirma
dogrulugu arasindaki fark daha diisiiktiir. Tiim bu veriler ABC-LR’nin daha kararli ve
giivenilir bir siniflandirma modeli oldugunu gostermektedir. Turk2 veri kiimesi tizerinde

ABC-LR yontemi %96.13 basar1 oraniyla en iyi siniflandirma dogrulugunu elde etmistir.

Tablo 5.33. Turk2 veri kiimesi iizerinde Oznitelik se¢cme yaklasimi olarak t¢f —
vdf yontemini kullanan LR, ABC-LR, DE-LR ve PSO-LR smiflandirma
yontemlerinin performans ol¢timleri

Yontem |FVS| Eniyi |Enkoti|Medyan| Ort. | Std.| Siire
50 | %92.67 | %90.67 | %92.07 | %91.93 |0.57 | 0.061
100 | 9%93.07 | %91.60 | %92.33 | %92.26 {0.47| 0.080
LR 150 | %94.13 | %91.60 | %92.60 | %92.58 {0.63| 0.122
200 | %93.87 | %92.13 | %93.33 | %93.16 [0.48| 0.136
300 | %94.27 | %91.73 | %93.47 | %93.43 |10.63 | 0.154
50 | %92.40 | %92.40 | %92.40 | %92.40 {0.00 | 3.76
100 | %93.60 | %93.07 | %93.20 | %93.28 |0.13 | 4.71
ABC-LR | 150 | %94.40 | %93.47 | %94.00 | %93.96 |0.18| 5.19
200 | 9%95.47 | %94.80 | %95.07 | %95.07 |0.18| 5.65
300 | %96.13 | %95.07 | %95.47 | %95.53|0.25| 6.67
50 | %92.40 | %91.07 | %92.00 | %91.89 |0.47 | 12.64
100 | %93.33 | %91.07 | %92.07 | %92.04 |0.58 | 66.92
DE-LR | 150 | %93.60 | %92.13 | %93.27 | %93.04 {0.53 | 93.12
200 | %94.53 | %93.07 | %93.80 | %93.77 |0.52|117.54
300 | %94.80 | %92.67 | %94.07 | %93.91 | 0.68 | 165.57
50 | %92.00 | %90.80 | %91.27 | %91.31 |0.41| 10.78
100 | %90.13 | %87.87 | %89.47 | %89.33 |0.81| 61.01
PSO-LR | 150 | %91.33 | %88.13 | %89.40 | %89.51 |1.09| 88.70
200 | %91.07 | %88.00 | %89.07 | %89.24 |1.01|114.13
300 | %91.07 | %87.20 | %88.87 | %89.01 | 1.16|161.63
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Tablo 5.34. Turk2 veri kiimesi iizerinde Oznitelik se¢me yaklasimi olarak kargilikli
bilgi yontemini kullanan LR, ABC-LR, DE-LR ve PSO-LR simiflandirma
yontemlerinin performans ol¢timleri

Y Ontem

FVS

En iyi

En kot

Medyan

Ort.

Std.

Siire

LR

50
100
150
200
300

%92.277
%93.33
%92.93
%92.53
%93.07

%90.00
%90.53
%90.80
%89.73
%89.33

%91.27
%91.33
%91.67
%91.13
%91.27

%91.29
%91.53
%91.69
%91.13
%91.17

0.67
0.80
0.65
0.78
0.83

0.102
0.115
0.126
0.139
0.120

ABC-LR

50
100
150
200
300

%93.60
%94.67
%94.277
%94.40
%95.47

%92.80
%92.93
%92.93
%93.73
%94.00

%93.20
%93.67
%93.40
%94.13
%94.80

%93.17
%93.67
%93.44
%94.12
%94.89

0.32
0.49
0.41
0.22
0.47

4.91
6.57
7.64
8.63
10.61

DE-LR

50
100
150
200
300

%93.07
%93.60
%94.53
%93.60
%94.40

%92.00
%92.00
%93.07
%92.13
%93.20

%92.67
%92.80
%94.07
%93.13
%93.73

%92.60
%92.76
%93.87
%92.97
%93.75

0.40
0.46
0.55
0.59
0.40

11.94
62.61
91.95
115.62
163.03

PSO-LR

50
100
150
200
300

%92.53
%93.20
%92.277
%92.00
%93.20

%91.20
%90.27
%91.07
%90.27
%90.27

%91.40
%92.00
%91.87
%91.73
%91.53

%91.67
%91.89
%91.79
%91.41
%91.55

0.46
0.80
0.36
0.68
0.80

10.76
66.78
92.96
120.37
176.85




6. BOLUM

SONUC VE ONERILER

6.1. Katkilar

Bu ¢alismada 6nerilen ABC-LR ve ABC-CSA-LR yontemleri, ¢oziim uzayinda bolgesel
ve kiiresel aramalar yapabilen ve verilerden olduk¢a karmasik 6zelliklerin 6grenilmesini
miimkiin kilan 6grenme algoritmalarindan dolay1 lineer olmayan ve ¢ok boyutlu verilerin
iistesinden gelebilmektedirler. Onerilen yontemler lineer olan veya olmayan, dengeli
veya dengesiz, kisisel olan veya olmayan, Ingilizce veya Tiirk¢e olmak iizere genis
bir yelpazede spam veri kiimeleri icin etkilidir. Cevrimigi olarak erisilebilen veri
kiimeleri {izerinde yapilan deneysel ¢alismalar 6nerilen yontemlerin dil farkliliklarinin ve
karmasikliginin iistesinden gelebildigini gostermektedir. Tez calismasinda kullanilan agirt
ornekleme yontemiyle veri dengesizligi probleminin iistesinden gelinmistir. Oznitelik
agirliklarina karg1 hassasiyet ile iligkili sinirlama ¢f — idf yonteminin entegrasyonuyla
azaltilmistir. Tezde Onerilen sistemler literatiire yeni yaklasimlar kazandirmis ve mevcut

calismalara gore daha bagarili sonuglar tiretmistir.

6.2. Sonuc ve Oneriler

LR simiflandirma yontemi gercek zamanli uygulamalar i¢in uygun olan kolay ve etkili bir
siniflandiricidir. Fakat, optimum agirliklar: elde etmek i¢in kullanilan egitim algoritmasi
lokal minimuma takilabilir ve denk Oznitelik agirliklarina karsi hassasti.  Bu tez
calismasinda LR’nin, ABC’nin, CSA’nin ve ¢ f —¢df yontemlerinin avantajlarini bir araya
getiren ii¢ yeni spam filtreleme modeli (ABC-LR, CSA-LR, ABC-CSA-LR) 6nerilmistir.
Onerilen yontemlerin Tiirkce ve Ingilizce dillerindeki doért farkli (TurkishEmail,
CSDMC2010, Enron ve Spambase) erisime acgik veri kiimesine uygulanilmasina ek

olarak cevrimici erisime ac¢ik olmayan Turk2 veri kiimesine uygulanilmigtir.  Dil
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farkliliklarinin iistesinden gelmek ve kelimelerin yalin halini elde etmek i¢in iki farkli
kok bulma kiitiphanesi kullanilmistir.  Onerilen yontemlerle kiyaslama yapabilme
amaciyla literatiirde bilinen makine 68renmesi yontemleri olan iki farkli NB, iki farkli
SVM, “gradient descent” algoritmas1 kullanilarak egitilen LR siniflandirma yontemlerinin
programlar1 yazilmig ve veri kiimelerine uygulanilmistir. Yine Onerilen yontemlerle
kiyaslamak i¢in literatiirde bilinen optimizasyon teknikleri olan PSO ve DE algoritmalari
LR smiflandirma modelinin egitilmesi asamasinda kullanilmistir. Programlanan PSO-LR
ve DE-LR siniflandirma modelleri veri kiimelerine uygulanilmistir. Onerilen yontemler
ile bu tez calismasinda programlanan diger yontemlerin siniflandirma performanslari
kiyaslamilmisti.  Deneysel sonuclar Onerilen yontemlerin smiflandirma dogrulugu
acisindan diger yontemlerden iistiin oldugunu gostermektedir. Yukarida sdylenenlere ek
olarak deneysel sonuclar, kok bulma isleminde dilin morfolojik yapis1 dikkate alinarak dil

karmasikliginin kolaylikla asilabilecegini gostermektedir.

Ayrica, onceki caligmalarda yer alan en basarili yontemlerle Onerilen yontemlerin
(ABC-LR, ABC-CSA-LR) siiflandirma performanslarini karsilagtirmak i¢in literatiirde
bilinen Enron-1 veri kiimesi kullanilmistir. Onerilen yontemlerin siniflandirma basarisi
ve FN degeri acisindan diger yontemlerden daha iistiin performans sergiledigi deneysel
olarak gosterilmistir. Onerilen ABC-LR ve ABC-CSA-LR yontemleri acik bir sekilde
dengesiz, lineer olmayan ve karmasik spam veri kiimeleri iizerinde etkili bir performans

sergilemigtir.

Onerilen yontemlerin baslica dezavantaji bazi yontemler disindaki diger yontemlerle
kiyaslandiginda hesaplama karmagikliginin yiiksek olmasidir.  ABC-LR, CSA-LR
ve ABC-CSA-LR yontemlerinin hesaplama karmagsikli§1 paralel hesaplama teknikleri
kullanilarak iyilestirilebilir ve bu yonde yapilacak calismalar onerilir. Ileride yapilacak
bir bagka calisma SVM, ANN ve CNN gibi farkli siniflandirma modellerini egitmek
icin ABC algoritmasimi kullanmak olabilir. Onerilen yontemlerin bir baska dezavantaji
ise kontrol parametrelerinin sayisinin fazla olmasindan kaynakli en iyi sonucu veren
parametreleri bulmanin zor ve zahmetli olmasidir. Bu yiizden otomatik parametre
ayarlamasi veya ¢O6ziim uzayini arama esnasinda uyarlamali parametre diizenleme
faydali bir ¢alisma olabilir. Onerilen yontemler sadece metin igerikli spam e-postalari

filtrelemeye yoneliktir. Bu yiizden Tiirkce veya Ingilizce dillerinde metinler barindiran
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resimler iceren veya metinsiz resimler iceren veya hem metin hem de resim igeren cok
daha genis kapsamli spam e-postalar1 tespit etmeye yonelik calismalar 6nemlidir. Bu
calismada 6nerilen yontemlerin ikiden fazla simiftan olusan Tiirkce ve Ingilizce metinleri
siniflandiracak sekilde uyarlanmasi bir bagka onemli ¢alisma olabilir. Son olarak bu
caligmada Onerilen yontemlerin milli igletim sistemlerine veya acik kaynak kodlu e-posta

yazilim araglarina entegresine yonelik ¢alismalar 6nemlidir.
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