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OZET

MAKINE OGRENMESI VE GORUNTU iSLEME YONTEMLERINi
KULLANARAK ET SIGIRLARINDA CANLI AGIRLIK TAHMINi
KARAHAN, Ahmet Erhan
Doktora Tezi, Zootekni Anabilim Dali
Tez Danigmant: Prof. Dr. Hiilya ATIL
Eyliil 2020, 171 sayfa

Ciftlik hayvanlarinda canli agirh@m belirlenmesi ve diizenli olarak takip
edilmesi, hastaliklarin erken tesbiti, ila¢g miktarlarindan tasarruf ve dolayisiyla
isletme karlilig1 agisindan biiyiik 6nem arz etmektedir. Ancak isletmelerin biiyiik
¢ogunlugunda kantar bulunmadigindan, ya da varsa bile tartim isinin zaman alici,
zahmetli olusu ve hayvanlarda stres olusturmasindan dolay1 isletmelerin
cogunlugunda tartim yapilmamaktadir. Gilintimiizde klasik tartim ydntemlerinden
kaynakli olumsuzluklarin 6niine gegmek amaciyla, hayvanlarin viicut olgiimleri
kullanilarak canli agirliklarinin  belirlenebilecegi ¢esitli tahmin yOntemleri
gelistirilmistir. Bu yontemler tartim islemine kiyasla daha az zaman almaktadir
ancak hayvanlarda stres olusumunun ve insan yaralanmalarinin Oniine
gecilememektedir. Tez caligmasinda bu geleneksel yontemlere alternatif olarak canli
agirhik tahmini gergeklestirmek amaciyla makine O6grenmesi ve goriintii isleme
tekniklerine dayali bir yontem Onerilmistir. Bu amagla, hayvanlari rahatsiz etmeden,
yerden 2.65m yiikseklikte konumlandirilmis ti¢ boyutlu sabit bir kamera ile alinan
derinlik goriintiilerinden sigirlarin canli agirliklari tahmin edilmistir. Sigirlarin
tamami ayn1 kamera ¢ekim acisinda olmadigindan canli agirlik otomatik olarak
tahmin edilememis ancak her bir sigirdan alinan yaklasik 10’ar goriintiiden uygun
olanlar segilerek klasorlendikten sonra bu klasordeki goriintiilerinden sigirlarin
tistten sirt (dorsal) alanlart otomatik olarak hesaplanmistir. Ayrica derinlik
gorintiisiinden yararlanilarak sigir yiikseklikleri de tahmin edilmis ve elde edilen bu
yiikseklik degerleri yontemlerde girdi (bagimsiz degisken) olarak kullanilmistir.
Derinlik goriintiisii kullanilarak sigir yiikseklerinin tahmin edildigi goriintii isleme
yontemiyle literatiire yeni bir bakis agis1 kazandirilmasi hedeflenmistir. Calismada

makine 6grenmesinde kullanilan yapay sinir aglar1 yaklasimi detayli bir sekilde
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incelenmis, cok sayida egitim kombinasyonu denenmistir. YSA’nin yani sira
hayvancilik alaninda kullanim1 yeni olan MARS ve CHAID yontemleri ile de sigir
canli agirliklar1 tahmin edilmis ve elde edilen bulgular bir fikir vermesi agisindan tez
kapsaminda sunulmustur. Yapay sinir aglart (YSA), Cok degiskenli uyarlanabilir
regresyon egrileri (MARS), ve Ki kare otomatik etkilesim belirleme (CHAID)
yontemleri ile yapilan canli agirlik tahminlerinde ortalama mutlak hata yiizdesi
(MAPE) degerleri sirasiyla %4.15, %4.75 ve %5.36 olarak tespit edilmistir. Her bir
yaklasimla yapilan tahminlerin R? degerleri ayn1 sirayla 0.9467, 0.9334 ve 0.9211
olarak, hata kareler ortalamasinin karekokii (RMSE) degerleri sirasiyla 31.63Kkg,
32.95kg ve 38.42kg olarak belirlenmistir. Hayvancilikta daha sik kullanilan goklu
dogrusal regresyon (CDR) yontemiyle ise MAPE, R? ve RMSE degerleri sirasiyla
%5.02, 0.9266 ve 37.06kg olarak tespit edilmistir. Yapay sinir aglarinda deneysel
caligmalar sirasinda farkli parametre degerleri kullanilarak 972 yapay sinir agi
egitimi yapilmistir. Ayrica YSA’da kullanilan 6grenme algoritmalarindan
Levenberg&Marquardt (LM), Bayesian regularization (BR) ve uyarlanabilir
ogrenme oranli gradyan yontemi (GDX), hatay1 azaltma bakimindan karsilastirilmig
ve ortalama olarak en diisiik MAPE degeri (%4.56), LM algoritmasi kullanilarak iki
katmanda sekiz néron bulunan (2-8-8-1) ag mimarisiyle yapilan egitimden elde
edilmistir. Calisma sonuglari, sigirlarda canli agirligin makine 6grenmesi ve goriintii

isleme yontemleriyle basarili bir sekilde tahmin edilebilecegini gostermektedir.

Anahtar sozciikler: Canli agirlik, CHAID, ¢oklu dogrusal regresyon, makine
ogrenmesi, MARS, et sigir1, tahmin, yapay Sinir aglari,



ABSTRACT

LIVE WEIGHT ESTIMATION IN BEEF CATTLE USING IMAGE
PROCESSING AND MACHINE LEARNING METHODS
KARAHAN, Ahmet Erhan
PhD in Department of Animal Science
Supervisor: Prof. Dr. Hiilya ATIL
September 2020, 171 pages

Determination and monitoring of body weight in animal husbandry are of
great importance in terms of profitability, early diagnosis of diseases, saving the
amount of drugs used. However, the majority of farms do not weigh livestock for
reasons most farms do not have a scale or, even if they do, the weighing is time
consuming, laborious, and can cause stress on animals. In recent years, various
estimation methods have been developed to determine the live weights of animals
by using body measurements in order to prevent negativity from classical weighing
methods. Although these methods take less time compared to weighing, stress
formation in animals and injuring human cannot be prevented. In this study, an
image processing and machine learning-based method is proposed to estimate body
weight as an alternative to these traditional methods. For this purpose, the body
weights of cattle were estimated by using their three-dimensional depth view taken
with a fixed camera positioned at a height of 2.65m from the ground without
disturbing the animals. Since all cattle were not at the same camera shooting angle,
their body weight could not be predicted automatically, but approximately 10
images were taken from each cattle and after the appropriate ones were selected and
filed, the dorsal areas of the cattle were automatically calculated from the images
in this folder. In addition, cattle heights values were also estimated using the depth
image were used as inputs (independent variables) in the methods. It is aimed to
gain a new perspective to the literature by image processing method in which cattle
heights are estimated using depth view. In the study, the artificial neural networks
approach used in machine learning was examined in detail, and many training
combinations were tried in ANN. In addition to ANN, live weights of cattle were

estimated with MARS and CHAID methods, which are new to used in animal



husbandry, and the findings are presented to the reader within the scope of the thesis
to give an idea. Mean Absolute Percentage Error (MAPE) values of approach were
defined as 4.15, 4.75, and 5.36% in the body weight estimations by using Artificial
Neural Network (ANN), Multivariate Adaptive Regression Splines (MARS) and
Chi-Square Automatic Interaction Detection (CHAID) methods, respectively. The
R? values of the estimates by each approach were 0.9467, 0.9334, and 0.9211, and
the Root Mean Square Error (RMSE) values were 31.63, 32.95, and 38.42kg
respectively. MAPE, R? and RMSE values were found to be 5.02%, 0.9266 and
37.06 kg, respectively, with the multiple linear regression (MLR) method, which is
more frequently used in animal husbandry. During the experimental studies in
artificial neural networks, 972 artificial neural network trainings were carried out
using different parameter values. In addition to Levenberg-Marquardt (LM),
Bayesian Regularization (BR) and Gradient Descent with Adaptive Learning Rate
(GDX) algorithms which are among the learning algorithms used in ANN were
compared in terms of error reduction and the lowest MAPE value (4.56%) on
average was obtained from LM algorithm with 2-8-8-1 network architecture
training. The results of the study show that body weight of cattle can be predicted

successfully by machine learning and image processing methods

Keywords: Body weight, CHAID, multiple linear regression, beef cattle, machine

learning, MARS, prediction, artificial neural network,
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ONSOZ

Ciftlik hayvanlarinin canli agirliklarinin tahmin edilmesi, isletme karliligt
acisindan olduk¢a Onemli oldugundan, uzun yillar bilim insanlar1 tarafindan
tizerinde durulan bir konu olmustur. Bu tez ¢aligmasinin yiiriitiilmesindeki amag
et sigirlarinin canli agirliklarini onlara rahatsizlik vermeden ve stres olusturmadan
tahmin etmektir. Onerilen yontemi kullanarak sigirlarin canli agirhigini tahmin
edecek yazilima sahip, otomatik cihazlarin gelistirilmesi memnuniyet verici
olacaktir. Goriintii isleme ve YSA i¢in ekler kisminda verilen komutlarin ve metot
kisminda anlatilan si@ir viicut alanmin hesaplandigi yontemin gelecekte
hayvancilikta ya da farkli alanlarda yapilacak calismalara 151k tutmasini ve
kolaylik saglamasini diliyorum. Benzer ¢alismalarin yapilmasiyla canli agirligin
tahminleme bagarisinin artmasini ve devaminda gelistirilecek agirlik tahmin
cihazlarin1 kullanan isletmelerde daha efektif bir iretim yapilmasini {imit
etmekteyim. Umarim yaptigim bu ¢aligsma ile Tiirk tarimina ve yetistiricilerimize

ufak da olsa bir katkim olmustur.

Bornova/IZMIR
23/09/2020

Ahmet Erhan KARAHAN
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1. GIRIS

Insanoglu i¢in tarihin ilk dénemlerinde “tek, ¢ift ve cok™ terimleri, nesneleri
saymak icin yeterli olmustur. Insanlar ticaretle tamstiklarinda, takas igin ¢entikler
atmay1 6grenmislerdir. Tarimla ugrasmaya basladiklarinda ise koyunlarinin sayisini
kil madalyonlara ¢esitli semboller cizerek belirlemislerdir. Ancak her koyun igin
bir madalyonu isaretlemek ya da ¢entik atmak zor oldugundan bundan yaklasik bes
bin y1l 6nce Siimerler, kil tabletlere not edebildikleri 60’lik say1 sistemini bularak
ilk rakamlarin mucidi olmuslardir (Seker, 2019). Kisacasi tarihin ilk zamanlarindan
beri insanlar hayatlarini kolaylastirmak i¢in sayilara, dolayisiyla matematige ihtiyag

duymuslardir.

Medeniyetler gelistik¢e insanlar yasadigl gezegeni tanimlamaya c¢alismus,
evrende bir diizenin ve cesitli yasalarin varligmi kesfetmislerdir. Bunlari
anlamlandirmak i¢in yillar boyunca bir¢ok bilim insan1 daha gelismis matematiksel
yontemler bulmak {izere birbirleri ile yarismistir. Bu yontemler karmasik
hesaplamalar icerdiginden abakiisle yetinmeyerek c¢esitli hesaplama araglar
gelistirmislerdir. Gegtigimiz asirda insanoglu hesaplamanin ¢ok zor hatta bazi
durumlarda imkansiz oldugu baz1 problemlere saniyenin onda biri gibi ¢ok kisa
zamanlarda ¢éziimler iiretecek giiclii bir makine gelistirmis ve adina da hesaplayici
anlaminda bilgisayar (“Computer”) ismini vermistir. Ancak bu giiclii hesaplama
araglarina 6grenme becerisinin kazandirilmasi yillar siiren ¢alismalar neticesinde
gerceklesmistir. Ogrenme insana 6zgii bir olay oldugundan bu becerinin
bilgisayarlara ya da makinalara kazandirilmasi i¢in insan beyninin ¢alisma seklinin

bilinmesine ihtiya¢ duyulmustur.

Insan beyni iizerinde binlerce yildir aragtirmalar yapilmasina ragmen heniiz
tam anlamiyla g¢alisma prensibi ve yapisit ¢ozilememis, diinya iizerindeki en
karmasik yapiya sahip, Oyle ki anlasilabilmesinin tek yolu yine kendisi olan
diinyanin en esrarengiz nesnesidir (Winston, 2011). Bu kadar karmasik bir organin
caligma prensibi taklit edilerek makinelerin insanlara benzer isler yapabilmesi bilim
insanlarinca uzun yillar arzu edilmis, sinema tarihinde de bilim kurgu filmlerinin
vazgegilmez konular1 arasinda yer almistir. Insan beyninin galisma prensibi ile ilgili

atilan ilk bilimsel adim bir norofizyolog olan Warren McCulloch ve geng



matematik¢i Walter Pitts tarafindan 1943 yilinda basit bir sinir aginin modellenmesi

olmustur. Bu tarihten sonra yapay zeka alanindaki ¢alismalar hiz kazanmustir.

Karmasik algoritmalara sahip olan yapay zeka yontemleri yirminci yiizyilin
ortalarinda hayatimiza girmistir ve bilgisayar biliminin son on yilda daha da
gelismesi ve yayginlasmasi ile kullanilabilirligi giderek artmistir. Bu yontemler
giiniimiizde savunma, bankacilik, otomotiv, uzay arastirmalari, ekonomi, tip ve
elektronik gibi birgok alanda yaygin bir sekilde kullanilmaktadir (Oztemel, 2003).
Her gecen giin gelismekte olan yapay zeka teknolojileri, en uygun ugus rotalarinin
hesaplanmasindan, akilli arabalarin trafikte kaza yapmadan ilerleyebilmelerine
imkan veren yazilimlarina, betonun basing dayanimimin tahmin edilmesinden, yiiz
tanima sistemlerine, klasik miizikte makam tanimadan parmak izinden yiiz
tanimaya kadar ¢ok genis bir yelpazede ¢alisilan popiiler bir konudur ve hayvancilik

alaninda da kullanimi1 giderek yayginlagmaktadir.

Yapay zekanin bir alt dali olan yapay sinir aglart (YSA), ¢coklu dogrusal
regresyon ve lojistik regresyon gibi klasik istatistiksel yontemlerden daha yiiksek
dogrulukla sonuglar vermesi ve parametrik testlerin varsayimlarini gerektirmemesi
nedeniyle bir¢cok alanda oldugu gibi biyometri ve genetik alaninda da kullanilan
onemli bir aragtir. Caligmada YSA’nin yam: sira c¢oklu dogrusal regresyon,
kiimeleme analizi ve ayirma analizi gibi klasik yontemlerden daha iyi sonuglar
tireten ¢ok degiskenli uyarlanabilir regresyon egrileri (Multivariate Adaptive
Regression Splines-MARS) ve Ki-kare otomotik etkilesim belirleme (Chi-Square
Automatic Interaction Detection-CHAID) analizleri ile de sigir canli agirliklar
tahmin edilmistir. Bu kapsamda YSA, MARS ve CHAID analizleri goriintii isleme
yontemleriyle birlikte canli agirlik tahmininde kullanilarak klasik yontemlere gore
zaman, is giicii ve tahmin dogrulugu bakimindan daha istiin sonuglara ulasilmasi

hedeflenmistir.

Hayvancilik, insanlik tarihinde ¢ok eski ve dnemli bir yere sahiptir. Oyle ki
yakin tarihe Kkadar insanlik medeniyetine ait temellerin tarimla atildig:
diisiiniiliiyordu. Insanlarin tarim igin yerlesik hayata gectigi, bundan sonraki
stireglerde hayatlarinda dinin etkili oldugu ve tapinaklar insa ettikleri kabul

ediliyordu. Ancak 1995 yilinda Sanlurfa’da giin yiizline ¢ikarilan ve Misir



piramitlerinden 7500 yil énce, M.O. 10000 yilinda insa edilmis, 2018 yilinda
UNESCO tarafindan Diinya Miras1 kalic1 listesine alinan Gobeklitepe tapinagi,
tarim, yerlesik hayat, din siralamasini degistirmistir (Ozkan, 2016). Insanlarin tarim
yaptigina dair hicbir tarihsel bulgunun olmadigi bir donemde bu tapiagin yapilmis
olmasi ve kazilar esnasinda bulunan, tapmak duvarlarina islenmis yabani hayvan
figtirleri bu tapmag insa eden insanlarin avci-toplayici oldugunu gostermektedir.
Siralamasi degismis olsa bile tarim ve dolayisiyla hayvancilik, insanoglu igin
tarihin her ddneminde énemli bir yere sahip olmustur. Insanoglunun kirmizi et elde
etmek icin gelistirdigi ve Afrika’da bulunan tas ara¢ gereglerin ilk 6rneklerinin 3-4
milyon yil éncesine ait oldugu diisiiniilmektedir. Onceleri avlanarak beslenen
insanlar daha sonra evcil hayvanlar yetistirmeyi 6grenmis ve bunlardan kirmizi et
elde etmislerdir. Insanligin her déneminde et énemli bir rol oynamis, dyle ki
hayvanlar i¢in otlak bulunmadigi durumlarda insanlar go¢ etmis, yurtlarini terk
etmistir. Kirmiz1 et ayn1 zamanda insan sagligi agisindan en 6nemli besinlerden
biridir. Igerdigi yiiksek protein, vitamin, antioksidan ve diger besin elementleri
nedeniyle oOzellikle gelismekte olan cocuklar, yaslilar ve hamileler tarafindan
tiiketilmesi elzemdir. Arastirmalar bu gruptaki insanlarin kirmizi et tiikketmediginde
beyin islevlerinde bazi problemlerin ortaya ¢iktigini gostermektedir (Mann, 2018).
Ayrica kisi basma kirmizi et tiiketimi iilkelerin gelismislik seviyelerinin bir

gostergesi olarak kabul gérmektedir.

Ulkemizde kirmizi et temininde kullanilan kaynaklarin basinda siiphesiz
sigir gelmektedir. Sigir yetistirilen isletmelerde canli agirligin takibi bazi
hastaliklarin erken tanisi, kullanilacak ilag miktarinin belirlenmesi ve isletme
karlilig1 agisindan 6nemli konular arasindadir. Ancak lilkemizde sigir isletmelerinin
cogunda canli agirlik diizenli olarak takip edilmemektedir. Bunun en 6nemli nedeni
ise isletmelerde kantar bulunmamasidir. Kantar bulunan isletmelerde dahi tartim
stireci zahmetli ve hayvanlarda strese sebebiyet veren bir siire¢ oldugundan canli

agirlik takibi yapilmamaktadir.

Bu calismanin amaci; bilgisayar bilimindeki geligsmeler 1s18inda et sigir1
isletmeleri i¢in biiylik 6neme sahip olan canli agirlik takibinin kolaylagtirilmasini
saglamak tlizere sigirlarda strese neden olmadan, uzaktan alinan i¢ boyutlu

goriintiilerinden onlarin canli agirliklarini tahmin etmektir. Bu amag dogrultusunda



canli agirlik tahmininde kullanilan makine 6grenmesi yaklasimlarindan yapay sinir
aglari, cok degiskenli uyarlanabilir regresyon egrileri, ¢oklu dogrusal regresyon ve
Ki-kare otomatik etkilesim belirleme yontemleri incelenmistir. Bu baglamda, yapay
sinir aglarinda kullanilan 6grenme algoritmalarindan Levenberg-Marquardt (LM),
Bayes diizenlemesi (Bayesian regularization-BR) ve uyarlanabilir 6grenme oranli
gradyan yontemi (Gradient Descent with Momentum and Adaptive Learning Rate-
GDX) algoritmalarinin tahmin basarilar1 irdelenmistir. Ayrica yapay sinir aglarinda
kullanilan momentum giincelleme katsayis1 (Momentum Update-MU), en kiigiik
gradyan (Minimum Gradient-GD), dongii sayis1 (Number of iteration) ve 6grenme
oran1 (Learning Rate-LR, 1) ile katman ve noron sayilarmin hatayi azaltmadaki

etkileri belirlenmeye ¢alisilmistir.



2. GENEL BIiLGILER

Yapay zekanin bir alt dali olan makine 6grenmesi, ¢esitli matematiksel ve
istatistiksel yontemleri kullanarak bilgisayarlarin insan zekasina benzer sekilde
Ogrenebilmesine ve daha Once gormedigi bir problemle karsilastiginda gesitli
tahminler ve smiflandirmalar yapabilmesine imkan veren sistemler olarak

tanimlanabilir.

Makine 6grenmesinde kullanilan yapay sinir aglar1 ve goriintii isleme gibi
yontemlerin tarim alaninda 6zellikle dogrusal olmayan veri yapilarinin
modellenmesinde iyi birer ara¢ oldugu ve g¢oklu dogrusal regresyon, lojistik
regresyon gibi klasik istatistiksel yontemlerden daha iyi sonuglar verdigi birgok
arastirmada (Bahreini and Aslaminejad, 2010; Takma vd., 2012; Atil ve Akalli,
2015; Sapmaz ve Yercan, 2017) belirtilmistir.

Bu boéliimde oncelikle hayvancilikta klasik yontemler kullanilarak canli
agirhigin tahmin edildigi ¢alismalar, daha sonra YSA kullanilarak hayvancilikta
yapilmig ¢alismalar, bundan sonra hayvancilikta canli agirhigin YSA ve GIY ile
tahmin edildigi calismalar ve tarimsal alandaki diger ¢alismalardan bir literatiir

0zeti derlenerek okuyucuya sunulmustur.

2.1 Klasik Yontemlerle Sigirlarin Canhi Agirh@imin  Tahmin Edilmesi

Amaciyla Yapilan Cahismalar

Canli agirhigin bilinmesi hayvancilik isletmelerinde ¢esitli hastaliklarin erken
tespiti ve isletme karliligi agisindan biiyilk onem tasimaktadir. Hayvanlarin
tartilarak agirliklarinin  belirlenmesi  islemi zahmetli olmasimnin yani sira
hayvanlarda strese sebep vermesi nedeniyle tercih edilmemektedir. Ayrica
isletmelerin biiylik ¢ogunlugunda tartim icin kantar bulunmamaktadir. Bu
nedenlerle bilim insanlart 1900’lii yillarin basindan beri gogiis c¢evresi, sagri
yiiksekligi, cidago yiiksekligi, viicut uzunlugu, gogiis derinligi, kal¢a genisligi,
karin ¢evresi Ve viicut derinligi gibi ¢esitli viicut 6l¢timlerini kullanarak hayvanlarin
canlt agirliklarin1 tahmin etmeye calismiglardir. Canli agirlikla en yiiksek iliskili
olan gogiis ¢evresi geleneksel olarak hayvanlarin canli agirliklarinin tahmin
edilmesinde en yaygin kullanilan viicut Ol¢iimiidiir. Asagida bu alanda Coklu

Dogrusal Regresyon Analizi kullanilarak yapilmis bazi ¢aligsmalara yer verilmistir.



Branton and Salisbury (1946) 25 bas siyah alaca ve 25 bas esmer olmak iizere
toplam 50 sigirin Viicut 6l¢iimlerini kullandiklar1 aragtirmada, gogiis c¢evresi ile
canl agirhik arasindaki belirleme katsayisim R?=0.953 olarak tespit etmislerdir.
Arastirmacilar sadece siyah alacalarda bu degerin R?=0.910 ve sadece esmer

sigirlarda R?=0.918 olarak tespit edildigini bildirmislerdir.

Tiizemen et al. (1995) 310 bas siyah alaca buzaginin canli agirligini tahmin
etmek icin ¢esitli viicut 6lgtimlerini (gogiis ¢evresi, viicut uzunlugu, gogis derinligi,
cidago ylksekligi) kullanmiglardir. Calismada canli agirlikla en yiiksek iliskili
(R?=0.812) viicut ol¢iimiiniin  gogiis ¢evresi oldugunu tespit etmislerdir.
Buzagilarin dogum agirligi ile gogiis ¢evresi arasindaki belirleme katsayisini disi
buzagilarda R?=0.638, erkek buzagilarda R?=0.743 olarak belirlemislerdir.
Arastirmada siitten kesim agirligi ile gdgiis ¢evresi arasinda disi buzagilarda
R?=0.643, erkek buzagilarda R?=0.812 olarak verilmistir. Alt1 ayhk agirlik ile
gdgiis cevresi arasinda ise disilerde R?=0.569, erkek buzagilarda R?=0.731 olarak
tespit etmislerdir. Calisma sonunda arastiricilar sadece gogiis ¢evresi kullanilarak
dogum, siitten kesim ve alt1 aylik canli agirligin siyah alaca buzagilarda dogru bir

sekilde tahmin edilebilecegini bildirmislerdir.

Bozkurt (2006), Siileyman Demirel Universitesi Tarim Isletmesinde bulunan
292 bas esmer sigira ait ¢esitli viicut dl¢limlerini (gogiis ¢evresi, viicut uzunlugu,
viicut derinligi, kalca genisligi, sagr yiiksekligi) canli agirligi tahmin etmek i¢in
kullanmistir. Aragtirmada, canli agirlig1 tahmin etmek i¢in tiim viicut 6zelliklerinin
kullanildig1 modelde R?=0.941, gbgiis cevresi, kalca genisligi ve viicut derinligi
kullanilan modelde R?=0.94, gogiis cevresi ve viicut uzunlugunun kullanmildig
modelde ise R?=0.932 olarak belirlemistir. Sadece gdgiis ¢evresi kullanildig

durumda ise R?=0.899 olarak belirlendigini bildirmistir.

Ozliitiirk vd. (2006) Dogu Anadolu Kirmizis1 sigirlarda gdgiis gevresi ile
canli agirligin tahmin edilmesi lizerine yiiriittiikleri arastirmalarinda, dogum agirligi
3-24 aylik ve ergin sigirlar olmak {iizere farkli yaslardaki buzagilarin canh
agirliklarini tahmin etmislerdir. Calisma sonunda gogiis ¢evresi ile dogum agirligi
arasindaki belirleme katsayisin1 R?=0.576 olarak tespit etmislerdir. Arastirmada 3,

6, 9, 12, 15, 18 ve 24 ay olmak iizere yedi donemde erkek esmer sigirlarda canli



agirlik ile gogiis gevresi arasindaki belirleme katsayisini sirasiyla 0.446, 0.839,
0.797, 0.891, 0.941, 0.924 ve 0.924 olarak tespit etmislerdir. Son olarak ergin
sigirlarda bu degerin 0.815 olarak belirlendigini ve gogiis ¢evresinin canli agirlig

tahmin etmede tek bagina yeterli bir viicut 6l¢timii oldugunu bildirmislerdir.

Kog¢ ve Akman (2007), 1-1.5 yash 18 bas siyah alaca tosunun ¢esitli viicut
Ol¢iimlerini (gdgiis ¢evresi, sagr1 yliksekligi, cidago yiiksekligi vs.) kullanarak canli
agirliklarin1 tahmin etmislerdir. Calismada gogiis cevresi, cidago yiiksekligi ve
sagr1 yiiksekligi ile canli agirlik arasindaki belirleme katsayilarini siyasiyla 0.848,
0.629 ve 0.77 olarak belirlemislerdir. Aragtirmacilar gogiis ¢evresinin canli agirlig
tahmin etmede tek basina yeterli olacagini, cidago yiiksekligi ve sagr yiiksekliginin
kullanilmast ile canli agirhigin tahmin edilmesinde dogrulugun artacaginm

bildirmislerdir.

Gruber et al. (2018), Avusturya’daki 167 siit isletmesinden alinan 3750 bas
simental, 1056 bas siyah alaca ve 1500 bas esmer sigirin canlt agirliklarini tahmin
etmek i¢in 11 viicut 6l¢limiinii (g6giis ¢evresi, karin gevresi, kalga genisligi vs.)
kullanmiglardir. Arastiricilar, g6giis gevresi ve karin gevresi kullanilarak elde edilen
model ile yapilan tahminde en yiiksek belirleme katsayisini laktasyon doneminde
R?=0.82, kuru dénemde R?=0.80 olarak tespit etmislerdir. Bunun disinda gdgiis
cevresi Ve karin gevresi kullanilarak elde edilen modelde RMSE degerinin 32.5kg,
gogiis cevresi, karin cevresi ve kalca genigliginin kullanildigi modelde RMSE

degerinin 30.4kg olarak tespit edildigini bildirmislerdir.
2.2 Yapay Sinir Aglar1 Kullamlarak Hayvancilikta Yapilan Calismalar

Adamczyk et al. (2005) yaptiklar1 ¢aligmada besi sigirlarinin biiyiime
verilerinden onlarin karkas performans 6zelliklerini yapay sinir aglari ile tahmin
etmeye calismiglardir. Caligmada 120 giinliik beside 500 kg agirliga kadar ulasan
104 bas et sigirinin 1rk, yas, kesim ve besi donemindeki canli agirligi yapay sinir
aglarinda girdi degiskenleri, sicak karkas agirligi, soguk karkas agirligi gibi 23
karkas performans Ozelligini ¢ikti degiskenleri olarak tanimlamislardir.
Arastirmacilar yapay sinir aglarinda ileri beslemeli geri yayilim algoritmasi, bir

gizli katmanda 30 noron ve lojistik aktivasyon fonksiyonunu kullanmisglar ve dongii



sayisint 10000 ile sinirlandirmiglardir. Calisma sonunda arastirmacilar et
sigirlarmin sicak karkas agirliginin yapay sinir aglart ile basarili bir sekilde
(R?=0.941) tahmin edilebildigini belirtmislerdir. Ayrica arastirmacilar soguk
karkas agirligi, etin kuru madde ve protein igerigi, etin su tutma kapasitesi gibi diger
karkas performans ozelliklerinin de (R?=0.656-0.792) tahmin edilebilecegini
bildirmislerdir.

Fernandez et al. (2007) siit kegilerinde siit verimini tahmin etmek amaciyla
300 bas siit kegisi siiriisiine sahip bir isletmeden homojen yapiya sahip bir grup
olusturmak amaciyla 35 bas siit kecgisine ait verileri kullanmiglardir. Arastiricilar
beslenme, siit liretimi, laktasyon siiresi, ilk kontrol ile dogum sonrasina kadar gegen
stirelerden olusan verileri kullandiklari ¢alismada yapay sinir aglarinin tahminleme
basarisini incelemislerdir. Calisma sonunda performans kriteri olarak aldiklar1 hata
kareler ortalamas1 (MSE) degerinin 0.36 olarak belirlendigini, yapay sinir aglarinin
siit verimini tahminlemede uygun bir yontem oldugunu bununla birlikte bu fikrin
giiclendirilmesi i¢in bu konuda daha fazla calisma yapilmasinin gerektigini

bildirmislerdir.

Hassan et al. (2009) yapay sinir aglarinin siit parametrelerindeki
degisikliklere dayanarak major ve mindr mastitis patojenlerini saptama
potansiyelini arastirmak amaciyla yiiriittiikleri arastirmada, 4852 siit 6rneginden
olusan bir veri setini kullanarak iki farkli 6grenme modeli (egitimli ve egitimsiz)
ile yapay sinir aglarinin basarisini test etmislerdir. Caligma sonunda iki modelin de
enfeksiyon etkeninin bulastigi 6rneklerle bulagsmayanlar arasindaki ayrim etkili bir
sekilde yapabildigi, egitimsiz 6grenme modeline sahip yapay sinir aglarinin
geleneksel mikrobiyolojik yontemlerden elde edilen sonuglarla daha iyi bir uyum

sagladig1 sonucuna vardiklarini bildirmislerdir.

“Yapay sinir aglar1 ve tarimda bir uygulama” isimli doktora c¢alismasinda
Kiictikonder (2011), Kahramanmaras ili Dere kdy bolgesinde bulunan 30 bashk
kapal1 durakli siit sigir1 ahirinda Slgtilen barinak ici sicaklik nem indeksi degerleri,
kuru termometre sicakligi ve ¢iglenme noktasi sicakligi degiskenlerinden olusan
veri setini degerlendirmistir. Sicaklik ve nem indeksi degerlerini literatiirde Frank

Wierama tarafindan 6nerilen formiiller araciliiyla hesapladiktan sonra yapay sinir



aglarm1 da kullanarak yaptigi tahminin sonuglarin1  karsilagtirmali olarak
incelemistir. Arastirict YSA’da farkli modeller kullanildiginda tahminin giicii
degisse de klasik yontemle elde edilen degerlerle yiiksek oranda tutarli oldugunu
bildirmistir. Ek olarak ¢alismasinda ag tasarimi, ara katman sayisi, katmanlarda
bulunacak néron sayisi, aktivasyon fonksiyonu se¢imi, mimari yapinin
olusturulmasi ve agin egitiminde kullanilacak olan 6grenme algoritmalarinin se¢imi
gibi islem adimlarini detayli olarak incelemistir. Calisma sonunda 13 farkli egitim
algoritmasini inceleyen arastirict en az hata (MAPE degeri % 0.0061) ile yapilan
tahmini Bayesian Regularization algoritmasint kullandiklari durumda elde

ettiklerini bildirmistir.

Akall ve Atil (2014) siit sigirciliginda yapay zekanin kullanimini tanittiklar
caligmada, tarimsal alanda bulanik mantik ve yapay sinir aglari ile yapilmis
calismalara yer vermislerdir. Yapay zeka yontemlerinin siit sigirciligi alaninda
yetistirme ve besleme ile ilgili arastirmalarda kullanilan bazi istatistiksel analiz
yontemlerine alternatif yontemler olabilecegini, bulanik mantigin karar destek
sistemlerinde, yapay sinir aglarinin ise tahminleme amaciyla kullanilabilecegini

bildirmislerdir.

Ali et al. (2015) gesitli viicut Ozelliklerinden yararlanarak Harnai
koyunlarinda canli agirligi tahmin etmek amaciyla yapay sinir aglar1 ve karar agaci
yontemlerinden Siniflandirma ve regresyon agaci (Classification And Regression
Tree-CART), CHAID ve Exhaustive CHAID analizlerinin etkinligini,
karsilagtirmali olarak incelemislerdir. Calismada 161 bas Harnai koyunundan
alinan viicut uzunlugu, gogis cevresi gibi dokuz farkli parametreyi girdi
degiskenleri olarak, canli agirlig ise ¢ikt1 degiskeni olarak kullanmiglardir. Veri
setini %70 egitim, %20 dogrulama ve %10 test seti olacak sekilde ayiran
aragtirmacilar yontemlerin tahmin performansini1 degerlendirmede RMSE, mutlak
bagil hata (Relative Absolute Error-RAE), R? ve diizeltilmis R? degerlerini
kullanmiglardir. Calisma sonunda bu degerleri CHAID ig¢in sirasiyla 1.509, 0.0564,
0.8377 ve 0.8335 olarak, Exhaustive CHAID ig¢in sirasiyla 1.488, 0.0556, 0.8421
ve 0.8381 olarak, CART igin 1.560, 0.0583, 0.8264 ve 0.8220 olarak ve yapay sinir
aglar1 icin bu degerleri sirasiyla 1.589, 0.0594, 0.8199 ve 0.8154 olarak

hesaplamislardir. Arastiricilar tahmin basarisina gore yontemlerin Exhaustive
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CHAID, CHAID, CART ve YSA seklinde siralanabilecegini, karar agact
yontemlerinin canli agirligr tahmin etmedeki basarisinin YSA’dan daha yiiksek

oldugunu bildirmislerdir.

Eyduran et al. (2017) Pakistanda Yerli Beetal irk1 kegilerin canli agirliklarini
tahmin etmek i¢in Radyal Temelli Fonksiyonlu (Radial Bases Function-RBF)
yapay sinir aglari, ¢oklu dogrusal regresyon, CHAID, CART, ¢ok katmanl
algilayict modeli 1 (Multilayer Perceptron-MLP1) ve c¢ok katmanli algilayici
modeli 2 (Multilayer Perceptron-MLP2) olmak iizere alt1 farkli yontem ve modelin
etkinligini incelemiglerdir. Calismada 205 bas kegiye ait canli agirlik verisi
kullanan arastiricilar gégiis ¢evresi, boyun uzunlugu ve viicut uzunlugu gibi altt
farkli parametre kullanarak canli agirligi tahmin etmeyi hedeflemislerdir. Calisma
sonunda arastiricilar en yiiksek R? degerinin radyal temelli fonksiyon
kullanildiginda 0.7470 olarak hesaplandigini, ¢oklu dogrusal regresyonda bu
degerin 0.7430 oldugunu, CHAID, MLP2, CART ve MLP1 modellerinde bu
degerin sirasiyla 0.7183, 0.6954, 0.6743 ve 0.6722 olarak tespit edildigini
bildirmislerdir. Calismada elde edilen en diisiik MAPE degerinin (%6.8779) ¢oklu
dogrusal regresyon yontemi kullanildiginda, en yiiksek MAPE degerinin ise
(%8.1208) CART yontemi kullanildiginda tespit edildigini bildirmislerdir.

Pakistanda yetistirilen 107 bas Mangali koguna ait alt1 viicut 6zelligini
kullanarak (viicut uzunlugu, gogilis ¢evresi, testis Olgimleri vb.) koglarin canli
agirliklarini tahmin etmek amaciyla Celik vd. (2017) alt1 farkli yontemi (CART,
CHAID, Exhaustive CHAID, MARS, MLP) karsilastirmiglardir. Calisma sonunda
tahmin hatasini azaltma bakimindan yontemleri en iyiden kdotiiye dogru CART,
CHAID ve Exhaustive CHAID, MARS_2, MARS_1, RBF, MLP seklinde tespit
ettiklerini bildirmislerdir. Arastiricilar bu yontemlerle yapilan tahminlerden MAPE
degerlerini sirastyla %5.797, %6.471, %6.486, %7.145, %7.142, %7.572 ve
%7.856 olarak belirlemislerdir. Ayrica arastirmacilar bu yontemler arasindan

yalnizca MARS yonteminde bir tahmin modeli bulundugunu bildirmislerdir.

Karadas et al. (2017) yerli Akkaraman koyunlarinin laktasyon siit
verimlerinin tahminlenmesi amaciyla YSA ve veri madenciligi algoritmalarini

karsilastirmali olarak incelemislerdir. Bu amagla 250 Akkaraman isletmesinden
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elde edilen veterinerlik giderleri, sagim sayisi, laktasyon siiresi gibi 10 farkli girdi
parametresini kullanarak elde ettikleri verileri %80 egitim %?20 test seti olacak
sekilde ayirmislardir. Calisma sonunda laktasyon siit verimini tahmin etmedeki
basarilarina gore algoritmalarin Exhaustive CHAID, CHAID, YSA, GLM ve
CART seklinde siralanabilecegini, elde edilen RMSE degerlerinin ayni sirayla
18.41kg, 18.41kg, 18.78kg, 19.21kg, 23.08kg olarak tespit edildigini ve bu sebeple
karar agaci algoritmalar1 kullanildiginda yapay sinir aglarina gore daha diisiik

hatayla tahmin yapilabildigini bildirmislerdir.

Takma ve Gevrekei (2018) yumurta verimini tahmin etmek amaciyla 1955
yumurtact tavuktan alman verilerin %75’ini egitim %25’ini test setine
ayirmiglardir. Kulugka donemi, canli agirlik, eseysel olgunluga ulagsma, sira ve
eseysel olgunluk agirliginin girdi olarak kullanildig: ¢calismada ¢ikt1 olarak yumurta
tiretimi tahmin edilmistir. Aragtirmacilar YSA’nin performansini degerlendirmede
R?, RMSE ve MAD degerlerini kullanmus, test setinde bu degerleri sirastyla 0.82,
0.447 ve 3.353 olarak tespit etmislerdir. Calisma sonunda YSA’nin yumurta

verimini tahmin etmede gii¢lii araglardan biri oldugunu bildirmislerdir.

2.3 Goriintii Isleme Yoéntemleri Kullamlarak Hayvancihkta Yapilan

Calhismalar

Kmet et al. (2000) bogalarin karkas performansin1 tahmin etmek icin video
goriintii analizinden yararlandiklar1 ¢alismada, goriintiilerin alinmasinda Cannon
SVC ION RC-260 kamera kullanmiglardir. Calismada 63 bas Simental bogaya ait
goriintlilerden bogalarin canli agirliklarini dogrusal regresyon modeli ile yiiksek bir
dogrulukla (R?=0.94) tahmin etmislerdir. Ayrica kullandiklar1 yontemin bogalarin
performans testinde bir seleksiyon kriteri olarak kullanilabilecegini ve bu yontemin

diisiik maliyetli olmasinin yani sira pratik oldugunu bildirmislerdir.

Lines et al. (2001), yiizmekte olan somon baliklarinin agirligini tahmin etmek
i¢in goriintli isleme yontemlerini kullanmislardir. Bu amagcla agirliklar: 0.7 ile 5.7
kg araliginda degisen 17 somon baligindan 60 goriintiiyli ¢esitli u¢ ¢ikarma ve
boliitleme gibi goriintii isleme yontemlerine tabi tutarak goriintiilerin arka planini

ve gorintiilerdeki diger baliklar1 elemine etmislerdir. Arastirmacilar baliklarin
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bulundugu kafes ortaminin degiskenliginin ve karmasik dogasinin goriintiileme
esnasinda zorluk c¢ikardigini bildirmislerdir. Calisma sonunda goriintii isleme
yontemleriyle otomatik olarak hesaplanabilen dogrusal boyutlar kullanildiginda
somon baliginin agirliginin %0.5’ten daha diisiik bir hata ile tahmin edilebilecegini

belirtmislerdir.

Goyache et al. (2001) makine 6grenmesinde kullanilan algoritmalardan ii¢
tanesini (Cubist, SAFE ve M5) kullanarak bir ¢alisma yiirtitmiiglerdir. Calismada
Asturiana de los Valles et sigirlarin1 6nden, yan ve arkadan olmak {izere ii¢ agidan
goriintiilemis ve bu dijital goriintiilerden 63 ana nokta belirleyerek cesitli viicut
ozelliklerinin (0.325-0.810) araliginda degisen belirleme katsayilari ile tahmin
edilebildigini bildirmislerdir. Arastirmacilar galisma sonunda makine 6grenmesi ve
gorlintli isleme yoOntemlerinin sigirlarda konformasyon degerlendirmesinde

kullanish bir ara¢ oldugunu belirtmislerdir.

Ozkaya (2006) tez calismasinda besi sigirlarinda gesitli viicut dzelliklerini
kullanarak canli agirlik ve karkas parametrelerini goriintii isleme yontemleriyle
tahmin etmeye c¢ahismistir. Calismada Oncelikle viicut Ol¢limleri alinan
hayvanlardan daha sonra 155 goriintii elde eden arastirici, goriintii kalitesi
bakimindan uygun olan 50 goriintii ile ¢alismay1 ylirlitmistiir. Arastirict her biri
1.56cm? olan ve 270 adet kareden olusan asetat planimetreyi kullanarak karkas
alanin1 hesapladiktan sonra ayrica bu alani sayisal kamera ile de goriintiilemis ve
elde ettigi verileri ¢alismada kullanmistir. Arastiric1 klasik yontemlerle yaptigi
tahminde sadece gogiis ¢evresi ile elde edilen R? degerinin 0.81 oldugunu, biitiin
Olgtimler (viicut alani, sagr yiiksekligi, viicut uzunlugu, cidago yiiksekligi, sagri
genisligi ve beden derinligi) kullanildiginda ise bu degerin 0.86 olarak tespit
edildigini bildirmistir. Besi sigirlarinin canli agirliklarinin tespitinde klasik
yontemde sadece gogiis ¢evresinin yeterli bir parametre olabilecegini ifade eden
arastirmaci, goriintli isleme yonteminin canli agirligi ve viicut 6lgiilerini tahmin

giicliniin diisiik oldugunu bildirmistir.

Bewley et al. (2008) goriintii isleme yontemini kullanarak siit sigirlarinin deri
altt yagmin dolayli olarak Olglimiinde hem saha arastirmalarinda hem de

yetistiriciler tarafindan giftliklerde yaygin olarak Kullanilan bir yontem olan viicut
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kondisyon puaninin tahmin potansiyelini arastirmiglardir. Calismada 0.5 puan
aralikla belirlenen puanlama sisteminde tahmin bagarisinin %100, 0.25 puan aralikli
yapildig1 yontemde ise bu basarinin %92.79 oldugunu ve bu degerin daha fazla sigir

kullanilarak ¢alisma yapilmasi durumunda yiikselebilecegini bildirmislerdir.

Stajnko et al. (2008) et sigirlarinin yan tarafindan AGEMA 570 termal
kamera kullanarak termografik olarak elde ettikleri goriintiilerden sigirlarin viicut
Olctlilerini ve canli agirliklarin1 tahmin etmeyi amaclamislardir. Cesitli viicut
Ozelliklerinin elle Ol¢lilmesi ve termal goriintiiler yardimiyla yapilan tahminler
arasinda yiiksek diizeyde ve anlamli korelasyon (r=0.74) bulundugunu, 6zellikle
dol kontrolii boyunca bogalarin agirliklarinin takip edildigi donemde, bu yontemle

tahmin yapmanin hayvanlarda stresi de azaltabilecegini bildirmislerdir.

Krukowski (2009), tez calismasinda ineklerin viicut kondisyon puanlarini
onlarin goriintiilerinden otomatik olarak tespit edebilecek bir yontem Onermistir.
Aragstirict SR-3000 marka kamera ile elde ettigi ii¢ boyutlu goriintiilere filtreleme,
boliimleme, normallestirme ve figiir ¢cikarma gibi cesitli goriintii 6n islemeleri
yapmustir. Bu islemlerden sonra viicut kondisyon puanlamasinin 0.5 puan aralikla
yapildig1 durumda, tahminin basarisinin %100, 0.25 aralikla yapildig1 durumda ise
%79 oldugunu ve ii¢c boyutlu gorintilerinden sigirlarin viicut kondisyon
puanlamasmin basarili bir sekilde tahmin edilebilecegini bildirmistir. Ikinci
durumda basarmin diisiik ¢ikmasinin nedenleri arasinda tahminde kullanilan
yontemlerin yetersiz olabilecegini ve yapay sinir aglari gibi yoOntemler
kullanildiginda %79 olan bu basarinin daha da yiikselecegini diisiindiiklerini

bildirmis, gelecek c¢alismalar i¢in yapay sinir aglarini 6nermislerdir.

Mollah et al. (2010) etlik pili¢lerde bilgisayar destekli dijital goriintii analizi
ile canli agirlig1 tahmin etme olanaklarini aragtirmistir. Arastirmacilar, 7-42 giinliik
biiylime siirecindeki rastgele 20 civcive ait 1200 goriintiiyli kullanarak piliglerin
viicut yiizey alanlarini hesaplayip onlarin canli agirliklarini, c¢oklu dogrusal
regresyon yardimiyla 0.999’luk bir uyumla tahmin edebildiklerini bildirmislerdir.
Yontemin en bliylik avantajini ise uzaktan agirlik belirleme ydntemi olmasi

nedeniyle strese sebebiyet vermemesi olarak tanimlamiglardir.
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Tasdemir (2010), sigirlarda ¢esitli viicut 6zelliklerini ve canli agirligi tahmin
etmek amaciyla yaptig1 doktora aragtirmasinda, agirliklar1 bilinen 220 bas siyah
alaca inegi, sagimhane ¢ikisina kurulan ve hayvanin gegisinin bir sensor yardimiyla
otomatik olarak tespit edildigi 6zel olarak tasarlanmis bir fotograf stiidyosunda,
yandan ve lstten ikiser agidan gorilintiilemistir. Arastirict goriintiilerin otomatik
olarak alinmasinda Delphi programlama dilinde gelistirilen goriintii analizi
yazilimini, viicut Ozelliklerinin goriintiiden hesaplanmasinda MATLAB paket
programini kullanmistir. Buradan elde edilen veriler yardimiyla bulanik mantiktan
yararlanarak gelistirdigi bulanik kural tabanli sistem ve regresyon analizini
kullanarak siyah alaca ineklerin canli agirligini tahmin etmistir. Calisma sonunda
regresyonla tahmin edilen sonuglar ile canli agirlik arasinda R?=0.96 ve bulanik
kural tabanli sistem ile canli agirlik arasinda R?=0.98 degerini elde ettigini ve
gorlintli isleme yontemleriyle canli agirligin  giivenilir bir sekilde tahmin

edilebilecegini bildirmistir.

Gorilintii  isleme yoOntemleri ile sigir ve mandalarda g¢esitli viicut
parametrelerini (sagr1 yiiksekligi, viicut uzunlugu vs.) tahmin etmek i¢in Onal
(2011) 82 bas boz 1rk1 sigir1 ve 98 bag Anadolu mandasina ait goriintiileri kullandigi
bir doktora arastirmasi yapmustir. Calisma icin bir platform hazirlamis ve bu
platform iizerinde ¢esitli referans noktalar: belirleyerek hayvanlarda goriintiileme
yapmistir. Bu referans noktalarini Image-Pro Plus 4.5 yazilimina tanitmis ve
programda “measure, measurement” sekmesini kullanarak viicut 6zelliklerine ait
Olctimler yapmustir. Arastirmaci viicut alani kullanilarak canli agirhi§in tahmin
edilebilecegini (en yiiksek R?=0.92), viicut uzunlugu kullanildiginda ise tahmin
giliciiniin diisiik oldugunu bildirmistir. Yine her bir tiire ait cidago yiiksekligi, sagri
yiiksekligi, sirt yiiksekligi ve oturak yumru yiiksekliginin tahmininde goriintii
isleme yontemlerinin O6l¢ii bastonu ve 6lgii seridi gibi araglarla yapilan klasik
Olctimlere alternatif olarak kullanilabilecegini, viicut uzunlugu ve govde
uzunlugunu belirlemede ise goriintii isleme yontemlerinin tahmin giiciiniin diisiik

oldugunu bildirmistir.

Kongsro (2014) domuzlarda goriintiiden canli agirlig1 tahmin etmek i¢in ii¢
boyutlu Microsoft Kinect kamera kullanmistir. Calismada 50 adet domuzun bas,

kulak ve kuyruk kismini gikardiktan sonra domuzlara ait goriintiilerin haritalarini
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elde etmistir. Arastirmaci domuzun gergek agirligi ile tahmin edilen agirlig
arasindaki R? degerinin 0.99 oldugunu ve %4-%5 ortalama mutlak hata yiizdesi

(MAPE) ile domuzlarin canli agirliklarinin tahmin edebildigini bildirmistir.

Kashiha et al. (2014), her birinde 10 domuz bulunan dort kafese, yerden 2.20
m yiikseklikte bir kamera yerlestirerek domuzlarin canli agirligini tahmin etmeyi
amaglamiglardir. Aragtirmacilar elde ettikleri goriintiilerdeki piksellerden
hesapladiklari domuz alanin1 kullanarak g¢esitli matematiksel modeller yardimiyla
domuzlarda canli agirhgr %97.5’luk  duyarlilikla tahmin edebildiklerini
bildirmislerdir.

Alikhanov et al. (2015), yumurta agirli§in1 dolayli olarak 6lgmek i¢in goriintii
isleme yontemlerinden yararlanmislardir. Bu amagla 26 yumurtadan elde edilen
goriintiileri oncelikle gri resme sonra siyah beyaz resme donistiirmiisler ve buradan
cevre, alan, major ve yan eksen, sekil katsayilar1 ve yumurta hacmi gibi geometrik
degiskenleri hesaplayarak regresyon analizi yardimiyla yumurta agirligini tahmin
etmislerdir. Bu degiskenlerden en ©onemli olanlarin yumurta alan1 ve hacmi
oldugunu, tahmin edilen model ig¢in R?=0.9439 olarak tespit edildigini
bildirmiglerdir.

Gortintii isleme yontemlerini kullanarak et sigirlarinin canli agirliginin
belirlenmesi isimli c¢aligmalarinda Pradana et al. (2016), et sigirlarinin yan
tarafindan ve onilinden aldiklar1 goriintiilere ¢esitli goriintlii segmentasyon ve ug
cikarma yontemlerini uygulamiglardir. Arastiricilar goriintiiledikleri hayvanlarin
kafa ve ayak kisimlar1 disinda kalan bolgeyi siyah beyaz resme doniistiirmiisler ve
dogrusal regresyon esitlikleri yardimiyla canli agirligi tahmin etmeye
calismislardir. Calisma sonunda %73.21°lik duyarlilikla sigirlarin canli agirligin

tahmin edebildiklerini bildirmislerdir.

Bektas (2016), yiiksek lisans tez ¢alismasinda sigirlarda sagri, sirt ve cidago
yiiksekligi ile viicut uzunlugu gibi c¢esitli morfolojik 6zellikleri goriintii isleme
yontemleri yardimiyla tahmin etmeye ¢alismistir. Calismada elle yapilan 6l¢liim ve
goriintii isleme yontemleri ile yapilan tahminler arasindaki farkin istatistiksel olarak

onemliligini test etmek amaciyla bagimli iki grup igin t testini kullanmigtir. Caligma
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sonunda arasgtirmact oturak yumru genisligi (p=0.085), cidago yiiksekligi
(p=0.887), sirt yiiksekligi (p=0.214), viicut uzunlugu (p=0.307) ve govde
uzunlugunun (p=0.084) elle yapilan Olgiimleri ve goriintii isleme yOntemleri
yardimiyla tahmin edilen degerleri arasinda istatistiksel olarak bir farklilik
olmadigint belirtmistir. S6z konusu viicut Ozelliklerinin  goriintii  isleme
yontemleriyle basarili bir sekilde tahmin edilecegini belirten arastirmaci sagri
yiiksekligi (p=0.010), oturak yumru yiiksekligi (p=0.049) ve gdgiis derinliginin

(p=0.007) tahmin edilmesinde yontemin basarisinin diisiik oldugunu bildirmistir.

Shi et al. (2016) binokiiler goriintiileme sistemleri ile LabVIEW platformunu
birlikte kullanarak domuzlarin otomatik olarak goriintiilenmesi ve canli
agirliklarinin tahmin edilmesi amaciyla bir ¢alisma yliriitmiislerdir. Caligmada 80
giinde 10 domuzdan elde edilen 1460 derinlik goriintiisiinii ve basit dogrusal
regresyon analizini kullanilarak domuzlarm viicut uzunlugu (R?=0.94), cidago
yiiksekligi (R?=0.99) ve canli agirhigmi (R?=0.9931) yiiksek belirleme katsayilari
ile tahmin etmislerdir. Calisma sonunda arastiricilar ¢alismada kullandiklar
yontemle domuzlarda viicut uzunlugunu 1.88cm, cidago yiiksekligini 0.81cm ve

canli agirligr 1.759kg hata ile tahmin edebildiklerini bildirmislerdir.

Amraei et al. (2018) etlik piliclerin canli agirliklarini goriintii isleme
yontemleriyle tahmin etmek amaciyla yiiriittiikkleri arastirmada yerden 2m
yiikseklikte konumlandirilmis SAMSUNG SM-N9005 dijital kameray: kullanarak
30 etlik pilicten 2440 gorintii elde etmislerdir. Alinan goriintiilerde pilicin
bulundugu alanin arka plandan ayiklanmasi i¢in goriintii isleme yontemlerinden
gorlintii  boliitleme ve adaptif esiklemenin kullanildigi aragtirmada pilicin
bulundugu alan beyaz, kalan kisim siyah olacak sekilde goriintii ikili yapiya
donistiiriilmiistiir. Pilicin bas ve kuyruk kisminin kaldirilmasinda Chan-Vase
yontemini kullanan aragtiricilar daha sonra bu goriintiiden alan, ¢evre ve eksen
uzunluklar1 gibi ¢esitli parametreleri hesaplamislardir. Elde edilen 6l¢tim degerleri,
dinamik veri tabanli bir modelleme yaklasimi olan Transfer Fonksiyon modeli
kullanilarak etlik piliclerde canli agirligi tahmin etmislerdir. Calisma sonunda
arastiricilar etlik piliglerin canli agirliklari ile yapilan tahmin arasindaki belirleme

katsayisinin R?=0.98 oldugunu bildirmislerdir.
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Huang et al. (2018) Cin’in yerli sigir irklarindan olan Qinchuan irk1 sigirlarda
cesitli viicut 6zelliklerini (cidago yiiksekligi, sagr1 yliksekligi, sirt yliksekligi, gogiis
derinligi ve viicut uzunlugu) tahmin etmek amaciyla bir ¢alisma yiiriitmiislerdir.
Arastiricilar {i¢ boyutlu bir goriintiileme araci olan LIDAR sensor aygitini
kullanarak, ilki 157cm, ikincisi 179cm ve sonuncusu 155¢m uzakliktan ti¢ adet
sigirt yan kismindan goriintiilemislerdir. Bundan sonra ¢esitli goriintii isleme
yontemlerini (goriintii boliitleme vs.) kullanarak sigirlarin oldugu kismi arka
plandan ayiklamislardir. Bu asamadan sonra gesitli filtreleme yontemleri, K-means
kiimeleme analizi gibi bir dizi islemden gegirdikleri goriintiiden viicut dl¢timlerini
tespit etmislerdir. Calisma sonunda arastiricilar belirlenen viicut 6zellikleri igin elle
yapilan olgiim ile goriintii isleme yontemleri yardimiyla hesaplanan degerleri
kullanarak en diisiik hata ile (%0.2) sirt yiiksekligini ve en yiiksek hata (%2) ile
sagr1 yiiksekligini yiiksek bir dogrulukla tahmin ettiklerini belirtmislerdir. Ayrica
elle yapilan Slgiimiin 30-70 dakika arasinda siirdiigiinii oysa belirtilen goriintii
isleme yontemleri yardimiyla bu o6l¢iimiin yaklasik bes dakikalik bir siirede

tamamlanabildigini belirtmislerdir.

Cozler et al. (2019) Fransa’nin Le Rheu eyaletinde bulunan Mejusseaume
deneysel siit istasyonunda ineklerin {ic boyutlu viicut sekillerini kaydedip analiz
edebilen bir araci test etmek amaciyla calisma yiirlitmiislerdir. Calismada gogiis
cevresi, gogiis derinligi ve sagr yiiksekligi gibi viicut 6zelliklerini tahmin etmek
amaciyla 30 bas Siyah Alaca inek, deney istasyonuna yerlestirilen her biri bir lazer
projektor ile desteklenmis bes kamera bulunan hareketli bir diizenekle taranmustir.
Arastiricilar kameralardan dordii portalin her iki tarafinda yerden 0.40m ve 1.77m
yiikseklikte biri ise tepe noktasinda yerden 3m yiikseklikte olacak sekilde diizenek
tizerinde kameralar1 konumlandirmislardir. Calisma sonunda elle dl¢iilen ¢esitli
viicut 6zelliklerine ait Slgiimler ile otomatik olarak tahmin edilen 6l¢iimler arasinda
en disigi R?=0.38 ve en yiiksegi R?=0.79 olan belirleme katsayilari
hesaplamiglardir. Arastiricilar elle 6lgiimiin 2.5 dakikada, otomatik Ol¢timiin 15
dakikada yapildigin1 ancak burada goriintiiniin alinmasinin hizli olmasina ragmen
gOriintli islemenin uzun zaman almasindan dolayi siirenin uzadigini, goriintii isleme

stireleri kisaltilabilirse daha hizli bir tahmin yapilabilecegini belirtmislerdir.



18

Shi et al. (2019) domuzlarin viicut uzunlugu, viicut genisligi, viicut
yiiksekligi, kalca genisligi ve kalca yiiksekligi gibi viicut 6zelliklerini tahmin etmek
amaciyla Cin’in Tianjin sehrinde bulunan Hui Kang domuz ¢iftliginde mobil bir
goriintiileme sistemi kullanarak bir arastirma yiiriitmiislerdir. Bu amacla 70, 100 ve
130 giinliikk donemde 200 domuzu kullandiklar1 arastirmada, su igme alaninda radyo
frekansli kimlik tanilama (RFID) cihazi ile domuzlari tespit ederek otomatik olarak
goriintiileme yapmuglardir. Daha sonra ug¢ ve figiir ¢cikarma gibi ¢esitli goriinti
isleme yontemlerini kullanarak domuz goriintiisiiniin arka plandan ayiklanmasini
saglamiglardir. Arastiricilar c¢alisma sonunda elle yapilan Olgiimlerle mobil
goriintiileme sistemi kullanilarak yapilan tahminden elde ettikleri viicut dl¢timleri
arasinda 70 giinlik donemde (0.82-0.93) araliginda, 100 giinliik donemde (0.92-
0.94) araliginda ve 130 giinliik dénemde tiim viicut 6zellikleri igin 0.93’lik
belirleme katsayilar1 hesaplandigini bildirmislerdir. Arastiricilar kullandiklari
mobil goriintiileme sisteminin donanim ve yazilimi birlikte kullanabilen zeki ve
otomatik bir dl¢lim sistemi oldugunu ve geleneksel 6l¢iim yontemlerinin yerine

basaril1 bir sekilde kullanilabilecegini bildirmislerdir.

Yan et al. (2019), Yak (Tibet) sigirlarinin iki boyutlu goriintiilerinden
Photoshop (version CS5, PS) programi araciligiyla elde ettikleri ¢esitli viicut 6l¢lim
parametrelerini kullanarak canli agirliklarini tahmin etmeye ¢aligmiglardir. Bu
amacla yerden 75cm yiikseklikte konumlandirdiklart Canon 400D kamera ile
sigirlara yaklasik Sm mesafeden goriintiileme yapmislardir. Arastiricilar 55 Yak
sigirna ait ilkbahar, yaz ve kis mevsiminde goriintiiler almislardir. Calismada en
yiiksek belirleme katsayisinin yaz mevsiminde elde edildigini, bu mevsime ait
verilerle ve ¢oklu dogrusal regresyonda viicut diyagonal uzunlugu, cidago
yiiksekligi ve viicut alanmin bulundugu modelde R? degerini 0.972 olarak tespit
ettiklerini bildirmiglerdir. En diisik MAPE degerini bahar mevsiminde %3.19
olarak ve en diisik RMSE degerini yaz mevsiminde 7.52kg olarak tespit

etmislerdir.
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2.4 Goriintii Isleme Yontemleri ve Yapay Sinir Aglar1 Kullanilarak Yapilan

Calhismalar

Babalik ve Botsal1 (2010) aragtirmalarinda Cesit-1252 tiirii durum bugdayin,
camsi ve camsi olmayan daneler bakimindan siniflandirmaya calismislardir. Bu
amagla bir masaiistii tarayict yardimi ile elde ettikleri bugday daneleri
goriintiilerinden, goriintii isleme yontemleriyle elde ettikleri histogram bilgilerini
kullanarak, yapay sinir ag1 modellerinin siniflandirma basarilarini incelemislerdir.
Ik yontem olarak egitimsiz 6grenme modeli olan “Oz Diizenlemeli Harita”
modelinin, daha sonra ise egitimli 6grenme modeli olan “Cok Katmanli Algilayici
(CKA)” modelinin siniflandirma basarisini test etmislerdir. Calisma sonunda 6z
diizenlemeli harita modelinin ortalama test basaristm %97.5 olarak tespit
etmislerdir. CKA ile yapilan siiflandirmada ise bu basarinin, gizli katmanda 10
noronun kullanildigi yapida %100 oldugunu belirten arastiricilar durum bugdayimnin
siiflandirilmasinda goriintii isleme ve yapay sinir aglarinin basarili bir sekilde

kullanilabilecegini bildirmislerdir.

Tasova (2011) yiiz tanima i¢in goriintii isleme ve yapay sinir aglarini
kullanmistir. Bu amagla kisilerin yliz fotograflarindan belirli sayida 6znitelik
vektorleri tiretmis, bunlart kullanarak egittigi yapay sinir aglarinin yiiz tanimada
basarili oldugunu, hatali islemlerin ise goriintii alinirken yerle yiiz arasindaki aginin
tam 90 derece olmamasi, ¢ekim hatasi, poz degiskenligi ve dis etmenler gibi

sebeplerden meydana geldigini bildirmistir.

Gortintii 1slemenin tarimsal alanda uygulanabilirligini test etmek amaciyla
Sabanci vd. (2012) aragtirmalarinda, patatesleri boyut olarak simiflandirmaya
caligmiglardir. Bu amagla oncelikle degisik ebatlardaki patatesler 1.3 mega-piksel
CCD sensorlii bir web-cam kullanilarak fotograflamislardir. Daha sonra bunlar gri
seviye resimlere donlistiiriilmiis ve program yardimiyla degisik ebattaki patateslere
ait histogram bilgilerini elde etmislerdir. Histogram, goriintii tizerindeki piksellerin
degerlerinin grafiksel ifadesidir. Elde edilen histogram yardimiyla ve goriintii
isleme yontemlerinden “otsu metodu” kullanarak esikleme yapan arastirmacilar
boylece goriintii tizerindeki nesnelerin arka plani ile nesne hatlarinin ¢ikartilmasini

saglamiglardir. Son olarak elde ettikleri ikili resim bilgilerinin boyutlarini esitlemis
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ve resimleri slitun matrise doniistirmiislerdir. Patateslerin ikili resim bilgileri,
logaritmik sigmoid aktivasyon fonksiyonu kullanilan ¢ok katmanli ileri beslemeli
geri yayllim sinir ag1 ile egitilmis ve ¢alisma sonunda patateslerin basarili bir
sekilde biiyiik, orta ve kiiclik boy patatesler seklinde ii¢ grupta siniflandirildiginm
bildirilmislerdir.

Betonun basing dayanimini belirlemek amaciyla, Cankaya vd. (2013) goriintii
iizerinde analitik bir model olusturmustur. Arastiricilar modellemenin basarisini
test etmek icin fotograflama isleminden sonra aldiklari numuneleri pres
makinasinda kirmig ve dayanim degerlerini not etmislerdir. Calisma sonunda
goriintii isleme ve yapay sinir aglarini beraber kullanarak onerdikleri metodun,
numunelerin pres makinasinda kirildig: tahribatli deney metodu ile uyumunun

yaklagik 9%98.88 oldugunu bildirmislerdir.

Sabanci (2013) doktora g¢alismasinda, lizerinde ilaglama tinitesi, kontrol
iinitesi, bilgisayar ve kameralarin oldugu bir ilaglama robotu gelistirmistir.
Aragtirici robot yardimiyla sira arasindaki yabanci otlar1 goriintii isleme tekniklerini
kullanarak, renk bilgisine gore, sira lizerindeki otlar1 ise goriintii isleme teknikleri
ve yapay sinir aglarini kullanarak, sekil ve renk bilgisine gore tespit etmis ve
ilaglama sivis1 (miirekkepli su) uygulamistir. Arastirici galisma sonunda gelistirilen
robotun geleneksel ilag uygulamasina gore yaklasik %54 daha az ila¢ kullandigint,
bununda insan, hayvan ve c¢evre sagliginin korunmasinin yani sira ilaglama

maliyetlerini de diistirdiigiinii bildirmistir.

2.5 Goriintii Isleme Yontemleri ve Yapay Sinir Aglar1 Kullanilarak

Hayvancilikta Yapilan Calismalar

Yeni dogan kuzular1i post desenine gore smiflandirmayr amaglayan
Khojastehkey et al. (2015) 300 kuzuyu dijital kamera ile 40cm mesafeden
4320x3240 piksel boyutunda fotograflamiglardir. Daha sonra ¢ekilen fotograflar iki
farkli senaryo igin goriintii isleme teknikleriyle incelenmistir. Ilk senaryoda
fotograflardan alan, ¢evre, cap, yatay eksen uzunlugu, dikey eksen uzunlugu gibi
¢ok sayida morfolojik ve yapisal figiirler ¢ikarmislardir. Ikinci senaryoda ise yeni

gelistirilen bir yontemi kullanmislardir. Arastiricilar bu yontemde orijinal resmi 4
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esit alt resme ayirarak daha once klasik senaryoda ¢ikardiklar1 figiirlere, orijinal
resmin pargalari arasindaki varyans ve korelasyonlar1 da ekleyerek, ilk senaryoda
21 olan figiir sayisin1 44’ e ¢ikarmislardir. Calisma sonunda arastiricilar ilk senaryo
ile yapilan siniflandirmada yapay sinir aglarinin siniflama basarisinin %92, ikinci

senaryoda ise bu basarinin %100 oldugunu bildirmislerdir.

Wongsriworaphon et al. (2015) arastirmalarinda ¢iftlik sartlarinda
domuzlarin canli agirliklarini, onlar1 rahatsiz etmeksizin tahmin etmeye yarayan
gorintii islemeye dayali bir yaklagim onermislerdir. Calismada bilgisayar destekli
goriintii yakalama ve Vektor Quantize Zamansal Cagrisimli Bellek (Vector-
Quantized Temporal Associative Memory-VQTAM) olarak bilinen denetimli
O0grenme algoritmasina sahip bir yapay sinir agt modeli kullanmislardir.
Arastiricilar ¢iftlik tabaninin 2.80m {istiine bekleme alanina dik olacak sekilde
monte ettikleri 640x480 piksel ¢coziiniirlikteki bir dijital kamera ile 90x160cm’lik
bir alanda bekleyen domuzlarin tizerinden goriintii almislardir. Elde edilen
goriintlilerden ilk olarak domuzun agirlik merkezinden sinir noktalarina olan
uzakliklari, sonra domuzun cevre uzunlugu i¢in figlir ¢ikarimlar1 yapilmis ve
buradan hesaplanan degerler 25, 49, 100 ve 169 néronun kullanildig1 yapay sinir
aglariyla analiz edilmistir. Calisma sonunda arastiricilar 169 néronun kullanildigi
durumda ortalama olarak %?2.94’liik bir hata ile domuz canli agirliklarinin tahmin

edilebildigini bildirmislerdir.

Amraei et al. (2017) etlik piliglerin canli agirliklarinin Makine Goérmesi
(Machine Vision) ve yapay sinir aglar1 kullanilarak tahmin etmek igin yiiriittiikleri
aragtirmada 1 giinliik yasta 30 etlik pilici 42 giinliik biiyiime donemi boyunca sabah
ve aksam olmak iizere gilinde iki kez goriintiilemislerdir. Aragtirmacilar cesitli
goriintii isleme yontemlerini kullanarak pilicin gériintiide bulunan kism1 disindaki
girilti ve arka plan1 kaldirmis, goriintiiden alti farkli viicut parametresi
hesaplamislardir. Calismada yapay sinir aglarinda kullanilan Bayesian
Regularization, Levenberg-Marquardt, Scaled Conjugate Gradient ve Gradient
Descent algoritmalar1 tahmin basarist agisindan karsilastirilmistir. Veri setinin test
ve egitim seti olarak ayrildigi ¢alismada arastiricilar etlik piliglerin canli agirliklar
ile tahmin edilen agirliklar arasindaki R? degerlerini sirasiyla 0.984, 0.98, 0.967 ve

0.946 olarak belirlemislerdir. Arastiricilar makine gérmesi ve yapay sinir aglarini
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kullanarak ytiriittiikleri arastirmada tespit edilen en yiiksek hatanin 50 gramdan

daha az oldugunu belirtmislerdir.

Bhatt et al. (2018) koyunlarin goriintiilerinden canli agirliklarini tahmin
etmek amaciyla bir ¢alisma yiirtitmiiglerdir. Calismada 52 koyun goriintiisiinii
oncelikle program yardimiyla manuel olarak kirpan arastiricilar hayvan goriintiisii
digindaki kisimlart elemine edecek sekilde hayvanin oldugu kismi turuncu renkle
isaretlemislerdir. Daha sonra arastiricilar isaretlenen alani piksel alan hesaplama
teknigi ile hesaplamislar ve elde ettikleri verilerin %80’ini egitim %20’si test seti
olacak sekilde ¢apraz dogrulama ile setlere ayirmislardir. Yapay sinir aglarinda iki
gizli katman, 5 ve 10 noron kullanilan ¢alisma sonunda arastiricilar, tahmin edilen
canl agirhik degeri ile gercek agirlik degeri arasindaki R? degerini en yiiksek 0.81

olarak belirlemislerdir.

2.6 Yapay Sinir Aglar1 ve Diger Istatistiksel Yontemlerin Karsilastirildig

Cahsmalar

Grzesiak et al. (2003) 902 bas siyah alaca inege ait kismi laktasyon kayitlarini
kullanarak 305 giinliik laktasyon siit verimini tahminlemek amaciyla YSA ve CDR
yontemlerini karsilastirmali olarak incelemislerdir. Veri setininin %50 egitim, %25
test ve %25 dogrulama setine ayrildigi calismada, YSA ile tahminde RMSE
degerinin 485.67kg, CDR ile tahminde RMSE degerini 517.31kg olarak
belirlemislerdir. Sonug olarak arastiricilar YSA’nin diger biyometrik yontemlere

alternatif olarak kullanilabilecegini bildirmislerdir.

Perai et al. (2010) kanath beslenmesinde kullanilan et ve kemik ununun
gercek metabolizma edilebilir enerjisini tahmin etmek i¢in bir arastirma
yirlitmiislerdir. Calismada YSA, parcali regresyon ve CDR analizlerini
karsilagtirmali olarak incelemiglerdir. Calisma sonunda gergek metabolizma
edilebilir enerjinin YSA (R?=0.94) kullanildiginda, CDR (R?=0.38) ve parcali
regresyondan (R?=0.36) daha yiiksek dogrulukla tahmin edilebilecegini
bildirmislerdir.
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Takma vd. (2012) siyah alaca ineklerin siit verimi iizerine laktasyon siiresi,
servis periyodu ve buzagilama yilinin etkisini aragtirdiklari calismada CDR ve YSA
yontemlerinin tahmin basarisin1 karsilastirmiglardir. Calismada bes laktasyon
donemindeki toplam 305 bas sigira ait veriler kullanilmis, YSA ile elde edilen
tahminin basarisinin (en yiiksek R?=0.85 ve en diisiik MAPE=%6.1), CDR’den (en
yiiksek R?=0.75 ve en diisiik MAPE=%24.7) daha yiiksek oldugunu bildirmislerdir.
Aragtiricilar ileri beslemeli geri yayilimli YSA’nin siit verimini tahmin etmede

tercih edilebilecegini bildirmislerdir.

Dongre et al. (2012) Sahiwal sigirlarinda ilk laktasyon siit veriminin
tahmininde CDR ve YSA’nin tahmin etkinligini karsilastirdiklar1 ¢alismada 49 yil
boyunca 51 bogadan yavrulatilan 643 Sahiwal inegine ait 12854 test giinii verisini
kullanmuglardir. Arastiricilar veri setinin alt setlere ayrilmasinda egitim ve test seti
icin %66.67- %33.33, %75-%25, %80-%20 ve %90-%10 olacak sekilde dort farkli
veri ayirma durumunu incelemiglerdir. Calismada ayrica LM, BR ve SCG
algoritmalarinin etkinligi de incelemislerdir. Veri setinin %90 egitim ve %10 test
setine ayrildigt durumda en iyi tahmin sonucunun elde edildigini belirten
aragtirmacilar, iki gizli katmanda ii¢ ve bes néron olmasi durumunda biitiin
algoritmalarda en iyi tahmin sonucuna ulagsmislardir. Calisma sonunda SCG
(R?=0.8608) algoritmasinin, BR (R?=0.8587) ve LM (R?=0.8575)
algoritmalarindan daha yiiksek belirleme katsayis1 ile tahmin yaptigim
bildirmislerdir. Ayrica tiim YSA algoritmalar1 ile elde edilen sonuglarin CDR
(R*=0.8516) analizinden daha yiiksek belirleme katsayisi ile tahmin {irettigini bu
nedenle YSA’nin 305 giinliik ilk laktasyon siit verimini tahmin etmede kullanish

bir alternatif ara¢ oldugunu belirtmislerdir.

Atil ve Akill1 (2015), 1000 bas siyah alaca sig1ra ait siit, yag ve protein verimi
ile ilkine buzagilama yasi1, sagim giinii ve mevsimi, buzagilama aralig1 kayitlarini
kullanarak YSA ve Kiimeleme analizinin siniflandirma  basarilarin
karsilastirmislardir.  Calismada  YSA’nin (R?=0.999, MAPE=%1.77 ve
RMSE=1.7599) Kiimeleme analizinden (R?=0.949, MAPE=%10.48 ve
RMSE=1.7758) daha yiikksek dogrulukla smiflandirma yapabildigini
bildirmislerdir.
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Atil ve Akilli (2016), siit sigirlarinin siniflandirilmasinda YSA ve K-means
Kiimeleme analizini karsilastirmali olarak incelemislerdir. Arastiricilar ¢aligmada
hayvancilik alaninda verim Ozellikleri ve siniflandirma, Oriintii tanima,
optimizasyon ve ileri doniik tahminlerin yapildigi ¢alismalara da deginmis ve
calisma sonunda siit sigirlarinin  siniflandirilmasinda  Yapay sinir aglarinin

Kiimeleme analizinden daha iyi sonug¢ verdigini bildirmislerdir.

Zhag and Goh (2016), insaat miihendisliginde siklikla kullanilan kazik
temeller i¢in iiretilen kaziklarin c¢akilabilirligini tahmin etmek icin 4072 kazik
kullanarak yirittikleri arastirmada YSA ve MARS analizlerinin tahmin
perormanslarini karsilastirmiglardir. Arastiricilar, maksimum basing gerilmeleri
icin geri yayilmli YSA kullanildiginda R?=0.970 ve MARS kullanildiginda
R?=0.957 olarak hesaplamislardir. Calisma sonunda iki yontemin yakin sonuglar
rettigini, MARS yonteminin esnek modeller olusturabildigi i¢cin YSA’dan daha

verimli olarak diisiiniilebilecegini bildirmisilerdir.

2.7 Yapay Sinir Aglarinda Kullanilan Ogrenme Algoritmalarinin

Karsilastirildigi Calismalar

Moosavizadeh et al. (2011) toprak su tutma egrisini tahminlemek i¢in yapay
sinir aglarin1 kullanmiglardir. Calisma verisini 59 toprak tekstiirii 6rneginde 11
farkli basingta elde edilmis toplam 659 hacimsel su igerigi verisi olusturmaktadir.
Veri setinin %70 egitim, %30 test seti olarak ayrildig1 ¢aligmada bes girdi degiskeni
ile iki gizli katman ve bir c¢ikti katmani olmast durumunda LM ve BR
algoritmalariin etkinligi incelenmistir. Calisma sonunda arastirmacilar toprak su
tutma egrisinin YSA kullanilarak basarili bir sekilde tahmin edilebilecegini, LM
algoritmasi kullanildiginda elde edilen belirleme katsayisiin (R?=0.9645), BR
algoritmasindan (R?=0.9361) daha yiiksek bulundugunu bildirmislerdir.

Bui et al. (2012) heyelan duyarlhilik haritalarinda YSA’nin uygulanma
potansiyelini arastirmislardir. Calismada egim, goriiniis, arazi kullanimi, toprak
tipi, yagis, yollara ve nehirlere olan mesafe gibi 10 farkli parametre girdi olarak,
heyelanin var olup olmamasi ¢ikt1 katmani olarak kullanilmistir. Arastiricilar YSA

ile elde edilen sonuglar1 daha sonra bir cografi bilgi sistemine aktarmis ve heyelan
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duyarlilik haritas1 olusturmuslardir. Algoritmalarin basarilarint degerlendirmede
uzaktan algilamada kullanilan basar1 oranin1 dikkate aldiklarini belirten
arastiricilar, bu oranin LM algoritmasinda (%86.1) iken BR algoritmasinda (%90.3)
oldugunu dolayisiyla BR algoritmasinin LM algoritmasindan daha iyi sonuglar
tirettigini bildirmislerdir. Ayrica arastiricilar literatiirde LM algoritmasinin en hizl
algoritmalardan biri olarak bilindigini ancak bu algoritma ile egitimde asir1 uyum

problemi gézlemlediklerini belirtmislerdir.

Akkol vd. (2017) yapay sinir aglar1 ve ¢oklu dogrusal regresyon yontemlerini
karsilastirmak amaciyla 475 bas kil kegisine ait morfolojik 06zellikleri
kullanmiglardir. Aragtiricilar agirlik tahmini bakimindan yapay sinir aglarinda
MAPE degerinin (%4.7957) ¢oklu dogrusal regresyon analizine gore (%4.8706)
daha diistik oldugunu ve bu nedenle son yillarda YSA’ nin CDR’ye alternatif olarak
siklikla kullanildigini bildirmislerdir. Yapay sinir aglarinda ti¢ farkli geri yayilim
algoritmasinin basarisin1 da test eden arastiricilar, ortalama mutlak hata yilizdesi
(MAPE) bakimindan Bayesian Regularization algoritmasinin tahmin basarisinin
(%4.7957) arastirmada test edilen Scale Conjugate (%4.8248) ve Levenberg
Marquardt (%4.8975) algoritmalarindan daha diisiik oldugunu bildirmislerdir.

Eren vd. (2016) su kaynaklarina bulastiginda kanserojen etki yaratabilen Cr
(V1) (Krom-6) agir metalinin giderilmesinde kullanilan polimer igerikli
membranlarin (PIMs) etkinligini arastirmiglardir. Bu amagla gelistirilecek YSA’da
ti¢ farkli algoritmanin (BR, LM ve SCG) tahmin hatasin1 azaltmadaki etkisini
karsilastirmali olarak incelemislerdir. Calismada 460 veri noktasindan saglanan
veriler Kkullanan arastiricilar zaman, o6ziit miktari, ozit tipi, film kalinligi,
plastiklestiricinin tipi ve miktar1 gibi faktorleri girdi degiskenleri olarak, elimine
etme miktarini ise ¢ikt1 degiskeni olarak ele almiglardir. Arastiricilar veri setini alt
setlere ayirirken BR algoritmasi i¢in verinin %30°u test %70’ini egitim setine, LM
ve SCG algoritmalar1 i¢in %70 egitim, %15 test ve %15 dogrulama setine
ayirmugtir. Performans degerlendirme 6lgiitii olarak belirleme katsayisinin (R?)
kullanildig1 calismada arastirmacilar, LM algoritmasinin (R?=0.97), BR (R?=0.95)
ve SCG (R?=0.72) algoritmalarindan daha iyi sonug verdigini bildirmislerdir.
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Kayri (2016), LM ve BR algoritmalarinin tahmin basarisint inceledigi
caligmada 2247 6grenciden alinan 25 degiskenden olusan veri setini %70 egitim,
%30 test setine ayirmistir. Arastirmaci asirt uyum probleminin iistesinden gelmek
amaciyla gelistirilen BR ve LM algoritmalarinin diger diizenleme tekniklerine gore
hatay1 azaltmada daha etkin oldugunu bildirmistir. Arastirmaci bu iki algoritmay:
kullanarak yaptig1 denemelerde BR algoritmasini (R?=0.3044) kullandiginda, LM
algoritmasindan (R?=0.2789) daha yiiksek belirleme katsayis1 elde ettigini
bildirmistir.

Rahimi et al. (2018) yagis tahmini amaciyla zaman serileri i¢in Dogrusal
Olmayan Digsal Girdili Otoregresif Ag (The Nonlinear Autoregressive Network
With Exogenous Inputs-NARX) modelinde kullanilan LM ve BR algoritmalarinin
etkinligini dogrusal regresyon analiziyle karsilagtirmali olarak incelemislerdir.
Calismada Malezya’da bulunan Kiiresel Navigasyon Uydu Sistemleri (Global
Navigation Satellite Systems-GNSS) istasyonundan alinan sicaklik, basing ve nem
verilerini kullanmiglardir. Arastiricilar ¢calisma verisini rastgele %70 egitim, %15
test ve %15 dogrulama setine ayirmislardir. Arastiricilar yapay sinir aglarinda LM
ile egitimde, 25 dongiide RMSE=0.0266, R?=0.5972, BR ile egitimde 347 dongiide
RMSE=0.0308, R?=0.5699 olarak tespit etmis, iki algoritma karsilastirildiginda LM
algoritmasinin daha iyi sonuglar iirettigini bildirmislerdir. Dogrusal regresyon ve
yapay sinir aglar1 karsilagtirildiginda ise dogrusal regresyonla yapilan tahminin
(RMSE=7.611ve R?=0.01326) performans degerlendirme &lgiitleri bakimindan
YSA’dan cok geride kaldigini, YSA’nin yagis tahmininde klasik yonteme gore

daha basarili oldugunu bildirmislerdir.

Mukherjee and Rajanikanth (2019) hava kirliligi i¢in 6nemli bir bilesen olan
nitrik oksidin iizerinde bulunan plazma etkisini simiile etmek amaciyla bir ¢aligma
yirtitmislerdir. Bu amagla 5 KW giicinde dizel bir jeneratorii laboratuvar
ortaminda calistirarak gaz emisyon kaynagi olarak kullanmis, voltaj, frekans, akis
hiz1 ve motor yiikii verilerini YSA’da girdi degiskenleri olarak tanimlamiglardir.
Arastirmacilar veri ayirmada alti katmanli ¢apraz dogrulama yapmislar, verinin
%383’linli egitim ve %17 sini test setine ayirmislardir. Calisma sonunda BR

algoritmasmin hem egitim (R?=0.9980) hem de test setinde (R?=0.9506) LM



27

algoritmasindan (egitim setinde R?=0.8742, test setinde R?=0.7903) daha iyi

sonuglar iirettigini bildirmislerdir.
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3. GEREC VE YONTEM

Bu boliimde oncelikle hayvan materyalinin nasil temin edildigi, daha sonra
makine 6grenmesinde kullanilmak {izere ii¢ boyutlu kamera ile elde edilen hayvan
goriintiilerinden goriintii isleme yontemleri yardimiyla verilerin nasil elde edildigi
hakkinda bilgi verilmis, ayrica MATLAB komutlar1 kullanilarak goriintiilerin
sayisallastirilmasi bir 6rnekle anlatilmaya ¢alisilmistir. MATriX ve LABoratory
kelimelerinin kisaltmasi olan MATLAB, teknik bilimler ve miihendislik alanindaki
hesaplamalarin yapilmasi i¢in gelistirilmis bir yazilim ve programlama dilidir. Bu
caligmada GIY ve YSA analizleri MATLAB R2013a paket programi, CDR ve
CHAID analizleri SPSS v25 paket program1 ve MARS analizi Salford Predictive

Modeler 8 programi deneme siiriimii ile yapilmaistir.

Calismanin yontem kisminda Oncelikle makine 6grenmesinin genel bir
tanitim1 yapilmig ve makine 6grenmesinde kullanilan yaklagimlardan YSA detayl
bir sekilde anlatilmis, daha sonra MARS, CDR ve CHAID analizleri hakkinda bilgi
verilmistir. Yapay sinir aglarinda, ag topolojisinin olusturulmasinda kullanilan
parametrelerden bu ¢alismada etkisi incelenen Momentum Giincelleme Katsayisi
(Momentum Update- MU), Ogrenme Orani (Learning Rate- LR, A), En Cok
Basarisiz Dongii Sayis1 (max fail) ve Dongii Sayisinin (Iteration Number) tanitimi
yapilmistir. Bundan sonra verilerin setlere ayrilmasinda kullanilan Rastgele Ayirma
ve Capraz Dogrulama (Cross Validation-CV) yontemleri ele alinmistir. Ayrica agin
performansini etkileyen bir baska faktor olan O6grenme algoritmalarindan bu
caligmada etkisi arastirilan Levenberg ve Marquardt (Levenberg-Marquardt-LM),
Bayes diizenlemesi (Bayesian Regularization-BR) ve Adaptif Ogrenme Oranl
Gradyan (Gradient Descent with Momentum and Adaptive Learning Rate- GDX)

algoritmalar1 hakkinda bilgi verilmistir.
3.1 Gereg

Calismada sigirlarin i boyutlu goriintiilerinden yola ¢ikilarak canli
agirliklarinin  tahmin edilmesi amacglanmis ve hayvan materyali arayisina
girilmistir. Oncelikle sagimhane, duraklar ve yiiriiyiis yollar1 gibi goriintiilemenin

daha hassas yapilabilecegi alanlara sahip siit sigir igletmeleri arastirilmistir. Ancak
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[zmir ilinde gériisiilen siit sigir1 isletmelerinde sigirlarn canli agirliklarinin kayit
altina alinmadig bilgisine ulasilmistir. Besi isletmelerinde ise durumun farkli
olmadig1 ve sigirlarin agirliklarinin sadece kesime giderken kamyon {izerinde

topluca tartildig: bilgisi alinmistir.

Sigirlarin agirliklari kayit altina alan isletme bulmak amaciyla modern
hayvancilik igletmelerini destekleyen Erzurum Tarim ve Kirsal Kalkinmayi
Destekleme Kurumu Koordinatorliigi ile goriistilmiistiir. Kurum personelinden
alinan bilgide destekledikleri alt1 ¢iftlige tartim i¢in kantar verildigi ancak bu
isletmelerden dordiiniin faaliyete gegmedigi, bir isletmede tartimin alti ayda bir
yapildigi ve bu isletmede ise son tartimin bir ay Once gercgeklestigi, kalan son

isletmede heniiz hi¢ tartim yapilmadigi bilgisine ulagilmstir.

Sekil 3.1. Erzurum ili Damizlik Koyun Kegi Yetistiricileri Birligi biiyiikbag hayvan tartim kantar1

Istenilen o6zellikte isletme bulunamadigindan canli hayvan tartiminm
yapildigi Erzurum Ili Damizlik Koyun Kegi Yetistiricileri Birligi hayvan pazarida
bulunan Sekil 3.1°de goriilen kantara, kurbanlik satis1 i¢in getirilen hayvanlardan
goriintii alinmasi kararlastirilmig, birlik baskanindan izin alinmasii miiteakip
sigirlarin tartimi sirasinda goriintiileme yapilmistir. Kantarin tonajinin fazla olmasi

nedeniyle sigirlar1 kantarda kamera altinda sabitlemek, biitiin sigirlar1 ayni
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pozisyonda tutmak, tartim sonucunu merak eden yetistiricilerin kantarin etrafinda
toplanmasi ve buna bagli olarak hayvanlarin stresli olusu gibi bir¢ok olumsuzlukla
karsilagilmistir. Bu olumsuzluklara ragmen Apple Ipad Pro tablet bilgisayara bagli
Sekil 3.2°de goriilen, Tablo 3.1°de teknik 6zellikleri verilen Structure Sensor ii¢
boyutlu kamera ile 573 bas sigira ait Sekil 3.3’teki gibi 6246 kare goriintii elde

edilmisgtir.

Sekil 3.2. Structure sensor kamera

Tablo 3.1. Structure sensor kamera 6zellikleri

TEKNIK OZELLiKLER
Boyutlar 119.2mm-29mm-28mm
Agirhk 95gr
Tavsiye edilen menzil 40cm-350cm
Hassasiyet 40cm’de 0.5mm(%0.15)-3m’de 30mm(%1)
Coziiniirliik VGA(640X480)-QVGA(320X240)
Kare hiz Saniye bagina 30/60 kare
Batarya omrii 3-4 Saat aktif kullanim, 1000 saat bekleme
Goriintiileme alani Yatay 58°-Dikey 45°
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Sekil 3.3. Ug boyutlu kamera ile elde edilen sigir goriintiileri

Kamera Sekil 3.4’te goriilecegi iizere 265cm vyiikseklikte ve Sm? ¢ekim

alaniyla konumlandirilmagtir.

Sekil 3.4. Kameranin kantar tizerinde konumlandirilmasi

3.1.1 Hayvan materyali

Calismanin  hayvan materyalini Erzurum Ili Damizlik Koyun Kegci
Yetistiricileri Birligi canli hayvan pazarina kurbanlik satist i¢in getirilen, Tablo

3.2’de irk ve cinsiyete gore dagilimi verilen 573 bas sigirdan sadece erkek
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hayvanlardan olusan ve uygun konum ve kamera agisinda goriintii elde edilmis 244

bas sigir olusturmaktadir.

Kantarin tarttim platformunun biiyilk olmasi, biitiin hayvanlardan ayni
pozisyonda goriintii elde edilememesine neden olmustur. Ozellikle biiyiik
hayvanlarin viicudunun tamaminin kameranin ¢ekim alanina sigmamast ve
yetistiriciler tarafindan hayvanlarin tirkmesini dnlemek amaciyla baslarina ¢uval
gecirilmesi gibi nedenlerle goriintiiler kaydedilirken, hayvanin boyun kismindan
itibaren kalga kismin1 da kapsayacak sekilde uygun goriintli agis1 yakalandiginda
ekran goriintlisii alinmigtir. Disi sigirlara ait goriintiiler sayica az olmasi ve erkek
sigirlardan morfolojik olarak farklilik gosterebilecegi diisiiniilerek elimine edilmis

ve analize dahil edilmemistir.

Tablo 3.2. Hayvan materyalinin 1rk ve cinsiyete gore dagilimi

Sigirm Irki Disi Erkek Toplam
Boz 1 2 3
Esmer 22 22
Esmer Melezi 1 97 98
Dogu Anadolu Kirmizisi 7 7
Siyah Alaca 3 3
Siyah Alaca Melezi 16 16
Simental 18 18
Simental Melezi 2 261 263
Serole Melezi 33 33
Yerli Kara 5 2 7
Tespit edilemeyen 20 83 103
Toplam 29 544 573

Goriintiiler Ipad’in Air Play 6zelligi ile kablosuz olarak bir diziistii bilgisayara
aktarilmistir. Bu bilgisayarda {istten gozlemlenen hayvan uygun pozisyona
geldiginde Ipad’a bluetooth araciligi ile baglanan ve kendi klavyesi olan Magic
Keyboard adli klavye yardimiyla, ekran goriintiisii kaydedilmistir. Goriintiileri
alinan hayvanlara ait 1rk, kiipe, cinsiyet, agirlik ve goriintiiniin alindig1 saatler not
edilmistir. Gorlintiilemenin yapilis semasi Sekil 3.5’te verilmis, tartim sonuglari her

hayvan i¢in fotograflanarak kayit alina alinmistir.
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Ipad Tablet

Platformu

Sekil 3.5. Goriintillemenin yapilig semast.

Calismada agirliklar1 255 kg ile 1000 kg arasinda degisen Tablo 3.3’te bazi

tanimlayici istatistikleri verilen 244 erkek et sigirina ait goriintii kullanilmistur.

Tablo 3.3. Hayvan materyaline ait baz1 tanimlayici istatistikler.

Sigarm Irka Gozlem | Ortalama | Standart
sayis1 | agirhk (kg) | hata (kg)
Sarole Melezi 2 635 70
Dogu Anadolu Kirmizisi 6 477 41.37
Esmer Melezi 70 579 16.83
Siyah Alaca Melezi 12 495 24.9
Simental Melezi 134 652 9.47
Yerli Kara 20 421 16.13
Genel 244 600 8.68

3.1.2 Goriintii materyali

Calisma kapsaminda goriintiilenen 573 bas sigirin her birinden yaklagik 11
kare goriintii alinmig, ancak Sekil 3.6’daki gibi analiz i¢in uygun konum veya kamera

acisinda olmayan hayvanlar analize dahil edilmemistir.
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Sekil 3.6. Caligmaya dahil edilmeyen bir sigirin gériintiileri.

3.2 Yontem

Bu kisimda dncelikle tez ¢alismasinda kullanilan goriintii isleme yontemleri
hakkinda bilgi verilmis, MATLAB komutlariyla alan ve yiikseklik
hesaplamalarinin nasil yapildigr anlatilmistir. Daha sonra makine 6grenmesi ve
makine 6grenmesinde kullanilan yaklasimlardan yapay sinir aglari, ¢ok degiskenli
uyarlanabilir regresyon egrileri, ¢oklu dogrusal regresyon ve Ki-kare otomatik

etkilesim belirleme analizi hakkinda bilgi verilmistir.

3.2.1 Goriintii isleme

Dijital bir goriintii, en kiiclik parcasi piksel ad1 verilen pargalardan olusur ve
her pikselin sayisal bir degeri vardir. Ornegin ikili (siyah-beyaz) bir resmin piksel
degerleri 0 ve 1 rakamlarindan olusan bir matristir ve gorlintlinlin dijital olarak

gosterimi Sekil 3.7°deki gibidir.
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Sekil 3.7. ikili (binary) bir goriintiiniin piksel degerleri

Gri tonlamali bir resim ise 0 ile 255 arasinda degisen rakamlardan olusur ve
bu rakamlar Sekil 3.7 dekine benzer bir goriintii matrisi igerisinde tutulur (Sahin,
2006). RGB goriintiide ise Red (Kirmizi), Green (Yesil) ve Blue (Mavi)
bilesenlerinin ii¢ ayr1 matrisi vardir ve goriintiiniin bilgisi bu {i¢ ayr1 matriste 0 ile
255 arasinda rakamlardan olusacak sekilde tutulur. Kirmizi bir pikselin RGB
degeri 255-0-0, yesil bir pikselin 0-255-0 ve mavi bir pikselin 0-0-255 olmaktadir
(Subasi, 2011).

Goriintli isleme, dijital goriintiileme yapan araclardan elde edilen sayisal
bilginin ¢esitli figiir ¢ikarma yontemleri veya istatistik tekniklerle islenerek
goriintliniin 6zelliklerinin iyilestirilmesi ya da goriintiideki nesnelerin tanilanmasi

olarak tarif edilebilir.

Tez calismas1 kapsaminda sigirin ii¢ boyutlu bir kamera aracilig: ile alinan
derinlik goriintiistinden sigirmn istten sirt (dorsal) alan1 hesaplanmak istendigi i¢in
resmin Once mavi bileseni elde edilerek hayvanin oldugu bolge diger alandan
ayiklanmigtir. Daha sonra bu bilesen siyah-beyaz resme doniistiiriilmiis, 1 ve
0’lardan olusan matris elde edilerek MATLAB’da otomatik olarak hayvanin
goriintiide bulundugu alanin toplam gériintiideki yiizdesi hesaplanmustir. Islemlerin

basamaklari1 asagida ayrintili bir sekilde anlatilmistir.
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Canli agirlik tahmini i¢in elde edilen goriintiiler, asagidaki komutlar
kullanilarak islenmis ve makine 6grenmesi yaklagimlarinda kullanilmak iizere
rakamsal veriler elde edilmistir. Komutlarin anlatilabilmesi i¢in, goriintii numarasi
28 ve 115, agirliklan sirastyla 740 ve 310 kg olan Sekil 3.8’deki iki hayvana ait
goriintiiler 6rnek olarak kullanilmistir. Goriintiiler incelendiginde hayvanin gercek
goriintiisii (a), derinlik bilgisinin oldugu goriintii (b) ve ylizey (C) goriintiilerinden

olusan {i¢ kare mevcuttur.

Goriintii No 28 Goriintii No 115
740 kg 310 kg

Sekil 3.8. Ornek hesaplamanin yapildig: farkli agirliklardaki iki sigirn goriintiisii: Sigirin gercek

goriintiisii (a), derinlik bilgisinin oldugu gériintii (b) ve yiizey gortntiisii ().

Oncelikle goriintiiniin uzantiss MATLAB’a tanitilarak goriintii bir a

degiskeninin igerisine asagidaki komut yardimiyla atanmustur.

a=imread('C:\Users\user\Desktop\IHG\28.PNG");

Bu goriintiden hayvanin kapladigi alanin yilizdesinin ve hayvanin
yiiksekliginin hesaplanmasi i¢in kullanilacak olan Sekil 3.8’de “b” harfiyle

gosterilen sol alt kistmdaki derinlik bilgisinin oldugu goriintii;

a=imcrop(a,[0 768 1010 768]);
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komutuyla kirpilmis ve imshow(a) komutuyla Sekil 3.9’da goriildiigii gibi ekranda

gosterilmistir.

Sekil 3.9. Numarasi 28 olan hayvana ait kirpilan goriintii.

Daha sonra goriintiiden zemini ayiklamak i¢in goriintiiniin Red, Green ve

Blue (RGB) bilesenlerinden Blue (mavi) bileseni,

a=a(:,:,3);

komutu kullanilarak, goriintii yeniden imshow(a) komutu ile Sekil 3.10°daki gibi

goriintiilenmistir.

Sekil 3.10. Numarasi 28 olan hayvana ait goriintiiniin mavi bileseni

Bundan sonra asagidaki komut yardimiyla resim siyah beyaza donistiiriilerek

Sekil 3.11°deki gibi goriintiilenmistir;
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BW=im2bw(a); Imshow(a)

Sekil 3.11. Numarasi 28 olan hayvana ait siyah beyaza doniistiiriilen goriintii.

Hayvanin alaninin toplam goriintii alani i¢indeki payin1 hesaplamak i¢in 6nce,

» Alan=bwarea(BW);

komutu kullanilmis ve Alan = 345340 sonucu elde edilmistir. Bu sonug asagidaki
komutla piksel degerlerine boliinerek 1°den c¢ikarilmis ve siyah bodlgenin yani

hayvanin goriintiide kapladigi alanin yiizdesi 0.5548 (%55.48) olarak belirlenmistir.

» Alan=1-[Alan/(768*1010)];

115 gorlinti nolu hayvan ic¢in asagidaki komutlarin tamami tek seferde

calistirilarak,

a=imread('C:\Users\user\Desktop\IHG\115.PNG');

a=imcrop(a,[0 768 1010 768]);

a=a(:,:,3);

BW=im2bw(a);

imshow(BW)



39

t=bwarea(BW);

Alan=1-[t/(768*1010)];

115 goriintii numarali hayvana ait alan 0.2228 yani % 22.28 ve goriintiisii Sekil
3.12’deki gibi elde edilmistir.

Sekil 3.12. Numarasi 115 olan hayvana ait siyah-beyaza doniistiiriilmiis goriintii.

Daha sonra bu hesaplamalarin IHG isimli klasorde bulunan biitiin hayvanlar
icin otomatik olarak yapilmasini saglayan asagidaki komutlar yardimiyla biitiin

hayvanlarin alan degerleri hesaplanmis ve bir A degiskenine kaydedilmistir.

dosyayeri="C:\Users\user\Desktop\IHG\";

dosyaturu=".png";

icerik= dir ([dosyayeri,"*",dosyaturu]);

Rsayisi=size(icerik,1);

A=zeros(1,Rsayisi);

for k=1:Rsayisi

string=[dosyayeri,icerik(k,1).name];
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Resim=imread(string);

Resim=imcrop(Resim,[0 768 1010 768]);

Resim=Resim(:,:,3);

BW=im2bw(Resim);

d=imadjust(Resim,[0 1],[1 O]);

Alan=bwarea(d);

Alan=Alan/(768*1010);

A(k,:)=Alan;

End

Sigirlarin alanlar1 hesaplandiktan sonra elde edilen ii¢ boyutlu goriintiiler,
sigirlarinin yiiksekliklerini tahmin etmek icin de kullanilmistir. Ug boyutlu kamera
ile gorilintii elde edilirken goriintiiniin iki boyutu i¢in Ipad’in kendi kamerasi
kullanilirken, iiclincii boyut i¢in gonderilen bir lazer 1s18inin geri doniis hizi

hesaplanarak mesafeyi tanimlayan bir renk degeri atanmaktadir.
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Sekil 3.13. Yiikseklik tahmini igin kalibrasyon goriintiileri ve renk skalasi.



41

Tez calismasi1 kapsaminda, structure sensor kameradaki bu renk ve mesafe
iligkisini belirlemek maksadiyla 266cm mesafeden baglanarak 50cm’ye kadar 2’°ser
cm araliklarla goriintiileme yapilmis ve Sekil 3.13’te goriilen renk skalasi elde
edilmistir. Renk skalasindaki uzak mesafe (mavi renkli) ile yakin mesafelerin
(kirmiz1 renkli) renk bilgilerini gostermek amaciyla iki resim Sekil 3.14’te

verilmigtir.

Sekil 3.14. Uzak ve yakin mesafede renk degisimi

Her bir mesafe ile goriintiiniin RGB degerleri arasindaki iliskiye ait belirleme
katsayist R?=0.9966 olarak hesaplanmistir. Belirleme katsayis1 iki degiskenin
arasindaki pearson korelasyon katsayisinin karesi olup bagimli degiskendeki
degisimin yilizde kagiin bagimsiz degisken(ler) tarafindan agiklandigini gosterir.
Belirleme katsayisinin yiiksek bir deger olmasi nedeniyle, et sigirlarinin
goriintiilerinden yiiksekliklerini diisik bir hata ile tahmin etmek miimkiin
olmaktadir. Dolayisiyla, gercek degerlerine ¢ok yakin olan bu yiikseklik verileri de
yapay sinir aglarinda girdi degiskeni olarak kullanilmigtir. Sekil 3.14°te mavi renkte
goriilen ve 266 cm’den alinan klasordeki ilk goriinti MATLAB’de 6nce bir A
degiskenine atanmis ve imtool(a) komutu ile resim araglarinda agilmistir. Daha
sonra “piXel region” komutu ile her bir pixel’e ait RGB degerlerine ulagilmistir.
Ornegin 266 cm mesafeden alman goriintiiniin RGB degerleri Sekil 3.15te
gorildiigi gibi R:0, G:145, B:255 olarak belirlenmistir. Benzer sekilde 60.1cm’den
alinan goriintli icin RGB degerleri sirasiyla 255, 20, 0 olarak tespit edilmistir.
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Sekil 3.15. MATLAB pixel region komutu ile piksel degerlerinin gériintiilenmesi

Mesafesi belli olan 244 goriintiiniin timi i¢in bu RGB degerleri alinarak
kaydedilmis daha sonra Red, Green ve Blue degerleri i¢in Sekil 3.16’daki grafikler
elde edilmistir. Mesafe ve renk degerleri arasindaki belirleme katsayisinin %100’e
yakin bir deger oldugu goriilmiistiir. Hayvanlarin goriintiisiinde sagri yiiksekligine
denk gelecek sekilde kuyruk kismindaki RGB degerleri yardimiyla, daha once
anlatildig1 sekilde MATLAB’de imtool komutu kullanilarak, bu degerlere karsilik
gelen hayvan yiikseklikleri tahmin edilmistir.
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Sekil 3.16. Mesafe ve renk degerleri arasindaki iliskiyi gosteren grafikler
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Hayvanlarin goriintiileri kaydedilirken durus pozisyonlart ayni olmadigi i¢in
bu islem otomatik olarak yapilamamis, bu nedenle biitiin goriintiiler tek tek

incelenerek sigirlarin sagri yiikseklikleri hesaplanmustir.

3.2.2  Yapay sinir aglar

Yapay zekanin bir alt dali olan makine 6grenmesi, istatistik ve bilgisayar
biliminin hesaplama giiciinden yararlanarak makinelerin insanlara benzer sekilde
bir olayr 6grenebilmesini, bir konu hakkinda tahminde bulunmasin1 ve karar
verebilmesini saglayan tekniklerdir. Bu amacla makine 6grenmesinde bir¢ok
istatistiksel yontem ve matematiksel modelden yararlanilmaktadir. Bu tez
kapsaminda YSA, MARS, CDR ve CHAID analizleri kullanilarak makine

O0grenmesi gerceklestirilmistir.

Gilinlimiiz diinyasinda bilgisayarlar yasantimizin vazgegilmez bir parcasi
olmustur. Caligma prensipleri her gegen giin gelistirilen bu makineler, bazi
durumlarda konunun uzmanlarindan daha iyi Kkarar verebilecek aygitlar haline
gelmistir. Oyle ki cebimizdeki telefonlar dahi akilli olarak nitelendirilmektedir.
Bilgisayar ve telefonlarin 6grenebilmelerini saglayan sistemler, genel olarak yapay
zeka olarak adlandirilmaktadir. Bu sistemlerin ¢ok hizli gelismesi bazi bilim
adamlarin tedirgin etmistir. Bu konuda diinyanin 6nde gelen bilim adamlarindan
Stephen Hawking “Yapay zeka, kendisini gelistirmeyi siirdiirebilir ve hatta
kendisini yeniden bi¢imlendirebilir. Son derece yavas bir biyolojik evrimle sinirl
olan insanlar, bu tiir bir glicle yarisamaz” seklindeki endisesini dile getirmistir.
Gelecek i¢in endise etmeli miyiz? Tartisilabilir ancak bugiin, bu sistemler insanoglu

i¢in hayat1 azami derecede kolaylastirmaktadir.

Yapay sinir aglari, insan beyninin belirli bir 6grenme gdrevini yerine getirme
prensibini esas alan bir makine O6grenmesi yaklasimidir. YSA ile tahmin,
siniflandirma, kiimeleme kontrol ve karar verme gibi problemlere hizli ¢oziimler

iretilebilir (Ugur, 2010).

Insan beyninde yaklasik 100 milyar sinir hiicresi bulunur. insan diisiiniip
karar verirken ya da bir uyarana tepki verirken bu sinir hiicrelerinden bazilari

elektriksel olarak bilgi aligverisinde bulunur. Biyolojik bir sinir hiicresi Sekil
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3.17°de goriilecegi iizere hiicre govdesi, dentrit ve axon adinda ii¢ 6nemli kisimdan

olusmaktadir.

Sekil 3.17. Biyolojik sinir hiicreleri (Akilli ve Atil, 2014 ten).

Biyolojik bir sinir hiicresinde axonlar araciligiyla hiicre gdvdesine gelen bilgi,
islendikten sonra gerek goriilmesi durumunda (sinir hiicresinin gorevine bagh
olarak belirli bir esik degerin iizerinde ise) dentritler araciligiyla axon uglarinda
bulunan ve fiziksel olarak var olmayan sinaps adi verilen bosluklara iletilir ve
elektriksel olarak diger sinir hiicrelerine sinyal gonderilir. Bu sekilde iki sinir

hiicresi bilgi aligverisinde bulunur.

Noron (yapay sinir hiicresi) ise biyolojik bir sinir hiicresinin fonksiyonlarinin
mantiksal-matematiksel olarak taklit etmeye calisan yapay sinir aglarinin en temel

elemanidir. Sekil 3.18’de bir néronun yapisi gosterilmistir.

Girdiler Agirliklar Téplaiia
- Fonksiyonu Aktivasyon
X1 @ I - Fonksiyonu

Sekil 3.18. Bir ndronun yapisinin sematik gosterimi
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Bir noron; girdi, agirliklar, toplama ve aktivasyon fonksiyonlar: ile ¢ikti
elemanlarindan olusur. Noronlar bir araya gelerek sinir aglarini olustururlar.

Noronun elemanlar1 asagida agiklanmistir;

% Girdiler

Sekil 3.18’de X harfi ile gosterilen elemanlar bir norona gelen bilgilerdir ve
girdi olarak adlandirilmaktadir. Agin 6grenmesi istenilen 6rneklerden gelen bilgiler
girdi olabilecegi gibi hatanin geri yayilmasi esnasinda hiicrenin kendisinden gelen

bilgiler de girdi olarak adlandirilmaktadir.

s Agirhklar

Norona gelen girdiler rastgele olarak atanan baslangig¢ agirlik degerleri ile
carpilarak toplama fonksiyonuna gonderilir. Daha sonra bu agirliklarin degerleri
giincellenmek suretiyle agin tahmin hatas1 azaltilmaya calisiimaktadir. Ogrenme
gerceklestiginde, agmn bilgileri agirliklarda saklanmakta, bir tahmin yapilmak

istendiginde bu agirlik degerleri kullanilarak tahmin yapilmaktadir.

Tablo 3.4. Bazi toplama fonksiyonlari (Cayiroglu, 2019’dan)

Agirlik degerleri girdiler ile ¢arpilir ve bulunan degerler

Toplam

Net= Z?i 1 X W birbirleriyle toplanarak Net girdi hesaplanir.

Carpim Agirlik degerleri girdiler ile carpilir ve daha sonra

N et:m\il Xi*W, bulunan degerler birbirleriyle carpilarak Net Girdi
hesaplanir.

Maksimum n adet girdi icinden agirliklar girdilerle carpildiktan

Net=Max(X;*W) sonra i¢lerinden en biiyiigii Net girdi olarak kabul edilir.

Minimum n adet girdi i¢inden agirliklar girdilerle carpildiktan

Net=Min(X;*W;) sonra iglerinden en kiictigii Net girdi olarak kabul edilir.

Cogunluk n adet girdi icinden girdilerle agirliklar carpildiktan
Net= Z!l]'\il sgn(X;*Wy) sonra pozitif ile negatif olanlarin sayis1 bulunur. Biiyiik

olan say1 hiicrenin Net girdisi olarak kabul edilir.

Kiimiilatif toplam Hiicreye gelen bilgiler agirlikli olarak toplanir. Daha
Net=Net(eski)+ 3, X;*W,

once hiicreye gelen bilgilere yeni hesaplanan girdi

degerleri eklenerek hiicrenin Net girdisi hesaplanir.
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R/

% Toplama fonksiyonu

Girdi bilgileri, Tablo 3.4’te goriilen ve YSA’nin 6grenmesi istenilen olaya
gore secilmesi gereken toplama fonksiyonlarindan birinden gegirilerek Net girdi

hesaplanir.

«» Aktivasyon fonksiyonu

YSA’da toplama fonksiyonundan gelen bilgiler Tablo 3.5’te goriilen
aktivasyon fonksiyonlari arasindan tercih edilen birinden gegirilerek girdi degerine
karsilik tiretilecek ¢ikt1 degeri hesaplanir. CKA modelinde bu fonksiyonun tiirevi
alimabilir bir fonksiyon olmas1 gerekir. Tez calismast kapsaminda bu

fonksiyonlardan sigmoid fonksiyonu kullanilmistir.

Tablo 3.5. Bazi aktivasyon fonksiyonlari (Cayiroglu, 2019)

Dogrusal Dogrusal problemleri ¢6zmek igin
. _ kullanilir. Toplama fonksiyonundan
(Lineer) F(NET) = A* NET ¢ikan sonug, belli bir katsayi ile
Aktivasyon (A sabit bir say1) carpilarak hiicrenin ¢iktis1 olarak
. hesaplanir.
Fonksiyonu
Adim (Step) Ge}eq Net girdinin bélir‘l.enen bir esik
- . degerin altinda veya iistiinde
Aktivasyon F(NET)z{l Eger NECEsik deger olmasina gore hiicrenin ¢iktisi 1 veya
0 Eger Net<Esik deger oL E y
Fonksiyonu 0 degerini alir.
Sigmoid aktivasyon fonksiyonu
) ] stirekli ve tiirevi alinabilir bir
Sigmoid _”/,-——— fonksiyondur. Dogrusal olmayist
Aktivasyon F(NET)= ! dolayistyla yapay sinir ag1
) I+eNet uygulamalarinda en stk kullanilan
Fonksiyonu fonksiyondur. Bu fonksiyon girdi
degerlerinin her biri igin 0 ile 1
arasinda bir deger iiretir
Tanjant Sigmoid fonksiyonuna benzer.
Hiperbolik e ety o Ne ii%m"id. fonksiyonunda giktr
_ / F(NET)= egerlen.O ile 1 arasinda d?glslrlfen
Aktivasyon eNet_g-Net bu fonksiyonunun ¢ikis degerleri -1
F . ile 1 arasinda degismektedir.
onksiyonu
B Gelen bilgiler 0’dan kiigiik ya da esit
Esik Deger 0 Eéger Net<0 oldugunda 0 ¢iktist,
Fonksivonu F(NET)={Net E%er 0<Net<l | 1 den biiyiik ya da esit oldugunda 1
y 1 Eger Net>1 ciktist, O ile 1 arasinda oldugunda ise
yine kendisini veren ¢iktilar iiretir.
Siniis Ogrenilmesi diisiiniilen olaylarin
. s siniis fonksiyonuna uygun dagilim
Aktivasyon F(NET)=Sin(NET) gosterdigi durumlarda kullanilir
Fonksiyonu
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Sekil 3.18’de Y harfi ile gosterilen eleman, bir ndrona gelen girdi bilgilerinin
cesitli hesaplamalar ve fonsiyonlardan gegirildikten sonra elde edilen ¢ikti
bilgileridir. Bu bir tek ¢ikt1 olabilecegi gibi birden fazla ¢ikti da olabilmektedir.
Geri yayilimh agda, agin trettigi ¢ikti bilgileri, agin 6grenmesi beklenen ¢ikti

bilgileri ile karsilastirilarak elde edilen hatanin minimize edilmesi amaglanir.

3.2.2.1 Yapay sinir aglarinda kullanilan 68renme kurallari

Yapay sinir aglarinda cogu 6grenme kurali Hebb ogrenme kuralina
dayanmaktadir. Bilinen en eski 6grenme kurali olan Hebb kurali bir hiicrenin
kendisi aktif ise bagli bulundugu hiicreyi aktif yapmaya, pasif ise pasif yapmaya
calisir. YSA’da en sik kullanilan 6grenme kurallar1 Kohonen, Hopfield ve Delta
ogrenme kurallaridir. Delta 6grenme kurali, Hebb kuralinin biraz daha gelistirilmis
halidir. Bu kurala goére beklenen ¢ikti ile gergeklesen ¢ikti arasindaki farkin
azaltilmasi i¢in agirliklarin siirekli degistirilmesi gerekir ve agin trettigi ¢ikt1 ile
beklenen ¢ikti arasindaki farkin yani hatanin kareler ortalamasinin en az olmasi
hedeflenmektedir (Oztemel, 2003). Delta kurali icin &rnek bir hesaplama Tablo

3.6’da verilmistir.

Tablo 3.6. Delta 6grenme kuraliyla 6rnek bir hesaplama

0x1+0x1=0<5
Ox1+1x1=1<5
1x1+0x1=1<5
1x1+1x1=2<5

0x3+0x3=0<5
0x3+1x3=3<5
1x3+0x3=3<5
1x3+1x3=6>5

Rk |lo|lo|X
RO |o|<
l=ll=l[=]'e)

o|o|o|olM
RlOo|lo|ob>

R lO|lo|oM

Tablo 3.6’da goriilen X ve Y degiskenleri girdi degerleridir. Cikt1 degeri C,
esik degeri b, gozlenen degerler ile beklenen degerler arasindaki fark yani delta A
simgesiyle ve agirliklar W harfleriyle gosterilir. Delta 6grenme kurali anlatilirken
miihendislik ¢aligmalarinda siklikla kullanilan mantiksal AND operatorii degerleri
kullanilmistir. Mantiksal AND operatoriine gére X=0 ve Y=0 iken C= 0; X=0 ve
Y=1 iken ayn1 zamanda X=1, Y=0 iken C=0; X=1 ve Y=1 iken ise C=1 degerini
almaktadir. Agirlik degerleri (W1, W), 6grenme oran1 (L) ve esik degeri (b)

baslangicta rastgele olarak secilir ve kiiciik degerler alinmasi durumunda agin
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egitiminin uzamasi, biiyiilk degerler alinmasi durumunda ise agin lokal minimuma
takilmasi s6z konusu olabilir. En iyi degerlerin se¢imi igin gelistirilmis herhangi bir

yontem yoktur (Oztemel, 2003).

Ornek uygulamada hesaplamalarin kisa siirmesi ve konunun anlasilmasini
kolaylastirmak amaciyla agirliklar 1, 6grenme oranit 2 ve esik deger 5 olarak
alimmistir.  Toplama fonksiyonu olarak Tablo 3.4’te formiilii gosterilen
fonksiyonlardan toplam fonksiyonu, aktivasyon fonksiyonu olarak ise Tablo 3.5’te
formiilii gosterilen adim fonksiyonu kullanilmistir. Hesaplamalar Esitlik 3.1-3.7°de

verilen denklemler yardimiyla agagidaki gibi olacaktir;

Toplama fonksiyonu;

2=X1*W1+Y1*W> (3.1)

2=0*1+0%*1 = 0 olarak hesaplanmuistir.

Aktivasyon fonksiyonu esik deger 5 olarak alindigindan;

Eger 2>5 => (=1, 2<5=> (=0 ise

2<5 oldugundan 6rnegimiz i¢in C=0 olacaktir.

Beklenen ¢ikt1 degeri de 0 oldugundan beklenen deger ile gozlenen deger
arasindaki fark yani A=0 olacaktir. Bu durumda agirliklarda bir giincelleme
yapilmaksizin bir sonraki 6rnek veri girdi olarak aga sunulur. Hesaplamalar

asagidaki gibidir;

Toplama fonksiyonu Esitlik 3.2 yardimiyla;

2=X2*"W1+Y2*W> (3.2)

2=0*]+1%*] = I olarak hesaplanacaktir.

Aktivasyon fonksiyonu ise esik deger 5 olarak alindigindan;
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Eger 2>5 => (=1, 2<5=> (=0 ise;

2<5 oldugundan 6rnegimiz i¢in yine C=0 olacaktir.

Yine agirliklarda bir giincelleme yapilmayarak bir sonraki girdi degerleri aga
gosterilir. Bir sonraki girdi degerleri ayn1 oldugundan agin ¢ikt1 olarak 0 degerini
iretecegi aciktir. Bu nedenle islem tekrar edilmeyecek bir sonraki veri ile iglemler
yapilacaktir. Son veride hem X degiskeni hem de Y degiskeni 1 degerlerini almistir.
O halde hesaplamalar asagidaki gibi olacaktir.

Toplama fonksiyonu Esitlik 3.3 yardimiyla;

2=X*W1+Y4*W2 (3.3)

2=]*[+1*] = 2 olarak hesaplanmistir.

Aktivasyon fonksiyonu ise esik deger 5 olarak alindigindan

Eger X>5 => C=1, X<5=> (=0 ise;

2<5 oldugundan 6rnegimiz igin yine C=0 olacaktir.

Ag yine ¢ikt1 olarak sifir degerini iiretmektedir. Ancak beklenen deger bu
asamada 1 oldugundan gozlenen degerle 1 birimlik fark olusacaktir. Yani A=1
olmaktadir. Bu asamada 1 birimlik farkin agin elemanlarina dagitilmasi yani
agirliklarin giincellenmesi gerekmektedir. Bu noktada bir diger etken ise 6grenme
oranidir. Agirliklar giincellenirken 6grenme orani dikkate alinir. Yeni agirliklar

Esitlik 3.4 ve 3.5 yardimyla;

Ws= Wi+ 4 *X4 (3.4)

Wi= Wo+ 4 *Y4 (3.5)

W3= 1+2*1 = 3 olarak ve
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Ws4= 1+2*1 = 3 olarak hesaplanmuistir.

Giincellenen yeni agirliklar ile hesaplamalar yeniden yapilacak olursa;

Toplama fonksiyonu Esitlik 3.6 yardimiyla;

2=X1*W3+Y1*W, (3.6)

2=0%*3+0*3 = 0 olarak hesaplanmistir.

Aktivasyon fonksiyonu ise esik deger 5 olarak alindigindan;

Eger 2>5 => (=1, X<5=> C=0ise

2'<5 oldugundan 6rnegimiz i¢in C=0 olacaktir.

Diger iki girdi degerleri i¢in de bu hesaplamalar yapilacak olursa ¢ikti
degerinin 0 oldugu goriilecektir. Yine beklenen degerle bir fark olugmadigi igin
agirliklarda herhangi bir giincelleme yapilmaz. Son girdi degerleri icin islem

asagidaki gibi olacaktir.

Toplama fonksiyonu Esitlik 3.7 yardimiyla;

2=X*W3+Y4*Wy (3.7)

2=1*3+1*3 = 6 olarak hesaplanmistir.

Aktivasyon fonksiyonu ise esik deger 5 olarak alindigindan;

Eger X>5 => (=1, X<5=> (=0 ise

2>5 oldugundan C=1 olacaktir.

Son asamada beklenen deger 1 oldugundan agin iirettigi ¢ikti degeri ile bir

fark olusmamistir. Diger {i¢ girdi degiskeni i¢inde beklenen ve gozlenen arasinda
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fark olmadigindan giincellenen yeni agirliklarla agin egitimi tamamlanmis olur.

Yani mantiksal AND operatorii 6grenilmistir denilir.

Agm o6grenmesi, boyle basit bir 6rnekte tek bir néron ve tek katmanl
algilayict ile miimkiin olabilir. Ancak sinir aglar1 genellikle daha karmagik
problemlerin ¢oziimlerinde ve dogrusal olmayan iliskiler incelendiginde tercih
edilmektedir. Dogrusal olmayan veri yapilarindan en bilineni XOR problemidir ve
bu problem yapay sinir aglar1 ¢alismalarinin durma noktasina gelmesine neden
olmustur. Oyle ki Minsky and Papert (1969) tarafindan yazilan “Perceptron” isimli
kitapta algilayicilarin XOR problemini ¢6zemedigi ispatlaninca, YSA icin yaklagik
20 sene siiren bir duraklama devrine girilmistir. YSA calismalarinin yeniden hiz

kazanmas1 ¢cok katmanl algilayict modelinin bulunmast ile olmustur.

3.2.2.2 Yapay sinir aglarinda 68renme stratejileri

Genel olarak YSA’da ii¢ farkli 6grenme stratejisi kullanilmaktadir. Bunlar

egitimli 6grenme, destekleyici 6grenme ve egitimsiz 6grenme stratejileridir.

< Egitimli 68renme

Agin 6grenmesi istenilen ¢iktilar ve bu ¢iktilarin 6grenilmesi i¢in gereken
girdilerin aga gosterildigi strateji, egitmenli Ogrenme stratejisi olarak
adlandirilmaktadir (Haykin, 2009). Cok katmanli algilayict modeli bu stratejiyle
gelistirilmistir. Calismamiz kapsaminda aga canli agirhik ciktist ve bu ¢iktiyi
ogrenebilmesi i¢in alan ve yiikseklik girdileri verilmistir. Bu nedenle ¢alismamizda

kullandigimiz strateji, egitimli 6grenme stratejisidir.

+ Destekleyici 68renme

Aga girdi degiskenlerinin sunuldugu ancak ¢ikt1 degiskenlerinin verilmedigi
bunun yerine iretilen ¢iktilarin dogru veya yanlis oldugu ile ilgili bir sinyal

verildigi ag stratejisidir (Oztemel, 2003).
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« Egitimsiz 68renme

Aga bir ¢ikt1 ya da sinyal verilmeyip agin ¢iktilar1 kendisinin iirettigi ag
stratejisidir. Ciktilarin ne anlama geldigi kullanici tarafindan yorumlanmaktadir.
Genellikle kiimeleme problemlerinin ¢dziimiinde kullanilmaktadir (Oztemel,

2003).

3.2.2.3 Yapay sinir ag1 modelleri

YSA fikri ortaya atildig1 glinden giiniimiize kadar farkli problemlere ¢6ziim
bulmak amaciyla yeni modeller gelistirilmeye devam edilmistir. Bu modellerden
bazilar1 (Oztemel, 2003; Ghosh-Dastidar and Adeli 2009; Haykin, 2009) asagida

verilmistir;

Tek katmanli algilayici

- Basit algilayict modeli (perceptron)

- Adaline/Madaline

- Cok katmanl algilayici (egitimli 6grenme)
- LVQ modeli (destekleyici 6grenme)

- ART aglar (egitimsiz 6grenme)

- SOM aglar

- Evrisimsel yapay sinir aglar ve

- Ignecikli yapay sinir aglaridir.

Cok katmanli algilayict modeli, YSA ¢alismalarinin durma noktasina geldigi
bir donemde gelistirilmis ve YSA tarihinde yeni bir donemin baglamasina neden
olmustur. Bu model mithendislik problemlerinin hemen hemen hepsine ¢oziimler
iiretebilecek giictedir (Oztemel, 2003). Ozellikle smiflama, tanima ve tahmin
problemleri i¢in ¢ok Onemli bir ¢dziim aract olmasi nedeniyle ¢alismamizda bu
model kullanilmigtir. Bu nedenlerle bu boliimde YSA modellerinden sadece CKA

modelinin tanitim1 yapilacaktir.
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< Cok Katmanh Algilayici (CKA)

YSA’da girdi katmani ile ¢ikti katmani arasina gizli katman ya da katmanlar
eklendiginde dogrusal olmayan veri yapilarinin Ogrenilmesinde basari
saglanmaktadir. Sekil 3.19°da goriilen Mantiksal AND operatorii ve XOR
operatoriinlin karsilastirilmasi incelenecek olursa, mantiksal AND operatoriinde
degiskenler arasinda dogrusal bir iliski oldugundan tek bir dogru ¢izerek siniflara
ayrilabilmektedir. Ancak XOR operatoriinde ise tek bir esik degerinin iizerinde
kalan kisim ele alindiginda yani X=0 ve Y=0 iken c¢ikt1 degerinin 0 olmasi
saglanabilirken X=1 ve Y=I iken ¢ikt1 degerinin 0 olmasi saglanamamaktadir.
Daha 6nce mantiksal AND operatoriinde anlatilan hesaplamalar dikkate alinirsa 5
esik degerinin iistiinde kalan kisim i¢in 1 ¢ikt1 degeri tiretilmesi saglanmisti. Burada
XOR operatoriiniin ¢éziimiinde bir gizli katman dolayisiyla ikinci bir esik degeri -
5 olarak alinirsa X=1 ve Y=1 iken O ¢iktisinin {iretilmesi saglanabilir. Yani +5 esik
degerinin Ustii ve -5 esik degerinin altinda 1 ¢iktisi iiretilirken arada kalan degerler

icin O ¢iktisi iiretilmekte ve agin egitimi bu sekilde tamamlanmaktadir.

—~|=lo|lo|A
—|o|~ o |-
=R Ek=RE=1'e
==
— o |~ o |
S |=|= oA

0 0 \ oA 1

MANTIKSAL AND OPERATORU XOR PROBLEMI

Sekil 3.19. Mantiksal AND operatorii ve XOR operatdriiniin karsilastirilmasi
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Sekil 3.20°de yapist gosterilen ileri beslemeli, geri yayilimli ¢ok katmanli
algilayici (Feed forward, backpropagation multilayer perceptron) modelinde amag
beklenen c¢ikti degerleri ile gozlenen ¢ikti degerleri arasindaki hatanin kareler

ortalamasinin azaltilmasidir.

ileri dogru hesaplamalar

— 1kt Katrmarni
Girdi katman Gizli katman S

) <
s - e
© @/

Hatanin geriye yayilmasi

Sekil 3.20. Cok katmanli ileri beslemeli geri yayilimli yapay sinir aglarinin yapisi.

% lleri beslemeli, geri yayilimh aglar

Ileri beslemeli geri yayilmli yapay sinir aglarida iki temel adim vardir.
Oncelikle ileri dogru, girdi bilgileri ile agirliklar bir toplama fonksiyonundan
gecirilerek bir ¢ikt1 degeri iretilir, daha sonra bu ¢ikti degerleri agin 6grenmesi
istenen ¢ikt1 degerleri ile karsilagtirilarak hata hesaplanir, hatanin azaltilmasi i¢in
geriye dogru hesaplama yapilarak agirliklar giincellenir. Hatanin azaltilmasi bir en
iyileme problemidir ve YSA’da hatayr en aza indirmek amaciyla ¢esitli
optimizasyon tekniklerinden yararlanilmaktadir. En temel yontem Gradyan azaltma
(GD) yontemi olup bu yontemin amaci tiirevi alinabilir bir fonksiyon yardimiyla
Sekil 3.21°de goriilen hata uzayinda global minimuma ulagmak ic¢in egimin
azaltilmasidir. Literatiirde dik inis, egim azaltma ve gradyan inis olarak da gegen
daha sonra egimin tersi yoniinde giderek egim adim adim azaltilmak suretiyle
minimuma ulagilmaya calisilir. Bu azaltma islemi i¢in gerceklesen her bir adim

iterasyon olarak adlandirilmaktadir.
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Sekil 3.21. Hata uzayinda gradyan azaltmanin gdsterimi.

Sekil 3.21°de goriilen egimin sifir oldugu w noktasi hatanin en az oldugu
noktadir. Bu degerin sifir olmasi arzu edilir ancak her zaman miimkiin
olmamaktadir. Bu nedenle belirli bir hata toleranst kabul edilerek minimum

gradyan degeri (GD) belirlenir.

3.2.2.4 Yapay sinir aglarinda ag performansini etkileyen parametreler

YSA’da ag performansini etkileyen pek c¢ok parametre vardir. Bunlardan tez

calismas1 kapsaminda etkinligi arastirilanlar asagida 6zetlenmistir.

< Momentum giincelleme katsayis1 (MU)

Ogrenme algoritmasinin lokal minimuma takilmamasi i¢in gelistirilmis bir
katsayidir. Bu calismada birisi MATLAB tarafindan onerilen (0.001) olmak tizere
ti¢ farkli momentum giincelleme (momentum update) katsayist (0.001, 0.005 ve
0.01) gesitli on denemeler sonucunda etkili olabilecegi diisiiniilerek egitim

denemelerinde kullanilmistir.

% Ogrenme oram (LR)

Ogrenme oram (learning rate) agirliklarin ne kadar hizli giincellenecegini

belirleyen bir katsayidir. Bu caligmada yapilan 6n ¢alisma sonucunda ¢ farkl
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ogrenme orant (0.01, 0.05 ve 0.1) dikkate alinarak 6grenme oraninin etkinligi

incelenmistir.

+«» Dongii sayisi

Dongii sayis1 bir durdurma kriteri olarak kullanilmaktadir. Bu kriterin dogru
secilmedigi durumda agin fazla egitilmesine (overtraining), bu da egitim setinde
¢ok az hata olmasina karsin test setinde yiiksek hatalar olugsmasina neden
olmaktadir. Yani ag 6grenmesi gerekirken ezberlemektedir. Asir1 egitimin Oniine
gegmek i¢in dongii sayisi (epoch) sinirlandirilir. Bu ¢alismada, ti¢ farkli dongii
sayist (100, 500 ve 1000) gesitli on denemelerden sonra belirlenmis ve bu degerler

kullanilarak egitilen aglarin performansi degerlendirilmistir.

« En ivi dongii sayis1 (EDS)

Yapay sinir aglarinda durdurma Kriterleri dongii sayist ile sinirh degildir.
Ornegin gradyan istenilen diizeye ulastiginda da yine agin egitimi durmaktadir. Bu
gibi dongii sayis1 disindaki parametrelere bagli olarak egitimin durmasi durumunda
agin kac dongii yaptig1 yine tez kapsaminda kayit altina alinmis ve bu agidan da

egitim algoritmalariin etkinligi irdelenmistir.

+ Gradyan (GD)

Yapay sinir aglarinda hatalar Sekil 3.25’deki gibi bir hata uzayinda dagilim
gostermektedir. Bu hatalarin en azini belirlemek igin bir gradyan degeri ile egimin
tersi yonde tiirev alinarak egim azaltilir ve minimum hata degeri bulunmaya
calisilir. Bu calismada, yapilan 6n denemeler sonucunda etkili olabilecegi
diisiiniilen ii¢ farkli minimum gradyan degeri (1077, 10 ve 10°) kullanilarak aglarin

performansina etkisi incelenmistir.

«+ Katman sayisi (KS)

Cok katmanli algilayict modelinde girdi ve ¢ikti katmaninin yani sira gizli
katman(lar) eklenerek dogrusal olmayan veri yapilariin Ggrenilmesi

hedeflenmektedir. XOR problemi igin verilen ornekte anlatildigi gibi veriyi
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smiflandirabilmek i¢in tek bir dogru yeterli olmadigindan bir ara katman eklenerek
¢Ozlim iretilmisti. Katman sayisina bu husus dikkate alinarak verinin yapisina gore
karar verilebilir. Tez ¢alismasinda katman sayisinin artirtlmasinin ag performansina
etkisi de incelenmek istediginden ti¢ farkli katman sayisi (1-2-3) denenmis ve elde

edilen sonugclar arastirma bulgularinda verilmistir.

«* Noron savisi (NS)

YSA’da her bir katmanda ndronlar (sinir hiicreleri) bulunmaktadir. Girdi ve
c¢ikt1 katmanlarindaki ndronlarin sayist bu katmanlardaki degisken sayisina esittir
(Ataseven, 2013). Gizli katmanda kag¢ noron bulunmasi gerektigi ile ilgili herhangi
bir kural bulunmamaktadir. Bu da bir dizi deneme yapmayi gerektirmektedir.
Calismada yiikseklik ve alan girdi degiskeni, agirlik ise ¢ikt1 degiskeni olarak
kullanildigindan girdi katmaninda iki, ¢ikt1 katmaninda bir néron bulunmaktadir.
Gizli katman noéron sayisinin ka¢ olacagi bilinmediginden ¢esitli denemeler
yapilmasi gerekebilir. Tez calismasinda yapilan bir 6n deneme sonucu ag
performansi i¢in uygun olacag diisiiniilen gizli katmanda iig, bes ve sekiz néron
bulunmasi durumlar1 denenmis, ndron sayisinin hatayr azaltmadaki etkinligi

incelenerek bulgular kisminda verilmistir.

«» Miisaade edilen en cok basarisiz dongii sayisi1 (Max fail)

YSA’da egitimin gereksiz yere devam etmesinin Onlenmesi amaciyla
uygulanan durdurma kriterlerinden birisi de dogrulama setinde hatanin artik
azalmadig1 ardigik dongii sayisinin sinirlandirilmasidir. MATLAB’te bu deger
varsayilan olarak alt1 alinmistir. Yani agin egitimi esnasinda altt dongili boyunca
dogrulama setinde hata art arda azalmazsa egitim durdurulmaktadir. BR
algoritmasinda dogrulama seti olmadigindan durdurma Kkriteri yoktur. BR
algoritmasiyla yapilan denemelerde goriildiigii kadariyla genellikle MU katsayisi
belirlenen degere ulasinca egitim durmaktadir. Miisaade edilen en ¢ok basarisiz
dongii sayisi, GDX ve LM algoritmalarinda dogrulama seti oldugu i¢in egitimin
durdurulmasinda etkili bir kriter olmustur. Tez ¢alismasinda bu degerin alt1 olarak
alinmas1 GDX algoritmasinda yetersiz egitimle sonuclanmis ve hatalar yiiksek

cikmigtir. Birkagc denemeden sonra LM ve GDX algoritmalariin
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karsilastirilabilecegi miisaade edilen en ¢ok basarisiz dongii sayist 250 olarak
belirlenmistir. Bu degerin 250 alinmastyla GDX algoritmasi en ¢ok dongii sayisi
olan 1000 dongiiye kadar egitime devam etmistir. LM algoritmasinda Sekil 3.22°de
goriilecedi lizere 13 dongiide en diisiik hatayr yakalamasina karsin 250+13=263
dongliye kadar egitime devam etmistir. Calisma bulgularimiza goére LM
algoritmasinda bu degerin 10 olarak alinmasi Onerilmektedir. Ancak GDX
algoritmasinda bu degeri yiiksek tutmakta (dongii sayisinin %25°1 yeterli olabilir)

fayda goriilmektedir.

3.2.2.5 YSA’da kullanilan 68renme algortimalari

YSA’da kullanilan bir¢ok &grenme algoritmasi bulunmaktadir. Bunlardan
MATLAB’de kullanabilir olanlar Tablo 3.7’de verilmistir. Daliakopoulos et al.
(2005) bu algoritmalardan LM, BR ve GDX algoritmalarinin digerlerinden
performans bakimindan daha etkili oldugunu bildirmistir. Bu nedenle ¢alismada,
LM, BR ve GDX algoritmalari, hatay1 azaltmadaki basarilar1 ve egitimde gecen

siireleri bakimindan karsilastirilmistir.

Tablo 3.7. MATLAB te kullanilabilir 6grenme algoritmalart.

OGRENME ALGORITMASI
Levenberg-Marquardt (LM)

Bayesian Regularization (BR)

Gradient Descent with Momentum and Adaptive Learning Rate (GDX)
BFGS Quasi-Newton (BFG)

Resilient Backpropagation (RP)

Scaled Conjugate Gradient (SCG)

Conjugate Gradient with Powell/Beale Restarts (CGB)
Fletcher-Powell Conjugate Gradient (CGF)
Polak-Ribiére Conjugate Gradient (CGP)

One Step Secant (OSS)

Gradient descent with momentum (GDM)

Gradient descent (GD)

« Levenberg-Marqgquardt algoritmasi

LM algoritmas: Levenberg ve Marquardt adli bilim insanlar1 tarafindan
Newton’un optimizasyon metodu ile gradyan azaltma metodunun gii¢lii yonlerini

bir araya getirmek icin gelistirilmistir. Newton metodunda hizli bir sekilde lokal
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veya global minimuma yakinsama saglanirken, gradyan azaltma metodunda yavas
bir yakinsama olmasina ragmen daha az lokal minimum problemi yasanmaktadir.
LM iki yontemi beraber ele alarak hem daha hizli hem de lokal minimuma

takilmadan bir egitim ger¢eklesmesini amaglamaktadir (Haykin, 2009).

LM 6grenme algoritmast hata kareler ortalamalarinin azaltilmasinda Hessian

matrisini kullanir. Hessian matrisi Esitlik 3.8’de yer almaktadir;

H=JTJ (3.8)

Burada J Jacobian matrisidir ve ag hatalarinin agirliklara gore birinci tiirevi olup

Esitlik 3.9 ile hesaplanir;

de(n)
ow(n-1)

J(n)=

(3.9)

Burada;

n: iterasyon sayist,

4 tiirev sembolii,

e: ag hatalar1 vektorti,

w: baglanti agirhiklardir.

Bu durumda gradyan denklemi;

g=J% (3.10)
ve baglant1 agirliklari;

sy =wif ST +ud] e (3.11)
seklinde hesaplanir. Burada;

wy : K. iterasyondaki agirlik

I : birim matris

u : Marquardt parametresidir.
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Marquardt parametresi sifir oldugunda Levenberg Marquardt algoritmasi Newton

algoritmas1 adini1 alir (Yetkin, 2015).

Sekil 3.22°de tez calismasi kapsaminda yapilan egitimlerden birine ait LM
algoritmasi performans grafigi verilmistir. LM algoritmas1 ¢alismada kullanilan
diger algoritmalara gore daha az dongii sayisi ile egitimi bitirmistir. Ancak K-katl
capraz dogrulama ile verinin ayrildigr durumda, dogrulama (validation) setinin
olmayisi nedeniyle egitim durdurulmamis ve miisaade edilen son dongiiye kadar
devam etmistir. Sekil 3.22’den anlasilacagi gibi bu durum LM algoritmasinda

yiiksek hatalara neden olmaktadir.

. Best Validation Performance is 1138.729 at epoch 13
10

Train
Validation
5 Test

Mean Squared Error (mse)

0 50 100 150 200 250
263 Epochs

Sekil 3.22. LM algoritmasi ile egitimde performans grafigi

«» Bayesian Diizenleme Algoritmasi:

Bu algoritma Levenberg-Marquardt algoritmasi esas alinarak gelistirilmis bir
algoritma olup (Kiiciikkonder, 2011) amag¢ fonksiyonunun parametreleri igin

otomatik olarak optimum degerleri ayarlayan bir algoritmadir (Daliakopoulos et al.,
2004).
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. Best Training Performance is 1269.8446 at epoch 274
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Sekil 3.23. BR algoritmast ile egitimde performans grafigi

Sekil 3.23’te tez calismasi kapsaminda BR algoritmasiyla yapilan bir egitimin
performans grafigi verilmistir. BR algoritmasiyla egitimde once hatalarda biiyiik
bir azalma olmus daha sonra 274 dongiiye kadar ¢ok az azalarak devam etmis ve

274 dongiide egitim sonlanmistir.

+ Degisken 6grenme oranh gradyan azaltma algoritmasi (GDX)

Bu yontem agin agirlik ve esik degerlerinin hesaplanmasinda geri yayilim

algoritmasini kullanir. Her degisken momentum ile gradyan azaltarak diizeltilir.

. Best Validation Performance is 1254.3956 at epoch 953
10 ¢
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Sekil 3.24. GDX algoritmasi ile egitimde performans grafigi

GDX algoritmasi, Optimizasyonun her bir adiminda performans diiserse

O0grenme oraninin artirilmasi ilkesine dayanir (Daliakopoulos et al., 2004). Sekil
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3.24’te tez kapsaminda yapilan egitimlerden birine ait performans grafigi
verilmistir. GDX algoritmasiyla egitimde, agin egitimi 1000 dongiiye kadar devam
etmekte ve hatalar giderek azalmaktadir. Grafikten de anlasilacagi lizere dongii
sayisinin diigiik tutulmasi GDX algoritmasinda yiiksek hatalarla sonuglanabilir.
Dongii sayisinin artirllmast durumunda hatalarin daha da azalip azalmayacagi
sorusu akla gelebilir. Bunu tespit etmek tizere ¢alismamizda 100 bin dongiiye kadar
deneme yapilmasina ragmen hatalarda kayda deger bir azalma olmadigi

(MAPE=%4.85) gozlemlenmistir.

3.2.2.6 Yapay sinir aglarinda verilerin normalizasyonu

Yapay sinir aglarinda agirliklar baslangigta genellikle kiiciik degerler olarak
alindigindan veri seti biiyiik rakamlardan olusuyorsa dongii sayis1 ve egitim siiresi
uzamaktadir. Hatta baz1 durumlarda agin lokal bir minimuma takilip hatali sonuglar
iiretmesine sebep olmaktadir. Bu problemin etkisini gidermek amaciyla verilere
cesitli normalizasyon yontemleri uygulanmaktadir. Verilerin  normalize
edilmesinde genellikle asagida formiilleri verilen lineer, min-max ve z-skor
normalizasyon yontemlerinden biri kullanilmaktadir. Bu c¢alismada z-skor

normalizasyonu kullanilmistir.

« Lineer normalizasyon

Bir veri setindeki tiim verilerin en biiyiik degere (max) boliinmesi ile verilerin
normalize edilmesi islemidir. Veriler 0 ile 1 araliginda degerler alir (Ar1 ve
Berberler, 2017). Bu normalizasyon teknigine iligkin matematiksel gosterim Esitlik

3.12’de verilmistir;

Xyop=— (3.12)

or;
b Xmax

< Min-Max normalizasyonu

Veri setindeki biitlin verileri 0 ile 1 araliginda olacak sekilde standartlagtiran

bu yontemde minimum (min) ve maksimum (max) degerler dikkate alinarak diger
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biitiin degerler bu degerlere gore normallestirilir (Yavuz ve Deveci, 2012). Bu

normalizasyon teknigine iliskin matematiksel gosterim Esitlik 3.13te verilmistir;

Xy =20 (3.13)

Xmax~Xmin

«» Z-Skor normalizasyonu

Aritmetik ortalama ve standart sapma dikkate alinarak yapilan bu
normalizasyon tekniginde veriler normallestirilerek, veriler arasindaki uzaklik
ortadan kaldirilir ve verilerdeki ug noktalar azaltilir (Yavuz ve Deveci, 2012). Bu

normalizasyon teknigine iliskin matematiksel gosterim Esitlik 3.14’ te verilmistir;

&
=l

Qll

(3.14)

nor;

3.2.2.7 K kath capraz dogrulama

YSA’da veriler test, egitim ve gecerlilik setlerine ayrilirken genellikle
verilerin rastgele olarak belirli oranlarda alt setlere ayrilmasi tercih edilir. Bu oran
MATLAB varsayilan ayarlarinda %70 egitim, %15 test ve %15 dogrulama seti
seklindedir. Veri seti rastgele olarak ayrildiginda bazi durumlarda setlere diisen
gozlemler, sansa bagli olarak uygun geldiginden diisik hatalar ile egitim
gerceklestirilebilmektedir. Ancak bu hatalar gelecekte yapilacak tahminler igin
tutarlilik gostermeyebilir. Ozellikle ¢alisma kapsaminda farkli algoritmalarin hatay:
azaltmadaki etkinligi de incelendiginden bu durumun 6niine gegcilebilmesi adina
veri seti yedi defa rastgele alt setlere ayrilarak egitilen yedi agin ortalama hatalari
dikkate alinmistir. Bunun digsinda veri setindeki her bir gézlemin hem test hem de
egitim setinde kullanildig1 ¢apraz dogrulama yontemi ile de ¢aligma verisi alt setlere
ayrilmis ve rastgele ayirma ile elde edilen hatalarin dogrulugu da test edilmek
istenmistir. Bu amagla verinin yaklasik olarak %15°1 test seti %85’1 egitim seti
olacak sekilde yedi pargaya ayrilmis, bir pargasi test ve alt1 pargast egitim verisi
olacak sekilde egitim gergeklestirilmis, bu yedi agla yapilan tahminlerdeki MAPE,

RMSE ve R? degerlerinin ortalamalar1 alimustir.
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Gergekte biyolojik veriler i¢in tahmin yapilmak istendiginde rastgele ayirma
ile egitilen yedi agdan en diigiik hata ile sonuglanan ag1 kullanarak tahmin yapmak
mimkiindiir. Ancak capraz dogrulamada en diisiik hata ile sonu¢ veren agin
kullanilmas1 dogru olmaz, ¢capraz dogrulama kullanilmak tizere bir ag egitmek i¢im
degil, genelde makine Ogrenmesi modelinin basarisini tahminlemek igin
kullanilmaktadir (A. Ugur, 2019, sozlii goriisme). Capraz dogrulamanin sematik
gosterimi Tablo 3.8’de verilmistir. Tablo 3.8’de goriilecegi lizere veri seti 6ncelikle
yedi kisma ayrilir daha sonra setin ilk boliimii (K1) test seti kalan kisim (K2’den
K7’ye kadar) egitim seti olacak sekilde veri seti ayarlanir. Akabinde verinin ikinci
1/7°1ik kismu test seti kalan kisimlarin tamami egitim seti olacak sekilde ve daha
sonra biitlin veri hem test setinde hem de egitim setinde kullanilacak sekilde

gruplandirilarak islem sonlandirilir.

Tablo 3.8. Capraz dogrulama ile verinin ayrilmasi.

2.Set 3.Set 4.Set 5.Set 6.Set 7.Set

K2
K3
K4
K5
K6
K7

m| m| m| m| M| m

E: Egitim seti T: Test seti

Veri sirali olarak 7 pargaya ayrilacagi gibi rastgele olarak secilen 7 gruba da
ayrilmaktadir. MATLAB’te “crossval” komutu ile veri seti rastgele olarak
ayrilabilmektedir. Bu ¢alismada rastgele olarak 7 gruba ayirma tercih edilmistir. Bu
tercihin sebebi 244 veri olmasindan dolayi test setine verinin yaklasik olarak

%15’inin dahil edilmesidir.

3.2.3 Cok degiskenli uyarlanabilir regresyon egrileri (MARS)

Aralarinda sebep sonug iligkisi bulunan iki degisken arasindaki dogrusal
iligkiyi belirlemek ve bu iligkiden yola ¢ikarak bagimli degiskenin bilinmeyen bir

degerini tahmin etmeye yarayan teknige basit dogrusal regresyon analizi
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denmektedir. Bagimli degiskenin tahmin dogrulugunun artirtlmasi amaciyla birden
cok bagimsiz degisken bir arada kullanilmakta ve bu teknik ¢oklu dogrusal
regresyon olarak adlandirilmaktadir. Bilgisayar biliminde gecti§imiz on yildaki
gelismeler 1518inda, bu klasik regresyon yontemlerinden ziyade karmasik
algoritmalar kullanan yeni regresyon yontemleriyle bagimli degiskenin degeri
tahmin edilmeye calisilmaktadir. Bu regresyon yontemlerinden biri de yiiksek
boyutlu veri setleri i¢in esnek bir modelleme sunan MARS yontemidir (Friedman,
1995). Yontem Chicago dogumlu Amerikan fizik¢i Jerome Friedman tarafindan

tanitilmastir.

MARS, bagimli degiskenin tahmin edilmesinde bir dizi dogrusal regresyon
kullanan parametrik olmayan bir yontemdir. Diigiim olarak adlandirilan sinirlar
arasinda regresyon hattinin egiminin degismesine izin verilerek dogrusal regresyon
pargalar1 belirlenir. Sinirlar belirlenirken dogrusal temel fonksiyonlardan
yararlanilir (Bozagag, 2014). Pargali temel fonksiyonlar ve kombinasyonlari
kullanilarak regresyon yontemlerinde kullanilan hem ileri dogru hem de geriye
dogru ilerleme algoritmalari yardimiyla MARS modeli elde edilebilir (Temel vd.,
2010).

MARS islemi ileriye gidis (forward pass), geriye doniis (backward pass) ve
yumusatma (smoothing) olmak iizere ii¢ asamada gerceklestirilir. Ileriye gidis asa-
masinda, bagimsiz degiskenlere ait eklem fonksiyonlar1 ve isteniyorsa degiskenler
arasindaki interaksiyonlari kapsayan biiyiik bir uzayda arama yapar. Geriye doniiste
onceki asamada belirlenen fonksiyonlardan modelin tahmin giiciine en az diizeyde
katki yapanlar temizlenir. Son asamada boliim sinirlarinin siirekliligini saglamak
i¢in bir yumugatma islemi uygulanir. Bir MARS modeli tahmin esitligi genel olarak

matris gosterimiyle asagidaki gibi yazilabilir (Cebeci, 2020).

y=fX) +e=Po+mMIl =|fmnhn(X) +¢ 3.15

Burada:
M: Modeldeki terimlerin sayist
y: Bagimli degisken vektorii (veya ¢cok bagimli degisken oldugunda matris olur)

X: Bagimsiz degiskenler matrisi
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Bo: Kesme yiiksekligi
Bm: m. terime ait regresyon katsayist

hm(X): Aday fonksiyonlar kiimesi C‘de m. terime ait dayanca fonksiyon veya bu

fonksiyonlardan iki ve daha fazlasinin ¢arpimi seklinde bir interaksiyon terimidir.

MARS yonteminde bagimsiz degiskenlere ait verilerin tamami birkag alt
kiimeye ayrilir ve her alt bolge i¢in farkli matematiksel denklemler belirlenir. Bu
matematiksel denklemlerle MARS, bagimsiz degiskenler ve bagimli degiskenin alt
bolgeleri arasinda baglantilar olusturur. Bu baglantilarin belirlenmesinde Egitlik

3.16 ve 3.17°de verilen fonksiyonlardan yararlanilir (Sevimli, 2009; Koksal, 2017).

_(x—t egerx >t
x =0+ = {0 , diger durum (3.16)

_ _(t—x , egert > x
(x=0-=(=%)+= {0 , diger durum (3.17)

Bu temel fonksiyonlar bagimsiz degiskenlerin gozlenen degerlerini en uygun t
diiglim noktalariyla araliklara bélen pargali dogrusal regresyonlardir ve bunlar Sekil
3.25’te goriildiigii gibi birbirinin yansimasi olan ¢iftlerden olusur. MARS modeli
olusturulurken amag her bagimsiz degisken i¢in Xij gozlem degerlerindeki diiglim

noktalarinda bu ¢ifti bulmaktir (Toprak, 2015).

(t—x)4 (x—t)4

g0 01 02 03 04 05

;
1
i
i
i
i
i
1
:

0.0 oz 0.4 £ 0.6 0B 1.0

T
Sekil 3.25. Temel fonksiyonlarin gosterimi (Koc ve Bozdogan, 2015'ten).

Yontemin Onemli avantajlarindan biri parametrik testlerin gerektirdigi

varsayimlari gerektirmemesidir. Diger 6nemli bir avantaj1 ise bagimsiz degiskenin
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bagimli degiskenle ve bagimsiz degiskenlerin birbirleri ile olan etkilesiminin

modelle tanimlanmasi ve grafiksel bir gosterimle sunulmasidir.

Sekil 3.26’da tez galismasina ait sigirlarda canli agirliklar ile sigirlarin
yiikseklikleri arasindaki iligskinin serpilme diyagrami tizerinde MARS modelinin

grafiksel bir gosterimi verilmistir.

1200
mm— \ARS modeli
1000 Dogrusal regresyon :
@® Veri noktal =
/eri noktalari
% 800 €r1 no
=
)
® 600
E .
© 400 &
200 j
0
100 110 120 130 140 150 160 170
Yikseklik

Sekil 3.26. MARS modelinin grafiksel gosterimi

Sekil 3.26’dan sigirlarin yiikseklikleri ile canli agirliklar1 arasinda her ne
kadar dogrusal bir iliski s6z konusu olsa da dogrusal regresyona ait tahmin denklem
grafigi ile 125cm’den daha diisikk ve 155cm’den daha yiiksek boya sahip sigirlar
i¢cin yapilacak tahminde hatalarin yiiksek olacagi goriilmektedir. Coklu dogrusal
regresyon yonteminin aksine MARS yonteminde temel fonksiyonlar yardimiyla
125cm’den diisik ve 155cm’den daha yiiksek sigirlar icin de daha yliksek

dogrulukla tahmin yapilabilmektedir. Bu da yontemin basarisini artirmaktadir.

Yontemde temel fonksiyonlar kullanildigindan parcali regresyon yontemine
benzemektedir. Ancak iki yontem arasindaki en 6nemli fark temel fonksiyonlarin
MARS yonteminde otomatik olarak hesaplanmasidir. Pargali regresyon
yonteminde MARS yoOntemine benzer sekilde noktasal dagilim digiimlerle
araliklara ayrilmakta ancak bu diigiimler arastirici tarafindan ya deneme basinda ya
da sonunda dagilim incelenerek manuel olarak yapilmaktadir (Sahin, 2009). MARS

yonteminde temel fonksiyonlar elde edilirken regresyon dogrusunun egiminin
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e

degistigi yani bir noktadan digerine geg¢ildigi yer olan diiglim noktalar1 kullanilir.
Her bir diigiimiin belirlenmesi farkli degisken kombinasyonlarinin denenmesi ile

elde edilir (Orhan vd., 2018).

Bu yontemde hesaplamalar iki temel adimda yapilmaktadir. Tk adimda ileri
dogru biitiin temel fonksiyonlar (olast biitiin etkilesimler) elde edilecek sekilde
modelin karmagiklig1 en yiiksek seviyeye ulasincaya kadar temel fonksiyonlar
eklenerek model biiyiir. Bu fonksiyonlar, olas1 biitiin bagimsiz degiskenlerle ve bu
degiskenlerin birbirleriyle olan kombinasyonlarin1 kapsamaktadir. Ikinci adimda
bagimli degiskenle en az iliskili olan temel fonksiyonlar Esitlik 3.18’de verilen
genellestirilmis c¢apraz dogrulama (Generalized Cross Validation-GCV) Kkriteri
kullanilarak modelden ¢ikarilir (Chou et al., 2004). Bu adima budama adimi da
denilmektedir (Temel vd., 2010).

LOF(fy) = Gevan) =250y — fu G /[1- 22" 319)
MARS yénteminin modeli Esitlik 3.18’de verilmistir (Ozfalc1, 2008);
Y=L, Q=i o, (Xe)+E; (3.19)
Burada;

k : Diigiim sayisi,

K : Temel fonksiyon sayisi,

X : Bagimsiz degisken,

ay: k. temel fonksiyonun katsayisi,
Bo: Modeldeki sabit terim,

t : Diigiim degeri,

Br (X:): k. Temel fonksiyondur.

Temel fonksiyona ait matematiksel gosterim Esitlik 3.19°da verilmistir:

1 [S) Xt my-t1m) (3.20)



69

Burada;

Lm : Etkilesim derecesini,
Sim :-1veya+l1 isaret degerini,
X,(,m) : Bagimsiz degisken degerini ve

tim  : Diiglim degerini gostermektedir.
3.2.4 Coklu dogrusal regresyon analizi

Dogrusal regresyon analizi, iki ya da daha fazla degiskenin aralarindaki
dogrusal iliskiyi belirlemek ve bagimli degiskenin bilinmeyen bir noktadaki
degerini tahmin edebilmek amaciyla gelistirilmis bir yontemdir. Bagimli degiskeni
etkileyen bagimsiz degiskenin bir tane olmasi durumunda yontem basit dogrusal
regresyon, birden fazla bagimsiz degisken olmasi durumunda g¢oklu dogrusal

regresyon adini1 almaktadir.

Biyolojik olaylarin ¢ogunda bagimli degiskeni etkileyen birden fazla faktor
olmas1 nedeniyle basit dogrusal regresyon analizi bilimsel calismalar i¢in yetersiz
kalmaktadir. Bu nedenle aragtirmalarda genellikle ¢oklu dogrusal regresyon analizi
tercih edilmektedir. Coklu dogrusal regresyon analizi, aralarinda iligki bulunan bir
bagimli ve birden fazla bagimsiz degiskeni kullanarak gelecekle ilgili tahminde
bulunmaya yarayan bir istatistiksel yontemdir (Takma vd., 2012). Y6ntemin amaci
bagimsiz degiskenleri kullanarak bagimli degiskendeki toplam varyasyonu

aciklamaktir (Kayaalp, 2015).

Coklu dogrusal regresyon analizi; bagimli ve bagimsiz degiskenler arasindaki
iliskinin matematiksel modellerle agiklanmasi ve degiskenler arasindaki
bagintilarin bulunmasi, bagimli degiskeni hangi bagimsiz degiskenin daha ¢ok
etkilediginin belirlenmesi, degiskenler arasindaki karmasik yapinin agiklanarak
verinin 6zetlenmesi ve ¢coklu korelasyon katsayisi ile ¢oklu belirleme katsayisinin
hesaplanmas1 amaciyla da kullanilir (Alpar, 2013). Yontemin modeli Esitlik
3.21°de verilmistir:

Yi=BotB X145, X+ Ap Xt 4 X, +E (3.21)
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Burada Yi bagimli degiskenin i. gozlem degeri, Bo, B1,B2,--, Bj, - Bp 1S€
regresyon katsayilaridir. Bu regresyon katsayilarindan herhangi bir f; katsayisinin
tahmini, diger degiskenler sabit tutuldugunda X; degiskeninde meydana gelen bir
birimlik degisime karsilik Yi degiskeninde meydana gelecek degisim miktarimi

Verir.

Bagimsiz degisken sayisi iki olarak diisiiniiliirse model ve parametrelerinin
tahmin edilmesinde yapilan islem basamaklar1 asagidaki gibi olacaktir (Efe vd.,

2000).

Oncelikle modeldeki hatanin kareler ortalamasmi minimum yapmak igin
hata terimi yalniz birakilir ve her iki tarafin kareleri alinacak olursa Esitlik 3.22 elde

edilir.

Z(Yi —Bo— B1X1 — ﬁzxz)z = 8i2 (3.22)

Esitlik 3.21°de Sy, B1, P2 i¢in kismi tiirev alinarak sifira esitlenirse hata
kareler ortalamasin1 minimum yapacak By, 1,82 parametrelerinin tahminleri elde

edilmis olur.
Bo icin kismi tiirev alinip sifira esitlenerek Esitlik 3.23,
XY = (nfy + Bi Xy + BoX;)? (3.23)
B icin kismi tiirev alinip sifira esitlenerek Esitlik 3.24,
XY =B XX+ BT X+ BT X X, (3.24)
B icin kismi tiirev alinip sifira esitlenerek Esitlik 3.25,
ZX2Y=302X2+312X1X2+.é22X22 (3.25)

seklinde elde edilir.
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Coklu dogrusal regresyonda hesaplamalar matris notasyonlarinda
yapilmaktadir. f degerinin tahminlenmesinde genellikle en kiiglik kareler yontemi
tercih edilmektedir. Yontemin modeli matris notasyonu ile Esitlik 3.26’da
verilmistir (Cer¢i 2010):

Y=Xp+& (3.26)

Burada;

Y: Bagimli degisken vektorii,
X: Bagimsiz degisken matrisi,
f: Katsayilar vektort,

&: Hata vektortidiir.
Regresyon modeli ise Esitlik 3.27°de verilmektedir:

_Yl_ —1 Xll X12 le ] _30_ '8 1'
YZ 1 X21 XZZ XZp ﬁl 8 2
Y3 1 X31 X32 X3p ﬁz € 3
: . N N (3.27)

Yol 11 Xpy Xpp oo XopllBol L€

Ug bilinmeyenli bu denklemler S, 1,8, icin ¢dziildiigiinde ¢oklu dogrusal
regresyonda modelin parametreleri Esitlik 3.27-3.29°daki gibi olacaktir.

Bo = Y - ,31)?1 - ﬁz)?z (3.28)

ﬁl _ Sxqy*Sxyxy ~Sxpy*Sxix, (329)

2
lexl*SxeZ_(lexZ)

Sxtyy*Sratn —Sx1y*S.
B, = x2y*Sxqx1 ~Sx1y*Sx1%2 (3.30)

Sxq1*Sxz27 —(Sx1x2 )2

Coklu dogrusal regresyon analizi dogrusal ve parametrik bir test olmasi
nedeniyle bazi varsayimlari gerektirir. Bunlar (Alpar, 2013; Osborne, 2003;
Williams 2013);
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1- X; degiskeni i¢in degerler sabittir, rastlant1 degiskeni degildir.

2- Hata ortalamalart sifirdir.

3- Degiskenler normal dagilim gostermektedir.

4- Degiskenler hata olmadan (giivenilir) dl¢iilmiis ve varyanslari homojendir.

5- Bagimli ve bagimsiz degiskenler arasinda dogrusal bir iligki vardir.

6- Bagimsiz degiskenler arasinda yiiksek derecede bir iliski (otokorelasyon)
yoktur, seklindedir.

Bagimsiz degiskenler arasinda yiiksek derecede bir iliski olup olmadiginin
saptanmasi i¢in kullanilan en yaygin yontem varyans artirict faktor (Variance
Inflation Factor-VIF) kullanilmasidir. VIF degeri, her defasinda bir bagimsiz
degiskenin bagimli degisken, digerlerini bagimsiz degisken olarak alinmasiyla

hesaplanan belirleme katsayilar1 yardimiyla Esitlik 3.31 kullanilarak hesaplanir.
VIF(X;)) =1/(1 —R?) (3.31)

Bagimli kabul edilen bagimsiz degisken ile bagimsiz degiskenler arasinda
iliski yoksa belirleme katsayis1 sifir olacagindan VIF degeri 1 olacaktir. iliski var

ve 6rnegin R? = 0.90 diizeyinde ise VIF degeri Esitlik 3.31 yardimiyla,

11
1-R? ~ 1-090

VIF(X,) = 10 (3.32)

olarak hesaplanacaktir. Eger VIF>10 ise anlamli ¢oklu baglantt durumu soz

konusudur (Albayrak, 2012).

3.2.5 CHAID analizi

Bilimsel ¢alismalarda tahmin ve smiflandirma problemlerinin ¢oziimiinde
siklikla tercih edilen istatistiksel yontemlerden biri de karar agaclaridir. Karar
agaclari, bagimhi degiskenin bagimsiz degiskenlerle ve bagimsiz degiskenlerin
kendi aralarinda olan iliskilerini dikkate alan, bir dizi karar kurallar1 uygulamak
suretiyle veri setini kendi i¢cinde miimkiin oldugunca homojen, gruplar arasinda
heterojen olacak sekilde kii¢iik gruplara bolen agag seklinde diyagrama sahip bir

makine 0grenmesi yaklasimidir. Karar agaclar1 yonteminde aga¢ diyagraminin
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olusturulmasi1 amaciyla pek ¢ok algoritma gelistirilmistir. Bu algoritmalara agag
biiylitme algoritmalar1 da denilmektedir. Bilimsel ¢alismalarda kullanilan karar
agaci algoritmalarindan bazilar1 asagida verilmistir (Yilmaz, 2012; Albayrak ve

Yilmaz, 2009; Hssina et al, 2014).

ID3
- C45
- C5.0

- AID (Automatic Interaction Detector)

- CART (Classification and Regression Trees)

- SLIQ (Supervised Learning in Quest)

- SPRINT (Scalable Parallelizable Induction of Decision Trees)

- QUEST (Quick, Unbiased, Efficient Statistical Tree)

- MARS (Multivariate Adaptive Regression Splines)

- CHAID (Chi-Squared Automatic Interaction Detector)

- Exhaustive CHAID ( Exhaustive Chi-Squared Automatic Interaction

Detector)

Karar agaci algoritmalarinin ¢ogunda agac diyagrami ikili olarak
dallanmaktadir. Yani veri seti tekrarlamali olarak bagimsiz degiskenle en yiiksek
varyansa sahip olacak sekilde iki gruba ayrilarak analize devam edilir. Tez
calismasinda kullanilan CHAID analizi yontemi, Kass (1980) tarafindan bu
algoritmalarin ikiden fazla dallanmama ve eksik gozlemlerden etkilenme
dezavantajlarini ortadan kaldirmak amaciyla gelistirilen, bilimsel arastirmalarda en
yaygin kullanilan karar agaci algoritmalarindan biridir. Bu analizde kullanilan
degiskenler kesikli, siirekli veya kategorik olabilmekte ve ayn1 anda modele dahil
edilebilmektedir. Yontemin onemli avantajlart agac seklindeki diyagram c¢iktisi
sayesinde sonuglarin kolayca yorumlanabilmesi ve parametrik testlerin gerektirdigi

normallik ve dogrusallik gibi varsayimlarin bu yontemde olmayisidir.

Agac¢ diyagrami olusturulurken bagimli degiskenin siirekli bir degisken
olmas1 durumunda Esitlik 3.33te verilen F test istatistigi kullanilir (Olmez, 2017):
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! 1ZnEDann1(xn=i)(ﬁ—y>2
=

— I—
F= 2§=1ZneDannI(xx;i(yn_ﬁ)z (333)
p=Pr(F(I=1,N; =1)>F) (3.34)

Burada;

D: Bir diiglim i¢indeki gézlem sayisini,

X, Bagimsiz degiskenin n’inci grubunun i. gozlem degerini,

Vn: Bagimli degiskenin n’inci grubunun i. gozlem degerini,

wy,: n’inci grubun grup agirhigy,

p : olasilik degeri,

fn: n’inci grubun frekansidir. ¥, , ¥ ve Ny Esitlik 3.35-3.37°deki formiiller

yardimiyla hesaplanir:

— _ XnedDWnfn¥nl(xp=0)
Y= Yned Wnfnl (xp=1) (335)
5 = ZnebWnfnyn
Y = Snepwa (3.36)
Ny = Zneo Ju (337)

Bagimli degiskenin kesikli olmasi durumunda ise Esitlik 3.38’de verilen Ki-
kare istatistigi kullanilarak veri seti kendi i¢cinde homojen, birbirileri arasinda

heterojen gruplara ayrilir:
2 (Gi—B)?
xt =g (3.38)

Formiilde;
x? : Ki-kare degerini,
G; : Gozlenen degeri,

B; : Beklenen degeri ifade etmektedir.

Agag biiylitme silirecinde adim adim benzer kategorilerin birlestirilmesi

islemi yapilir. Bu islem degiskenler arasinda benzerlik olmadigina istatistiksel
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olarak karar verilinceye kadar devam eder. Bu karar i¢in Bonferroni diizeltilmis p-
degerinden yararlanilir. Bonferroni diizeltmesi, birka¢ bagimli veya bagimsiz
istatistiksel testin eszamanli olarak gerceklestirilmesi sirasinda kullanilan ¢oklu
karsilagtirma diizeltmesidir (Seong, 2009). CHAID analizi algoritmasinda agag

biiyiitme siirecinde agagida verilen sekiz adim uygulanir (Billington et al, ):

1. Adim: Eger X sadece bir kategori igeriyorsa analiz durdurulur ve
diizeltilmis p degeri 1 olacak sekilde ayarlanir.

2.Adim: Eger X iki kategoriye sahipse 8. Adima gidilir.

3.Adim: Degilse eger izin verilen X kategorisi ¢ifti bulunur, izin verilen bir
kategori ¢ifti bagimli degiskenle en yiiksek p-degerine (bagimli degisken siirekli ise
Esitlik 3.32°de verilen denklem yardimiyla p olasilik degeri hesaplanir, bagimli
degisken kesikli ise ki kare testi i¢in p olasilig1 degeri hesaplanir) sahip bdylece en
az farkli yani en benzer cifttir.

4. Adim: En benzer ¢ift i¢in hesaplanan alfa degerinin kullanici tarafindan
belirlenen alfa degerinden (zirai ¢calismalarda genellikle a=0.05 olarak alinir) biiyiik
olup olmadig1 kontrol edilir. Biiyiikse bu ¢ift tek bir bilesik kategoride birlestirilir.
Ardindan yeni bir X kategorileri grubu olusturulur. Olmazsa 7. Adima gidilir.

5.Adim: (Istege bagli) Yeni olusturulan bilesik kategori ii¢ veya daha fazla
orijinal kategoriden olusuyorsa, p kategorisinin en kii¢iik oldugu bilesik kategori
icinde en iyi ikili boliinme bulunur. Eger p-degeri belirli bir alfa seviyesinden daha
bliyiik degilse ikili boliinme gergeklestirilir.

6.Adim: 2.Adima gidilir.

7.Adim: (Istege bagl) Cok az gdzlem olan herhangi bir kategori (kullanici
tarafindan belirlenen minimum goézlem boyutuyla karsilastirildiginda), p-
degerlerinin en biiyligii tarafindan Slgiilen en benzer diger kategoriyle birlestirilir.

8.Adim: Birlestirilen kategoriler i¢in diizeltilmis p-degeri Bonferroni

diizeltmeleri uygulanarak hesaplanir.

Aga¢ diyagraminda bdliinme, bagimli degiskenle en yliksek iliskiye sahip
bagimsiz degiskenin kendi i¢inde benzer birbiri arasinda farkli gruplara ayrilmasi
ile kok diigiimden baslar. Bu asamadan sonra bagimli degiskenle en yiiksek iliskiye
sahip ikinci bagimsiz degisken tespit edilerek boliinme ve dallanma devam eder.

Miimkiin olan biitiin boliinmeler sonlandirilincaya ya da belirli durdurma kriterleri
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tamamlanincaya kadar (6rnegin belirli bir aga¢ derinligine kadar) analiz
tekrarlamali olarak devam eder. Boliinmenin bittigi durumdaki diiglimler terminal
diigim olarak adlandirilmaktadir. Verilerin analizi sonucunda kokii yukarida olan
ters bir agaca benzeyen, sonuglarin kolayca yorumlanabildigi grafiksel bir

gosterimle sonuglar 6zetlenir.

SICAKLIK
DagIm 0

Ort=22.2°, =30

| MEVSIM || |
Digiim 1 Digiim2 Digiim 3
Yaz, n=20 ilkbahar, Sonbahar, =40 Ki3, n=20
Ort=35° Ort=25" Ort=5"

BULUTLULUK BULUTLULUK BULUTLULUK

Diifom & Difom 5 Dijom 6 Difom?7 Dufim & Dufom 9
Bulutly, n=20 Agk, n=20 Bulutlu, n=10 Agik, n=10
‘ ' [olivdrid [als i i
Terminal dﬁgarﬂ Terminal diigiim| Terminal diigiim| Terminal dijiim|

Bulutly, n=10 Agik, nz10
Ort40®

RAKIM

Digim 10 Dugim 11
Rakim 250m>, n=2 Rakim <=250m, n=8
ot 35° Ortids®
_|Termina| dﬁéﬁm1 _|Termina| dﬁéﬁml

Sekil 3.27. CHAID analizi diyagrami 6rnegi

Sekil 3.27°de yontemi tanitmaya yonelik O6rnek olarak, gercek olmayan
verilerden olusturulmus bir CHAID diyagrami ¢iktis1 verilmistir. Burada sicaklik
bagimli degiskenini mevsim, bulutluluk ve rakim bagimsiz degiskenlerinin
etkiledigi varsayilmistir. Ilkbahar, yaz, sonbahar ve kis mevsimlerinde 20’ser
giinde, havanin a¢ik ve bulutlu oldugu giinlerde ve rakimin 0 ile 500m arasinda

oldugu 10 noktadan veri alindig1 kabul edilmistir.

Bagimli degisken sicaklik, mevsimden sonra en c¢ok havanin bulutluluk
durumundan etkilenmis, havanin acik oldugu durumda yaz mevsiminde 10 giiniin
sicaklik ortalamasi 40°C’ye kadar (Diigiim 5) yiikselirken bu noktada bir bagka
bagimsiz degisken olan rakim etkili olmustur. Rakim bagimsiz degiskeni diger iki
bagimsiz degiskenin aksine siirekli bir degiskendir ve 0 ile 500 arasinda biitiin
degerleri alabilmektedir. Verilen 6rnekte sicaklik bakimindan rakim 250m’nin alt1
ve Ustii olacak sekilde iki gruba ayrilmistir. Rakimi 250m’nin {istiinde olan iki

bolgeye ait verilerden bu iki giiniin ortalamasi 35°C (Diigiim 10) olarak
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belirlenmistir. Rakimi 250m’nin altinda olan 8 bolgede ise sicaklik ortalamasi 45°
(Diigiim 11) olarak tespit edilmistir. Diiglim 11 ayn1 zamanda “rakimi 250m’nin
altindaki yerlesim birimlerinde, havanin agik oldugu yaz mevsiminde yilin en
yiiksek sicaklik ortalamasi 45°C olarak tespit edilmistir” seklinde de

yorumlanabilir.

Biitiin mevsimlerde havanin bulutlu ve a¢ik olmasi etkili bir faktor iken rakim
faktorii sadece yaz mevsiminde ve havanin agik oldugu durumda etkili bulunmus
ve bu nedenle diger gruplarda yeniden dallanma olmamustir. Ornegimiz i¢in agag
derinligi {gtiir. Bagimsiz degisken sayisinin ¢ok ve bagimsiz degiskenlerin
tamaminin bagimli degisken {izerinde etkisinin énemli oldugu durumlarda agac
derinligi de artmaktadir. Bu nedenle uygulanan CHAID analizinde kullanici
tarafindan bir durdurma kriteri olarak agac derinligi de belirlenebilmektedir. Dikkat
edilmesi gereken nokta onemli bazi iliskilerin gézden kagirilmamasi igin agag
derinliginin ¢ok diisiik se¢ilmemesidir. Verilen 6rnek i¢in agag¢ derinligi iki olarak
kabul edilseydi rakimin etkisi diyagramda goriilemeyecekti. Bir diger durdurma
kriteri ise gruplara diisecek gozlem sayilarinin simirlandirilmasidir. Gozlem
sayllarinin dogru secilmesi de aslinda Onemli olan bazi iliskilerin gozden
kacirilmamasi i¢in dikkatle segilmelidir. Verilen 6rnek i¢in gézlem sayisi ebeveyn
diigtimlerde (Diigiim 1, 2, 3 ve 5) bes gézlem ve gocuk diigiimlerde (Diigiim 4-11)
iki gozlem olacak sekilde bolinmeye miisaade edilmistir. Cocuk diigiimlerde en az
lic gozlem bulunmas: istenseydi Diiglim 10°daki gozlem sayis1 iki oldugundan
boliinme gerceklesmeyecek, rakimin etkisi yine goz ardi edilmis olacakti.

Agag bliylitme islemi tamamlandiktan sonra karar agaglarinda budama siireci
devreye girmektedir. Bir¢ok karar agaci algoritmasinda CHAID analizinde oldugu
gibi ¢ocuk ve ebeveyn diiglimlerdeki gozlem sayilari ile aga¢ derinligi degerinin
belirli bir standardi bulunmamaktadir. SPSS’te bu degerler varsayilan olarak
ebeveyn diiglim i¢in 100 ve ¢ocuk diigiim i¢in 50 olarak secilmistir. Varsayilan agag
derinligi ise CHAID i¢in ii¢, siniflandirma ve regresyon agaci igin bestir. Arastirici
bu noktada konusundaki uzmanhigini da dikkate alarak gesitli degerler vermek
suretiyle ve deneme yanilma yoluyla uygun agag yapisina ulasabilir. Bu da CHAID

analizinin dezavantajlarindan biridir.
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3.2.6 Modellerin performans degerlendirme ol¢iitleri

Istatistiksel yontemlerin karsilastirilmasinda modellerin dogrulugunu test
etmek icin kullanilan en yaygin performans degerlendirme 6Slgiitlerinden bazilari
Ortalama Mutlak Hata Yiizdesi (MAPE), Ortalama Mutlak Hata (MAE), Belirleme
Katsayis1 (R?) ve Hata Kareler Ortalamasinin Karekokii (RMSE) kriterleridir.
Calismada bu performans degerlendirme olgiitlerinden MAPE, RMSE ve R?
degerleri kullanilmig, Tablo 3.9’da bu performans degerlendirme Olgiitleri ve

formiilleri verilmistir.

Tablo 3.9. Modellerin dogrulugunu sinamak i¢in kullanilan performans degerlendirme 6lgiitleri ve

formiilleri
PERFORMANS w
DEGERLENDIRME ESITLIK
OLCUTLERI
n P
1 Y-
MAPE MAPE=—Z } x100
Vs 4

, .2
n(Y-Y
RMSE RMSE= %

R2 R%=

* Y : Degiskenin i. gozlem degeri, Y; : Degiskenin i. tahmin degerini gostermektedir.
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4. BULGULAR

Bu ¢alismada, et sigirlarinda canli agirligi tahmin etmek amaciyla ti¢ boyutlu
kamera ile gorintilenen sigirlarin goriintii matrisleri cesitli goriintii isleme
yontemlerine tabi tutularak, sigirlarin alan ve yiikseklik degerleri elde edilmistir.
Daha sonra bu veriler kullanilarak makine 6grenmesi yaklasimlarindan yapay sinir
aglar1 (YSA), ¢ok degiskenli uyarlanabilir regresyon egrileri (MARS), coklu
dogrusal regresyon (CDR) ve Ki-kare otomatik interaksiyon belirleme (CHAID)

analizleri yardimiyla sigirlarin canli agirliklar: tahmin edilmeye ¢alisilmustir.

Calismanin bu kisminda, yapay sinir aglarinda tahmin hatasin1 en aza
indirmek icin uygun ag topolojisinin olusturulmasi amaciyla oncelikle ti¢ farkli
katman sayis1 (KS) (1, 2, 3) ve her katman i¢in ii¢ farkli noron sayisinin (NS) (3, 5,
8) etkisi incelenmistir. Ayrica yapay sinir aglarinda kullanilan 6grenme
algoritmalarindan Levenberg-Marquardt (Levenberg-Martquardt-LM),
Uyarlanabilir Ogrenme Oranli Gradyan (Gradiant Descent with Momentum and
Adaptive Learning Rate-GDX) ve Bayes Diizenlemesi (Bayesian Regularization -
BR) algoritmalar1 kullanilarak bu algoritmalarin tahmin hatasin1 azaltmadaki
etkinligi incelenmistir. Verilerin egitim ve test setlerine ayrilmasinda veriler k-katl
capraz dogrulama ile yaklasik olarak %85 egitim ve %15 test setine ve rastgele
olarak %70 egitim %15 test %15 dogrulama setine ayrilarak egitim denemeleri
yapilmistir. Boyece ii¢ farkli algoritma, {ii¢ katman sayis1 ve ii¢ ndron sayisi ile
dokuz parametre kombinasyonundan olusan, iki ayr1 veri ayirma durumu igin ve
verilerin normalize edilip edilmeme durumlar1 olmak {izere (3x3x3x9x2x2=972)
972 farkli ag denemesi yapilmis ve elde edilen bulgular CHAID analizi ile

Ozetlenerek EK-6’da verilmistir.

Alan, yiikseklik ve agirliklara ait verilerin normallik varsayimi Kolmogorov-
Simirnov test istatistigi (p>0.01) ile kontrol edilmis ve tiim degiskenlerin normal
dagildig1 tespit edilmistir. Yapay sinir aglarinda verilerdeki u¢ degerlerin etkisini
azaltmak ve egitimi daha verimli hale getirmek amaciyla ¢esitli normalizasyon
yontemlerinden yararlanilmaktadir. Bu ¢aligmada verilere z-skor normalizasyonu
uygulanmis, ham veriler ve normalizasyon yapilmis veriler kullanilarak yapilan
egitimler, tahmin hatasin1 azaltma bakimindan karsilagtirilmistir. Bunun disinda

yapilan O6n calisma sonucunda momentum giincelleme katsayist (Momentum
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Update-MU), 6grenme orani (Learning Rate-LR), minimum gradyan (GD) ve
dongii sayilar (Iteration Number) parametreleri i¢in Tablo 4.1°de verilen ve hatayi
azaltmada etkisi oldugu diisiiniilen baz1 parametre degerleri de kullanilarak egitim
denemeleri yapilmistir. Bu amagla biri standart olmak tizere (VP) sekiz farkli
parametre grubu olusturulmus ve agin egitiminde kullanilmigtir. Tiim bu durumlar
icin ayr1 ayri elde edilen tablolar ¢aligmanin bulgular kisminda ve biitin analiz

sonuglarina ait 6zetleri gosteren iki ayri tablo EK 2 ve EK 3’te verilmistir.
4.1 Yapay Sinir Aglari Bulgulari

YSA’da canli agirligin tahmin edilmesinde veriler test ve egitim setlerine
ayrilirken iki farkli strateji izlenmistir. Ilkinde veriler ¢apraz dogrulama (Cross
Validation-CV) ile yedi gruba ayrilmis ve her defasinda bu gruptan biri test diger
altis1 egitim seti olacak sekilde yedi farkli ag egitilmis ve MAPE, RMSE ve R?
degerlerinin ortalamas1 alinmugtir. Ikinci stratejide ise veriler %70 egitim, %15
dogrulama ve %15 test seti olacak sekilde rastgele ayrilmis ve bu sekilde egitilen 7

agin yine ortalama MAPE, RMSE ve R? degerleri kaydedilmistir.

4.1.1 Capraz dogrulamada ham verilerle deneme

Bu béliimde sigirlarin goriintiilerinden goriintii isleme sonucu elde edilen ham
veriler capraz dogrulama ile test ve egitim setine ayrilarak EK 1a’daki MATLAB

komutlar1 yardimiyla yapay sinir aglarinda egitimler yapilmistir.

Tablo 4.1. Etkisi incelenen dokuz farkli parametre grubu

Parametreler
MU A GD Dongii
VP | 0.001 | 0.01 107 1000
1 0.005 | 0.01 107 1000
2 0.010 | 0.01 107 1000
3 0.001 | 0.05 107 1000
4 0.001 | 0.10 107 1000
5 0.001 | 0.01 10® 1000
6 0.001 | 0.01 10° 1000
7 0.001 | 0.01 107 500
8 0.001 | 0.01 107 100
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Yapilan 6n egitim denemelerinde egitim parametrelerinden bazilarinin
degerlerinde yapilan bes, on ve yiiz katlik artiglarin hatalarda degisime neden
oldugu gozlemlenmis, bu nedenle veri ayirma yonteminin yani sira yapay sinir
aglarinda kullanilan egitim parametrelerinden dordiiniin (MU, A, GD ve Dongii
sayisi) etkisini incelemek amaciyla MATLAB’in varsayilan parametre degerlerine
ek olarak ¢esitli kombinasyonlarda olusturulmus, Tablo 4.1°de verilen sekiz farkl
parametre grubu ile de denemeler yapilmis ve elde edilen bulgular (Tablo 4.2-4.38)

okuyucuya sunulmustur.

4.1.1.1 MATLAB varsavilan parametre degerlerivle canh agirhk tahmini

Tablo 4.1°de kalin rakamlarla verilen parametre grubu, MATLAB paket
programi tarafindan ileri beslemeli geri yayilimli ag i¢in otomatik olarak atanan

varsayilan parametre (VP) degerleridir.

MATLAB varsayilan parametreleriyle yapilan analiz sonucunda Tablo
4.2’deki bulgulara ulagilmistir. Tablo 4.2 incelendiginde en diisiik MAPE degerinin
(%4.95) LM algoritmasi kullanildiginda elde edildigi, BR (%4.99) ve GDX (%5.1)
algoritmalarinda bu degerin daha yliksek oldugu goriilmektedir. Ancak tiim katman
ve noron sayilarinda yapilan hatalarin ortalamasi dikkate alindiginda LM
algoritmasi kullanildiginda daha yliksek MAPE degeri (%13.6) ile tahmin yapildig:
goriilmektedir. Bunun nedeni veriler ¢apraz dogrulama ile test ve egitim setine

ayrildiginda dogrulama setinin bulunmamasidir.

Tablo 4.2. Varsayilan parametrelerle yapilan analiz bulgular.

ALGORITMALAR
LM BR GDX
MAPE | RMSE 2 MAPE | RMSE 2 MAPE | RMSE 2

KSINS 1 00) | k) | R | | k) | B | @) | kg | R
3 7.83 108 0.7347 5.07 37.48 | 0.9252 5.24 37.73 | 0.9194
1 5 4.95 36.74 | 0.9277 5.09 37.75 | 0.9246 5.27 39.12 | 0.9145
8 12.86 | 199.94 | 0.7772 5.27 38.67 | 0.9241 5.35 39.30 | 0.9184
3 5.16 38.04 | 0.9241 5.37 42.15 | 0.9143 5.10 37.47 | 0.9285
2 5 6.14 5457 | 0.8365 4.99 37.74 | 0.9241 5.38 38.77 | 0.9167
8 13.77 | 206.16 | 0.4549 5.15 38.27 | 0.9203 6.05 4463 | 0.8998
3 6.80 77.95 | 0.7936 5.11 37.57 | 0.9130 5.06 37.01 | 0.9272
3 5 11.2 250.52 | 0.6313 7.58 53.41 | 0.7903 6.61 47.76 | 0.8707
8 53.68 | 852.29 | 0.1340 7.02 49.83 | 0.7986 5.61 39.28 | 0.9197
Ortalama | 13.60 | 202.69 | 0.6904 5.63 41.43 | 0.8927 5.52 40.12 | 0.9128

* Kalin rakamlarla gosterilen degerler her bir algoritmada elde edilen en disiik MAPE degerleridir.
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Tablo 4.3’te verilen En iyi Dongii Sayilar1 (EDS) ve siireler incelendiginde,
normalde ortalama 25 dongii ile egitimi sonlandiran LM algoritmasinin dogrulama
setinin yoklugunda 1000 dongiiye kadar iterasyon yaptigi goriilmektedir. Yani LM
algoritmasinda dogrulama seti olmadiginda asir1 egitim s6z konusu olmakta ve ag
verilen drnekleri ezberlemektedir. Buna bagli olarak egitim setinde diisiik hatalar

olurken test setlerinde hata ortalamasi ¢ok yiiksek (en yiiksek %53.68) olmaktadir.

Ayrica Tablo 4.3 incelendiginde bir katmanda bes néron bulundugu durumda
LM algoritmasinda en iyi dongii sayisinin 180 oldugu, bu durumda LM algoritmasi
ile en diisiik MAPE degerinin (%4.95) elde edildigi (Tablo 4.2) goriilmektedir. Bu
durum LM algoritmasiyla diger katman ve noron sayilari ile yapilan denemelerden
elde edilen yiiksek MAPE degerlerinin asir1 egitimden kaynaklandigi tezini
dogrulamaktadir. Diger iki algoritma dogrulama setinin olmayisindan bir miktar

etkilense de LM algoritmasi kadar etkilenmemistir.

Ote yandan BR algoritmasinda katman ve ndron sayisini artirmak yiiksek
hatalara neden olmustur. Ug gizli katman ve bes ndron (%7.58) ile sekiz néron
(%7.02) kullanildig1 durumda MAPE degeri yiikselmistir. GDX algoritmasi da yine

noron sayisinin yliksek olmasindan kismen etkilenmistir.

Tablo 4.3. Agn egitiminde gegen siireler ve iterasyon sayilari.

ALGORITMALAR
LM BR GDX
Siire(sn) | EDS | Siire(sn) | EDS | Siire(sn) | EDS
7.7750 [1000| 2.4610 | 377 | 0.7700 |1000
1.4430 | 180 | 1.8490 | 237 | 0.7400 |1000
7.3900 [1000| 1.1810 | 126 | 0.9030 |1000
7.7900 [1000| 1.6400 | 142 | 0.7860 |1000
8.9960 [1000| 3.8270 | 371 | 0.8330 |1000
9.5640 [1000| 10.3590 |1000| 0.8180 |1000
9.2170 [1000| 3.5090 | 313 | 0.8650 |1000
10.7530 |1000| 2.2520 | 189 | 0.8810 |1000
12.5770 |1000| 16.5290 [1000| 0.9180 | 998
Ort. 8.3894 | 909 | 4.8452 | 417 | 0.8349 |1000
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Egitim esnasinda gecen siireler ve egitimin sona erdirildigi en iyi dongi
sayillari (EDS) Tablo 4.3’te verilmistir. Tablo 4.3 incelendiginde GDX
algoritmasinin ortalama 1000 dongii ile egitimi bitirmesine karsin en kisa (0.77sn)
zamanda egitimi tamamlayan algoritma oldugu goriilmektedir. Bu parametre

grubunda BR algoritmasi iki ve {i¢ katmanda sekiz néronun oldugu ag yapisinda 10
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saniyenin iizerinde bir zamanda egitimi 1000 dongli yaparak bitirmistir. LM
algoritmasinda ise ortalama bir egitimin 2.5sn’de sonlandirildigr dikkate
alindiginda bu parametre grubu ve veri ayirma yontemi i¢in egitimde gecen

stirelerin ortalamasi da (8.3894sn) yiikselmistir.

4.1.1.2 Birinci grup parametrelerle egitim

Bu gruptaki parametreler MATLAB tarafindan varsayilan parametrelerden
farkl1 olarak sadece MU degerinin 0.005 olarak alinmasiyla elde edilmis ve 7 farkli
ag bu parametrelerle egitilmistir. Elde edilen bulgular Tablo 4.4’te verilmistir.
Tablo 4.4 incelendiginde en diisiik MAPE degeri (%5) ile tahminin yapildigi1 BR
algoritmasinda bir onceki parametre grubunda oldugu gibi katman ve nodron
sayisinin artmasi (3 katman 8 néron) daha yiiksek MAPE degerine (%7.76) neden
olmustur. LM algoritmasi ile yine dogrulama setinin olmayisi nedeniyle 6zellikle
iki ile ti¢ gizli katman olmasi durumunda ve 8 noron kullanildiginda yiiksek MAPE

degeri ile (%21.27 ve %29.16) tahmin yapilmistir.

Tablo 4.4. Birinci grup parametrelerle yapilan analiz bulgulari.

ALGORITMALAR
LM BR GDX

MAPE | RMSE 2 MAPE | RMSE 2 MAPE | RMSE 2

KSINS T o) | k) | Bl o) | k) | B [ o) | (kg | R
3 5.12 37.99 | 0.9255 5.00 37.23 | 0.9208 5.35 39.10 | 0.9183
1 5 5.47 44.32 | 0.8996 5.00 36.81 | 0.9230 5.28 38.62 | 0.9198
8 6.12 68.33 | 0.7701 5.12 38.19 | 0.9226 5.01 36.78 | 0.9259
3 5.37 39.62 | 0.9206 5.12 38.03 | 0.9247 5.31 39.43 | 0.9121
2 5 5.90 52.03 | 0.8560 5.14 38.20 | 0.9238 5.11 37.41 | 0.9270
8 21.27 | 354.45 | 0.5095 5.16 38.55 | 0.9192 5.28 38.25 | 0.9161
3 6.37 89.11 | 0.6548 5.10 37.91 | 0.9214 5.18 38.32 | 0.9211
3 5 11.51 | 175.98 | 0.5697 5.16 38.83 | 0.9194 5.36 39.17 | 0.9197
8 29.16 | 368.02 | 0.2111 7.76 5471 | 0.7959 5.33 38.31 | 0.9209
Ortalama | 10.70 | 136.65 | 0.7019 5.40 39.83 | 0.9079 5.25 38.38 | 0.9201

* Kalin rakamlarla gosterilen degerler her bir algoritmayla elde edilen en diisiik MAPE degerleridir.

** MU, A, GD ve Dongii sayilar1 sirastyla 0.005, 0.01, 1077 ve 1000 olarak almmustir.

GDX algoritmasi bu parametre grubu icin en istikrarli sonuglari liretmis,
dogrulama setinin olmayigindan, katman ve ndron sayilarindan ¢ok
etkilenmemistir. Bu gruptaki parametrelerle yapilan egitim esnasinda gegen stireler
ve egitimin sona erdirildigi en iyi dongii sayilar1 Tablo 4.5’te verilmistir. Tablo 4.5

incelendiginde ii¢ katman, her katmanda bes ve sekiz ndron oldugu durumda,
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yapilan iglem sayisi arttig1 i¢in tiim algoritmalarla daha uzun zamanda egitimin
tamamlandigi gorilmektedir. GDX algoritmasi yine ortalama olarak 1 sn’nin

altinda bir zamanda egitimi tamamlamistir.

Tablo 4.5. Birinci grup parametrelerle egitimde siireler ve iterasyon sayilari.

ALGORITMALAR
LM BR GDX
Siire(sn) | EDS | Siire(sn) | EDS | Siire(sn) | EDS
0.4290 | 63 | 0.8130 | 100 | 0.8080 | 996
7.2900 |1000| 1.3880 | 192 | 0.9410 | 999
9.5560 |1000| 1.0720 | 141 | 0.8650 | 995
8.8120 |1000| 1.0010 | 127 | 0.7750 |1000
9.5320 |1000| 2.1980 | 251 | 0.8310 | 997
10.4600 | 1000| 1.0270 | 72 | 0.8930 | 994
11.0420 |1000| 2.3720 | 181 | 0.9060 | 998
12.5760 | 1000| 4.4520 | 265 | 1.0120 | 1000
14.4350 | 1000| 4.6160 | 280 | 1.0600 |1000
Ort. 9.3480 | 896 | 2.1043 | 179 | 0.8990 | 998
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4.1.1.3 ikinci grup parametrelerle egitim

Bu gruptaki parametreler MATLAB tarafindan varsayilan parametrelerden
farkli olarak sadece MU degerinin 0.01 olarak alinmasiyla elde edilmis ve 7 farkl
ag bu parametrelerle egitilmistir. Egitim sonunda elde edilen performans olgiitii
degerleri kaydedilerek Tablo 4.6’da verilmistir. Tablo 4.6 incelendiginde bu
parametre grubu icin en diisik MAPE degeri (%4.96) ile tahmin {ireten

algoritmanin GDX algoritmasi oldugu goriilmektedir.

Tablo 4.6. ikinci grup parametrelerle yapilan analiz bulgulari.

ALGORITMALAR
LM BR GDX

MAPE | RMSE 2 MAPE | RMSE 2 MAPE | RMSE 2

KSINS T 0 | k) | R o) | k| B | @) | kg | R
3 5.16 37.78 | 0.9223 5.17 38.58 | 0.9275 4.96 37.50 | 0.9234
1 5 5.23 39.42 | 0.9187 5.18 38.41 | 0.9232 5.32 39.12 | 0.9168
8 5.76 47.22 | 0.8811 5.12 37.72 | 0.9237 5.57 40.99 | 0.9124
3 5.12 38.05 | 0.9229 5.13 37.87 | 0.9227 5.06 37.30 | 0.9253
2 5 11.19 | 233.49 | 0.6144 5.06 37.74 | 0.9253 5.51 39.32 | 0.9192
8 25.79 | 614.80 | 0.4516 5.11 38.43 | 0.9209 5.51 40.57 | 0.9130
3 5.30 39.37 | 0.9138 5.29 39.19 | 0.9222 5.49 39.63 | 0.9166
3 5 10.86 | 208.88 | 0.6548 5.09 37.18 | 0.9221 5.86 41.74 | 0.9052
8 49.41 | 806.99 | 0.1487 5.10 37.49 | 0.9194 5.43 38.42 | 0.9255
Ortalama | 13.76 | 229.56 | 0.7143 5.14 38.07 | 0.9230 5.41 39.40 | 0.9175

* Kalin rakamlarla gosterilen degerler her bir algoritmayla elde edilen en diisiik MAPE degerleridir.

** MU, A, GD ve Déngii sayilar1 sirastyla 0.01, 0.01, 107 ve 1000 olarak almmustr.
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Egitim esnasinda gecen siireler ve egitimin sona erdirildigi en iyi dongii

sayilar1 Tablo 4.7’°de verilmistir.

Tablo 4.7. ikinci grup parametrelerle egitimde siireler ve iterasyon sayilar.

ALGORITMALAR
LM BR GDX
Siire(sn) | EDS | Siire(sn) | EDS | Siire(sn) | EDS
0.5700 | 79 | 0.7390 | 108 | 0.7860 | 999
6.8710 |1000| 1.4290 | 141 | 0.8500 |1000
7.7920 |1000| 2.2910 | 254 | 0.7870 |1000
8.0540 |1000| 6.1840 | 723 | 0.7710 [1000
8.9550 |1000| 2.6850 | 278 | 0.9520 |1000
9.1770 |1000| 1.1240 | 107 | 0.8650 | 995
8.8390 |1000| 5.2610 | 547 | 0.8240 |1000
9.9810 |1000| 10.9880 [1000| 0.9020 |1000
12.2170 [1000| 6.8020 | 484 | 0.9330 | 996
Ort. 8.0507 | 898 | 4.1670 | 405 | 0.8522 | 999
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Tablo 4.7 incelendiginde siireler bakimindan 6nceki iki parametre grubundan
cok farkli sonuglar olugmadigi goriilmektedir. GDX algoritmasiyla diger
denemelerde oldugu gibi ortalama olarak 1sn’nin altinda egitimler tamamlanmakta,
LM algoritmasinda 1000 dongiiye kadar iterasyon yapilmakta ve egitimde gegen
stireler uzamaktadir. BR algoritmasinda ise yine katman sayisinin fazla olmasi

1000 dongiiye kadar egitimin devam etmesine neden olmaktadir.

4.1.1.4 Uciincii grup parametrelerle egitim

Tablo 4.8. Ugiincii grup parametrelerle yapilan analiz bulgulari.

ALGORITMALAR
LM BR GDX
MAPE | RMSE 2 MAPE | RMSE 2 MAPE | RMSE 9

KSINS T o) | k) | Bl o) | k) | B [ o) | (kg | R
3 5.21 38.53 | 0.9234 5.03 37.50 | 0.9272 5.29 38.37 | 0.9220
1 5 5.22 40.97 | 0.9206 5.14 38.09 | 0.9291 5.22 38.24 | 0.9268
8 12.72 | 370.77 | 0.6565 5.06 37.39 | 0.9261 5.2 38.05 | 0.9184
3 5.46 39.98 | 0.9191 5.26 38.17 | 0.9240 5.15 38.14 | 0.9245
2 5 6.85 64.58 | 0.8112 5.14 38.05 | 0.9279 5.53 40.48 | 0.9090
8 52.18 | 707.58 | 0.4053 5.05 37.70 | 0.9271 5.24 37.89 | 0.9235
3 5.77 57.54 | 0.8711 5.11 38.36 | 0.9188 5.42 40.40 | 0.9159
3 5 17.09 | 252.29 | 0.5841 5.07 37.19 | 0.9266 7.59 53.64 | 0.8247
8 32.33 | 528.24 | 0.1624 7.49 50.99 | 0.7918 8.21 55.10 | 0.8330
Ortalama | 15.87 | 233.39 | 0.6949 5.37 39.27 | 0.9110 5.87 42.26 | 0.8998

* Kalin rakamlarla gosterilen degerler her bir algoritmayla elde edilen en diisik MAPE degerleridir.

** MU, A, GD ve Déngii sayilari sirastyla 0.001, 0.05, 107 ve 1000 olarak almmustir.
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Bu gruptaki parametreler MATLAB tarafindan varsayilan parametrelerden
farkli olarak sadece A degerinin 0.05 olarak alinmasiyla elde edilmis ve yedi farkli
ag bu parametrelerle egitilerek elde edilen performans 6l¢iitii degerleri Tablo 4.8’de

verilmistir.

Tablo 4.8 incelendiginde bu parametre grubunda en diisiik MAPE degeri BR
algoritmasinda, bir gizli katman ve 3 néronun kullanildigir durumda %5.03 olarak
tespit edilmistir. LM algoritmasi yine dogrulama setinin olmayisi nedeniyle yliksek
hatalarla (%52.18) tahminler iiretmistir. GDX algoritmas: katman ve ndron
sayisindan etkilenmis, 3 katmanda 5 ve 8 noron kullanildigi durumda yiiksek

hatalar (%8.21) olusmustur.

Egitim esnasinda gecen siireler ve egitimin sona erdirildigi en iyi dongii
sayilar1 Tablo 4.9°da verilmistir. Tablo 4.9 incelendiginde bu parametre grubunda
da yine en kisa siirede (0.7820sn) GDX algoritmasi ile egitim yapildig

goriilmektedir.

Tablo 4.9. Ugiincii grup parametrelerle egitimde siireler ve iterasyon sayilari.

ALGORITMALAR
LM BR GDX
Siire(sn) | EDS | Siire(sn) | EDS | Siire(sn) | EDS
6.1500 |1000| 1.2000 | 158 | 0.7820 | 993
7.1410 |1000| 0.9810 | 109 | 0.8050 | 994
8.7110 |1000| 1.8320 | 199 | 0.8440 | 998
9.5870 |1000(| 10.6390 | 910 | 0.8840 | 998
9.8940 |1000| 5.4090 | 492 | 0.8990 |1000
10.8280 |1000| 6.4210 | 540 | 0.8260 |1000
10.3400 |1000| 3.4410 | 283 | 0.9670 | 995
11.8840 |1000| 2.1580 | 174 | 1.0450 | 998
13.6640 | 1000| 14.6560 | 914 | 0.9160 |1000
Ort. 9.7999 |1000| 5.1930 | 420 | 0.8853 | 997
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4.1.1.5 Dordiincii srup parametrelerle egitim

Bu gruptaki parametreler MATLAB tarafindan varsayilan parametrelerden
farkli olarak sadece A degerinin 0.1 olarak alinmasiyla elde edilmis ve yedi farkli
ag bu parametrelerle egitilmistir. Egitim sonunda performans oOlciitii degerleri

kaydedilerek Tablo 4.10°da verilmistir. Tablo 4.10 incelendiginde bu parametre
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grubunda en diisik MAPE degeri, BR algoritmasinda iki gizli katman ve bes
noronun kullanildigr durumda %35.08 olarak tespit edildigi gortiilmektedir.

GDX algoritmasi katman ve noron sayisindan etkilenmis, ti¢ katmanda sekiz
noron kullanildigr durumda yiiksek MAPE degeri (%6.09) elde edilmistir. Ayrica
GDX algoritmasinda tahmin degerleri ile gergek gozlem degerleri arasindaki
belirleme katsayis1 (R?=0.9272) bu parametre grubunda diger algoritmalardan

kismen daha yiiksek bulunmustur.

Tablo 4.10. Dérdiincii grup parametrelerle yapilan analiz bulgular.

ALGORITMALAR
LM BR GDX
MAPE | RMSE 2 MAPE | RMSE 2 MAPE | RMSE 2

KSINS o) | k) | R | | k) | B | @) | kg | R
3 5.20 37.79 | 0.9255 5.09 37.42 | 0.9238 5.14 37.90 | 0.9234
1 5 5.53 4527 | 0.8778 5.10 37.86 | 0.9265 5.38 39.77 | 0.9218
8 5.61 43.79 | 0.8975 5.13 37.81 | 0.9219 5.68 40.44 | 0.9131
3 7.78 52.94 | 0.7863 5.24 38.81 | 0.9223 5.30 38.20 | 0.9218
2 5 6.85 68.96 | 0.7550 5.08 37.78 | 0.9252 5.50 39.82 | 0.9137
8 16.79 | 300.30 | 0.4407 5.14 38.01 | 0.9233 5.14 37.87 | 0.9272
3 12.31 | 239.06 | 0.5920 5.26 39.03 | 0.9210 5.97 43.54 | 0.8939
3 5 8.22 99.27 | 0.6896 5.12 38.27 | 0.9195 5.37 40.09 | 0.9059
8 38.60 | 570.73 | 0.1269 6.82 48.15 | 0.7925 6.09 44.19 | 0.8915
Ortalama| 11.88 | 162.01 | 0.6768 5.33 39.24 | 0.9084 5.51 40.20 | 0.9125

* Kalin rakamlarla gosterilen degerler her bir algoritmayla elde edilen en diisiik MAPE degerleridir.

** MU, A, GD ve Doéngii sayilari sirastyla 0.001, 0.1, 1077 ve 1000 olarak almmustir.

Agin egitimi esnasinda gegen siireler ve egitimin sona erdirildigi en iyi dongii

sayilar1 Tablo 4.11°de verilmistir.

Tablo 4.11. Dérdiincii grup parametrelerle egitimde siireler ve iterasyon sayilari.

ALGORITMALAR
LM BR GDX
Siire(sn) | EDS | Siire(sn) | EDS | Siire(sn) | EDS
0.7490 | 119 | 0.9340 | 118 | 0.7870 |1000
7.1660 |1000| 3.2880 | 436 | 2.0920 | 998
7.2910 |1000| 1.5720 | 215 | 0.9020 | 985
0.0630 | 6 | 1.5200 | 164 | 0.8340 |1000
8.6930 |[1000| 5.2340 | 551 | 0.9340 |1000
9.0710 |1000| 1.7900 | 180 | 0.9500 | 998
9.0600 |[1000| 1.8750 | 196 | 0.8180 |1000
9.9560 |1000| 2.0590 | 204 | 0.9200 | 998
12.5210 {1000| 5.3140 | 361 | 0.8870 |1000
Ort. 7.1744 | 792 | 2.6207 | 269 | 1.0138 | 998

KS

Z
wn

oo|UlIfw|oo|UT|{w|oo|oT|Ww




88

Tablo 4.11 incelendiginde bu parametre grubunda BR algoritmasinda higbir
katman ve noron sayisinda 1000 dongliye kadar iterasyon yapilmadigi
goriilmektedir. Ogrenme oraninin biiyiitiilmesi BR algoritmasinda déngii sayilarini

sinirlamis olabilir.

4.1.1.6 Besinci grup parametrelerle egitim

Bu gruptaki parametreler MATLAB tarafindan varsayilan parametrelerden
farkl1 olarak sadece GD degerinin 107 olarak alinmasiyla elde edilmis ve yedi farkli
ag bu parametrelerle egitilmistir. Egitim sonunda performans Olgiitii degerleri

kaydedilerek Tablo 4.12°de verilmistir.

Tablo 4.12. Begsinci grup parametrelerle yapilan analiz bulgulari.

ALGORITMALAR
LM BR GDX

MAPE | RMSE 2 MAPE | RMSE 2 MAPE | RMSE 2

KINS o) | k) | Bl @) | k) | B | o) | kg | R
3 5.18 38.57 | 0.9290 5.18 38.40 | 0.9256 5.29 38.66 | 0.9250
1 5 5.38 38.81 | 0.9241 5.10 37.95 | 0.9234 5.37 38.58 | 0.9254
8 5.46 40.59 | 0.9230 5.16 38.34 | 0.9246 5.28 3958 | 0.9141
3 6.45 94.47 | 0.8289 5.12 37.59 | 0.9284 5.42 38.99 | 0.9140
2 5 12.28 | 264.59 | 0.7401 5.22 38.36 | 0.9183 5.32 39.12 | 0.9218
8 17.23 | 319.67 | 0.4989 5.14 38.23 | 0.9178 5.43 39.13 | 0.9292
3 6.01 75.56 | 0.8301 5.13 38.43 | 0.9191 5.33 39.83 | 0.9165
3 5 10.14 92.48 | 0.6996 5.21 38.26 | 0.9257 5.69 42.22 | 0.9040
8 4432 | 571.13 | 0.1686 7.39 53.49 | 0.7936 5.50 39.62 | 0.9196
Ortalama | 12.49 | 170.65 | 0.7269 5.41 39.89 | 0.9085 5.40 39.53 | 0.9188

* Kalin rakamlarla gosterilen degerler her bir algoritmayla elde edilen en diisiik MAPE degerleridir.

** MU, ), GD ve Déngii sayilari sirastyla 0.001, 0.01, 10 ve 1000 olarak alinmustir.

Tablo 4.12 incelendiginde bu parametre grubunda en diisiik MAPE degerinin
BR algoritmasi, bir gizli katman ve bes noronun kullanildigi durumda %35.10 olarak
tespit edildigi goriilmektedir. LM algoritmasi yine dogrulama setinin olmayist
nedeniyle yiiksek MAPE degerleri (%44.32) ile tahminler iretmistir. BR
algoritmasi ti¢ katman ve sekiz néronun oldugu yapida yiiksek MAPE degeri ile
(%7.39) tahmin tiretmistir.

Agin egitimi esnasinda gegen siireler ve egitimin sona erdirildigi en iyi dongii

sayilar1 Tablo 4.13’de verilmistir. Tablo 4.13 incelendiginde egitimde gegen siireler
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bakimindan 6nceki parametre gruplarindan 6nemli diizeyde farkli sonuglar elde

edilmedigi gorilmiistiir

Tablo 4.13. Besinci grup parametrelerle egitimde siireler ve iterasyon sayilari.

ALGORITMALAR
LM BR GDX
Siire(sn) | EDS | Siire(sn) | EDS | Siire(sn) | EDS
5.9490 |1000| 0.9550 | 136 | 0.7650 | 998
6.5030 |1000| 0.5010 | 65 | 0.7930 |1000
7.2750 |1000| 0.9860 | 99 | 0.8210 |1000
7.7260 |1000| 2.2430 | 270 | 0.8170 |1000
8.8670 |1000| 4.9500 | 528 | 0.9100 |1000
9.0240 |1000| 9.1080 | 912 | 0.8670 |1000
9.2570 |1000| 2.0740 | 189 | 0.9030 |1000
10.0680 | 1000 10.0440 | 754 | 1.0910 |1000
12.2780 [1000| 3.6340 | 210 | 0.9310 |1000
Ort. 8.5497 |1000| 3.8328 | 351 | 0.8776 |1000
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4.1.1.7 Altinci grup parametrelerle egitim

Bu gruptaki parametreler sadece GD degerinin 10 olarak alinmasiyla elde
edilmis ve yedi farkli ag bu parametrelerle egitilmistir. Egitim sonunda ortalama

performans Ol¢iitli degerleri kaydedilerek Tablo 4.14°de verilmistir.

Tablo 4.14. Altinci grup parametrelerle yapilan analiz bulgulari.

ALGORITMALAR
LM BR GDX

MAPE | RMSE 2 MAPE | RMSE 2 MAPE | RMSE 2

KSINS 1 00) | k) | B | om | k) | B | @) | kg | R
3 5.21 38.53 | 0.9234 5.10 37.71 | 0.9224 5.29 38.38 | 0.9204
1 5 5.22 40.97 | 0.9206 5.14 38.23 | 0.9263 5.31 37.93 | 0.9222
8 12.72 | 370.77 | 0.6565 5.08 37.76 | 0.9260 5.05 36.99 | 0.9263
3 5.27 38.56 | 0.9191 5.07 37.84 | 0.9290 5.18 38.09 | 0.9191
2 5 6.89 75.97 | 0.7726 5.20 38.63 | 0.9205 5.16 39.06 | 0.9180
8 14.16 | 159.52 | 0.5069 5.15 38.20 | 0.9254 5.14 37.52 | 0.9260
3 5.55 44.53 | 0.9049 5.30 39.95 | 0.9086 5.38 39.09 | 0.9151
3 5 14.24 | 351.05 | 0.5103 5.15 38.19 | 0.9209 5.42 40.58 | 0.9157
8 33.19 | 511.31 | 0.1261 6.80 50.20 | 0.7845 5.11 37.22 | 0.9266
Ortalama | 11.38 | 181.25 | 0.6934 5.33 39.63 | 0.9071 5.23 38.32 | 0.9210

* Kalin rakamlarla gosterilen degerler her bir algoritmayla elde edilen en diisiik MAPE degerleridir.

** MU, A, GD ve Dongii sayilari sirastyla 0.001, 0.01, 10-° ve 1000 olarak almmustir.

Tablo 4.14 incelendiginde bu parametre grubunda en diigsiik hata (MAPE)

GDX algoritmasi, bir gizli katman ve sekiz néronun kullanildigi durumda %5.05
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olarak tespit edildigi goriilmiistiir. Bu parametre grubunda LM algoritmasi yine
dogrulama setinin olmayisi nedeniyle yiiksek MAPE degerleriyle (%33.19)
tahminler iiretmistir. BR algoritmas1 3 katman ve 8 néronun oldugu yapida yiiksek

MAPE degeri ile (%6.8) tahmin liretmistir.

Agin egitimi esnasinda gegen siireler ve egitimin sona erdirildigi en iyi dongii
sayilar1 Tablo 4.15te verilmistir. Tablo 4.15 incelendiginde LM algoritmasinin
yine gereksiz yere 1000 dongiiye kadar egitime devam ettigi, GDX algoritmasinin
Isn’nin altinda egitimi tamamladig1 gorilmektedir. BR algoritmasinin bu
parametre grubunda ii¢ katman ve sekiz noron kullanilan yapida lokal minimuma
takildig1 sOylenebilir. Zira ortalama 250 dongii ile egitmi tamamlayan algoritma 13
dongii ile egitimi tamamladigi, Tablo 4.14 incelendiginde bu grupta MAPE

degerinin de ortalamanin bir miktar tizerinde oldugu goriilebilmektedir.

Tablo 4.15. Altnct grup parametrelerle egitimde siireler ve iterasyon sayilari.

ALGORITMALAR
LM BR GDX
Siire(sn) | EDS | Siire(sn) | EDS | Siire(sn) | EDS
7.6500 |[1000| 3.5560 | 480 | 0.7730 | 996
11.2860 | 1000| 3.0530 | 237 | 0.9460 | 998
10.1990 | 1000| 2.9000 | 327 | 0.8340 |1000
10.7330 {1000| 2.6530 | 230 | 0.9290 |1000
9.1390 [1000| 1.6510 | 168 | 0.8070 | 998
13.2500 |1000| 2.4490 | 203 | 0.9030 | 996
10.6160 | 1000 | 2.9880 | 270 | 0.9410 |1000
13.8880 |1000| 1.7410 | 145 | 0.8860 |1000
12.8310 |1000| 0.3820 | 13 | 1.1030 | 995
Ort. 11.0658 |1000| 2.3748 | 230 | 0.9024 | 998
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4.1.1.8 Yedinci grup parametrelerle egitim

Bu gruptaki parametreler MATLAB tarafindan varsayilan parametrelerden
farkl1 olarak sadece dongii sayisinin 500 olarak alinmasiyla elde edilmis ve yedi
farkli ag bu parametrelerle egitilmistir. Egitim sonunda elde edilen performans
olgiitii degerleri Tablo 4.16°da verilmistir. Tablo 4.16 incelendiginde bu parametre
grubunda en diisik MAPE degeri BR algoritmasi, iki gizli katman ve sekiz néronun

kullanildig1 durumda %5.04 olarak tespit edildigi goriilmiistiir.
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Tablo 4.16. Yedinci grup parametrelerle yapilan analiz bulgular.

ALGORITMALAR
LM BR GDX
MAPE | RMSE 2 MAPE | RMSE 2 MAPE | RMSE 2

KSINS T o) | k) | B o) | k) | B [ o) | (kg | R
3 5.12 38.57 | 0.9193 5.12 38.04 | 0.9215 5.23 38.09 | 0.9222
1 5 5.27 38.78 | 0.9143 5.12 37.95 | 0.9197 5.52 40.36 | 0.9066
8 5.47 39.16 | 0.9191 5.21 38.88 | 0.9288 5.20 38.38 | 0.9177
3 5.35 38.93 | 0.9140 5.06 37.49 | 0.9268 5.23 37.79 | 0.9218
2 5 6.63 60.40 | 0.8314 5.15 37.85 | 0.9289 5.58 44.41 | 0.9006
8 10.48 | 116.34 | 0.5784 5.04 37.57 | 0.9220 5.49 39.91 | 0.9150
3 9.48 69.21 | 0.7102 5.05 37.02 | 0.9231 5.89 4465 | 0.8933
3 5 6.00 44.30 | 0.8954 5.09 38.02 | 0.9226 5.83 43.04 | 0.9012
8 25.76 | 300.09 | 0.2922 5.14 38.04 | 0.9247 5.46 41.43 | 0.9165
Ortalama| 8.84 82.86 | 0.7749 5.11 37.87 | 0.9242 5.49 40.90 | 0.9105

* Kalin rakamlarla gosterilen degerler her bir algoritmayla elde edilen en diisiik MAPE degerleridir.
** MU, A, GD ve Déngii sayilari sirastyla 0.001, 0.01, 107 ve 500 olarak alinmustr.

LM algoritmas1 yine dogrulama setinin olmayisi nedeniyle yliksek MAPE
degeri (%25.76) ile tahminler {iretmis ancak dongii sayisinin azalmast MAPE
degerini kismen disiirmiistiir. BR ve GDX algoritmast dongii sayist 500’e

diisiiriildiiglinde katman ve noron sayisindan etkilenmemistir.

Agin egitimi esnasinda gegen siireler ve egitimin sona erdirildigi en iy1 dongi
sayilar1 Tablo 4.17°de verilmistir. Dongii sayis1 500 ile sinirlandirildiginda LM ve
GDX algoritmas1 maksimum dongii sayisina kadar egitime devam ettigi, egitimde
gecen siirelerin iki algoritmada da yari yariya diigiis gosterdigi Tablo 4.17°den

anlagilmaktadir. BR algoritmasinda siirelerde kayda deger bir azalma olmamastir.

Tablo 4.17. Yedinci grup parametrelerle egitimde siireler ve iterasyon sayilari.

ALGORITMALAR
LM BR GDX
Siire(sn) | EDS | Siire(sn) | EDS | Siire(sn) | EDS
3.0240 | 500 | 0.5960 | 83 | 0.4860 | 494
3.2410 | 500 | 1.8860 | 240 | 0.4020 | 497
3.9070 | 500 | 0.7360 | 97 | 0.4390 | 500
3.9630 | 500 | 1.4490 | 175 | 0.4010 | 495
4.2580 | 500 | 2.1260 | 203 | 0.5020 | 497
4.6970 | 500 | 5.0670 | 500 | 0.4390 | 494
0.0630 | 3 | 1.9890 | 207 | 0.4490 | 500
4.9100 | 500 | 5.4940 | 500 | 0.5080 | 500
5.8310 | 500 | 4.2110 | 212 | 0.4790 | 494
Ort. 3.7660 | 445 | 2.6171 | 246 | 0.4561 | 497
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4.1.1.9 Sekizinci grup parametrelerle egitim

Bu gruptaki parametreler MATLAB tarafindan varsayilan parametrelerden
farkli olarak sadece dongii sayisinin 100 olarak alinmasiyla elde edilmis ve yedi
farkli ag bu parametrelerle egitilmistir. Egitim sonunda performans 6lg¢iitii degerleri

kaydedilerek Tablo 4.18’de verilmistir.

Tablo 4.18. Sekizinci grup parametrelerle yapilan analiz bulgular.

ALGORITMALAR
LM BR GDX

MAPE | RMSE 2 MAPE | RMSE 2 MAPE | RMSE 2

KINS o) | k) | Bl @) | k) | B | o) | kg | R
3 5.22 37.38 | 0.9276 5.18 38.39 | 0.9255 6.42 47.85 | 0.8823
1 5 4.85 35.19 | 0.9291 5.14 37.47 | 0.9287 6.51 47.44 | 0.8789
8 6.47 60.77 | 0.8010 5.13 37.66 | 0.9236 7.21 49.69 | 0.8574
3 5.13 37.56 | 0.9273 5.07 37.95 | 0.9266 7.59 58.02 | 0.8161
2 5 5.75 52.00 | 0.8835 5.04 37.10 | 0.9259 6.51 46.62 | 0.8877
8 8.11 106.16 | 0.7422 5.14 38.26 | 0.9229 7.08 50.04 | 0.8633
3 5.05 36.56 | 0.9306 5.03 37.02 | 0.9219 | 12.97 | 88.95 | 0.7098
3 5 5.67 4450 | 0.8966 5.14 37.67 | 0.9266 8.13 58.61 | 0.8183
8 7.04 57.93 | 0.8406 7.18 52.55 | 0.7902 6.81 49.39 | 0.8706
Ortalama| 5.92 52.01 | 0.8754 5.34 39.34 | 0.9102 7.69 55.18 | 0.8427

* Kalin rakamlarla gosterilen degerler her bir algoritmayla elde edilen en diisiik MAPE degerleridir.

** MU, A, GD ve Déngii sayilar1 sirastyla 0.001, 0.01, 1077 ve 100 olarak almmustir.

Tablo 4.18 incelendiginde, LM algoritmasinda, varsayilan dahil dokuz
parametre grubundan en diisik MAPE degerinin (%4.85) bu gruptaki
paramatrelerle elde edildigi goriilmektedir. Ancak GDX algoritmasinda ise tam
tersi bir durum s6z konusu olmakta, dongii sayisinin azaltilmast MAPE ve RMSE

degerlerini artirmaktadir.

Agin egitimi esnasinda gegen siireler ve egitimin sona erdirildigi en iyi dongii
sayilar1 Tablo 4.19°de verilmistir. Tablo 4.19 incelendiginde dongii sayisinin 100
ile smirlandiriimasiyla biitiin algoritmalarin 1sn’nin altinda egitimi tamamladig

goriilmektedir.



Tablo 4.19. Sekizinci grup parametrelerle egitimde siire ve iterasyon sayilari.
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ALGORITMALAR

LM

BR

GDX

KS

Z
%]

Siire(sn)

EDS

Siire(sn)

EDS

Siire(sn)

EDS

0.6480

100

0.7330

100

0.0970

100

0.7020

100

0.7410

100

0.2890

100

0.7180

100

0.7650

100

0.1010

100

0.7630

100

0.8550

100

0.1010

100

0.0575

100

0.9180

100

0.1010

100

0.8160

100

1.0340

100

0.1320

100

3

0.8860

100

0.8930

100

0.1220

100

0.9710

100

1.0330

100

0.1160

100

(MW (Uo|w|o|(oT|w

1.1870

100

1.3190

100

0.1540

100

Ort.

0.7498

100

0.9212

100

0.1348

100

4.1.2 Capraz dogrulamada normalize edilmis verilerle deneme

Calismanin bu kisminda sigirlarin goriintiilerinden ¢esitli goriintii isleme
yontemleriyle elde edilen ham wveriler z-skorlarma donistiiriilerek verilere
standartlastirma uygulanmis, ¢apraz dogrulama ile test ve egitim setine ayrilan
veriler ve EK 1b’deki komutlar yardimiyla yapay sinir aglarinda egitim yapilmistir.

Asagida dokuz farkli parametre grubu i¢in yapilan analiz sonuglari verilmistir.

4.1.2.1 MATLAB varsavilan parametre degerleriyle canl agirhik tahmini

Bu gruptaki parametreler Tablo 4.20’de goriilen ve MATLAB paket programi

tarafindan ileri beslemeli geri yayilimli ag i¢in otomatik olarak atanan varsayilan

parametre degerleridir.

Yapilan analiz sonucunda Tablo 4.21°deki bulgulara ulasilmistir. Bulgular
incelendiginde BR algoritmasi (MAPE=%5.07) disinda standartlastirmanin

yapilmadigr durumdaki egitimden hatalarin biiyiik farklilik (standartlastirmanin

Tablo 4.20. MATLAB varsayilan parametreleri

MATLAB varsayilan parametreleri

MU

A

GD

Dongii

0.001

0.01 | 107

1000

olmadig1 durumda %4.95) gostermedigi anlagilmaktadir.
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Tablo 4.21. Varsayilan parametrelerle yapilan analiz bulgular.

ALGORITMALAR
LM BR GDX

MAPE | RMSE 2 MAPE | RMSE 2 MAPE | RMSE 2

KINS o) | k) | B @) | k) | B | o) | kg | R
3 5.25 39.90 | 0.9153 5.07 37.62 | 0.9254 5.10 37.41 | 0.9262
1 5 13.19 443 0.7725 5.08 37.90 | 0.9168 5.24 38.21 | 0.9229
8 7.71 5794 | 0.8058 5.07 37.65 | 0.9268 5.54 41.11 | 0.9113
3 7.48 57.31 | 0.8366 5.10 37.89 | 0.9274 5.28 39.05 | 0.9194
2 5 12.95 237 0.7063 5.12 38.10 | 0.9224 5.22 37.97 | 0.9200
8 15.66 252 0.4451 5.11 38.02 | 0.9256 5.27 39.36 | 0.9279
3 5.92 58.00 | 0.8055 5.10 37.88 | 0.9251 5.36 38.99 | 0.9193
3 5 17.50 467 0.5531 5.16 38.33 | 0.9241 5.62 39.80 | 0.9189
8 37.97 505 0.2322 5.16 67.59 | 0.6602 5.19 36.77 | 0.9324
Ortalama | 77.07 | 872.58 | 0.6747 5.11 41.22 | 0.8949 5.31 38.74 | 0.9220

* Kalin rakamlarla gosterilen degerler her bir algoritmayla elde edilen en diisiik MAPE degerleridir.

Agin egitimi esnasinda gegen siireler ve egitimin sona erdirildigi en iyi dongii
sayilar1 Tablo 4.22°de verilmistir. Tablo 4.22 incelendiginde LM algoritmasi bir
katmanda {i¢ néronun bulundugu durum hari¢ egitimin yine 1000 dongiiye kadar

devam ettigi goriilmektedir.

Tablo 4.22. Varsayilan parametrelerle egitimde siireler ve iterasyon sayilari.

ALGORITMALAR
LM BR GDX
Siire(sn) | EDS | Siire(sn) | EDS | Siire(sn) | EDS
0.5360 | 75 | 0.9480 | 121 | 0.7390 |1000
7.5830 [1000| 1.5040 | 192 | 0.7650 |1000
7.4040 [1000| 1.6040 | 165 | 0.9120 |1000
8.6210 |1000| 0.7550 | 90 | 0.8660 | 995
9.8370 [1000| 2.0140 | 198 | 0.8460 |1000
10.9790 | 1000| 1.3720 | 136 | 0.9850 | 998
10.2410 |1000| 9.2940 [1000| 0.8980 | 998
10.0950 | 1000| 2.8780 | 253 | 1.5230 |1000
14.7920 | 1000| 12.3590 | 360 | 0.9270 |1000
Ort. 8.8987 | 897 | 3.6364 | 279 | 0.9401 | 999
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BR algoritsinda ii¢ katman ve {i¢ néronun oldugu yapida 1000 dongiiye kadar
egitim devam etmis ancak diger durumlarda asir1 e8itim goézlenmemistir. GDX
algoritmasinda daha Onceki parametre gruplarindan farkli sonuglar elde

edilmemistir.
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4.1.2.2 Birinci grup parametrelerle egitim

Bu gruptaki parametreler MATLAB tarafindan varsayilan parametrelerden

farkli olarak sadece MU degerinin 0.005 olarak alinmasiyla elde edilmistir.

Tablo 4.23. Birinci grup parametrelerle yapilan analiz bulgulari.

ALGORITMALAR
LM BR GDX

MAPE | RMSE 2 MAPE | RMSE 2 MAPE | RMSE 2

KSINS o) | k) | R | om | k) | B | @) | kg | R
3 5.33 45.98 | 0.8982 5.06 37.70 | 0.9271 5.14 38.32 | 0.9130
1 5 5.19 36.71 | 0.9274 5.15 38.23 | 0.9226 5.25 40.71 | 0.9227
8 5.57 42.37 | 0.9043 5.09 37.39 | 0.9239 5.52 40.99 | 0.9075
3 5.31 39.15 | 0.9188 5.16 38.18 | 0.9219 5.29 38.32 | 0.9257
2 5 12.39 266 0.5261 5.19 37.81 | 0.9244 5.49 39.56 | 0.9123
8 20.28 299 0.3151 5.05 37.33 | 0.9257 5.37 38.73 | 0.9198
3 5.33 38.05 | 0.9222 5.10 37.43 | 0.9245 5.52 38.79 | 0.9251
3 5 16.28 297 0.5036 5.07 37.92 | 0.9279 5.08 37.28 | 0.9294
8 39.37 577 0.2042 7.53 51.02 | 0.7900 5.38 39.33 | 0.9178
Ortalama | 12.78 | 182.36 | 0.6800 5.38 39.22 | 0.9098 5.34 39.11 | 0.9193

* Kalin rakamlarla gosterilen degerler her bir algoritmayla elde edilen en diisiik MAPE degerleridir.

** MU, A, GD ve Déngii sayilari sirastyla 0.005, 0.01, 1077 ve 1000 olarak almmustir.

Yedi farkli ag bu parametrelerle egitilmistir. Egitim sonunda performans
Olctitli degerleri kaydedilerek Tablo 4.23’te verilmistir. Tablo 4.23 incelendiginde
bu parametre grubunda en diisiik MAPE degeri BR algoritmasi, iki gizli katman ve
sekiz noronun kullanildigi durumda %35.04 olarak tespit edildigi gorilmektedir. LM
algoritmasi yine dogrulama setinin olmayisi nedeniyle yiiksek MAPE degerleri
(%39.37) ile tahminler tiretmis BR algoritmasi ii¢ néron ve sekiz katmanin oldugu

durumda yiiksek MAPE degeri (%7.53) ile tahmin tiretmistir.

Agin egitimi esnasinda gegen siireler ve egitimin sona erdirildigi en iyi dongii
sayilar1 Tablo 4.24’te verilmistir. Tablo 4.24 incelendiginde BR algoritmasinin ii¢
defa 1000 dongiliye kadar egitime devam ettigi goriilmektedir. GDX ve LM
algoritmalarinda ise yine onceki parametre gruplariyla ¢ok farkli sonuclar elde

edilmemistir.
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Tablo 4.24. Birinci grup parametrelerle egitimde siireler ve iterasyon sayilari.

ALGORITMALAR
LM BR GDX
Siire(sn) | EDS | Siire(sn) | EDS | Siire(sn) | EDS
6.0900 [1000| 5.6140 | 676 | 0.7500 |1000
7.5090 [1000| 1.4540 | 129 | 0.7330 |1000
7.5970 [1000| 3.2450 | 309 | 0.7420 |1000
8.4590 [1000| 8.6160 |1000| 0.9140 |1000
8.7950 |1000| 1.7680 | 187 | 0.7910 | 994
9.7740 |[1000| 4.0480 | 370 | 0.8540 |1000
9.5340 [1000| 9.4410 |1000| 0.8120 |1000
11.2520 |1000| 5.9630 | 549 | 0.8600 |1000
13.8610 | 1000| 14.2480 |1000| 0.8930 |1000
Ort. 9.2079 |1000| 6.0441 | 580 | 0.8166 | 999
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4.1.2.3 ikinci grup parametrelerle egitim

Bu gruptaki parametreler MATLAB tarafindan varsayilan parametrelerden
farkli olarak sadece MU degerinin 0.01 olarak alinmasiyla elde edilmis ve yedi
farkli ag bu parametrelerle egitilmistir. Bu parametre grubunda en diisiik MAPE
degerinin BR algoritmasi, bir gizli katman ve ii¢ néronun kullanildigi durumda

%035.03 olarak tespit edildigi Tablo 4.25°ten goriilmektedir.

Tablo 4.25. ikinci grup parametrelerle yapilan analiz bulgulari.

ALGORITMALAR
LM BR GDX

MAPE | RMSE 2 MAPE | RMSE 2 MAPE | RMSE 2

KSINS o) | k) | Bl @) | k) | B | o) | kg | R
3 5.14 38.37 | 0.9241 5.03 37.50 | 0.9272 5.29 38.36 | 0.9221
1 5 5.76 59.63 | 0.8786 5.14 38.09 | 0.9291 5.22 38.25 | 0.9266
8 5.12 36.52 | 0.9252 5.06 37.37 | 0.9262 5.19 37.99 | 0.9186
3 5.94 53.13 | 0.8684 5.26 38.17 | 0.9240 5.15 38.23 | 0.9240
2 5 49.50 1509 | 0.6460 5.12 38.16 | 0.9272 5.56 40.41 | 0.9092
8 29.90 454 0.5641 5.05 37.70 | 0.9271 5.09 37.59 | 0.9236
3 6.07 63.39 | 0.8035 5.24 39.60 | 0.9134 5.34 39.68 | 0.9198
3 5 16.53 308 0.4872 5.1 37.21 | 0.9263 5.26 38.80 | 0.9218
8 26.33 313 0.2226 5.42 4258 | 0.9197 5.52 39.39 | 0.9109
Ortalama| 16.69 315 0.7021 5.16 38.49 | 0.9245 5.29 38.74 | 0.9196

* Kalin rakamlarla gosterilen degerler her bir algoritmayla elde edilen en diisiik MAPE degerleridir.

** MU, A, GD ve Déngii sayilar1 sirastyla 0.01, 0.01, 107 ve 1000 olarak almmustir.

Agin egitimi esnasinda gegen siireler ve egitimin sona erdirildigi en iyi dongii
sayilar1 Tablo 4.26°de verilmistir. Tablo 4.26 incelendiginde bir katmanda ii¢ néron

kullanildiginda LM algoritmasinda asir1 egitim olugsmadigi, BR algoritmasinda ii¢
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katman ve sekiz ndron bulunan yapida asir1 egitim oldugu ve GDX algoritmasinda

diger parametre gruplarina gore bir farklilik olmadig goriilmektedir.

Tablo 4.26. ikinci grup parametrelerle egitimde siireler ve iterasyon sayilar1.

ALGORITMALAR
LM BR GDX
Siire(sn) | EDS | Siire(sn) | EDS | Siire(sn) | EDS
0.3010 | 40 | 1.2230 | 161 | 0.7510 | 996
6.9870 |1000| 0.9030 | 115 | 0.7490 |1000
7.1970 |1000| 1.3590 | 169 | 0.7800 |1000
7.6860 |1000| 7.9760 | 827 | 0.7790 [1000
9.5590 |1000| 6.4800 | 491 | 0.8070 [1000
10.1540 [1000| 5.9200 | 557 | 0.8440 |1000
10.2800 | 1000| 6.5610 | 676 | 0.8560 |1000
9.9330 |1000| 2.2780 | 181 | 0.8560 | 997
13.8450 [ 1000 15.6540 |1000| 0.8860 |1000
Ort. 8.4380 | 893 | 5.3727 | 464 | 0.8120 | 999
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4.1.2.4 Uciincii grup parametrelerle egitim

Bu gruptaki parametreler MATLAB tarafindan varsayilan parametrelerden
farkli olarak sadece MU degerinin 0.05 olarak alinmasiyla elde edilmistir. Egitim
sonunda performans ol¢iitii degerleri kaydedilerek Tablo 4.27°de verilmistir. Bu
parametre grubunda en diisik MAPE degeri BR algoritmasi, {i¢ gizli katman ve ii¢

noronun kullanildig durumda %4.98 olarak tespit edilmistir.

Tablo 4.27. Ugiincii grup parametrelerle yapilan analiz bulgulari.

ALGORITMALAR
LM BR GDX
MAPE | RMSE 2 MAPE | RMSE 2 MAPE | RMSE 9

KSINS T o) | k) | Bl o) | k) | B | o) | (kg | R
3 5.47 46.02 | 0.8987 5.13 37.37 | 0.9210 5.11 37.14 | 0.9309
1 5 5.91 73.09 | 0.8598 5.07 37.40 | 0.9247 5.17 37.88 | 0.9276
8 5.71 44.87 | 0.8678 5.10 37.56 | 0.9270 5.45 39.51 | 0.9147
3 6.92 109.75 | 0.7636 5.19 39.28 | 0.9234 5.07 36.89 | 0.9253
2 5 2152 | 770.92 | 0.6738 5.05 37.63 | 0.9246 5.44 38.23 | 0.9175
8 30.81 | 511.95 | 0.2872 5.12 37.92 | 0.9264 5.34 38.39 | 0.9182
3 6.41 71.45 | 0.7958 498 37.21 | 0.9276 5.21 38.19 | 0.9251
3 5 12.73 | 227.79 | 0.5780 5.10 37.62 | 0.9236 5.26 38.80 | 0.9218
8 39.70 | 548.48 | 0.1493 5.11 37.86 | 0.9257 5.36 38.61 | 0.9197
Ortalama | 15.02 | 267.15 | 0.6527 5.09 37.76 | 0.9249 5.27 38.18 | 0.9223

* Kalin rakamlarla gosterilen degerler her bir algoritmayla elde edilen en diisiik MAPE degerleridir.

** MU, A, GD ve Déngii sayilar1 sirastyla 0.05, 0.01, 1077 ve 1000 olarak almmustir.
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LM algoritmasinda yiikksek MAPE degerleri (%39.7) ile tahminler
iiretilmistir. GDX ve BR algoritmalarinin LM algoritmasiin aksine katman ve

noron sayilarindan etkilenmedigi Tablo 4.27°den goriilmektedir.

Agm egitimi esnasinda gegen siireler ve en iyi dongii sayilar1 Tablo 4.28’de
verilmistir. Tablo 4.28 incelendiginde bir katmanda ii¢ ve sekiz néron bulundugu
durumlar haric LM algoritmasinda 1000 dongiiye kadar egitimin devam ettigi
goriilmektedir. BR algoritmasinda bir katmanda bes noron bulunan yapida 1000
dongiiye kadar egitime devam edilmistir. GDX algoritmasi i¢in diger parametre

gruplariyla bir farklilik olusmamustir.

Tablo 4.28. Ugiincii grup parametrelerle egitimde siireler ve iterasyon sayilar1.

ALGORITMALAR
LM BR GDX
Siire(sn) | EDS | Siire(sn) | EDS | Siire(sn) | EDS
0.6720 | 99 | 2.7440 | 424 | 0.7650 | 989
1.7100 | 204 | 7.4110 |[1000| 0.7400 |1000
10.5510 | 1000| 0.9180 | 113 | 0.7560 | 994
7.8050 |1000| 2.3120 | 236 | 0.7820 | 997
11.84 |1000| 3.1740 | 371 | 0.8180 |1000
8.9080 |1000| 3.4250 | 355 | 0.8870 | 996
14.1970 | 1000| 3.5570 | 349 | 0.8710 | 991
9.9020 |1000| 1.5190 | 116 | 0.8560 | 997
11.5460 |1000| 1.4500 | 95 | 0.8870 |1000
Ort. 8.5701 | 811 | 2.9456 | 340 | 0.8180 | 996

KS

Z
wn

3

N
O|OI(W(o|U1|wW|oo|0T|Ww

4.1.2.5 Dordiincii grup parametrelerle egitim

Bu gruptaki parametreler MATLAB tarafindan varsayilan parametrelerden
farkli olarak sadece A degerinin 0.1 olarak alinmasiyla elde edilmistir. Egitim
sonunda performans olgiitii degerleri kaydedilerek Tablo 4.29°de verilmistir. Tablo
4.29 incelendiginde bu parametre grubunda en diisik MAPE degerinin GDX
algoritmasi, bir gizli katman ve {i¢ néronun kullanildigi durumda %4.96 olarak
tespit edildigi goriilmektedir. Dogrulama setinin olmayisi nedeniyle LM
algoritmasiyla yiiksek MAPE degerleri (%40.87) ile tahminler yapildig:
goriilmektedir. GDX ve BR algoritmalar1 katman ve noron sayilarindan

etkilenmemistir.
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Tablo 4.29. Dérdiincii grup parametrelerle yapilan analiz bulgulart.

ALGORITMALAR
LM BR GDX
MAPE | RMSE 2 MAPE | RMSE 2 MAPE | RMSE 2

KSINS T o) | k) | B o) | k) | B [ o) | (kg | R
3 5.47 46.02 | 0.8987 5.03 37.50 | 0.9272 5.27 38.11 | 0.9251
1 5 5.91 73.09 | 0.8598 5.14 38.09 | 0.9291 5.71 40.68 | 0.9092
8 5.71 4487 | 0.8678 5.06 37.39 | 0.9261 4.96 36.79 | 0.9334
3 6.92 109.75 | 0.7636 5.26 38.17 | 0.9240 5.09 37.78 | 0.9235
2 5 2152 | 770.92 | 0.6738 5.14 38.05 | 0.9279 5.75 41.68 | 0.9136
8 30.81 | 511.95 | 0.2871 5.05 37.70 | 0.9271 5.55 39.78 | 0.9192
3 5.29 38.97 | 0.9210 5.11 38.36 | 0.9188 5.17 37.22 | 0.9260
3 5 1456 | 274.50 | 0.3521 5.12 38.19 | 0.9239 5.50 39.91 | 0.9067
8 40.87 | 510.57 | 0.1605 5.03 37.29 | 0.9238 5.23 37.47 | 0.9252
Ortalama | 15.23 | 264.52 | 0.6427 5.10 37.86 | 0.9253 5.36 38.82 | 0.9202

* Kalin rakamlarla gosterilen degerler her bir algoritmayla elde edilen en diisiik MAPE degerleridir.
** MU, A, GD ve Déngii sayilari sirastyla 0.001, 0.1, 107 ve 1000 olarak alinmustir.

Agin egitimi esnasinda gegen siireler ve en iyi dongii sayilar1 Tablo 4.30’da
verilmistir. Tablo 4.30 incelendiginde bir onceki grupta oldugu gibi LM
algoritmasinda bir katmanda ii¢ ve bes noronun oldugu yap1 hari¢ 1000 dongiiye
kadar egitimin siirdiigii goriilmektedir. BR algoritmasinda ii¢ katmanda bes ndron

bulunan yapida ise 1000 dongii ile egitim tamamlanmaistir.

Tablo 4.30. Dérdiincii grup parametrelerle egitimde siireler ve iterasyon sayilari.

ALGORITMALAR
LM BR GDX
Siire(sn) | EDS | Siire(sn) | EDS | Siire(sn) | EDS
0.6680 | 99 | 1.0830 | 161 | 0.7230 | 999
1.4020 | 204 | 1.2410 | 109 | 0.7520 |1000
8.3540 (1000| 1.7180 | 201 | 0.7460 |1000
8.0710 [1000| 7.9500 | 936 | 0.7680 |1000
8.8640 [1000| 4.9130 | 520 | 0.8110 |1000
9.1300 (1000| 7.8120 | 564 | 0.8190 |1000
10.0580 | 1000| 2.9920 | 283 | 0.8230 | 995
10.1890 | 1000| 12.3960 |1000| 0.8750 |1000
11.9460 |1000| 2.7320 | 192 | 1.1190 |1000
Ort. 7.6313 | 811 | 4.7597 | 441 | 0.8262 | 999
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4.1.2.6 Besinci grup parametrelerle egitim

Bu gruptaki parametreler MATLAB tarafindan varsayilan parametrelerden
farkl1 olarak sadece gradyan degerinin 10 olarak alinmastyla elde edilmis ve yedi
farkli ag bu parametrelerle egitilmistir. Egitim sonunda performans 6l¢iitii degerleri

kaydedilerek Tablo 4.31°de verilmistir. Tablo 4.31 incelendiginde bu parametre
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grubunda en diisiik MAPE degerinin BR algoritmasi, bir gizli katman ve ii¢ néronun
kullanildigr durumda %5.03 olarak tespit edildigi goriilmektedir. LM algoritmasi
yine dogrulama setinin olmayisi nedeniyle yiiksek MAPE degeri (%40.87) ile

tahminler tiretmistir.

Tablo 4.31. Besinci grup parametrelerle yapilan analiz bulgulari.

ALGORITMALAR
LM BR GDX

MAPE | RMSE 2 MAPE | RMSE 2 MAPE | RMSE 2

KINS o) | k) | B @) | k) | B | o) | kg | R
1 3 5.47 46.03 | 0.8987 5.03 37.50 | 0.9272 5.29 38.36 | 0.9221
5 5.91 73.09 | 0.8598 5.14 38.09 | 0.9291 5.22 38.25 | 0.9266
8 5.71 4487 | 0.8678 5.06 37.39 | 0.9261 5.19 37.99 | 0.9186
2 3 6.92 109.75 | 0.7636 5.26 38.17 | 0.9240 5.15 38.23 | 0.9240
5 2152 | 770.92 | 0.6738 5.14 38.05 | 0.9279 5.56 40.41 | 0.9092
8 30.81 | 238.50 | 0.2871 5.05 37.70 | 0.9271 5.09 37.60 | 0.9236
3 3 5.29 38.97 | 0.9210 5.11 38.36 | 0.9188 5.34 39.68 | 0.9198
5 1456 | 274.50 | 0.3521 5.07 37.19 | 0.9266 5.26 38.80 | 0.9218
8 40.87 | 510.57 | 0.1605 7.50 51.05 | 0.7916 5.52 39.39 | 0.9109
Ortalama | 15.23 | 234.13 | 0.6427 5.37 39.28 | 0.9109 5.29 38.75 | 0.9196

* Kalin rakamlarla gosterilen degerler her bir algoritmayla elde edilen en diisiik MAPE degerleridir.

** MU, ), GD ve Déngii sayilari sirastyla 0.001, 0.01, 10 ve 1000 olarak alinmustir.

GDX algoritmast katman ve ndron sayilarindan etkilenmezken BR
algoritmasi li¢ katmanda sekiz néron bulunan yapida yiiksek MAPE degeri ile

(%7.5) tahmin Uretmistir.

Agin egitimi esnasinda gegen siireler ve egitimin sona erdirildigi en iyi dongii

sayilar1 Tablo 4.32°da verilmistir.

Tablo 4.32. Besinci grup parametrelerle egitimde siireler ve iterasyon sayilari.

ALGORITMALAR
LM BR GDX
Siire(sn) | EDS | Siire(sn) | EDS | Siire(sn) | EDS
0.7150 | 92 | 1.2410 | 161 | 0.7360 | 996
1.4900 | 169 | 0.8060 | 109 | 0.7410 |1000
7.3650 [1000| 1.9780 | 201 | 0.7610 |1000
8.2700 |[1000| 7.9420 | 936 | 0.8030 |1000
8.8760 |1000| 4.9000 | 520 | 0.8180 |1000
9.3060 |[1000| 5.9790 | 564 | 0.8410 |1000
10.5110 |1000| 2.6260 | 283 | 0.9510 |1000
10.6230 |1000| 1.7700 | 169 | 0.9240 | 997
13.9270 | 1000| 12.7670 | 892 | 0.9120 |1000
Ort. 7.8981 | 807 | 4.4454 | 426 | 0.8319 | 999
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Tablo 4.32 incelendiginde sonuglarin diger parametre gruplariyla elde edilen
siire ve en 1yi dongii sayilarindan biiyiik farklilik gostermedigi sdylenebilir. Bu
parametre grubundaki tek farklilik BR algoritmasinda 1000 dongliye kadar egitimin

devam ettigi her hangi bir katman ve néron sayist yapisinin bulunmamasidir.

4.1.2.7 Altinci grup parametrelerle egitim

Bu gruptaki parametreler MATLAB tarafindan varsayilan parametrelerden
farkli olarak sadece gradyan degerinin 107 olarak alinmasiyla elde edilmis ve yedi
farkli ag bu parametrelerle egitilmistir. Egitim sonunda performans 6l¢iitii degerleri
kaydedilerek Tablo 4.33’de verilmistir. Tablo 4.33 incelendiginde bu parametre
grubunda en diisiik MAPE degerinin BR algoritmasi, bir gizli katman ve 3 néronun
kullanildigi durumda %5.03 olarak tespit edildigi goriilmektedir. LM algoritmasi
yine dogrulama setinin olmayisi nedeniyle yiiksek MAPE degeri (%40.87) ile

tahminler tiretmistir.

Tablo 4.33. Altinci grup parametrelerle yapilan analiz bulgular.

ALGORITMALAR
LM BR GDX

MAPE | RMSE 2 MAPE | RMSE 2 MAPE | RMSE 2

KSINS T o) | k) | Bl o) | k) | B [ o) | (kg | R
3 5.56 49.96 | 0.8874 5.03 37.50 | 0.9272 5.29 38.36 | 0.9221
1 5 5.91 73.08 | 0.8599 5.14 38.09 | 0.9291 5.22 38.25 | 0.9266
8 5.68 44.41 | 0.8709 5.06 37.39 | 0.9261 5.19 37.99 | 0.9186
3 6.92 109.75 | 0.7636 5.26 38.17 | 0.9240 5.15 38.23 | 0.9240
2 5 2152 | 770.89 | 0.6737 5.14 38.05 | 0.9279 5.56 40.41 | 0.9092
8 30.81 | 511.95 | 0.2871 5.05 37.70 | 0.9271 5.09 37.59 | 0.9236
3 5.29 38.97 | 0.9210 5.11 38.36 | 0.9188 5.34 39.68 | 0.9198
3 5 1456 | 274.50 | 0.3521 5.07 37.19 | 0.9266 5.26 38.80 | 0.9218
8 40.87 | 510.57 | 0.1605 7.50 51.05 | 0.7916 5.52 39.39 | 0.9109
Ortalama | 15.24 | 264.90 | 0.6418 5.37 39.28 | 0.9109 5.29 38.74 | 0.9196

* Kalin rakamlarla gosterilen degerler her bir algoritmayla elde edilen en diisiik MAPE degerleridir.

** MU, A, GD ve Dongii sayilari sirastyla 0.001, 0.01, 10-° ve 1000 olarak almmustir.

Bu grupta besinci grup parametrelerle yapilan egitimde elde edilen MAPE
degerlerine ¢cok yakin MAPE degerleri elde edilmistir. Minimum MAPE degerleri
birebir aynidir. Gradyan degerini artirmak, MAPE degerlerinde bir degisime neden
olmamaktadir. Agin egitimi esnasinda gecen siireler ve egitimin sona erdirildigi

en iyi dongii sayilar1 Tablo 4.34’te verilmistir. Tablo 4.34 incelendiginde LM
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algoritmasinin bir katmanda ii¢ farklt néron sayisi iginde 1000 dongliye kadar
egitime devam etmedigi goriilmektedir. BR ve GDX algoritmalarinda bir 6nceki
parametre grubu ile ayni siire ve dongii sayilar1 elde edilmistir. Gradyan degerinin
artirilmasi aynt MAPE degerlerinin elde edilmesinin yani sira ayni dongii sayisiyla
egitimin tamamlanmistir. Onceki gruptan farkli olarak sadece siirelerde ¢ok kiigiik

farkliliklar olusmustur.

Tablo 4.34. Altinci grup parametrelerle egitimde siireler ve iterasyon sayilari.

ALGORITMALAR
LM BR GDX
Siire(sn) | EDS | Siire(sn) | EDS | Siire(sn) | EDS
0.6160 | 86 | 1.1030 | 161 | 0.7650 | 996
0.9530 | 145 | 0.9550 | 109 | 0.7710 |1000
2.9980 | 437 | 1.4660 | 201 | 0.7550 |1000
7.7650 |1000| 8.2890 | 936 | 0.8170 |1000
8.4070 |1000| 4.9030 | 520 | 0.8060 |1000
8.9790 |1000| 5.8160 | 564 | 0.8300 |1000
10.8750 |1000| 3.0270 | 283 | 0.8170 |1000
10.0990 | 1000| 2.1220 | 169 | 0.8720 | 997
12.2020 | 1000 | 12.9590 | 892 | 0.9020 |1000
Ort. 6.9882 | 741 | 4.5156 | 426 | 0.8150 | 999
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4.1.2.8 Yedinci grup parametrelerle egitim

Bu gruptaki parametreler MATLAB tarafindan varsayilan parametrelerden
farkli olarak sadece dongii sayisinin 500 olarak alinmasiyla elde edilmis ve yedi

farkli ag bu parametrelerle egitilmistir.

Tablo 4.35. Yedinci grup parametrelerle yapilan analiz bulgular.

ALGORITMALAR
LM BR GDX

MAPE | RMSE 2 MAPE | RMSE 2 MAPE | RMSE 2

KSIN T 0 | k) | R o) | k| B | @) | kg | R
3 5.47 46.02 | 0.8987 5.03 37.50 | 0.9272 5.43 39.57 | 09171
1 5 5.66 60.18 | 0.8781 5.14 38.09 | 0.9291 5.23 38.64 | 0.9251
8 5.69 4470 | 0.8691 5.06 37.39 | 0.9261 5.37 38.92 | 0.9141
3 6.09 7257 | 0.7817 5.26 38.17 | 0.9240 5.30 39.53 | 0.9183
2 5 8.12 142.02 | 0.7290 5.14 38.05 | 0.9279 5.91 42.46 | 0.9000
8 22.06 | 361.58 | 0.2941 5.05 37.70 | 0.9271 5.25 38.22 | 0.9207
3 5.16 37.86 | 0.9269 511 38.36 | 0.9188 5.86 43.44 | 0.9013
3 5 12.62 | 238.56 | 0.4901 5.07 37.19 | 0.9266 5.29 39.53 | 0.9184
8 35.37 | 614.35 | 0.0963 7.50 51.11 | 0.7914 5.81 41.34 | 0.9025
Ortalama | 11.80 | 179.76 | 0.6627 5.37 39.28 | 0.9109 5.49 40.18 | 0.9131

* Kalin rakamlarla gosterilen degerler her bir algoritmayla elde edilen en diisik MAPE degerleridir.

** MU, A, GD ve Déngii sayilar1 sirastyla 0.001, 0.01, 1077 ve 500 olarak almmustir.
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Egitim sonunda performans oOlgiiti degerleri kaydedilerek Tablo 4.35’te
verilmistir. Tablo 4.35 incelendiginde bu parametre grubunda en diisiik MAPE
degerinin yine BR algoritmasi, bir gizli katman ve ti¢ néronun kullanildig1 durumda
%5.03 olarak tespit edildigi goriilmektedir. GDX algoritmasi katman ve ndron
sayilarindan etkilenmezken BR algoritmasi bir dnceki grupta oldugu gibi yiiksek

MAPE degeri ile (%7.5) tahmin tiretmistir.

Tablo 4.36. Yedinci grup parametrelerle egitimde siireler ve iterasyon sayilari.

ALGORITMALAR
LM BR GDX
KS|NS | Siire(sn) | EDS | Siire(sn) | EDS | Siire(sn) | EDS
3 | 0.6560 | 99 | 1.1720 | 161 | 0.4550 | 499
1|5 ] 15970 | 204 | 0.8370 | 109 | 0.4020 | 495
8 | 3.9040 | 500 | 1.5060 | 201 | 0.4930 | 497
3 | 41270 | 500 | 4.4810 | 500 | 0.4230 | 499
2 | 5| 46170 | 500 | 4.5120 | 500 | 0.6120 | 500
8 | 4.1430 | 500 | 4.8810 | 500 | 0.4740 | 500
3 | 44630 | 500 | 2.5610 | 283 | 0.4590 | 494
3| 5] 49280 | 500 | 1.9910 | 169 | 0.4740 | 500
8 | 5.9630 | 500 | 7.0330 | 500 | 0.4890 | 500
Ort. 3.8220 | 423 | 3.2193 | 325 | 0.4757 | 498

Agin egitimi esnasinda gegen siireler ve egitimin sona erdirildigi en iyi dongii
sayilar1 Tablo 4.36’da verilmistir. Maksimum dongii sayisinin azaltilmasinin yine

egitim siirelerinde bir diisiise neden oldugu Tablo 4.36’dan goriilmektedir.

4.1.2.9 Sekizinci grup parametrelerle egitim

Bu gruptaki parametreler MATLAB tarafindan varsayilan parametrelerden
farkli olarak sadece dongii sayisinin 100 olarak alinmasiyla elde edilmis ve yedi
farkli ag bu parametrelerle egitilmistir. Egitim sonunda performans 6l¢iitii degerleri

kaydedilerek Tablo 4.37’de verilmistir.

Tablo 4.37 incelendiginde bu parametre grubunda en diisiik MAPE degerinin
BR algoritmasu, iki gizli katman ve {i¢ ndronun kullanildig1 durumda %4.99 olarak
tespit edildigi goriilmektedir. LM algoritmas1 dnceki tiim parametre gruplarinin
aksine dongii sayisnin 100 ile smirlandirilmasindan olumlu etkilenmistir. Bunun
nedeni asir1 e8itim olmamasidir. Bu nedenle LM algoritmas1 daha diisik MAPE
degerleri ve diisiik MAPE ortalamas: ile verilerin rastgele ayrildigi durumda elde

edilen MAPE degerlerine yakin tahminler tiretmistir. Ancak bu grup parametrelerle
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egitimde LM algoritmas1 katman ve noron sayisindan etkilenmis, li¢ katman ve

sekiz néronun oldugu yapida MAPE degeri %8.37 ile tahmin iiretmistir.

Tablo 4.37. Sekizinci grup parametrelerle yapilan analiz bulgulari.

ALGORITMALAR
LM BR GDX

MAPE | RMSE 2 MAPE | RMSE 2 MAPE | RMSE 2

KSINS T 00) | k) | R o) | k) | B | @) | (kg | R
3 5.14 37.79 | 0.9251 5.09 37.52 | 0.9204 6.87 51.33 | 0.8607
1 5 5.80 50.63 | 0.8573 5.09 37.15 | 0.9290 6.82 4962 | 0.8761
8 5.89 61.54 | 0.8017 5.13 38.18 | 0.9219 5.97 43.86 | 0.8947
3 5.22 37.47 | 0.9240 4.99 37.09 | 0.9270 7.39 54.32 | 0.8573
2 5 5.52 41.32 | 0.9059 5.09 38.13 | 0.9174 6.08 44.02 | 0.8995
8 6.45 51.47 | 0.8478 5.08 38.15 | 0.9235 6.06 46.00 | 0.8891
3 5.04 36.94 | 0.9281 5.04 37.38 | 0.9306 7.85 55.75 | 0.8367
3 5 6.54 64.00 | 0.8086 5.15 38.21 | 0.9268 6.09 44.05 | 0.8954
8 8.37 87.89 | 0.7475 5.15 38.00 | 0.9243 5.79 4413 | 0.9037
Ortalama| 6.00 52.12 | 0.8607 5.09 37.76 | 0.9245 6.55 48.12 | 0.8792

* Kalin rakamlarla gosterilen degerler her bir algoritmayla elde edilen en diisiik MAPE degerleridir.

** MU, A, GD ve Déngii sayilar1 sirastyla 0.001, 0.01, 1077 ve 100 olarak almmustr.

GDX ve BR algoritmalar1 katman ve ndron sayilarindan etkilenmemistir.
Dongii sayisinin 100 olarak sinirlandirmasiyla biitiin algoritmalar bir saniyenin

altinda egitimi tamamlamustir.

Agm egitimi esnasinda gecen siireler ve egitimin sona erdirildigi en 1yi dongii

sayilar1 Tablo 4.38’de verilmistir.

Tablo 4.38. Sekizinci grup parametrelerle egitimde siireler ve iterasyon sayilari.

ALGORITMALAR
LM BR GDX
Siire(sn) | EDS | Siire(sn) | EDS | Siire(sn) | EDS
0.5420 | 82 | 0.7020 | 94 | 0.1160 | 100
0.7180 | 100 | 0.7820 | 100 | 0.1000 | 100
0.7390 | 100 | 0.7490 | 100 | 0.1010 | 99
0.9350 | 100 | 0.8210 | 100 | 0.1160 | 98
0.8020 | 100 | 0.9870 | 100 | 0.1000 | 100
1.0380 | 100 | 1.0100 | 100 | 0.1000 | 89
0.8650 | 100 | 0.9330 | 100 | 0.1240 | 100
0.9710 | 100 | 1.0810 | 100 | 0.1540 | 100
1.1020 | 100 | 1.3500 | 100 | 0.1310 | 98
Ort. 0.8569 | 98 | 0.9350 | 99 | 0.1158 | 98
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Tablo 4.38 incelendiginde dongii sayisinin 100 ile sinirlandirilmasi nedeniyle

siire ve en iyi dongii sayilarinda dogal bir diislis oldugu goriilmektedir. Tablo
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4.38’den LM algoritmasinda ayni1 dongii sayilar1 sz konusu oldugunda BR ve
GDX algoritmalar1 gibi 1sn’nin altinda egitimin tamamlandig1 gortilmektedir. GDX
algoritmasi yinede sekiz kat daha hizli egitimi tamamlamistir. Ancak BR ve LM
algoritmalar1 s6z konusu oldugunda iki algoritma arasinda egitim siireleri

bakimindan biiylik bir fark olmadig1 goriilmektedir.

4.1.3 Capraz dogrulama icin tiim durumlara iliskin 6zet

Verilerin ¢apraz dogrulama ile test ve egitim setine ayrildigi durum igin
MATLAB tarafindan otomatik olarak verilen parametre gruplar1 dahil olmak tizere
dokuz farkli parametre gurubu, normalize edilmis ve ham veriler olarak iki farkli
veri grubu i¢in toplam 18 adet tablo elde edilmistir. Bu tablolardan her bir algoritma
icin en diisiik MAPE degeri ile sonu¢ veren durumlar ve bunlara ait en iyi dongii
sayilari, egitimde gecen siireler ile ortalama hatalar1 gosteren 6zet tablo EK 23, EK
2b ve EK 2c’de verilmistir.

EK 2a incelendiginde ¢apraz dogrulama icin tiim durumlarda en diisiik MAPE
degeri (%4.85), LM algoritmasi ve standartlastirma olmayan durumda, 8. parametre
grubunda yani dongii sayisinin 100 olarak sinirlandirildigi durumda elde edilmistir.
BR ve GDX icin bu degerler sirasiyla %4.98 ve %4.96 olarak elde edilmistir.
Capraz dogrulama 1ile veriler ayrildiginda parametre gruplarmin biiyiik

cogunlugunda BR algoritmasi ile minimum MAPE degerleri elde edilmistir.

4.1.4 Verilerin %70 egitim, %15 test ve %15 dogrulama setine rastgele

ayrilmasi.

YSA’da veriler genellikle %70 egitim, %15 test ve %15 gegerlilik setine
rastgele olarak ayrilir. MATLAB’te bu veri ayirma bi¢imi varsayilan olarak
secilidir. Tez ¢alismasi kapsaminda capraz dogrulama ile karsilastirmak amaciyla
bu veri ayirma sekli ile de denemeler yapilmistir. Bu ayirma yonteminde daha dnce
capraz dogrulama ile verilerin ayrildigi durumda oldugu gibi dokuz farkli parametre
grubunun etkisi incelenmistir. Ayrica verilerde normalizasyonun etkisinin de
incelendigi tablolar ve agin egitiminde gegen siireler ile egitimin sonlandirildig1 en
iyi dongii sayilarinin verildigi toplam 36 tablo elde edilerek (Tablo 4.40-Tablo 4.76)

her bir parametre grubu i¢in verilen bagliklarin altinda okuyucuya sunulmustur.
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4.1.5 Rastgele ayirmada ham verilerle deneme

Calismanin bu kisminda et sigirlarindan alinan {i¢ boyutlu goriintiilerin ¢esitli
goriintii  isleme yoOntemlerine tabi tutulmasiyla elde edilen sigir alani ve
yiiksekligine ait ham veriler herhangi bir standartlastirmaya tabi tutulmadan
rastgele olarak %70 egitim, %15 test ve %15 dogrulama setine ayrilarak EK 1c’deki
komutlar yardimiyla yapay sinir aglarinda egitim gergeklestirilmistir. Dokuz farkli

parametre grubu icin yapilan analiz sonuglar1 asagida verilmistir.

4.1.5.1 Rastgele ayirmada MATLAB varsayilan parametrelerivle egitim

Bu gruptaki parametreler, Tablo 4.39’daki MATLAB paket programi

tarafindan otomatik olarak atanan varsayilan parametre degerleridir.

Tablo 4.39. MATLAB varsayilan parametreleri

MATLAB varsayilan parametreleri
MU A GD Dongii
0.001 0.01 | 107 1000

Yapilan egitimler sonucunda Tablo 4.40’daki bulgulara ulasilmistir.

Tablo 4.40. Rastgele ayirmada varsayilan parametrelerle yapilan analiz bulgulari.

ALGORITMALAR
LM BR GDX

MAPE | RMSE 2 MAPE | RMSE 2 MAPE | RMSE 2

KSINS o) | k) | Bl @) | k) | B | o) | kg | R
3 4.8 36.09 | 0.9321 4.96 36.87 | 0.9275 5.16 38.53 | 0.9219
1 5 4.87 35.97 | 0.9313 4.95 36.79 | 0.9278 5.09 38.24 | 0.9231
8 4.66 34.65 | 0.9372 4.99 36.92 | 0.9273 5.11 38.03 | 0.9233
3 4.84 38.06 | 0.9211 4.94 36.79 | 0.9280 5.13 37.53 | 0.9260
2 5 4.80 35.93 | 0.9318 4.89 36.55 | 0.9288 5.16 37.53 | 0.9256
8 4.68 35.26 | 0.9355 4.95 36.78 | 0.9279 4.88 36.06 | 0.9309
3 4.98 36.61 | 0.9306 4.87 36.20 | 0.9300 5.53 40.56 | 0.9123
3 5 5.04 37.06 | 0.9269 4.77 35.76 | 0.9318 7.62 53.44 | 0.8088
8 471 37.03 | 0.9266 7.16 50.98 | 0.7959 4.98 36.43 | 0.9299
Ortalama| 4.82 36.30 | 0.9303 5.16 38.18 | 0.9139 5.41 39.59 | 0.9113

* Kalin rakamlarla gosterilen degerler her bir algoritmayla elde edilen en diisiik MAPE degerleridir.

Tablo 4.40 incelendiginde bu parametre grubunda en diisitk MAPE degerinin
LM algoritmasi, bir gizli katman ve 8 ndronun kullanildigi durumda %4.66 olarak

tespit edildigi goriilmektedir. LM algoritmasi verilerin rastgele ayrildigi durumda
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verilerin bir kisminin dogrulama setine ayrilmasi nedeniyle ¢apraz dogrulamaya
gore daha kararli aglar ve daha diisik MAPE ve RMSE degerleri ile tahminler
tretmistir. BR algoritmasinda en diisik MAPE degeri %4.77 ve GDX
algoritmasinda bu deger %4.75 olarak belirlenmistir. Bu deger GDX algoritmasinin

biitiin denemelerinden elde edilen en diisik MAPE degeridir.

GDX algoritmast MATLAB varsayilan degerleri kullanildiginda en diisiik
MAPE degeri ile sonug vermektedir.

Tablo 4.41. Rastgele ayirmada varsayilan parametrelerle egitimde siireler ve iterasyon sayilari.

ALGORITMALAR
LM BR GDX
KS|NS | Siire(sn) | EDS | Siire(sn) | EDS | Siire(sn) | EDS
3| 26150 | 5 | 0.7640 | 90 | 0.7440 | 923
1 (5] 18890 | 8 | 7.1810 | 922 | 0.7400 | 992
8| 19190 | 7 1.3810 | 177 | 0.7400 | 999
3 | 43720 | 282 | 8.2360 | 967 | 0.7700 | 947
2 | 5| 25320 | 48 | 2.3600 | 254 | 0.6760 | 589
8 | 2.3200 | 10 | 6.0790 | 564 | 0.9490 | 702
3 | 23680 | 15 | 3.3740 | 315 | 0.8650 | 999
3| 5] 2.8590 | 42 | 4.4810 | 397 | 0.9020 | 945
8 | 3.0350 | 13 | 0.2310 | 12 | 0.7330 | 523
Ort. 2.6566 | 48 | 3.7874 | 411 | 0.7910 | 847

LM (en disiik %4.56) ve BR (en diisiik %4.72) algoritmalari da tiim
parametre kombinasyonlar1 denenerek elde edilen minimum MAPE degerlerine ¢ok

yakin sonugclar tiretmistir.

Agin egitimi esnasinda gecgen siireler ve egitimin sona erdirildigi en 1y1 dongii
sayilar1 Tablo 4.41°de verilmistir. Tablo 4.41 incelendiginde LM algoritmasinda iki
gizli katman ve li¢ noron kullanildigi durum hari¢ az sayida dongiiyle egitimin
tamamlandig1 goriilmektedir.

4.1.5.2 Rastgele ayirmada birinci grup parametrelerle egitim

Bu gruptaki parametreler MATLAB paket programi tarafindan ileri beslemeli
geri yayilimli ag i¢in otomatik olarak atanan varsayilan parametre degerlerinden
sadece MU degerinin 0.005 olarak alinmasiyla elde edilmistir. Yapilan analizler
sonucunda Tablo 4.42°deki bulgulara ulasilmistir. Tablo 4.42°den bu parametre
grubunda en diisiik MAPE degeri yine LM algoritmasinda ancak iki gizli katman

ve bes néronun kullanildigi durumda %4.6 olarak tespit edildigi goriilmektedir.
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Tablo 4.42. Rastgele ayirmada birinci grup parametrelerle yapilan analiz bulgulari.

ALGORITMALAR
LM BR GDX

MAPE | RMSE 2 MAPE | RMSE 2 MAPE | RMSE 2

KINS o) | k) | B @) | k) | B | o) | kg | R
3 4.85 35.41 | 0.9335 4.93 36.74 | 0.9280 4.99 37.01 | 0.9273
1 5 4.78 35.57 | 0.9324 4.93 36.84 | 0.9276 5.35 38.62 | 0.9209
8 476 35.39 | 0.9340 4.95 36.95 | 0.9273 5.29 38.79 | 0.9207
3 7.11 50.46 | 0.7978 4.90 36.39 | 0.9294 7.82 55.40 | 0.7799
2 5 4.60 33.89 | 0.9391 4.94 36.82 | 0.9278 5.28 39.93 | 0.9107
8 4.62 3454 | 0.9368 4.85 36.01 | 0.9307 5.07 37.15 | 0.9279
3 6.33 46.76 | 0.8628 4.85 35.96 | 0.9309 7.71 53.60 | 0.7859
3 5 4.62 33.91 | 0.9390 4.86 36.07 | 0.9305 5.00 36.34 | 0.9302
8 474 36.85 | 0.9284 4.85 36.00 | 0.9308 5.87 41.74 | 0.9022
Ortalama | 5.16 38.09 | 0.9115 4.90 36.42 | 0.9292 5.82 42.06 | 0.8895

* Kalin rakamlarla gosterilen degerler her bir algoritmayla elde edilen en diisiik MAPE degerleridir.
** MU, A, GD ve Déngii sayilar1 sirastyla 0.005, 0.01, 107 ve 1000 olarak almmustr.

BR algoritmasi katman ve ndron sayilarindan etkilenmezken LM ve GDX
algoritmasi iki gizli katmanda ti¢ néron oldugu durumda yiiksek MAPE degeri ile
(%7.11, %7.82) tahmin iiretmistir. Bunun sebebi momentum giincelleme
katsayisinin 0.005 olarak alinmasi nedeniyle agin lokal minimum’a takilmasi olarak

degerlendirilebilir.

Agin egitimi esnasinda gegen siireler ve egitimin sona erdirildigi en iy1 dongii
sayilar1 Tablo 4.43’de verilmistir. Tablo 4.43 incelendiginde LM algoritmasinda iig
gizli katmanda bes néronun kullanildigi durum hari¢ az sayida dongi ile egitimin

tamamlandig1 gorilmektedir.

Tablo 4.43. Rastgele ayirmada birinci grup parametrelerle egitimde siireler ve iterasyon sayilari.

ALGORITMALAR
LM BR GDX
KS|NS | Siire(sn) | EDS | Siire(sn) | EDS | Siire(sn) | EDS
3| 19370 | 12 | 1.1720 | 156 | 0.6420 | 613
1|5 | 26070 | 98 | 1.1180 | 148 | 1.4860 | 376
8 | 22100 | 8 | 2.4170 | 302 | 0.7740 | 924
3| 21110 | 12 | 1.1800 | 118 | 0.6010 | 442
2 | 5| 22540 | 12 | 1.8060 | 128 | 0.2650 | 64
8 | 25070 | 22 | 1.5210 | 139 | 0.4790 | 282
3| 25340 | 13 | 6.6600 | 639 | 0.8710 | 992
3 | 5| 54710 | 269 | 1.6040 | 148 | 0.7640 | 500
8 | 3.3220 | 6 | 15.4090 |1000| 1.0170 | 941
Ort. 27726 | 50 | 3.6541 | 309 | 0.7666 | 570
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4.1.5.3 Rastgele ayirmada ikinci grup parametrelerle egitim

Bu gruptaki parametreler MATLAB paket programi tarafindan ileri beslemeli
geri yayilimli ag i¢in otomatik olarak atanan varsayilan parametre degerlerinden
sadece MU degerinin 0.01 olarak alinmasiyla elde edilmistir. Yapilan analizler

sonucunda Tablo 4.44’deki bulgulara ulagilmistir.

Tablo 4.44. Rastgele ayirmada ikinci grup parametrelerle yapilan analiz bulgular1.

ALGORITMALAR
LM BR GDX

MAPE | RMSE 2 MAPE | RMSE 2 MAPE | RMSE 9

KSINS T o) | k) | Bl o) | k) | B [ o) | (kg | R
3 4.88 36.23 | 0.9304 4.92 36.82 | 0.9279 5.17 38.21 | 0.9233
1 5 4.75 35.47 | 0.9329 4.93 36.72 | 0.9282 5.28 38.63 | 0.9210
8 4.67 34.31 | 0.9374 4.97 36.84 | 0.9276 5.22 38.06 | 0.9234
3 4.95 36.07 | 0.9313 4.88 36.35 | 0.9295 6.50 46.34 | 0.8577
2 5 493 36.24 | 0.9309 4.92 36.77 | 0.9279 5.04 37.32 | 0.9263
8 4.76 37.32 | 0.9299 4.93 36.69 | 0.9282 7.41 51.99 | 0.7990
3 4.80 34.75 | 0.9363 4.84 36.07 | 0.9305 5.21 38.96 | 0.9208
3 5 4.73 34.63 | 0.9366 4.93 36.70 | 0.9282 5.29 38.09 | 0.9235
8 4.86 36.11 | 0.9310 6.97 4954 | 0.8012 5.12 37.13 | 0.9275
Ortalama| 4.81 35.68 | 0.9330 5.14 38.06 | 0.9144 5.58 40.53 | 0.9025

* Kalin rakamlarla gosterilen degerler her bir algoritmayla elde edilen en diisik MAPE degerleridir.
** MU, A, GD ve Déngii sayilari sirastyla 0.01, 0.01, 1077 ve 1000 olarak almmustr.

Bu parametre grubunda LM algoritmast 6nceki iki MU degerinden daha
istikrarli sonuglar iiretmis, Tablo 4.45°deki en iyi dongii sayilarida incelenecek
olursa en fazla 31 dongiide egitimi tamamlamasina karsin hicbir denemede %5
tizerinde MAPE degeri elde edilmemistir. BR algoritmasi ii¢ katman ve sekiz
noronun kullanildigr durumda asir1 egitimden etkilenmis bunun disindaki

denemelerde %5’in altinda MAPE degeri ile aglar iiretmistir.

Agin egitimi esnasinda gegen siireler ve egitimin sona erdirildigi en iyi dongii
sayilar1 Tablo 4.45°de verilmistir. Tablo 4.45 incelendiginde bir 6nceki parametre
gurubunda LM algoritmasinda ortalama 50 olan en iy1 dongii sayisinin bu parametre
grubunda ortalama 16 oldugu goriilmektedir. MU parametresini 10 kat biiyiitmek

LM algoritmasinda dongii sayisinin azalmasina neden olmustur.
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Tablo 4.45. Rastgele ayirmada ikinci grup parametrelerle egitimde siireler ve iterasyon sayilari.

ALGORITMALAR
LM BR GDX
KS|NS|Siire(sn) | EDS | Siire(sn) | EDS | Siire(sn) | EDS
3 | 2.0560 | 28 | 0.7190 | 82 | 0.5700 | 476
1|5 23790 | 16 | 25150 | 285 | 0.8250 | 923
8 | 2.2860 | 31 | 5.3030 | 638 | 0.3860 | 212
3| 24140 | 13 | 1.8580 | 198 | 0.8030 |1000
2| 5] 29610 | 2 | 3.8540 | 363 | 0.8840 | 989
8 | 3.1380 | 12 | 1.3190 | 111 | 0.9190 | 940
3| 26620 | 26 | 2.2910 | 244 | 0.8960 | 995
3|5] 29420 | 6 1.9580 | 144 | 0.3800 | 103
8 | 3.8180 | 9 | 14.2180|1000| 0.9870 | 963
Ort. 27396 | 16 | 3.7817 | 341 | 0.7389 | 733

4.1.5.4 Rastgele ayirmada iiciincii grup parametrelerle egitim

Bu gruptaki parametreler MATLAB paket programi tarafindan ileri beslemeli
geri yayillimli ag i¢in otomatik olarak atanan varsayilan parametre degerlerinden
sadece A degerinin 0.05 olarak alinmasiyla elde edilmistir. Yapilan analizler
sonucunda Tablo 4.46’daki bulgulara ulagilmistir. Tablo 4.46 incelendiginde bu
parametre grubunda yine en diisiik MAPE degerinin (%4.72) LM algoritmasiyla
elde edildigi goriilmektedir.

Tablo 4.46. Rastgele ayirmada tigiincii grup parametrelerle yapilan analiz bulgulari.

ALGORITMALAR
LM BR GDX

MAPE | RMSE 2 MAPE | RMSE 2 MAPE | RMSE 2

KSINS T 00) | k) | R | | k) | B | @) | kg | R
3 494 36.26 | 0.9305 4.92 36.83 | 0.9279 5.07 37.73 | 0.9251
1 5 473 35.06 | 0.9345 4.89 36.25 | 0.9299 5.28 39.18 | 0.9184
8 472 34.80 | 0.9355 4.97 36.93 | 0.9273 5.19 37.58 | 0.9257
3 4.95 36.07 | 0.9313 4.85 36.09 | 0.9305 | 10.97 74.77 | 0.6584
2 5 4.93 36.24 | 0.9309 4.92 36.77 | 0.9279 5.01 37.09 | 0.9273
8 4,76 37.32 | 0.9299 4.92 36.62 | 0.9285 4,99 36.40 | 0.9296
3 4.80 34.75 | 0.9363 4.84 36.01 | 0.9307 5.09 37.13 | 0.9269
3 5 4.73 34.63 | 0.9366 4.92 36.64 | 0.9285 5.58 41.33 | 0.9069
8 4.86 36.11 | 0.9310 9.33 64.22 | 0.6671 5.59 41.30 | 0.9069
Ortalama| 4.82 35.69 | 0.9329 5.40 39.60 | 0.8998 5.86 4250 | 0.8917

* Kalin rakamlarla gosterilen degerler her bir algoritmayla elde edilen en diisiik MAPE degerleridir.

** MU, A, GD ve Déngii sayilar1 sirastyla 0.001, 0.05, 1077 ve 1000 olarak almmustir.

LM algoritmas: 6grenme oraninin bes kat biiyiitiilmesinden etkilenmemis

tim denemelerde %5’in altinda MAPE degerleriyle tahminler elde edilmistir. BR
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algoritmasinda ii¢ katmanda sekiz néronun bulundugu durum hari¢ %5’in altinda
MAPE degerleri ile tahminler tiretilmig, GDX algoritmasi iki katmanda {i¢ néronun
bulundugu yapida lokal minimum’a takilmis, yiiksek bir MAPE degeri (%10.97)

ile tahmin iiretmistir.

Agin egitimi esnasinda gecen slireler ve en iyi dongii sayilar1 Tablo 4.47°de
verilmistir. Tablo 4.47 incelendiginde tiim algoritmalarda en iyi dongii sayilarinda

azalma oldugu gortilmektedir.

Tablo 4.47. Rastgele ayirmada liglincii grup parametrelerle egitimde siireler ve iterasyon sayilari.

ALGORITMALAR
LM BR GDX
KS|NS | Siire(sn) | EDS | Siire(sn) | EDS | Siire(sn) | EDS
3 | 1.9200 | 28 | 0.6640 | 81 | 0.5990 | 465
1|5 18900 | 16 | 2.6380 | 268 | 0.3550 | 152
8 | 2.2060 | 31 | 6.6520 | 765 | 0.9030 | 912
3| 21250 | 13 | 0.8960 | 92 | 0.7170 | 639
2 | 5| 26250 | 2 | 4.0790 | 371 | 0.8560 | 916
8 | 2.6300 | 12 | 10.7260 |1000| 0.3540 | 145
3| 29710 | 26 | 1.9620 | 209 | 0.8870 | 912
35| 27610 | 6 1.7000 | 148 | 0.9090 | 980
8 | 3.7610 | 9 | 14.4530 |1000| 0.9490 | 822
Ort. 25432 | 16 | 4.8633 | 437 | 0.7254 | 660

4.1.5.5 Rastgele ayirmada dordiincii grup parametrelerle egitim

Bu gruptaki parametreler MATLAB paket programi tarafindan ileri beslemeli
geri yayilimli ag i¢in otomatik olarak atanan varsayilan parametre degerlerinden
sadece A degerinin 0.1 olarak alinmasiyla elde edilmistir. Yapilan analizler
sonucunda Tablo 4.48’daki bulgulara ulasilmistir. Tablo 4.48’den goriildigii gibi
bu parametre grubunda yine en diisik MAPE degeri (%4.72) ile tahmin LM
algoritmasindan elde edilmistir. LM algoritmas1 6grenme oraninin bes kat
biiyiitiilmesinden etkilenmemis tiim denemelerde %5 in altinda MAPE degerleri ile
tahminler iiretmistir. BR algoritmas1 katman ve ndron sayisinin artigindan
etkilenmis {i¢ katman ve sekiz néron bulunan yapida yiiksek bir MAPE degeri
(%9.33) ile tahmin tiretmistir.
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Tablo 4.48. Rastgele ayirmada dordiincii grup parametrelerle yapilan analiz bulgulari.

ALGORITMALAR
LM BR GDX
MAPE | RMSE 2 MAPE | RMSE 2 MAPE | RMSE 2

KINS o) | k) | B @) | k) | B | o) | kg | R
3 494 36.26 | 0.9305 4.92 36.83 | 0.9279 5.13 38.05 | 0.9240
1 5 473 35.06 | 0.9345 4.89 36.25 | 0.9299 5.22 38.36 | 0.9222
8 472 34.80 | 0.9355 4.97 36.93 | 0.9273 5.20 37.99 | 0.9235
3 4.95 36.07 | 0.9313 4.85 36.10 | 0.9305 5.63 43.21 | 0.8977
2 5 4.93 36.24 | 0.9309 4.92 36.77 | 0.9279 5.09 37.67 | 0.9250
8 476 37.32 | 0.9299 4.92 36.62 | 0.9285 7.37 51.73 | 0.8365
3 4.80 34.75 | 0.9363 4.84 36.01 | 0.9307 5.12 38.08 | 0.9237
3 5 473 34.63 | 0.9366 4.92 36.64 | 0.9285 5.25 37.75 | 0.9249
8 4.86 36.11 | 0.9310 9.33 64.22 | 0.6671 5.09 36.95 | 0.9284
Ortalama| 4.82 35.69 | 0.9329 5.40 39.60 | 0.8998 5.46 39.98 | 0.9118

* Kalin rakamlarla gosterilen degerler her bir algoritmayla elde edilen en diisiik MAPE degerleridir.

** MU, A, GD ve Déngii sayilar1 sirastyla 0.001, 0.1, 10”7 ve 1000 olarak almmustir.

Tablo 4.49°da en iyi dongii sayilari incelendiginde diger durumlarda ortalama
400 dongii ile egitimi tamamlayan BR algoritmasinda ii¢ katman ve sekiz ndron
bulunan yapida 1000 dongti ile egitimi tamamladigi goriilmektedir. Yiikksek MAPE

degerinin sebebi asir1 egitim olabilir.

Tablo 4.49. Rastgele ayirmada dordiincii grup parametrelerle egitimde siire ve iterasyon sayilari.

ALGORITMALAR
LM BR GDX
KS|NS | Siire(sn) | EDS | Siire(sn) | EDS | Siire(sn) | EDS
3 | 2.0530 | 28 | 0.6240 | 81 | 0.6700 | 591
1|5 | 22280 | 16 | 2.0360 | 268 | 0.8020 | 959
8 | 2.2180 | 31 | 5.8560 | 765 | 0.4010 | 221
3| 21520 | 13 | 0.8020 | 92 | 0.7870 |1000
2| 5| 24290 | 2 | 3.6890 | 371 | 0.8020 | 932
8 | 2.3360 | 12 | 10.1500 |1000| 0.8490 | 990
3| 24660 | 26 | 2.1590 | 209 | 0.8720 | 995
3|5 25380 | 6 1.6410 | 148 | 0.4010 | 105
8 | 3.1140 | 9 | 14.5840|1000| 0.9870 | 967
Ort. 2.3927 | 16 | 4.6157 | 437 | 0.7301 | 751

Agin egitimi esnasinda gegen siireler ve egitimin sona erdirildigi en iyi dongii
sayilar1 Tablo 4.49°da verilmistir. Tablo 4.49 incelendiginde GDX algoritmasinda
en iyi dongii sayilarinda bir diisiis oldugu ancak Tablo 4.48’de bu azalmanin MAPE

degerlerinde bir yiikselmeye sebebiyet verdigi gorilmektedir.
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4.1.5.6 Rastgele ayirmada besinci grup parametrelerle egitim

Bu gruptaki parametreler MATLAB paket programi tarafindan ileri beslemeli
geri yayilimli ag i¢in otomatik olarak atanan varsayilan parametre degerlerinden

sadece gradyan degerinin 10 olarak alinmasiyla elde edilmistir.

Yapilan analiz sonucunda Tablo 4.50’deki bulgulara ulagilmistir. Tablo 4.50
incelendiginde bu parametre grubunda yine en diisiik MAPE degerinin (%4.56) LM
algoritmasindan elde edildigi goriilmektedir. Bu deger tiim denemelerden elde

edilen {i¢ minimum MAPE degerinden biridir.

Tablo 4.50. Rastgele ayirmada besinci grup parametrelerle yapilan analiz bulgular.

ALGORITMALAR
LM BR GDX
MAPE |[RMSE | _, [MAPE|RMSE| _, [MAPE|RMSE| _,

I o) kg | N e [ kg | X e | kg | ®

3 | 533 | 39.24 [0.9191] 4.93 | 36.76 | 0.9280 | 5.28 [ 39.25 | 0.9185
1 | 5] 487 [ 3590 [0.9315] 4.93 | 36.39 | 0.9293 | 5.20 | 38.35 | 0.9223

8 | 468 | 35.87 [0.9311| 4.96 | 36.86 | 0.9275 | 4.98 | 36.42 | 0.9302

3 | 482 [ 3592 [09319] 4.94 | 36.65 [ 0.9283 | 5.06 | 37.06 | 0.9273
2 [ 5] 478 | 35.05 [0.9348 ] 4.94 | 3672 [0.9281 | 7.34 | 52.27 | 0.8061

4.92 | 36.66 | 0.9285 | 518 | 37.53 | 0.9260

3 | 482 | 3535 [0.9335] 4.87 | 36.24 [ 0.9300 | 5.37 | 39.44 | 0.9171
3| 5| 481 | 3683 [09290| 4.83 | 35.94 | 0.9310 | 5.16 | 37.99 | 0.9239

8 | 474 | 3475 [0.9367 | 4.88 | 36.49 | 0.9290 | 5.04 | 36.86 | 0.9277

Ortalama | 4.82 3590 | 0.9317| 491 | 36,52 | 0.9289 | 5.40 | 39.46 | 0.9110

* Kalin rakamlarla gosterilen degerler her bir algoritmayla elde edilen en diisik MAPE degerleridir.
** MU, A, GD ve Dongii sayilari sirastyla 0.001, 0.01, 10 ve 1000 olarak alinmustur.

*** Siyah dolgulu hiicre tim denemeler sonucunda LM i¢in en diisiik MAPE degeridir.

GDX algoritmas1 katman ve ndron sayisinin artisindan olumsuz yonde
etkilenmis, iki katman ve sekiz néron bulunan yapida yiiksek bir MAPE degeri
(%7.34) ile tahmin tiretmistir.

BR algoritmasinin daha 6nceki parametre gruplariyla yapilan denemelerde de
katman ve ndron sayilarmin artmasindan olumsuz etkilendigi gozlemlenmistir.
Gradyan degerinin 10 kat azaltildig1 bu parametre grubunda BR algoritmasiyla ii¢
katman ve sekiz noron bulundugu yapida da diisik MAPE degerleri elde edildigi
Tablo 4.50’den goriilmektedir.
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Agin egitimi esnasinda gegen siireler ve egitimin sona erdirildigi en iyi dongii
sayilar1 Tablo 4.51°de verilmistir. Tablo 4.51 incelendiginde GDX algoritmasinda
ii¢c katmanda bes ve sekiz noron bulunan yapida yaklasik 100 dongiide egitimin

sona erdigi goriilmektedir.

Tablo 4.51. Rastgele ayirmada besinci grup parametrelerle egitimde siireler ve iterasyon sayilari.

ALGORITMALAR
LM BR GDX
KS |NS | Siire(sn) | EDS | Siire(sn) | EDS | Siire(sn) | EDS
3| 14040 | 17 | 1.1340 | 163 | 0.7330 | 999
1|5 | 18250 | 13 | 3.9100 | 413 | 0.7640 | 967
8 | 2.0570 | 21 | 2.5380 | 331 | 0.7870 | 932
3 | 2.8080 | 52 | 3.5040 | 395 | 0.7410 | 687
2 | 5| 22600 | 15 | 3.0390 | 305 | 0.3190 | 116
8 | 23430 | 7 1.4350 | 124 | 0.8960 | 943
3 | 3.9610 | 169 | 8.7140 | 809 | 0.8570 | 944
3|5 | 25440 | 10 | 7.6530 | 659 | 0.5080 | 102
8 | 29850 | 6 |14.9920|1000| 0.5390 | 105
Ort. 24652 | 34 | 5.2132 | 467 | 0.6827 | 644

4.1.5.7 Rastgele ayirmada altinci grup parametrelerle egitim

Bu gruptaki parametreler MATLAB paket programi tarafindan ileri beslemeli
geri yayilimli ag i¢in otomatik olarak atanan varsayilan parametre degerlerinden
sadece gradyan degerinin 107 olarak alinmasiyla elde edilmistir. Yapilan analizler

sonucunda Tablo 4.52’deki bulgulara ulasilmistir.

Tablo 4.52 incelendiginde bu parametre grubunda yine en diisik MAPE
degerinin (%4.6) LM algoritmasindan elde edildigi goriilmektedir. LM algoritmasi
gradyan degerinin 100 kat biiyiitiilmesinden en iyi dongii sayilari bakimindan
olumlu etkilenmis (ortalama 12 dongii) ayrica tim denemelerde %5’in altinda
MAPE degerleri ile tahminler trettigi goriilmektedir. BR algoritmas: gradyan
degerinin biiyiitiilmesinden pozitif yonde etkilenmis, tiim denemelerden elde edilen
minimum MAPE degeri bu parametre grubunda elde edilmistir. Ayrica GDX
algoritmasinda lokal minimum probleminin olusmadigi, MAPE degerlerinin

yiikselmedigi goriilmektedir.
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Tablo 4.52. Rastgele ayirmada altinct grup parametrelerle yapilan analiz bulgular.

ALGORITMALAR
LM BR GDX

MAPE | RMSE 2 MAPE | RMSE 2 MAPE | RMSE 2

KSINS T o) | k) | B o) | k) | B [ o) | (kg | R
3 4.96 36.42 | 0.9294 4,94 36.78 | 0.9279 5.11 38.21 | 0.9225
1 5 4.83 35.97 | 0.9316 4.99 36.87 | 0.9275 5.27 38.38 | 0.9220
8 4.72 34.54 | 0.9368 4.93 36.77 | 0.9279 5.20 38.53 | 0.9211
3 491 36.35 | 0.9306 4.87 35.88 | 0.9313 5.10 38.35 | 0.9230
2 5 4.65 34.31 | 0.9377 4,92 36.66 | 0.9284 5.46 40.70 | 0.9114
8 477 35.03 | 0.9351 4.79 35.49 | 0.9327 4.89 36.25 | 0.9311
3 4.97 36.03 | 0.9309 481 35.46 | 0.9328 5.48 39.96 | 0.9153
3 5 4.60 34.03 | 0.9386 4.85 36.02 | 0.9307 5.00 36.70 | 0.9287
8 4.65 34.93 | 0.9351 4.70 34.85 ‘ 0.9351 5.22 38.73 | 0.9213
Ortalama | 4.78 35.29 | 0.9340 4.87 36.09 | 0.9305 5.19 38.42 | 0.9218

* Kalin rakamlarla gosterilen degerler her bir algoritmayla elde edilen en diisiik MAPE degerleridir.
** MU, A, GD ve Dongii sayilari sirasiyla 0.001, 0.01, 107 ve 1000 olarak alinmugtir.

*** Siyah dolgulu hiicre tim denemeler sonucunda BR i¢in en diisiik MAPE degeridir.

Agin egitimi esnasinda gegen siireler ve egitimin sona erdirildigi en iyi dongi

sayilar1 Tablo 4.53’de verilmistir.

Tablo 4.53. Rastgele ayirmada altinci grup parametrelerle egitimde siireler ve iterasyon sayilari.

ALGORITMALAR
LM BR GDX
KS|NS | Siire(sn) | EDS | Siire(sn) | EDS | Siire(sn) | EDS
3| 27420 | 16 | 0.6240 | 86 | 0.7330 | 721
1|5 ] 29650 | 14 | 1.6570 | 202 | 0.7640 |1000
8 | 3.0060 | 7 | 4.0580 | 467 | 0.7240 | 573
3| 27670 | 12 | 4.2120 | 453 | 0.8560 | 948
2 | 580210 | 9 | 2.0210 | 181 | 0.8870 | 921
8 | 25750 | 10 | 3.9210 | 344 | 0.9260 | 831
3| 25110 | 15 | 1.7130 | 179 | 0.9640 | 924
3| 5] 25760 | 17 | 7.9790 | 666 | 1.0180 | 958
8 | 33720 | 5 | 4.1300 | 269 | 0.9870 | 934
Ort. 3.3928 | 12 | 3.3683 | 316 | 0.8732 | 868

Tablo 4.53 incelendiginde BR ve LM algoritmalarinin egitim siireleri
bakimindan yine birbirlerine benzer olduklar1 GDX algoritmasinin bu parametre

grubunda da yine ¢ok daha kisa siirede egitimi tamamladig1 goriilmektedir.

4.1.5.8 Rastgele ayirmada vedinci grup parametrelerle egitim

Bu gruptaki parametreler MATLAB paket programi tarafindan ileri beslemeli

geri yayilimli ag i¢in otomatik olarak atanan varsayilan parametre degerlerinden
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sadece dongii sayisinin 500 olarak alinmasiyla elde edilmistir. Yapilan analizler

sonucunda Tablo 4.54’deki bulgulara ulasilmistir.

Tablo 4.54. Rastgele ayirmada yedinci grup parametrelerle yapilan analiz bulgular.

ALGORITMALAR
LM BR GDX

MAPE | RMSE 2 MAPE | RMSE 2 MAPE | RMSE 2

KSINS T 00) | k) | R o) | k) | B | @) | (kg | R
3 4.86 36.26 | 0.9305 4.92 36.83 | 0.9279 5.23 38.70 | 0.9213
1 5 4.73 35.06 | 0.9345 4.89 36.25 | 0.9299 5.40 39.42 | 0.9176
8 472 34.80 | 0.9355 4.97 36.93 | 0.9273 5.27 38.79 | 0.9200
3 4.95 36.07 | 0.9313 4.85 36.09 | 0.9305 6.69 47.89 | 0.8511
2 5 493 36.24 | 0.9309 4.92 36.77 | 0.9279 5.26 38.99 | 0.9195
8 4.76 37.32 | 0.9299 4.92 36.62 | 0.9285 7.54 52.94 | 0.8131
3 4.80 34.75 | 0.9363 4.84 36.01 | 0.9307 5.63 41.58 | 0.9078
3 5 473 34.63 | 0.9366 4.92 36.64 | 0.9284 5.45 39.65 | 0.9180
8 4.86 36.11 | 0.9310 9.33 64.23 | 0.6671 5.53 40.39 | 0.9122
Ortalama| 4.82 35.69 | 0.9329 5.40 39.60 | 0.8998 5.78 42.04 | 0.8978

* Kalin rakamlarla gosterilen degerler her bir algoritmayla elde edilen en diisik MAPE degerleridir.

** MU, A, GD ve Déngii sayilar1 sirasiyla 0.001, 0.01, 1077 ve 500 olarak almmustir.

Tablo 4.54 incelendiginde dongii sayisinin azaltilmasi GDX algoritmasinda
hatalarin bir miktar yiikselmesine neden olmustur. Bunun disinda diger iki
algoritmaya bir etkisi olmamistir. Agin egitimi esnasinda gegen siireler ve egitimin
sona erdirildigi en iyi dongii sayilar1 Tablo 4.55’te verilmistir. Tablo 4.55
incenlendiginde dongii sayisinin azaltilmasinin BR ve LM algoritmalarina bir etkisi
olmazken GDX algoritmasinda ise en iyi dongii sayilar1 ve siireler bakimindan
dongli sayisinin smirlandirilmas: nedeniyle dogal olarak yari yariya bir azalma

oldugu goriilmektedir.

Tablo 4.55. Rastgele ayirmada yedinci grup parametrelerle egitimde siireler ve iterasyon sayilari.

ALGORITMALAR
LM BR GDX
KS | NS | Siire(sn) | EDS | Siire(sn) | EDS | Siire(sn) | EDS
3 2.0940| 28| 0.6250| 81| 0.4150| 476
1|5 2.1090| 16| 2.0160| 268| 0.4710| 460
8 2.2180| 31| 3.8890| 500| 0.3880| 212
3 2.2340| 13| 1.0460| 92| 0.4360| 500
2|5 2.1560 2| 35620| 371| 0.4730| 483
8 2.3740| 12| 5.2330| 500| 0.5310| 394
3 2.9700| 26| 2.1080| 209| 0.5510| 459
315 2.9370 6| 2.2010| 148| 0.4910| 438
8 3.3240 9| 7.4520| 500 0.5490| 463
Ort. 24907| 16| 3.1258| 297| 0.4783| 432
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4.1.5.9 Rastgele ayirmada sekizinci grup parametrelerle egitim

Bu gruptaki parametreler MATLAB paket programi tarafindan ileri beslemeli
geri yayilimli ag i¢in otomatik olarak atanan varsayilan parametre degerlerinden

sadece dongii sayisinin 100 olarak alinmasiyla elde edilmistir.

Tablo 4.56. Rastgele ayirmada sekizinci grup parametrelerle yapilan analiz bulgular.

ALGORITMALAR
LM BR GDX

MAPE | RMSE 2 MAPE | RMSE 2 MAPE | RMSE 2

KSINS T o) | k) | B @) | k) | B [ o) | (kg | R
3 491 36.05 | 0.9313 4.92 36.78 | 0.9279 6.64 49.45 | 0.8671
1 5 4.85 35.73 | 0.9338 4.94 36.73 | 0.9280 7.19 51.43 | 0.8552
8 4.65 34.56 | 0.9371 4.98 36.91 | 0.9274 6.91 51.19 | 0.8624
3 4.77 34.86 | 0.9352 4.92 36.73 | 0.9281 7.73 57.55 | 0.8203
2 5 4.78 34.56 | 0.9367 4.82 35.63 | 0.9323 7.06 51.89 | 0.8538
8 4.80 37.72 | 0.9267 4.90 36.71 | 0.9282 6.94 50.99 | 0.8601
3 6.97 48.82 | 0.8261 49 36.24 | 0.9299 8.50 61.67 | 0.7892
3 5 4.62 34.21 | 0.9379 7.19 50.98 | 0.7958 7.78 58.51 | 0.8118
8 5.40 40.03 | 0.9225 4.85 36.11 | 0.9304 7.79 56.72 | 0.8163
Ortalama | 5.08 37.39 | 0.9208 5.16 38.09 | 0.9142 7.39 54.38 | 0.8374

* Kalin rakamlarla gosterilen degerler her bir algoritmayla elde edilen en diisiik MAPE degerleridir.
** MU, A, GD ve Déngii sayilari sirastyla 0.001, 0.01, 107" ve 100 olarak alinmustr.

Yapilan analizler sonucunda Tablo 4.56’daki bulgulara ulagilmistir. Tablo
4.56’dan dongii sayisindan en fazla etkilenen algoritmanin GDX algoritmasi oldugu
goriilmektedir. Bu parametre grubunda yine en diisiik MAPE degeri (%4.62) LM

algoritmasi ile yapilan tahmin elde edilmistir.

Tablo 4.57. Rastgele ayirmada sekizinci grup parametrelerle egitimde siireler ve iterasyon sayilari.

ALGORITMALAR
LM BR GDX
KS|NS | Siire(sn) | EDS | Siire(sn) | EDS | Siire(sn) | EDS
3| 05550 | 20 | 0.6240 | 85 | 0.1040 | 100
1|15] 07970 | 6 | 0.7670 | 100 | 0.1060 | 100
8 | 0.7810 | 62 | 0.8120 | 100 | 0.1070 | 100
3| 0.8280 | 44 | 0.8810 | 100 | 0.1210 | 100
2 |5]09210 | 5 | 09660 | 100 | 0.1160 | 87
8 | 0.9370 | 10 | 1.0720 | 100 | 0.1470 | 100
3] 0.9210 | 99 | 1.1390 | 100 | 0.1630 | 98
3|5 10630 | 11 | 1.4140 | 100 | 0.1300 | 100
8| 1.1770 | 4 | 1.4980 | 100 | 0.1270 | 95
Ort. 0.8867 | 29 | 1.0192 | 98 | 0.1246 | 98

Agin egitimi esnasinda gecen siireler ve egitimin sona erdirildigi en iy1 dongii

sayilar1 Tablo 4.57’de verilmistir. Tablo 4.57°den dongii sayisinin azaltilmasinin
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beklenen bir durum olarak tiim algoritmalarda egitimde gecen stireleri azalttigi

goriilmektedir.

4.1.6 Rastgele ayirmada normalize edilmis verilerle deneme

Calismanin bu kisminda sigirlarin goriintiilerinden ¢esitli goriintii isleme
yontemleriyle elde edilen ham veriler z-skorlara doniistiiriilerek standartlastirma
uygulanmis, rastgele olarak %70 egitim, %15 test ve %15 gegerlilik setine ayrilan
veriler EK1d’deki MATLAB komutlart yardimiyla yapay sinir aglarinda egitim
yapilmistir. Asagida dokuz farkli parametre grubu i¢in yapilan deneme sonuglari

verilmistir.

4.1.6.1 Rastgele ayirmada normalize edilmis veriler ve MATLAB varsayilan

parametreleriyle egitim

Bu gruptaki parametreler Tablo 4.58’de goriilen ve MATLAB paket programi
tarafindan ileri beslemeli geri yayilimli ag icin otomatik olarak atanan varsayilan

parametre degerleridir.

Tablo 4.58. MATLAB varsayilan parametreleri

MATLAB varsayilan parametreleri
MU A GD Dongii
0.001 0.01 | 107 1000

Verilerin rastgele olarak alt setlere ayrildigi ve verilere normalizasyon
uygulanarak MATLAB varsayilan parametreleriyle yapilan analizler sonucunda
Tablo 4.59°daki bulgulara ulagilmigtir. Tablo 4.59 incelendiginde varsayilan
parametrelerle yapilan egitimde GDX algoritmasinin daha once varsayilan
grubunda oldugu gibi diisik MAPE ve RMSE degeri ile tahmin {rettigi
goriilmektedir. Diger iki algoritmada yine minimum hata degerlerine ¢ok yakin

sonuglarla egitimi tamamlamistir.
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Tablo 4.59. Normalize veriler ve varsayilan parametrelerle yapilan analiz bulgular.

ALGORITMALAR
LM BR GDX

MAPE | RMSE 2 MAPE | RMSE 2 MAPE | RMSE 2

KSINS T o) | k) | B o) | k) | B [ o) | (kg | R
3 4.88 35.95 | 0.9313 4,94 36.79 | 0.9278 5.37 39.77 | 0.9163
1 5 4.78 35.27 | 0.9339 4,94 36.70 | 0.9281 5.33 40.07 | 0.9134
8 4.69 34.62 | 0.9372 4.96 36.87 | 0.9276 5.23 38.21 | 0.9225
3 4.85 35.31 | 0.9336 4.89 36.60 | 0.9287 5.03 36.78 | 0.9285
2 5 461 34.36 | 0.9371 4.86 36.01 | 0.9307 5.11 37346 | 0.9263
8 458 34.01 | 0.9385 4.93 36.73 | 0.9281 4.88 36.29 | 0.9309
3 4.82 35.84 | 0.9318 4.75 34.72 | 0.9355 5.52 41.09 | 0.9104
3 5 4.70 34.11 | 0.9383 4,78 35.91 | 0.9312 5.32 38.96 | 0.9200
8 4.80 35.29 | 0.9355 7.20 51.34 | 0.7944 4.94 38.09 | 0.9281
Ortalama | 4.75 34.97 | 0.9352 5.14 37.96 | 0.9147 5.19 38.51 | 0.9218

* Kalin rakamlarla gosterilen degerler her bir algoritmayla elde edilen en diisiik MAPE degerleridir.
** MU, A, GD ve Déngii sayilari sirastyla 0.001, 0.01, 107 ve 1000 olarak alinmustir.

Aglarin egitimi tamamladiklar1 siireler ve en iyi dongl sayilart Tablo

4.60’da verilmistir.

Tablo 4.60. Normalize veriler ve varsayilan parametrelerle egitimde siireler ve iterasyon sayilari.

ALGORITMALAR
LM BR GDX
KS|NS | Siire(sn) | EDS | Siire(sn) | EDS | Siire(sn) | EDS
3102690 | 5 | 0.9550 | 136 | 0.7550 | 920
1|5 ] 10450 | 12 | 1.9920 | 268 | 0.2830 | 92
8 | 22720 | 19 | 0.9020 | 111 | 0.8070 | 978
3| 27910 | 18 | 6.8210 | 733 | 0.8070 |1000
2 | 5] 27370 | 71 | 9.6560 | 965 | 0.5150 | 255
8 | 24370 | 15 | 3.8410 | 356 | 0.8560 | 932
3| 28220 | 22 | 6.7190 | 682 | 0.8820 |1000
3| 5] 28170 | 32 | 2.2580 | 196 | 0.8990 | 914
8 | 3.4550 | 18 | 8.4990 | 601 | 0.9180 | 584
Ort. 2.2939 | 24 | 4.6270 | 450 | 0.7469 | 742

Tablo 4.60 incelendiginde bir katman ii¢ ndron bulunan yapida LM
algoritmasiyla bes dongii yaparak dahi %4.88’lik bir MAPE degeri ile tahmin
yapilabildigi gorilmektedir. Bu durum, veriler ayrilirken dogrulama setinin
bulunmas1 ve verilerin normalize edilmesinden dolayr, LM algoritmasi
kullan1ldiginda diger algoritmalara gore daha az dongii ve daha yiiksek dogrulukla

tahmin yapilabildigini gostermektedir.
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4.1.6.2 Normalize edilmis veriler ve birinci grup parametrelerle egitim

sonucu hatalar

Bu gruptaki parametreler MATLAB varsayilan parametrelerinden sadece
MU degerinin 0.005 olarak alinmasiyla elde edilmistir. Yapilan analiz sonucunda
Tablo 4.61°deki bulgulara ulasilmistir. Tablo 4.61°den bu parametre grubunda en
diisik MAPE degerinin (%4.64) onceki parametre gruplarinda oldugu gibi LM
algoritmasindan elde edildigi goriilmektedir. Genel ortalamala MAPE degeri
(%4.79) dikkate alindiginda yine LM algoritmasi tiim denemelerde ortalama olarak

daha diisiik MAPE degeri tahminlerin yapildig1 algoritma olmustur.

Tablo 4.61. Rastgele ayirmada normalize veriler ve birinci grup parametrelerle yapilan analiz

bulgulari.
ALGORITMALAR
LM BR GDX

MAPE | RMSE 2 MAPE | RMSE 2 MAPE | RMSE 2
KIN T 0 | k) | B o) [ k| B | @) | kg | R®
3 5.00 36.60 | 0.9308 4.94 36.74 | 0.9280 5.12 37.59 | 0.9257
1 5 4,71 36.51 | 0.9277 4.96 36.84 | 0.9277 5.38 39.08 | 0.9184
8 4.67 35.13 | 0.9348 4.97 36.81 | 0.9277 5.14 37.76 | 0.9241
3 4.90 35.97 | 0.9312 4.88 36.25 | 0.9299 4.99 37.06 | 0.9271
2 5 4.64 33.90 | 0.9389 4.85 36.08 | 0.9305 5.21 37.94 | 0.9238
8 4.80 36.80 | 0.9294 4.97 36.86 | 0.9275 5.08 37.85 | 0.9245
3 4.70 34.35 | 0.9373 4.77 35.33 | 0.9334 5.47 40.33 | 0.9149
3 5 4.83 35.10 | 0.9360 4.85 36.02 | 0.9308 5.14 37.15 | 0.9275
8 4.89 36.15 | 0.9321 4.86 33.02 | 0.9300 4.90 35.95 | 0.9313
Ortalama| 4.79 | 3561 | 0.0331 | 489 | 3599 | 0.9295 | 516 | 37.86 | 0.9241

* Kalin rakamlarla gosterilen degerler her bir algoritmayla elde edilen en diisiik MAPE degerleridir.

** MU, A, GD ve Déngii sayilari sirastyla 0.005, 0.01, 1077 ve 1000 olarak almmustr.

Agin egitimi esnasinda gegen siireler ve egitimin sona erdirildigi en iyi dongii
sayilar1 Tablo 4.62°de verilmistir. Tiim algoritmalarda dongii sayilar1 ve siireler

bakimindan kayda deger bir degisim gozlenmedigi Tablo 4.62’den goriilmektedir.
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Tablo 4.62. Normalize veriler ve 1. grup parametrelerle egitimde siireler ve iterasyon sayilari.

ALGORITMALAR
LM BR GDX
KS|NS |Siire(sn) | EDS | Siire(sn) | EDS | Siire(sn) | EDS
3| 1.8580 | 24 | 2.0600 | 301 | 0.9030 | 973
1 (5] 19360 | 19 | 0.8800 | 113 | 0.7530 | 937
8| 1.9420 | 8 | 0.9640 | 95 | 0.2840 | 95
3| 21340 | 4 | 3.7300 | 306 | 0.9440 | 476
2 | 5| 28230 | 51 | 1.1110 | 114 | 0.9030 | 997
8 | 26850 | 5 1.2590 | 119 | 0.9200 |1000
3| 24770 | 26 | 2.1040 | 185 | 0.8970 | 926
3152869 | 9 1.6060 | 136 | 0.9620 | 905
8 | 34280 | 5 | 15.5950|1000| 0.9500 | 917
Ort. 24613 | 17 | 3.2566 | 263 | 0.8351 | 803

4.1.6.3 Normalize veriler ve ikinci grup parametrelerle egitim sonucu hatalar

Bu gruptaki parametreler MATLAB paket programi tarafindan ileri beslemeli
geri yayilimli ag i¢in otomatik olarak atanan varsayilan parametre degerlerinden

sadece MU degeri 0.01 olarak alinmasiyla elde edilmistir.

Tablo 4.63. Rastgele ayirmada normalize veriler ve ikinci grup parametrelerle yapilan analiz

bulgulari.
ALGORITMALAR
LM BR GDX

MAPE | RMSE 2 MAPE | RMSE 2 MAPE | RMSE 9
KSIN L o0) | g | N o) | kg | B | ow) | (k) | R
3 4.85 35.70 | 0.9323 4,94 36.84 | 0.9278 5.08 38.34 | 0.9224
1 [ 5 | 488 | 4068 | 0.0081 | 4.95 | 36.80 | 0.9278 | 5.20 | 38.90 | 0.9200
8 458 33.74 | 0.9402 494 36.85 | 0.9277 5.36 39.78 | 0.9155
3 4.96 35.61 | 0.9334 4.92 36.57 | 0.9287 5.37 39.07 | 0.9196
2 5 4,72 34.61 | 0.9362 4.92 36.71 | 0.9281 5.34 39.32 | 0.9188
8 4.70 35.52 | 0.9332 4.92 36.78 | 0.9278 5.24 38.33 | 0.9217
3 4.76 34.77 | 0.9357 491 36.60 | 0.9285 5.23 37.89 | 0.9241
3 5 5.12 36.64 | 0.9274 4.80 35.63 | 0.9324 5.17 37.71 | 0.9242
8 4.56 33.81 ‘ 0.9399 4.83 35.96 | 0.9310 5.12 37.17 | 0.9274
Ortalama| 4.79 35.68 | 0.9318 4.90 36.53 | 0.9289 5.23 38.50 | 0.9215

* Kalin rakamlarla gosterilen degerler her bir algoritmayla elde edilen en diisiik MAPE degerleridir.
** MU, A, GD ve Déngii sayilar1 sirastyla 0.01, 0.01, 1077 ve 1000 olarak almmustir.

*** Siyah dolgulu hiicre tiim denemeler sonucunda LM igin elde edilen en diisik MAPE degeridir.

Yapilan analizler sonucunda Tablo 4.63’teki bulgulara ulagilmigtir. Tablo

4.63 incelendiginde bu parametre grubunda LM algoritmasiyla tiim denemelerden
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elde edilen en diisik MAPE degerlerinden birisiyle (%4.56) egitimin tamamlandig:

goriilmektedir.

Ag egitimi esnasinda gegen siireler ve egitimin sona erdirildigi en 1yi dongii
sayilar1 Tablo 4.64’te verilmistir. Tablo 4.64 incelendiginde MU parametresinin 10
kat biyitilmesi GDX algoritmasinda daha az dongilerle egitimin
sonlandirilmasina neden olmustur. BR algoritmasinda da en iyi dongii sayilarinda

bir miktar azalma oldugu sdylenebilir.

Tablo 4.64. Normalize veriler ve 2. grup parametrelerle egitimde siireler ve iterasyon sayilari.

ALGORITMALAR
LM BR GDX
KS |NS | Siire(sn) | EDS | Siire(sn) | EDS | Siire(sn) | EDS
3| 14740 | 20 | 1.1030 | 155 | 0.5010 | 386
1|5] 25040 | 5 | 3.0540 | 411 | 0.7490 | 940
8 | 2.1020 | 13 | 1.0380 | 129 | 0.2890 | 92
3| 22240 | 5 | 4.3550 | 296 | 0.7870 | 997
2 | 5] 22840 | 15 | 3.8860 | 404 | 0.3160 | 95
8] 26690 | 9 | 09770 | 91 | 0.6330 | 453
3 | 23520 | 12 | 8.2060 | 814 | 0.8740 |1000
3|5 ]| 27080 | 26 | 1.4500 | 136 | 0.9490 | 997
8 | 3.0550 | 10 | 2.7920 | 183 | 0.4020 | 113
Ort. 2.3747 | 13 | 2.9846 | 291 | 0.6111 | 564

4.1.6.4 Normalize veriler ve iiciincii grup parametrelerle egitimde hatalar

Bu gruptaki parametreler MATLAB paket programi tarafindan ileri beslemeli
geri yayilimli ag icin otomatik olarak atanan varsayilan parametre degerlerinden
sadece A degeri 0.05 olarak alinmasiyla elde edilmistir. Yapilan analizler sonucunda
Tablo 4.65°deki bulgulara ulagilmistir. Tablo 4.65 incelendiginde LM algoritmasi
yine en diisik MAPE degeri (%4.59) ile tahmin liretmistir.

BR algoritmasi ile egitilen yedi agdan ortalama %4.85, GDX algoritmasi ile
ise %5.01 MAPE degerleri elde edilmistir. Ayrica tim algoritmalarda verilerin
rastgele ayrildig1 ve normalize edildigi diger parametre gruplarinda oldugu gibi cok

yiiksek hatalarin olugsmadig1 gézlemlenmistir.
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Tablo 4.65. Rastgele ayirmada normalize veriler ve 3. grup parametrelerle yapilan analiz bulgular1.

ALGORITMALAR
LM BR GDX

MAPE | RMSE 2 MAPE | RMSE 2 MAPE | RMSE 2

KSINS T o) | k) | B o) | k) | B [ o) | (kg | R
3 4.94 36.74 | 0.9285 4.96 36.81 | 0.9278 5.26 39.08 | 0.9181
1 5 4.82 35.32 | 0.9337 4,92 36.79 | 0.9279 5.31 38.95 | 0.9202
8 4.62 33.69 | 0.9395 491 36.43 | 0.9292 5.30 39.23 | 0.9190
3 4.75 34.90 | 0.9352 4,92 36.69 | 0.9281 5.26 38.62 | 0.9212
2 5 4.66 34.32 | 0.9375 4.89 36.29 | 0.9297 5.67 41.77 | 0.9071
8 471 34.49 | 0.9367 4,92 36.69 | 0.9282 5.11 37.12 | 0.9282
3 4.86 35.50 | 0.9331 4.85 36.06 | 0.9306 5.17 38.09 | 0.9235
3 5 4.59 33.89 | 0.9388 4,92 36.72 | 0.9281 5.65 41.68 | 0.9071
8 473 35.37 | 0.9336 49 36.62 | 0.9286 5.01 36.60 | 0.9292
Ortalama | 4.74 3491 | 0.9352 491 36.57 | 0.9287 5.30 39.02 | 0.9193

* Kalin rakamlarla gosterilen degerler her bir algoritmayla elde edilen en diisiik MAPE degerleridir.
** MU, A, GD ve Déngii sayilari sirastyla 0.001, 0.05, 107 ve 1000 olarak alinmustir.

Agin egitimi esnasinda gegen siireler ve egitimin sona erdirildigi en iyi dongii

sayilar1 Tablo 4.66’da verilmistir. Tablo 4.66’dan bir dnceki parametre grubuna

nazaran tiim algoritmalarda en iyi dongii sayilar1 ve siirelerin arttig1 goriilmektedir.

Tablo 4.66. Normalize veriler ve 3. grup parametrelerle egitimde siireler ve iterasyon sayilari.

ALGORITMALAR
LM BR GDX
KS|NS |Siire(sn) | EDS | Siire(sn) | EDS | Siire(sn) | EDS
3 | 1.9070 | 32 | 2.1330 | 313 | 0.3000 | 92
1|5 18880 | 3 1.4050 | 180 | 0.8020 | 946
8| 18900 | 8 | 0.6390 | 74 | 0.8020 | 946
3| 21550 | 21 | 5.4730 | 603 | 0.4010 | 188
2 | 5| 27610 | 78 | 1.2040 | 130 | 0.3390 | 101
8 | 3.9370 | 7 |10.6750 |1000| 0.5340 | 346
3| 24870 | 30 | 6.4010 | 630 | 0.9180 | 995
3| 5] 25290 | 8 | 5.9990 | 522 | 1.1240 | 992
8 | 3.3390 | 30 | 5.0130 | 352 | 1.0250 | 932
Ort. 25437 | 24 | 4.3269 | 423 | 0.6939 | 615

4.1.6.5 Normalize veriler ve dordiincii grup parametrelerle egitimde hatalar

Bu gruptaki parametreler MATLAB paket programi tarafindan ileri beslemeli

geri yayilimli ag icin otomatik olarak atanan varsayilan parametre degerlerinden

sadece X degeri 0.1 olarak alinmasiyla elde edilmistir. Yapilan analizler sonucunda

Tablo 4.67°deki bulgulara ulagilmigtir.
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Tablo 4.67. Rastgele ayirmada normalize veriler ve 4. grup parametrelerle yapilan analiz bulgular1.

ALGORITMALAR
LM BR GDX
MAPE |RMSE | _, |MAPE|RMSE| _, [MAPE[RMSE| _,

I o0 kg | B e | kg | N | e | kg | R

3 | 485 | 3570 [0.9323| 492 | 36.83 [0.9278 | 5.13 | 37.61 | 0.9256
1| 5| 488 | 4068 [0.9081| 493 | 36.72 | 0.9282 | 5.44 | 39.43 | 0.9163

8 | 458 09402 | 4.97 [ 36.84 [0.9276 | 5.15 | 37.84 | 0.9237

3 | 496 | 3561 09336 | 4.88 | 36.35 | 0.9295 | 4.97 | 36.90 | 0.9277
2 | 5| 472 | 3461 [09362] 492 | 3677 [ 09279 | 5.20 | 37.78 | 0.9246

8 | 470 | 3552 [0.9332| 4.93 | 36.69 [ 0.9282 | 5.05 | 37.61 | 0.9251

3 | 483 3511 [0.9343]| 4.84 [ 36.07 [0.9305[ 553 | 40.73 | 0.9126
3 | 5| 469 | 3460 [09362| 4.93 | 3670 | 09282 | 5.12 | 37.38 | 0.9259

8 | 479 | 37.33 [0.9283 | 4.78 [ 3538 | 0.9331 | 5.04 | 36.44 | 0.9295
Ortalama| 4.78 | 35.85 [0.9314 | 4.90 | 36.48 [ 0.9290 | 5.18 | 37.97 | 0.9234

* Kalin rakamlarla gosterilen degerler her bir algoritmayla elde edilen en diisiik MAPE degerleridir.

** MU, A, GD ve Dongii sayilar: sirasiyla 0.001, 0.05, 1077 ve 1000 olarak alinmugtir.

*** Siyah dolgu ile gosterilen deger tiim analizler sonucunda elde edilen en diisiik RMSE degeridir.

Tablo 4.67 incelendiginde bu parametre grubunda yine en diisik MAPE

degerinin (%4.58) LM algoritmasindan elde edildigi goriilmektedir. Ayrica yapilan

biitiin analizelerden elde edilen en diisiik RMSE degeri (33.52kg) bu parametre

grubunda tespit edilmistir. Agmn egitimi esnasinda gegen siireler ve egitimin sona

erdirildigi en 1yi dongii sayilar1 Tablo 4.68°de verilmistir.

Tablo 4.68. Normalize veriler ve 4. grup parametrelerle egitimde siireler ve iterasyon sayilar1.

4.1.6.6 Normalize edilmis veriler ve besinci grup parametrelerle egitim

ALGORITMALAR
LM BR GDX
KS|NS | Siire(sn) | EDS | Siire(sn) | EDS | Siire(sn) | EDS
3| 1.1030 | 20 | 0.6170 | 83 | 0.7260 | 965
1518940 | 5 | 23570 | 305 | 0.8550 | 935
8 | 2.1600 | 13 | 6.3820 | 656 | 0.2850 | 101
3] 23370 | 5 | 2.1100 | 197 | 0.5640 | 462
2| 5| 23380 | 15 | 3.9340 | 373 | 0.8020 |1000
8 | 25970 | 9 1.4840 | 108 | 0.8930 |1000
3 | 4.0050 | 128 | 3.0600 | 248 | 0.8930 | 934
3|5| 26340 | 5 | 2.1360 | 154 | 0.9490 | 899
8 | 3.0760 | 6 16.83 |1000| 0.5820 | 307
Ort. 24604 | 23 | 4.3233 | 347 | 0.7277 | 734

Bu gruptaki parametreler MATLAB paket programi tarafindan ileri beslemeli

geri yayilimli ag icin otomatik olarak atanan varsayilan parametre degerlerinden

sadece gradyan degerinin 10 olarak alinmasiyla elde edilmistir. Yapilan analiz

sonucunda Tablo 4.69’daki bulgulara ulasilmistir.
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Tablo 4.69. Rastgele ayirmada nrm. veriler ve besinci grup parametrelerle yapilan analiz bulgular.

ALGORITMALAR

LM BR GDX
KS| NS | MAPE |RMSE| R? |MAPE|RMSE| R? |MAPE | RMSE| R?

(%) (K9) (%) | (Kg) (%) | (Kg)
3 486 | 3574 | 09321 | 491 | 36.83 [0.9279 | 5.12 | 37.59 | 0.9257
1| 5 471 | 3463 | 09364 | 4.89 | 36.25 [ 0.9299 | 5.38 | 39.08 | 0.9184
8 471 | 3476 | 09361 | 4.97 | 36.93 | 0.9273| 5.14 | 37.76 | 0.9241
3 494 | 3589 | 09327 | 485 | 36.09 | 0.9305| 4.99 | 37.06 | 0.9271
2|5 460 | 3450 | 09372 | 492 | 36.77 | 0.9279 | 5.21 | 37.94 | 0.9238
8 476 | 36.20 | 09329 | 492 | 36.62 | 0.9285| 5.08 | 37.84 | 0.9245
3 485 | 3517 | 09340 | 4.84 | 36.01 |0.9307 | 5.47 | 40.33 | 0.9149
3|5 473 | 3548 | 09331 | 492 | 36.64 |0.9285| 5.14 | 37.15 | 0.9275
8 492 | 3726 | 09271 | 6.99 | 49.20 | 0.8023 | 4.90 | 35.95 | 0.9313
Ortalama| 4.79 | 3551 |0.9335| 5.13 | 37.93 | 09148 | 5.16 | 37.86 | 0.9241

* Kalin rakamlarla gosterilen degerler her bir algoritmayla elde edilen en diisiik MAPE degerleridir.
** MU, A, GD ve Dongii sayilari sirastyla 0.001, 0.01, 1078 ve 1000 olarak alinmustur.

Tablo 4.69 incelendiginde bu parametre grubunda LM algoritmasinin yine en
diisiik MAPE degeri (%4.6) ile egitimi sonlandirdig1 goriilmektedir. BR algoritmasi
ti¢ katman ve sekiz noron oldugu durumda yiiksek MAPE degeri ile (%6.99)

sonuclar liretmistir.

Tablo 4.70. Normalize veriler ve besinci grup parametrelerle egitimde siireler ve iterasyon sayilari.

ALGORITMALAR
LM BR GDX
KS|NS | Siire(sn) | EDS | Siire(sn) | EDS | Siire(sn) | EDS
3| 18610 | 20 | 0.6030 | 83 | 0.7330 | 973
1 (5] 18650 | 4 | 2.0740 | 263 | 0.7860 | 937
8| 23290 | 2 | 6.5020 | 782 | 0.3230 | 95
3 (21370 | 8 | 0.8020 | 91 | 0.5860 | 476
2 | 5| 27220 | 20 | 3.6230 | 374 | 0.8490 | 997
8 | 27780 | 9 | 11.2180 |1000| 0.8640 |1000
3 | 4.1500 | 157 | 2.2150 | 204 | 0.8760 | 926
3| 5| 25560 | 5 | 2.0660 | 146 | 0.9180 | 905
8 | 3.3460 | 5 | 15.0400 | 996 | 0.9880 | 917
Ort. 2.6382 | 26 | 4.9048 | 438 | 0.7692 | 803

Agin egitimi esnasinda gecen siireler ve egitimin sona erdirildigi en iy1 dongii
sayilar1 Tablo 4.70’da verilmistir. Tablo 4.70 incelendiginde bir 6nceki parametre
grubunda {i¢ katman ve {i¢ ndron bulunan yapida LM algoritmasi ile egitimde
yiiksek bulunan en iyi dongii sayisinin bu parametre grubu i¢in de gecerli oldugu

goriilmektedir.
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4.1.6.7 Normalize veriler ve altinci grup parametrelerle egitim sonucu hatalar

Bu gruptaki parametreler MATLAB paket programi tarafindan ileri beslemeli
geri yayilimh ag i¢in otomatik olarak atanan varsayilan parametre degerlerinden

sadece gradyan degerinin 107 olarak alinmasiyla elde edilmistir.

Yapilan analizlerin sonucunda Tablo 4.71°deki bulgulara ulagilmistir. Tablo
4.71°’den LM algoritmast ile en diisik MAPE degerinin (%4.6) iki katman ve bes

noronun oldugu yapida elde edildigi goriilmektedir.

Agin egitimi esnasinda gegen siireler ve egitimin sona erdirildigi en iyi dongi
sayilar1 Tablo 4.72°de verilmistir. Tablo 4.72 incelendiginde bu grupta yine LM
algoritmasi ile egitimde ii¢ katman ve ii¢ ndron bulunan yapida en iyi dongii sayisi

yiiksek bulunmustur.

Tablo 4.71. Rastgele ayirmada nrm. veriler ve altinci grup parametrelerle yapilan analiz bulgular.

ALGORITMALAR
LM BR GDX

MAPE | RMSE 2 MAPE | RMSE 2 MAPE | RMSE 2

KSINS T 00) | k) | R | o) | k) | B | @) | kg | R
3 4.86 35.75 | 0.9321 4.92 36.83 | 0.9279 5.15 37.92 | 0.9248
1 5 471 34.63 | 0.9364 4.89 36.25 | 0.9299 5.20 38.01 | 0.9232
8 471 34.76 | 0.9361 4.97 36.93 | 0.9273 5.31 39.15 | 0.9174
3 494 35.89 | 0.9327 4.85 36.09 | 0.9305 5.38 39.62 | 0.9157
2 5 4.60 3450 | 0.9372 4.92 36.77 | 0.9279 5.15 37.76 | 0.9246
8 476 36.20 | 0.9329 4.92 36.62 | 0.9285 5.04 37.03 | 0.9269
3 4.85 35.17 | 0.9340 4.76 35.17 | 0.9339 5.20 37.73 | 0.9248
3 5 473 35.48 | 0.9331 4.77 35.63 | 0.9322 5.23 38.80 | 0.9201
8 492 37.26 | 0.9271 4.87 36.78 | 0.9279 5.21 38.28 | 0.9220
Ortalama ] 4.79 35.52 | 0.9335 4.87 36.34 | 0.9296 5.21 38.26 | 0.9222

* Kalin rakamlarla gosterilen degerler her bir algoritmayla elde edilen en diisik MAPE degerleridir.

** MU, A, GD ve Déngii sayilar1 sirastyla 0.001, 0.01, 10° ve 1000 olarak almmustr.

Bunun disinda BR algoritmasinda sekiz ndron, iki ve {i¢ katman oldugu
yapilarda agin egitimi 1000 dongiiye kadar devam etmistir. NOoron sayisinin
gereksiz artirilmasi BR algoritmasinda egitimin erken durdurulmamasinda etkili

olmus olabilir.



127

Tablo 4.72. Normalize veriler ve altinci grup parametrelerle egitimde siire ve iterasyon sayilari.

ALGORITMALAR
LM BR GDX
KS|NS |Siire(sn) | EDS | Siire(sn) | EDS | Siire(sn) | EDS
3| 18830 | 20 | 0.6330 | 83 | 0.7270 | 904
15| 1830 | 4 1.9620 | 263 | 0.7870 | 973
8| 19420 | 2 | 6.4490 | 782 | 0.7640 | 937
3| 20660 | 8 | 0.8160 | 91 | 0.5860 | 507
2 | 5| 27110 | 20 | 3.5630 | 374 | 0.5460 | 321
8 | 2.3340 | 9 | 10.3320|1000| 0.3690 | 89
3 | 42780 | 157 | 2.1040 | 221 | 0.3850 | 168
31529290 | 5 | 5.0500 | 434 | 0.7600 | 570
8 | 3.0240 | 5 |14.3560 |1000| 1.0810 | 998
Ort. 25558 | 26 | 5.0294 | 472 | 0.6672 | 607

4.1.6.8 Normalize edilmis veriler ve vedinci grup parametrelerle egitim

sonhucu hatalar

Bu gruptaki parametreler MATLAB paket programi tarafindan ileri beslemeli
geri yayilimli ag icin otomatik olarak atanan varsayilan parametre degerlerinden
sadece dongii sayisinin 500 olarak alinmasiyla elde edilmistir. Yapilan analizler
sonucunda Tablo 4.73’teki bulgulara ulasilmistir. Tablo 4.73 incelendiginde bu
parametre grubunda LM algoritmasimin yine tim denemelerden elde edilen en

diisiik MAPE degerlerinden biri (%4.56) ile sonug verdigi goriilmektedir.

Tablo 4.73. Rastgele ayirmada normalize veriler ve 7. grup parametrelerle yapilan analiz bulgular1.

ALGORITMALAR
LM BR GDX
MAPE [RMSE | _, [MAPE[RMSE| _, [MAPE[RMSE| _,

I o k) | N s [ ke | X |0 | kg | V

3 | 514 | 4347 [0.9007 | 4.95 | 36.79 | 0.9279 | 5.19 [ 38.50 | 0.9220
1| 5] 486 | 3592 [09318] 4.97 | 36.97 | 0.9272 | 5.22 | 38.62 | 0.9208

8 | 461 | 34.04 [0.9384 | 4.97 | 36.89 | 0.9275 | 5.27 | 38.49 | 0.9216

3 | 471 ] 3426 [0.9377 ] 4.94 [ 36.70 [0.9281 | 5.38 | 39.65 | 0.9161
2 [ 5] 472 | 35.02 [0.9352] 4.93 | 36.70 | 0.9282 | 532 | 38.71 | 0.9207

491 [ 36.75 | 0.9280 | 5.27 | 39.39 | 0.9173

3 | 478 | 3523 [0.9344 | 4.86 | 36.10 [ 0.9304 | 581 | 43.07 | 0.9013
3| 5| 465 | 37.04 [0.9265| 4.82 | 35.93 | 0.9310 | 5.78 | 42.73 | 0.9038

8 | 475 | 3553 [0.9344 | 7.13 | 50.95 | 0.7959 | 5.48 | 41.06 | 0.9101
Ortalama| 4.75 | 36.03 [ 0.9309 | 5.16 | 38.20 | 0.9138 | 5.41 [ 40.02 | 0.9149

* Kalin rakamlarla gosterilen degerler her bir algoritmayla elde edilen en diisiik MAPE degerleridir.
** MU, A, GD ve Déngii sayilar1 sirastyla 0.001, 0.01, 1077 ve 500 olarak almmustr.

**% Sart dolgulu hiicre tiim denemeler sonucunda LM igin elde edilen en diisik MAPE degeridir.
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BR algoritmasiyla yapilan egitimde ii¢ katman ve sekiz néron bulunan yapida
lokal minimuma takilma s6z konusu olabilir. Ciinkii bu yapida BR algoritmasinin
ortalama MAPE degerinin oldukca {izerinde bir MAPE degeri (%7.13) ile tahmin
yapildig1 goriilmektedir.

Tablo 4.74. Rastgele ayirmada normalize veriler ve 7. grup parametrelerle yapilan analiz bulgular.

ALGORITMALAR
LM BR GDX
KS |NS | Siire(sn) | EDS | Siire(sn) | EDS | Siire(sn) | EDS
3| 06480 | 14 | 0.8330 | 103 | 0.4700 | 353
1|5 | 05230 | 11 | 4.3880 | 500 | 0.4640 | 461
8 | 29170 | 54 | 1.9800 | 162 | 0.4170 | 480
3 | 3.2340 | 45 | 4.8290 | 500 | 0.4010 | 224
2| 5| 26800 | 9 | 49820 |500 | 0.4160 | 498
8 | 3.1510 | 12 | 4.5830 | 425 | 0.5010 | 496
3 | 3.5110 | 63 | 5.0840 | 500 | 0.5700 | 398
3|5 ]| 4599 | 13 | 5.6970 | 500 | 0.4710 | 499
8 | 34960 | 4 | 7.2960 | 477 | 0.6230 | 449
Ort. 2.7510 | 25 | 4.4080 | 407 | 0.4814 | 429

Agin egitimi esnasinda gegen siireler ve egitimin sona erdirildigi en iyi dongii
sayilar1 Tablo 4.74’de verilmistir. Tablo 4.74’ten dongii sayisint 500 ile
siirlandirmanin GDX algoritmasinda egitim siirelerinde dogal olarak yar1 yariya

diisiise sebep oldugu goriilmektedir.

4.1.6.9 Normalize veriler ve sekizinci grup parametrelerle egitimde hatalar

Bu gruptaki parametreler MATLAB paket programi tarafindan ileri beslemeli
geri yayilimli ag icin otomatik olarak atanan varsayilan parametre degerlerinden
sadece dongii sayisinin 100 olarak alinmasiyla elde edilmistir. Yapilan analizler
sonucunda Tablo 4.75’teki bulgulara ulagilmistir. Tablo 4.75 incelendiginde bu
parametre grubunda LM algoritmasinin yine en diisik MAPE degerini (%4.58)
verdigi goriilmektedir. Dongii sayisinin 100 ile sinirlandirildigi diger denemelerde
oldugu gibi bu parametre grubunda da GDX algoritmasinda MAPE degerlerinde
yiikselme goriilmiistiir. BOylece verilerin normalize edildigi durumdaki biitiin

denemelerde en diisiik MAPE degeri daima LM algoritmasindan elde edilmistir.
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Tablo 4.75. Rastgele ayirma, normalize veriler ve 8. grup parametrelerle yapilan analiz bulgular.

ALGORITMALAR
LM BR GDX

MAPE | RMSE 2 MAPE | RMSE 2 MAPE | RMSE 2

KSINS T o) | k) | B o) | k) | B [ o) | (kg | R
3 4.86 36.01 | 0.9312 4.96 36.85 | 0.9276 6.68 49.43 | 0.8690
1 5 481 35.16 | 0.9342 4,94 36.77 | 0.9279 6.01 4484 | 0.8916
8 4.69 34.52 | 0.9365 4.96 36.85 | 0.9276 5.80 43.39 | 0.9003
3 491 35.59 | 0.9330 4,90 36.40 | 0.9293 6.57 48.96 | 0.8710
2 5 458 33.57 | 0.9401 4.93 36.73 | 0.9281 6.02 45.06 | 0.8904
8 461 34.83 | 0.9354 4.93 36.68 | 0.9283 5.52 40.47 | 0.9133
3 4.70 34.23 | 0.9377 472 35.02 | 0.9345 6.92 50.44 | 0.8624
3 5 4.70 34.84 | 0.9361 4,90 36.79 | 0.9279 6.83 49.99 | 0.8649
8 4,76 34.77 | 0.9379 4.90 36.53 | 0.9288 5.43 39.56 | 0.9168
Ortalama | 4.74 34.84 | 0.9358 4.90 36.51 | 0.9289 6.20 45.79 | 0.8866

* Kalin rakamlarla gosterilen degerler her bir algoritmayla elde edilen en diisiik MAPE degerleridir.
** MU, A, GD ve Déngii sayilari sirastyla 0.001, 0.01, 107 ve 100 olarak alinmustr.

Agin egitimi esnasinda gegen siireler ve egitimin sona erdirildigi en iyi dongii
sayilar1 Tablo 4.76’de verilmistir. Tablo 4.76 incelendiginde bu parametre
grubunda en iyi dongii sayilarinda ve siirelerde bir azalma oldugu goriilmektedir.
Ancak GDX algoritmasinda dongii sayisinin azaltilmas1 dongii sayisinin azaltildigi
diger tiim denemelerde oldugu gibi bu grup parametrelerle yapilan denemede de

hatalarin yiikselmesine neden olmustur.

Tablo 4.76. Rastgele ayirma, normalize veriler ve 8. grup parametrelerle yapilan analiz bulgular.

ALGORITMALAR
LM BR GDX
KS|NS | Siire(sn) | EDS | Siire(sn) | EDS | Siire(sn) | EDS
3104390 | 21 | 0.7340 | 100 | 0.1000 | 100
1(5]07170 | 6 | 0.7860 | 100 | 0.0970 | 100
8 | 0.7740 | 14 | 0.8040 | 100 | 0.1010 | 93
3 | 0.8330 | 88 | 0.8510 | 100 | 0.1380 | 100
2 | 5] 09720 | 16 | 0.9490 | 100 | 0.1160 | 100
8 | 1.0340 | 8 1.0340 | 100 | 0.1160 | 96
3 | 0.9020 | 10 | 0.9750 | 100 | 0.1200 | 100
3| 5] 1.0040 | 10 | 1.1190 | 100 | 0.1320 | 100
8 | 11730 | 5 1.4600 | 100 | 0.1320 | 92
Ort. 0.8720 | 20 | 0.9680 | 100 | 0.1169 | 98

4.1.7 Rastgele ayirma i¢in tilm durumlara ait 6zet

Verilerin rastgele olarak %70 egitim, %15 test, %15 dogrulama setine
ayrildigr durum i¢cin MATLAB tarafindan otomatik olarak verilen parametre

gruplar1 dahil olmak tizere dokuz farkli parametre gurubu, normalize edilmis ve
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ham veriler olarak iki farkli veri grubu i¢in toplam 36 adet tablo elde edilmistir
(Tablo 4.40-Tablo 4.76). Bu tablolardan her bir algoritma i¢in en az hata ile sonug
veren durumlar ve bunlara ait en iyi dongii sayilari, egitimde gecen siireler ile
ortalama hatalar1 gosteren 6zet tablolar EK 2’de verilmistir. Ek 2a incelendiginde
LM algoritmast ile en diisik MAPE degerinin (%4.56) 3 kez elde edildigi
goriilmektedir. Calisma sonunda en diisik MAPE degerlerinin elde edildigi
durumlar kombine edilerek yapilan denemelerden Sekil 4.1°deki sonuglar elde
edilmistir. Sekil 4.1°den en diisiik MAPE degerinin (%4.15), (2-8-8-1) ag mimarisi
ile LM algoritmasiyla egitimde 4. agda (MAPE4) elde edildigi anlagilmaktadir.
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Sekil 4.1. LM algoritmasiyla en diisiik MAPE degeri icin MATLAB ekran goriintiisii
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4.2 Cok Degiskenli Uyarlanabilir Regresyon Egrileri (MARS) Bulgular:

Sigirlarin iistten sirt (dorsal) goriintiilerinden hesaplanan alan ve yiikseklik
degerlerinin girdi verisi, agirlik degerlerinin ise ¢ikti verisi olarak kullanildigi
MARS analizinde Tablo 4.77°de verildigi gibi MAPE, RMSE ve R? degerleri
sirasiyla %4.75, 32.95kg ve 0.9334 olarak tespit edilmistir.

Tablo 4.77. MARS analizi ile yapilan tahmin i¢in performans olgiitii degerleri

PERFORMANS DEGERLENDIRME
OLCUTLERI
MAPE RMSE R2
(%) (Kg)
4.75 32.95 0.9334

Analiz Salford Predictive Modeler programi demo versiyonunda ve
programin MARS yontemi i¢in 6nerdigi varsayilan ayarlar kullanilarak yapilmistir.
Program ¢iktilar1 Ekler kisminda Ek 7a ve Ek 7b’de verilmistir. Analiz sonucunda

temel fonksiyonlar:

BF1=max{0, X1-0.209354}
BF3=max{0, X»-138.49}

BF5=max{0, X1-0.360215}
BF15=max{0, X,-153.662}
BF17=max{0, X,-152.146}

olarak elde edilmistir. Yontemin modeli Esitlik 4.1°de verilmistir:

¥=268.021+1690.46xBF1+3.22929xBF3-461.836xXBF5- 4.1)
25.7811xBF15+226744xBF17

4.3 Coklu Dogrusal Regresyon Analizi Bulgulari

Goriintii isleme kisminda anlatilan komutlar yardimiyla hesaplanan sigirlarin
goriintiide kapladigi alan yiizdeleri, sagri yiikseklikleri ile canli agirliklar

arasindaki iligkileri gosteren grafik Sekil 4.2°de verilmistir.
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Sekil 4.2. Alan yiizdesi, yiikseklik ve canli agirliklar arasindaki iliskilere ait yanit yiizey grafigi.

Canli agirlik ile alan yiizdeleri arasinda dogrusal bir iliski s6z konusudur.
Bu iliskiye ait korelasyon degeri 0.9587 olarak tespit edilmistir. Yine ytikseklik ve
alan yiizdeleri arasindaki korelasyon degeri 0.8710 olarak hesaplanmustir.
Degiskenler arasindaki bu yiiksek korelasyonlar, buna bagli olarak yiiksek
belirleme katsayisi nedeniyle dncelikle Esitlik 4.2°de modeli verilen ¢oklu dogrusal

regresyon esitligi yardimiyla hayvanlarin canli agirliklar: tahmin edilmistir.

Y=-297.74+1304.72X,+2.54X, (4.2)

Burada;

Y : Canli agirlik bagimli degiskeninin tahmin degeri (kg),
X1: Alan bagimsiz degiskeni (%),

X2: Yiikseklik bagimsiz degiskeni (cm).

Coklu dogrusal regresyon analizi SPSS v25 paket programi kullanilarak
yapilmistir. Analizin varsayimlarindan normallik varsayimi Kolmogorov-Simirnov
test istatistigi ile yapilmis ve tiim degiskenlerin normal dagildig: tespit edilmistir
(P>0.01). Hatalarin normal dagilip dagilmadigina da Kolmogorov-Simirnov test
istatistigi ile bakilmis, test degeri K=0.076 olarak tespit edildiginden hatalarin
normal dagildigina karar verilmistir (P>0.01). Bagimsiz degiskenler arasinda ¢oklu

baglantililik varsayimi i¢in Durbin-Watson testi yapilmis test degeri d=1.667 olarak
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bulunmus ve bu deger yaklasik olarak 2 oldugu i¢in ¢oklu baglantililigin
olmadigina karar verilmistir. Otokorelasyon i¢in ise VIF degerine bakilmig ve 3.916
olarak tespit edilen bu deger 10°dan kii¢iik oldugu i¢in bagimsiz degiskenler
arasinda otokorelasyon olmadigina karar verilmis, varsayimlar yerine

getirildiginden ¢oklu dogrusal regresyon analizi yapilmistir.

Tablo 4.78. Coklu dogrusal regresyon analizi ile yapilan tahmin i¢in performans olgiitii degerleri

PERFORMANS DEGERLENDIRME
OLCUTLERI
MAPE RMSE R
(%) (Kg)
5.02 37.06 0.9266

Tablo 4.78’de ¢oklu dogrusal regresyon ile yapilan tahmine ait performans
degerlendirme Olgiitleri verilmistir. Et sigirlarinin  kugbakist  goriintiisiinden
hesaplanan sigir alan1 ve yiiksekligi bagimsiz degiskenler, et sigirlarinin canl
agirligi ise bagimli degisken olarak ele alinmis ve tahmine ait MAPE degeri %5.02,
RMSE degeri 37.06kg ve R? degeri ise 0.9266 olarak hesaplanmistir.

4.4 CHAID Analizi Bulgular:

Calismanin bu kisminda et sigirlarinin alan ve yiikseklik bilgileri kullanilarak
canli agirliklarin tahmin etmek amaciyla CHAID analizi uygulanmis ve Sekil
4.3’teki bulgulara ulagilmistir. Ayrica CHAID analizi ile yapilan tahmine ait

performans degerlendirme Olgiitleri hesaplanarak Tablo 4.79°da verilmistir.

Tablo 4.79. CHAID analizi ile yapilan tahmin i¢in performans 6l¢iitii degerleri

PERFORMANS DEGERLENDIiRME
OLCUTLERI
MAPE RMSE R?
(%) (Kg)
5.36 38.42 0.9211

Sekil 4.3 incelendiginde canli agirlik {izerine alan degiskeninin, yiikseklik
degiskeninden daha etkili oldugu goriilecektir. CHAID analizi algoritmasi ile veri
seti, alan bakimindan kendi icinde homojen birbirleri arasinda heterojen olan dokuz
farkli gruba (Diigim 1-9) ayrilmistir. Kok diigiim olan Diigiim 0, veri setine ait

genel tamimlayici istatistikleri igermektedir. Canli agirliklara ait genel ortalama
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601.13 +137.13kg olarak hesaplanmistir. Diigiim 1, Digiim 5 ve Diigiim 9’da alan
degiskeninden sonra yiikseklik de etkili bir faktordiir.

Digiim 1’de tiim goriintiiniin %29.82’sinden daha az alan kaplayan et
sigirlarinin ortalamasi 366.042+47.066Kkg, bu grupta olup yiiksekligi 128.25¢cm’den
fazla olanlarin ortalama 401.111£21.619kg, 128.25cm’den daha az olanlarin ise
ortalama olarak 345+45.904kg oldugu goriilmektedir.

Digiim 5’te %39.77 ile %41.62 arasinda alana sahip olan sigirlardan,
yiiksekligi 139.89cm’den az olanlarda agirlik 555.564+29.309kg iken yiiksekligi
139.89cm’den fazla olanlar ortalama olarak yaklasik 611.875+32.653kg olarak
tespit edilmistir.

Diiglim 9’da toplam goriintii alaninin %52.15’inden daha fazla alana sahip et
sigirlarinin (24 et sigir1) ortalamasi: 830.83+78.887 kg olarak belirlenmistir. Bu
gruptaki sigirlardan yiiksekligi 151.81cm’den daha diisiik olanlarda canli agirlik
769+61.183kg iken 151.81cm’den daha fazla olan sigirlarda 875+58.111kg olarak

hesaplanmustir.



136

00069 PeiIpaLd | | 000692 Peiolpeld S/9'119 PeRIpald 992'vzy PoIpaid | | 111107 Petolpeld
s % | 1v % 99 % 67 %l | z¢ %
pl u [ u 9l u 1 u 6 u

LIS MeaPIS | [ €119 heq IS 5978 o0 IS o't M ms| |69z hea pis

0006/8  Ueaw | |000%69L  ueo GIg1le  uedl ! ogzhzy e | | LLLIOp  ueel

51 8poN

|
Sg'lsh < 508151 => < , vee <
| _ ) | |

168'202 pooIpald | | 002'999 PetIpald 009'16¢ PoTOIPeId 80209 PoIPad | 00Z'10S PeIIpald d ! 200’098 PoRIpRId

1’0z %| | zo % Zol % 8% % zZo % g% %

6% u 4 u 74 u 4 u 4 u v u

18880 10 PIS soi'zr meaPs | | 6leve AeQ P 0071y 400 PIS 295%e eQPIS | | HOLPE 00 PIS g 90LF 40 PIS

£cg0ee  ueapy 15820, uesp | [oozioss  uesw 009’16 uealy 807095  Ueal | | Q0Z'l0S  ueep wo'ses  ueay
1 3poN

p££9'0 ‘62870

vEL'LEL "Aa PIS
221109 ey
0 3poN

Sekil 4.3. Et sigirlarinda canli agirlik tahmini i¢in CHAID analizi diyagrami
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Tez ¢aligmas1 kapsaminda ayrica yapay sinir aglarinda kullanilan parametre,
algoritma, katman sayis1 ve ndron sayisi ile en 1yl dongii sayilari ve egitimde gecen
siirelerin MAPE, RMSE, R? ve EDS ile siireler bakimindan karsilastirilmas: da
CHAID analizi ile yapilmistir. Elde edilen aga¢ diyagramlar1 EK 4, EK 5 ve EK

6’da verilmistir.

EK 4’te iki farkli veri ayirma ydnteminin beraber etkisinin incelendigi bir
CHALID analizi diyagrami verilmistir. EK 5°de sadece ¢capraz dogrulama ile verinin
ayrildigt durumda MAPE, EDS ve siireler bakimindan karsilastirmalar
sunulmustur. Son olarak EK 6’da rastgele olarak verinin %70 egitim, %15
dogrulama ve %15 test setine ayrildigi durumdaki MAPE, RMSE, R2EDS ve

siireler bakimindan biitiin faktorlerin etkisi karsilastirilmistir.

EK 4 incelendiginde MAPE degerini azaltma bakimindan en 6nemli faktoriin
algoritmalar oldugu goriilmektedir. Biitiin denemelere ait genel ortalama MAPE
icin %6.478’dir. Diiglim 1, 2 ve 3 incelendiginde ¢apraz dogrulama ile verinin
ayrildig1 durumda, en yiiksek hata ile (ortalama %8.69) LM algoritmasinin en diisiik
MAPE degeri (%5.17) ile BR algoritmasimin sonug verdigi goriilmektedir. LM
algoritmasin1 en ¢ok etkileyen faktor verinin ayrilma bicimidir ve veri ¢apraz
dogrulama ile ayrildiginda ortalama %12.60 olan MAPE degeri (Diiglim 5), verinin
rastgele ayrildig1 durumda ortalama %4.83 (Diiglim 4) olmaktadir. Bunun nedeni
capraz dogrulamada veri ayrilirken %85 egitim %15 test seti olacak sekilde
dogrulama seti olmadan ayrilmasi ve buna bagli olarak genellikle ortalama 25
dongii ile egitimi tamamlayan LM algoritmasinin 1000 dongiiye kadar egitime
devam etmesidir. Ancak Diigiim 28 incelendiginde bu durumda MAPE nin %5.91
oldugu goriilecektir. Bu da LM algoritmasinda dogrulama seti olmasa bile katman

ve noron sayisinin diisiik tutulmasi ile yine hatanin azalacagini gostermektedir.

Diigiim 13 katman sayis1 farketmeksizin sadece ii¢ néron kullanarak MAPE

degerinin azaltilabilecegini (%5.90) gostermektedir.

Noron sayisi rastgele ayirma durumunda LM algoritmasinda yine 6énemli bir
faktor olarak kendisini gostermektedir. Ancak bu durumda LM algoritmasindan ii¢

noron kullanildigr durumda (Diiglim 11) daha yiiksek (%4.99), bes ve sekiz néron
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kullanildigt durumda (Diigiim 12) daha diisik MAPE degeri (%4.75) elde
edilmigtir. Verinin z-skorlarina doniistiiriilerek normalize edilmesine bagli olarak
verilerin rastgele ayrildigi (Digim 24, 25, 26, 27) tim denemelerde MAPE
degerlerinde bir miktar azalma olmustur. Katman sayist MAPE ve RMSE
degerlerinin azalmasinda bir baska faktor olarak karsimiza ¢ikmaktadir. Verilerin
rastgele ayrildigi denemelerde LM algoritmasinda iki katman (Digim 44)
bulunmasi durumunda en diisiik MAPE degerleri (18 agin ortalamasi %4.67) elde
edilmistir. Capraz dogrulamada ise tam tersi bir durum s6z konusudur, katman
sayisinin birden fazla alinmasi (Diigim 29) iki kattan daha yiiksek MAPE degerine
(%12.89) neden olmustur. Ozellikle 3 katman ve 8 noron kullamldig1 durumda

(Diigiim 32) LM algoritmasinda MAPE degerleri yaklasik 8 kat (%34.62) artmistir.

Tiim veri ayirma yontemlerinin analize dahil edildigi durumda en diisiik hata
ile tahminler BR algoritmasi kullanilarak yapilmistir. BR algoritmasinda zaten
dogrulama setinin bulunmayist nedeniyle LM algoritmasinda oldugu gibi ¢ok
yiikksek MAPE degerleri elde edilmemis, tim denemeler i¢in genel ortalama MAPE
degeri %5.17 olarak (Diigiim 2) tespit edilmistir. Bu algoritma i¢in katman sayisi
onemli bir faktér olmus 1 ve 2 katman kullanilmasi durumunda %5.02 MAPE
degeri (Diiglim 6) tespit edilirken, 3 katman kullanilmasi1 durumunda MAPE degeri
%5.48’e ylikselmistir. Katman sayisinindan sonra en oOnemli faktér LM
algoritmasinda oldugu gibi verinin ayrilma bi¢imidir. Rastgele ayirmada (Digiim
16) %4.92 olarak tespit edilen MAPE degeri, ¢apraz dogrulamada (Digiim 17)
%5.12 olarak belirlenmistir. Ancak yinede LM algoritmasinda oldugu gibi 8 kat bir
farklilik s6z konusu olmamustir. Standartlastirma yine bu algoritma i¢in de 6nemli
bir faktor olmus (Diigiim 49 ve 50), verinin standartlastirilmast MAPE degerini bir
miktar (%0.04) azaltmigtir. BR algoritmasi ile en yiiksek hata 3 katman ve 8
noronun kullanildigr durumda (Diigiim 19) %6.35 olarak hesaplanmustir.

GDX algoritmasinda MAPE degerleri en ¢ok dongii sayisindan etkilenmistir.
En yiiksek hata dongili sayisinin 100 ile sinirlandirildigi ve standartlagtirmanin
yapilmadigi durumda (Diigiim 23) %7.54 olarak tespit edilmistir. GDX algoritmasi
verinin ayrilma bigiminden LM agoritmasi kadar etkilenmemis (Diiglim 39 ve 40)
ancak yinede ¢apraz dogrulama ile verinin ayrilmast MAPE degerinde bir miktar

(%0.13) yiikselmeye neden olmustur. Bu algoritma ile dongii sayisinin 1000, MU
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parametresinin 0.005 ve 0.01, 6grenme oraninmn 0.1 ve gradyan degerinin 10,
10 olarak alindig1 parametre gruplarinda, veriler standardize edildiginde, veri
rastgele olarak ayrildiginda ve 8 ndron kullanildiginda (Diigiim 53) en diisiik

MAPE degeri (%5.19) elde edilmistir.

Capraz dogrulama ile verilerin ayrildig1 duruma ait CHAID analizi diyagrami
EK 5°te verilmistir. EK 5 incelendiginde ¢apraz dogrulamanin MAPE degeri iizerine
etkisi daha net bir sekilde goriilecektir. Sonuglar EK 4’te izah edilen bulgulara
benzerlik teskil ettiginden yeniden agiklanmayacaktir. Bunun yerine algoritmalarin
EDS ve siireler bakimindan ¢apraz dogrulama ile veri ayirma durumunda nasil
davrandig1 iizerinde durulacaktir. Bu anlamda EK 5b incelenecek olursa genel
olarak (Kok diigiim) tiim algoritmalar i¢in ortalama siire 3.861 sn’dir. GDX
algoritmasi her durumda 1sn’nin altinda bir siirede egitmi tamamlamistir. LM ve
GDX algoritmalarinda dongli sayisinin azaltilmasi siireleri diigiirmiis, BR
algoritmas1 bu faktdrden etkilenmemistir. GDX algoritmasinda ndron sayisi etkili
olmazken katman sayisinin artmasi ¢ok az bir miktar (0.751sn-0.822sn-0.887sn)
siireyi artirmistir. BR algoritmasinda siire bakimindan tek etkili faktér katman
sayis1 olmus, katman sayisinin birden fazla alinmasi durumunda egitim siireleri

yaklagik 3 kat artmistir.

EK 5c¢ incelendiginde ¢apraz dogrulama ile verinin ayrildigi durumda en iyi
dongii sayist i¢in en Onemli faktér miisaade edilen en ¢ok dongili sayis1 olarak
(Diigiim 1, 2 ve 3) tespit edilmistir. Dongii sayisinin 1000 olarak alindig1 durumda
algoritmalar ikinci bir faktor olarak karsimiza ¢ikmaktadir. LM agoritmasinda
hatalarin yiiksek ¢ikmasmin en onemli nedeninin EK 5c¢ incelendiginde en iyi
dongii sayilar1 oldugu goriilecektir. Ciinkii rastgele ayirmada ortalama olarak 25
dongii ile egitimi tamamlayan LM algoritmasi burada en iyi dongiiye ulasmak i¢in
ortalama olarak 850 dongii yapmistir. Calismanin yontem kisminda verilen Sekil
3.26’da LM algoritmasiin performans grafigi incelenecek olursa dongii sayisi
artirldiginda LM algoritmasinda yiiksek hatalar olustugu gériilecektir. Ozetle LM
algoritmasinda egitimin erken durdurulmamas: ytiksek hatalara neden olmaktadir.
BR algoritmas i¢in katman sayis1 6nemli bir faktor olarak tespit edilmis (Diigiim
12 ve 13), iki ve ii¢ katman alinmasi durumunda (515) bir katman kullanildig1

durumdan (238) daha fazla dongii ile egitim tamamlanmustir.
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EK 6a’da verilerin rastgele ayrildigi durumda MAPE’yi etkileyen faktorlerin
incelendigi CHAID analizi diyagrami verilmistir. Diyagram incelendiginde en
diisitk MAPE (%#4.82) ile LM algoritmasi kullanildigt durumda (Diigiim 1) tahmin
yapildig1 goriilecektir. BR algoritmasi hatayr azaltmadaki basaris1 bakimindan
ortalama olarak %5.064 MAPE degeriyle LM algoritmasindan sonra (Digiim 2)
gelmektedir. Ug algoritma igin en yiiksek hata ortalamasi ile (%5.552) tahminin
yapildig1 algoritma GDX algoritmasi olarak (Diigim 3) tespit edilmistir. GDX
algoritmasi i¢in noron ve katman sayisi etkili olmazken BR algoritmasinda

standartlastirmanin hatay1 azaltmada bir etkisi bulunmamustir.

LM algoritmasinda bes ve sekiz néron bulundugu durumda (Digim 5,
%4.745) ii¢ noron oldugu durumdan (Digim 4, %4.987) daha diisiik hata ile
tahminler elde edilmistir. LM algoritmasinda ii¢ néron kullanildigi durumda ig
katmanla diisik MAPE degeri (Digiim 23, %4.794) elde edilirken, bes ve sekiz
noronun kullanildigr durumda iki katman kullanilmast MAPE degerini (Digiim 25,
%4.668) azaltmistir. LM algoritmasi ile yapilan 162 deneme sonucunda iki gizli
katmanda bes ve sekiz néron bulunmasi ve standartlastirma yapilmasi durumunda
en diisik MAPE degeri %4.668 (18 denemenin ortalamasi, Diigiim 25) olarak elde
edilmistir. LM algoritmasinda en yliksek MAPE degeri (%5.111) ile katman sayist
onemli olmaksizin 3 noéron kullanilmasi ve verinin standardize edilmemesi

durumunda elde edilmistir.

BR algoritmasinda ndron sayisinin ii¢ ve bes alindigi durumda MAPE degeri
(Diigiim 6, %4.914), sekiz alindigi durumdan (Digim 7, %5.363) daha diisiik
bulunmustur. Gizli katman sayis1 BR algoritmasinda MAPE degerinin azalmasinda
onemli bir faktor olarak belirlenmis, katman sayisinin iki alinmasi durumunda
MAPE degeri (Diigiim 16, %4.914) bir katmanda (Diigim 15, %4.962) ve ii¢
katmanda (Digiim 17, %6.214) olarak tespit edilmistir.

GDX algoritmasinin hatayr azaltma basarisini en fazla etkileyen faktor dongi
sayist olmaktadir ve dongii sayisinin diigiik tutulmasi1 durumunda yiiksek MAPE
degerleri (Diigiim 9 ve 10) elde edilmektedir. Dongii sayis1 1000, 6grenme orant
0.1 ve gradyan degerinin 10° ile 10° alinmasi durumunda (Diigiim 8), GDX

algoritmasinin katman sayisi, noron sayisi ve normalizasyondan etkilenmedigi, bu
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grupta GDX algoritmasiyla en diisiik MAPE degerinin (%5.274 ) elde edildigi EK

6a’dan goriilmektedir.

EK 6b incelendiginde RMSE degerleri igin, EK 6¢ incelendiginde ise R?
degerleri igcin MAPE degerlerine benzer sonuglarin elde edildigi goriilmektedir. EK
6b’de en diisiik ortalama RMSE degerinin LM algoritmasindan (Digtim 5, 35.418
kg) EK 6¢’de en yiiksek ortalamaya sahip belirleme katsayisinin ise (Diigiim 5,
R?=0.934) yine LM algoritmasi ile elde edildigi goriilmektedir. EK 5d
incelendiginde LM algoritmasinin dongii sayist 100 ile sinirlandirildiginda (Digiim
6, 0.879sn) GDX algoritmasinin ortalama siire degerine (Diigiim 3, 0.642sn)
yaklastig1 goriilmektedir. BR algoritmasinda dongii sayis1 etkili olmazken dongii
sayisinin genel ortalamasi (Diigiim 3.792sn) diger iki algoritmadan daha yiiksek
oldugu goriilmektedir. EK 6e incelendiginde LM algoritmasinin en diisik RMSE
degerini yakaladig1 en iyi dongii sayis1 bakimindan (24 dongii) diger iki algoritmaya
gore (BR=350 dongii ve GDX=610 dongii) ¢ok daha iistiin oldugu sdylenebilir.
Noron sayisinin 5 ve 8 olarak alinmas1 LM algoritmasinda ¢ok daha az dongii ile

(Diigiim 5, 17 dongii) egitimin tamamlanmasina neden olmustur.

4.5 Makine Ogrenmesi Yaklasimlarimin Performans Degerlendirme

Olciitleri.

Tez caligmas1 kapsaminda yapay sinir aglari, ¢ok degiskenli uyarlanabilir
regresyon egrileri, ¢oklu dogrusal regresyon ve Ki-kare otomatik etkilesim
belirleme analizleri kullanilarak yapilan tahminlere ait performans degerlendirme

Olctitleri Tablo 4.80°de verilmistir.

Tablo 4.80. Performans degerlendirme 6lgiitleri bakimindan makine 6grenmesi yaklagimlari.

MAKINE OGRENMESi YAKLASIMI MAPE | RMSE R?
(%) | (Kg)
Yapay Sinir Aglari 4.15 | 31.63 | 0.9467
Cok Degiskenli Uyarlanabilir Regresyon Egrileri 475 | 32.95 | 0.9334
Coklu Dogrusal Regresyon 5.02 | 37.06 | 0.9266
Ki-Kare Otomatik Etkilesim Belirleme 5.36 | 38.42 | 0.9211
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Makine 6grenmesi yaklasimlarindan yapay sinir aglarinda en diisiik MAPE
(%4.15) ve RMSE degeri (31.63kg) ile en yiiksek belirleme katsayis1 (R?=0.9467)
olarak belirlenmistir. Yapay sinir aglarinda elde edilen en diisiik MAPE degeri,
verilerin normalize edildigi, %70 egitim, %15 test ve %15 dogrulama setine
ayrildigit durumda, Levenberg-Marquardt algoritmast kullanilarak, iki gizli
katmanda sekiz néronun kullanildig1 yapida (2-8-8-1), MU degeri 0.01, GD degeri
107, LR degerinin 0.01 olarak alindig1 ve dongii sayisinin 500 ile smirlandirildig
egitimden elde edilmistir. Analizlerin yapilmasinda MATLAB paket programi

kullanilmistir.

Cok degiskenli uyarlanabilir regresyon egrileri yonteminde Salford
Predictive Modeler 7.0 programi demo versiyonunda ve penalty degeri ii¢ olarak
alinmis, MAPE degeri %4.75, RMSE degeri 32.95kg ve R? degeri 0.9334 olarak

belirlenmistir.

Coklu dogrusal regresyon analizinde ¢alismada ¢ok fazla bagimsiz degisken
kullanilmadigindan degisken eleme ve ekleme i¢in herhangi bir yontem
kullanilmamig, SPSS v25 programi kullanilarak elde edilen denklem yardimiyla
yapilan tahminler ve ger¢ek canli agirliklar arasindaki MAPE degeri %5.02, RMSE
degeri 37.06kg ve R? degeri 0.9266 olarak hesaplanmustir.

Son olarak SPSS v25 paket programi kullanilarak uygulanan CHAID
yonteminde biitiin analizlerde Ebeveyn: Cocuk (Parent Node: Child Node) diigiim
orani 50:25 olarak ayarlanmis, agac derinligi 7 olarak alinmis ve MAPE degeri

%35.36, RMSE degeri 38.42kg ve R? degeri 0.9211 olarak tespit edilmistir.
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5. TARTISMA

Sigirlarda canli agirligin tahmin edilmesiyle ilgili ilk ¢alismalara 20. yilizyilin
baslarinda rastlanmaktadir. Olgiim cetveli ya da mezura gibi 6l¢iim araglariyla
hayvanlardan alinan gogiis ¢evresi, viicut uzunlugu, viicut derinligi, sagri
yiiksekligi, kalca genisligi ve karin ¢evresi gibi ¢esitli viicut dlglimlerini ve ¢oklu
dogrusal regresyon gibi istatistiksel yontemleri kullanarak bilim insanlari
hayvanlarda canli agirligi tahmin etmeye ¢alismistir. 21. yiizyilin baslarinda ise bu
yontemler yerini hayvanlarda cesitli viicut Ozelliklerinin ve canli agirhigin

goriintliileme ile tahmin edildigi ¢aligmalara birakmustir.

Bu tez calismasinda klasik uygulamanin aksine et sigirlarina rahatsizlik
vermeksizin ti¢ boyutlu bir goériintiileme araci olan structure sensor kullanilarak
uzaktan elde edilen goriintiilerinden, goriinti isleme yontemleri yardimiyla
hesaplanan viicut alani1 ve yiikseklik bilgilerini kullanarak et sigirlarmin canl
agirliklar1 makine 6grenmesi yaklagimlari kullanilarak tahminlenmistir. Literatiirde
iic boyutlu goriintiilerle, goriintii isleme ve makine 6grenmesi yaklasimlarini
birlikte kullanarak sigirlarda canli agirhgin  tahmin edildigi ¢alismalara
rastlanmamistir. Bu nedenle tartisma kisminda geleneksel yontemlerle canli
agirligin tahmin edildigi ¢alismalar, goriintii isleme yontemlerini kullanmaksizin
makine dgrenmesinde kullanilan bazi yaklasimlarla yapilmis ¢aligmalar, goriintii
isleme yontemiyle yapilan calismalar ile ¢aligma bulgular1 karsilastirilacaktir.
Ayrica yapay sinir aglarinda kullanilan algoritmalarin etkinligi bu alanda yapilmis

caligmalarla karsilastirilacaktir.

Tez calismasinda et sigirlarmin canli agirliklart ile sigir goriintiilerinden
tahmin edilen viicut alanlar1 arasindaki belirleme katsayis1 R?=0.919, viicut alan1 ve
yiikseklik birlikte kullanldiginda ise R?=0.926 olarak hesaplanmistir. Bu deger,
gesitli viicut Ol¢imlerinin elle o6lgiildiigii, ¢oklu dogrusal regresyon ydntemi
yardimiyla canlt agirligin geleneksel yontemlerle tahmin edildigi Tiizemen et al.
(1995), Ko¢ ve Akman (2007) ve Gruber et al. (2018) tarafindan yapilan
calismalarda elde edilen sirasiyla R?=0.812, R?=0.848 ve R?=0.821 belirleme
katsayilarindan yiiksektir.



144

Tez ¢alismasinda sigirlarin ti¢ boyutlu goriintiileri ile canli agirliklari arasinda
hesaplanan R?=0.926 degeri, Brunton and Salisbury (1946) tarafindan cesitli viicut
ozelliklerinin elle oOlgiilerek canli agirliklarin ¢oklu dogrusal regresyon analizi
yardimiyla tahmin edildigi c¢alismada, Jersey ve Siyah Alacalar birlikte ele
alindiginda hesaplanan belirleme katsayis1 R?=0.953ten daha diisiiktiir. Ancak ayn1
calismada Siyah Alacalar i¢in hesaplanan R?=0.910 ve Jersey 1rk1 i¢in hesaplanan
R?=0.918 degeri ve Bozkurt (2006) tarafindan yapilan ¢alismada polinomiyal
regresyon analizi yardimiyla gégiis ¢evresi ve viicut uzunlugu kullanilarak elde

edilen R?=0.932 degeri ile yakindur.

Calisma kapsaminda sigir goriintiilerinden tahmin edilen viicut alani ve
yiikseklik degerleri kullanilarak ¢oklu dogrusal regresyon yardimiyla belirleme
katsayis1 R?=0.926 olarak hesaplanmustir. Bu deger Ozliitiirk vd (2006) tarafindan
viicut dl¢timlerinin elle alinarak yiiriitiildiigii arastirmada 15-18-24 aylik erkek
esmer sigirlar icin c¢oklu dogrusal regresyon kullanilarak klasik yontemlerle
hesaplanan goglis ¢evresi ve canli agirlik arasindaki belirleme katsayisi
degerlerinden (R?=0.941, R?=0.924 ve R?=0.924) daha diisiik ancak ergin sigirlar
icin hesaplanan R?=0.815 degerinden daha yiiksektir. 15-18-24 aylik sigirlarda
ayni yasta sigirlarin se¢ilmesi nedeniyle verinin daha homojen yapida olmasina

bagli olarak daha yiiksek belirleme katsayisi elde edilmis olabilir.

Tez c¢aligmast kapsaminda ayrica makine o©grenmesinde kullanilan
yaklagimlardan yapay sinir aglar1 (YSA), ¢ok degiskenli uyarlanabilir regresyon
egrileri (MARS), ¢oklu dogrusal regresyon (CDR) ve Ki-kare otomatik etkilesim
belirleme (CHAID) analizleri karsilastirmali olarak incelenmistir. Bu yontemlerle
yapilan tahminlerden elde edilen MAPE degerleri sirasiyla %4.15, %4.75, %5.02
ve %5.36 olarak, RMSE degerleri sirasiyla 31.63kg, 32.95kg, 37.06kg ve 38.42kg
olarak, belirleme katsayilari ise yine ayni sirayla 0.9467, 0.9334, 0.9266 ve 0.9211
olarak hesaplanmistir. Calisma bulgulari, Ali et al. (2015) tarafindan koyunlarin
canli agirliklarinin tahmin edilmesi amaciyla yiiriitiilen c¢alisma bulgularindan
farklilik gostermektedir. Arastiricilar Ki-kare otomatik etkilesim belirleme analizi
ile yapilan tahminin belirleme katsayisinin R?=0.8381, yapay sinir aglar ile yapilan
tahminden R?=0.8154 daha yiiksek oldugunu tespit etmislerdir. Oysa arastirma

bulgularimiz Ki-kare otomatik etkilesim belirleme ile yapilan tahminin yapay sinir
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aglart ile yapilan tahminden daha diisiik belirleme katsayisi elde edildigini
gostermektedir. Aragtiricilarin Ki-kare otomatik etkilesim belirleme analizi ile daha
yiiksek belirleme katsayisi elde etmesinin sebebi ¢alismalarinda kullanilan

bagimsiz degisken sayisinin fazla olmasi olabilir.

Cesitli viicut ozelliklerinin elle dlgiilerek koyunlarda canli agirligin tahmin
edildigi Karadas et al. (2017) tarafindan yiiriitiilen ¢aligmada Ki-kare otomatik
etkilesim belirleme analizinin tahmin basarisinin, yapay sinir aglarindan daha
yiiksek oldugu belirtilmistir. Arastiricilarin iki yontem ig¢in tespit ettikleri RMSE
degerleri birbirine yakin olsa da sigir canli agirliklarinin tahmin edildigi bu tez
caligmasinda (RMSEcnaip=38.42kg, RMSEysa=31.63kg) RMSE degerlerinin
yapay sinir aglarinda daha diisiik oldugu tespit edilmistir. Yapilan ¢aligmada Ki
kare otomatik etkilesim belirleme analizinin tahmin basarisinin daha yiiksek oldugu

bilgisi ¢aligma bulgularimizla drtigmemektedir.

Celik et al. (2017) tarafindan koyun agirliklarini tahmin etmek i¢in yapay
sinir aglar1 (YSA), ¢ok degiskenli uyarlanabilir regresyon egrileri (MARS) ve Ki
kare otomatik etkilesim belirleme analizleri (CHAID) kullanilarak yiiriitiilen
calisgmada MAPE degerleri bakimindan yaklagimlari iyiden koétiiye dogru CHAID
(MAPE=%5.797) < MARS (MAPE=%7.145) < YSA (MAPE=%7.856) olarak
siralamiglardir, bu bilgi de sigirlarda canli agirhgin ayni yontemlerle tahmin
edildigi ¢alisma bulgularimizdan (MAPEcHAD=%5.36 > MAPEmaArRs=%4.75 >
MAPEysa=%4.15) farklilik gostermektedir.

Calismamizda yapay sinir aglari ile yapilan tahmin sonuglar1 ¢oklu dogrusal
regresyon analizinden daha iyi bulunmus ve yapay sinir aglarinin, parametrik bir
test olmast nedeniyle cesitli varsayimlari bulunan c¢oklu dogrusal regresyon

analizine alternatif olarak kullanilabilecegi tespit edilmistir.

Grzesiak et al. (2003) siit verimini tahmin etmek i¢in yiiriittiikleri arastirmada
yapay sinir aglar1 ile tahminden elde ettikleri RMSE degerini, ¢oklu dogrusal
regresyon analizi ile tahminde elde ettikleri RMSE degerinden daha diisiik olarak
belirlemislerdir. Sigirlarda canli agirligin tahmin edildigi ¢aligma bulgularimiz

yapay sinir aglari ile tahminde RMSE degerinin 31.63kg, coklu dogrusal regresyon
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analizinde bu degerin 37.06kg oldugunu ve yapay sinir aglar1 ile daha diisiik RMSE
degeri ile tahmin yapilabildigini gostermekte, Grzesiak et al. (2003) tarafindan

sunulan bulgular1 destekler niteliktedir.

Arastirma bulgularimiz, kanatl beslemesi alaninda ¢alisan Perai et al. (2010)
tarafindan yiiriitiilen, bu tez ¢alismasina benzer sekilde yapay sinir aglari ile ¢oklu
dogrusal regresyon analizinin karsilastirildig1 arastirmanin bulgularini (yapay sinir
aglariyla R?=0.94, ¢oklu dogrusal regresyonla R?=0.38) desteklemekle birlikte
calismamizda yontemlerle elde edilen belirleme katsayilari (R?vsa=0.9467 ve
R%cpr=0.9266) arasinda arastirmacilarin elde ettigi kadar yiiksek farklilik

bulunmamustir.

Takma vd. (2012) sigirlarda siit verimini tahmin ettikleri arastirmada bu tez
calismasina benzer sekilde yapay sinir aglar1 (R?=0.85) ile ¢oklu dogrusal regresyon
analizini (R?=0.75) karsilastirmislardir. Arastiricilar bu tez galismasini destekler
nitelikte yapay sinir aglarmin (R?=0.9467) coklu dogrusal regresyondan
(R?=0.9266) daha iyi sonug verdigini bildirmislerdir.

Dongre et al. (2012) sigirlarda ilk laktasyon siit verimini tahmin etmek
amaciyla bu tez calismasina benzer sekilde yapay sinir aglar1 ve coklu dogrusal
regresyon analizi  yontemlerinin  tahmin basarisini  karsilastirmislardir.
Arastiricilarin yapay sinir aglarinin (R?=0.86) ¢oklu dogrusal regresyon (R?=0.85)
analizinden daha iyi sonug¢ verdigini belirttigi bulgulari ¢alisma bulgularimizi
(R%vsa=0.9467 ve R%cpr=0.9266) destekler niteliktedir.

Tez calismasina benzer sekilde goriintii isleme yontemleri kullanilarak
hayvancilikta canli agirligin tahmin edildigi ¢alismalardan Kmet et al. (2000)
tarafindan elde edilen R?=0.490 degerinden, Stajnko et al. (2008) tarafindan
hesaplanan R?=0.548 ve Pradana et al. (2016) tarafindan belirlenen R?=0.7321
degerinden, Goyache et al. (2001) tarafindan hesaplanan 0.325 ile 0.810 R?
degerlerinden, Ozkaya (2006) tarafindan tesbit edilen R?=0.81 degerinden ve Onal
(2011) tarafindan elde edilen R?=0.921 degerinden bu tez calismasinda daha yiiksek
belirleme katsayis1 (R?=0.9467) elde edilmistir.
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Bununla birlikte piliclerde goriintli isleme yontemlerini kullanilarak canli
agirligin ¢coklu dogrusal regresyon analizi yardimiyla tahmin edildigi Mollah et al.
(2010) tarafindan yiiriitiilen calismada hesaplanan R?=0.999 degerinden daha diisiik

belirleme katsayisi elde edilmistir.

Tasdemir (2010) tarafindan sigir goriintiilerinden canli agirligin bulanik
mantik ve regresyon analizi yardimiyla tahmin edildigi ¢alismada elde edilen
R?=0.981 degeri calisma bulgularimizda elde ettigimiz R?cpr=0.9266 degerinden
daha yiiksektir.

Kashiha tarafindan yiiriitiilen domuzlarda goriintii isleme yontemleri ve
cesitli matematiksel modeller kullamilarak elde edilen R?=0.975 degerinden

calismamizda daha diisiik belirleme katsayis1 (R>=0.9467) hesaplanmustir.

Tez calismasinda Kongsro (2014) tarafindan domuz goriintiilerinden canli
agirhigin tahmin edildigi ¢alismada elde edilen R?=0.99 degerinden daha diisiik
belirleme katsayisi elde edilmesine karsin benzer MAPE (%4-%5) degerleri elde

edilmistir.

Goriintli isleme ve yapay sinir aglarmin birlikte hayvancilikta kullanildigt
sadece dort caligmaya rastlanmig bunlardan Khojastehkey et al. (2015) tarafindan
yiirlitiilen ¢alismada kuzularin post desenine gore siniflandirilmast yapilmastir.
Ikinci ¢alismada ise Wongsriworaphon et al. (2015) domuzlarin canli agirliklarini
yapay sinir aglar1 yardimiyla %2.94’°liik bir hata ile tahmin etmistir. Bu deger
calismamizda elde edilen %4.15°1ik hata degerinden biraz diisiik bir degerdir.

Tez c¢alismasina benzer sekilde yapay sinir aglar1 ve goriintii isleme
yontemlerini birlikte kullanan ¢alismalardan ii¢linciisii Bhatt et al. (2018) tarafindan
yuriitiilmiistir. Koyunlarin goriintiilerinden canli agirliklarinin tahmin edildigi bu
calismada elde edilen R>=0.81 degerinden calisma bulgularimizda elde edilen
R?=0.9467 degeri daha yiiksektir.

Son olarak Amraei et al. (2017) tarafindan etlik piliglerin canli agirliklarinin

goriintll isleme yontemleri ve yapay sinir aglarinin birlikte kullanilarak tahmin
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edildigi calismada elde edilen R?=0.984 degeri calismamizda elde edilen
R?=0.9467 degerinden bir miktar yiiksektir. Arastiricilar ¢alisma bulgularinda
Bayesian Regularization algoritmasinin Levenberg-Marquardt algoritmasindan
daha basarili sonuglar irettigini belirtmektedir. Ancak ¢alismamizda Levenberg-
Marquardt algoritmasi en yiiksek dogruluga sahip egitim algoritmasi olarak
belirlenmistir. Aragtiricilar veri setini test ve egitim seti olarak iki alt sete ayirmustir.
Calismamizda Levenberg-Marquardt algoritmasinda dogrulama seti olmadiginda
basarin  azaldigi  belirlenmistir.  Calismada  Bayesian  Regularization
algoritmasinin daha iyi sonu¢ vermesinin nedeni arastiricilarin dogrulama seti

kullanmamasi olabilir.

Literatiirde hayvancilik disindaki alanlarda c¢ok degiskenli uyarlanabilir
regresyon egrileri (MARS) ve yapay sinir aglarinin (YSA) karsilagtirmali olarak
incelendigi ¢aligmalardan Zhag and Goh (2016) tarafindan yiiriitiilen arastirmanin
bulgular1 (yapay sinir aglari kullamldiginda R2?=0.970 ve c¢ok degiskenli
uyarlanabilir regresyon egrileri kullanildiginda R?=0.957) ¢alisma bulgularimiza
paralellik gostermektedir. Arastirict yapay sinir aglarmin  ¢ok degiskenli
uyarlanabilir regresyon egrilerinden biraz daha yiiksek dogruluga sahip oldugunu

belirtmistir.

Tayyebi and Pijanowski (2014) arastirmalarinda c¢alisma bulgularimiza
benzer sekilde yapay sinir aglarinin ¢ok degiskenli uyarlanabilir regresyon
egrilerinden daha yiiksek dogruluk sagladigini bildirmislerdir. Bunun disinda, De
veaux et al. (1993) tarafindan ¢ok degiskenli uyarlanabilir regresyon egrilerinin
cogu durumda yapay sinir aglarina gore daha yiiksek dogrulukla ve daha hizl
sonuglar irettigini belirttigi ¢alisma bulgulariyla arastirma bulgularimiz

ortlismemektedir.

Yapay sinir aglarinda kullanmilan 3 farkli 6grenme algoritmasinin
karsilastirildig1 ¢alismamizda Levenberg-Marquardt (LM) algoritmasi ile %4.56
MAPE degeri ile Bayesian Regularization (BR) algoritmasi kullanildiginda %4.70
ve degisken 6grenme oranli inis azaltma (GDX) algoritmasi kullanildiginda %4.75
MAPE degerleri ile tahminler yapilmistir. Calisma bulgularimiz Eren et al. (2016)

ve Rahimi et al. (2018) tarafindan Onerilen Levenberg-Marquardt algoritmasinin
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hatay1 azaltma bakimindan Bayesian Regularization algoritmasindan daha iyi

sonuglar iirettigine dair bulgularla benzerdir.

Moosavizadeh et al. (2011), Bui et al. (2012), Dongre et al. (2012), Akkol vd.
(2015), Kayri (2016) ve Mukherjee and Rajanikanth (2019), Bayesian
Regularization algoritmasinin daha yiiksek R? degerleri ile tahminler iirettigini
bildirmektedir. Bu ¢caligmalarda verinin ayrilma sekli incelendiginde veri genellikle
test ve egitim setine ayrilmistir. Bu durum calismamizda c¢apraz dogrulama ile
verinin ayrildig1 durumdaki sonuglara benzerlik teskil etmektedir. Zira Levenberg-
Marquardt algoritmasi kullanildiginda, dogrulama setinin olmayisi nedeniyle
Bayesian Regularization algoritmasina gore daha yiiksek hatalar ile tahmin
yapilmistir. Bayesian Regularization algoritmasinda zaten dogrulama seti
bulunmamaktadir. Bu nedenle Bayesian Regularization ve Levenberg-Marquardt
algoritmalar1 agisindan dogru bir karsilastirma yapabilmek igin Levenberg-
Marquardt algoritmasinin kullaniminda verinin belirli oranlarda egitim, test ve

dogrulama setlerine ayrilmasi gerekmektedir.

Tez galigmasinda Levenberg-Marquardt algoritmasi i¢in 3 noron kullanildig:
durumda 3 gizli katman, 5 ve 8 néron kullanildigr durumda 2 gizli katman alinmasi
onerilmektedir. Benzer sekilde Dongre et al. (2012) tarafindan yiiriitiilen arastirma
sonucunda 2 gizli katman, 3 ve 5 néron alinmasi durumunda Scaled Conjugate
Gradient (SCG), Bayesian Regularization ve Levenberg-Marquardt

algoritmalarinda en 1yi tahmin sonucuna ulasildigi bildirilmektedir.

Cozler et al. (2019) siit sigirlarinda ¢esitli viicut 6zelliklerini en yiliksek
R?=0.79 belirleme katsayis1 degeri elde ederek tahmin etmislerdir. Calismada lazer
projektor ile desteklenen 5 adet kamera kullanilmis ve arastiricilar bu cihazlarla
yapilan Ol¢limiin  yaklagik olarak 15 dakika siirdiiglinii bildirmislerdir.
Calismamizda sigir viicut 6zellikleri tahmin edilmese de kullanilan goriintii isleme
yontemi ve yapay sinir aglari ile hayvan alaninin hesaplanmasi ve canli agirhigin
tahmin edilmesi islemleri bir dakikanin altinda bir zamanda tamamlanmistir. Bu
bakimdan gelecekte yapilacak benzer bir calismada {i¢ boyutlu iki kameranin
(yandan ve tstten) kullanilmas1 ve ¢alisamizda 6nerdigimiz yontemlerin se¢ilmesi

tahmin basarisini artirabilir ve ¢ok daha kisa siirede sonug verebilir.
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Amraei et al. (2018) cesitli goriintli isleme yOntemlerini kullanarak etlik
piliclerde canli agirhig R?=0.98 gibi yiiksek bir belirleme katsayisi ile tahmin
etmislerdir. Bu deger ¢alisma bulgularimizdan (R?=0.9467) yiiksek olmasina karsin
caligmada goriintiiden pilicin ayrilmasi i¢in yapilan islemler (histogram esikleme,
gortintii boliitleme vs.), ti¢ boyutlu bir goriintiileme araci kullanilan ¢alismamizda
goriintiinliin  ayiklanmasi i¢in yapilan islemlerden ¢ok daha fazla adim

gerektirmektedir.

Yan et al. (2019) tarafindan Yak (Tibet) sigirlarmin iki boyutlu
goriintiilerinden canli agirliklarmin tahmin edildigi ¢alismada elde edilen R?=0.972
degeri ¢aligma bulgularrmizdan (R?=0.9467) bir miktar yiiksektir. Yine calismada
belirlenen MAPE=%3.19 degeri calismamizda elde edilen MAPE=%4.16
degerinden biraz diisik ve RMSE=7.52kg degeri calisma bulgularimizdan
(RMSE=31.63kg) olduk¢a diigiiktiir. Yak (Tibet) sigirlarinda agirlik ortalama
olarak yaklasik 260-300kg civarindadir. Degisim genisliginin diisiik olmasi ve
calismada sadece Yak sigirmin kullanilmasi canl agirlik igin yapilan tahminin

dogrulugunu artirmis olabilir.

Shi et al. (2016) domuzlarda cidago yiiksekligi, viicut uzunlugu ve canh
agirligr tahmin ettikleri arastirmada, viicut 6zellikleri i¢in yapilan tahminlerle
olciim degerleri arasindaki belirleme katsayilarin1 sirasiyla R?=0.94, R?=0.99 ve
R?=0.9931 olarak tespit etmislerdir. Canli agirlik igin arastirmacilar tarafindan
tespit edilen R?=0.9931 degeri calisma bulgularimizdan (R?=0.9467) oldukca
yiiksek olmasina karsin, aragtirma bulgularimiz sigirlarda da  yiiksekligin,
goriintiideki  derinlik bilgisini kullanarak yiiksek dogrulukla (R?=0.9966)
olciilebildigini gdstermekte ve arastiricilar tarafindan tespit edilen R?=0.99 degerini

destekler niteliktedir.

Hayvancilik disindaki alanlarda yapilan bazi g¢alisma sonuglar1 da ¢ok
degiskenli uyarlanabilir regresyon egrileri yonteminin ¢oklu dogursal regresyon
analizinden daha yiiksek dogrulukla tahminde bulundugu sonucuna ulasilan

caligmamizin bulgularin1 desteklemektedir.
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Mansouri et al. (2016) ¢oklu dogrusal regresyon (CDR) ve ¢ok degiskenli
uyarlanabilir regresyon egrileri (MARS) yoOntemlerini karsilastirmali olarak
inceledigi arastirmada MARS yontemi ile elde edilen RMSE=0.127 degerinin CDR
analizinden elde edilen RMSE=0.221 degerinden diisiik oldugunu belirtmistir.
Calisma bulgularimizda MARS analizinde ¢oklu dogrusal regresyon analizine gore
daha diisik MAPE degerleri elde edildigini gostermektedir. Arastirma sonuglari

calisma bulgularimizla paraleldir.

Goh and Zhang (2013) c¢ok degiskenli uyarlanabilir regresyon egrileri
yonteminin (R?=0.8559) ¢oklu dogrusal regresyon analizinden (R?=0.8358) daha
yiikksek dogruluga sahip oldugunu bildirmistir. Bu caligmanin sonuglari da

bulgularimizla ortiismektedir.

Lu et al. (2009) cok degiskenli uyarlanabilir regresyon egrileri (MARS),
destek vektorii regresyon (SVR), geri yayilimli (BP) yapay sinir ag1 ve ¢oklu
dogrusal regresyon analizi yoOntemlerini karsilastirmali olarak inceledikleri
aragtirmada MAPE degerlerini sirasiyla %1.15, %2.18, %3.55 ve %4.25 olarak
tespit etmislerdir. Calismamizda ¢ok degiskenli uyarlanabilir regresyon egrileri
yontemiyle yapilan tahminlerde ¢oklu dogrusal regresyon analizi yontemine gore
daha yiiksek basar1 elde edilmistir. Ancak bulgularimizda iki yontem arasinda bu
kadar yliksek bir farklilik olusmamis, ayrica yapay sinir aglari ¢ok degiskenli
uyarlanabilir regresyon egrileri yonteminden daha diisiik MAPE degeri ile tahmin

vermistir. Bu anlamda ¢alisma bulgularimizla értiismemektedir.

Emamgolizadeh et al. (2015) hidroloji alaninda yapmis oldugu ¢alismada
yapay sinir aglari, cok degiskenli uyarlanabilir regresyon egrileri ve ¢oklu dogrusal
regresyonu karsilagtirmis ve sonug¢ olarak calisma bulgularimiza ¢ok benzer su
sonuglari elde etmislerdir. Calismalarinda yapay sinir aglar ile yapilan tahminde
RMSE=0.252, R?=0.892, MARS yénteminde RMSE=0.318, R?>=0.864 ve c¢oklu
dogrusal regresyon analizinde RMSE=0.408, R?=0.768 olarak tespit etmislerdir.
Arastirma bulgularimiz da ii¢ yontemin tahmin dogrulugu bakimindan aym

siralamada oldugunu gostermektedir.
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Kiran and Ravi (2007) yapay sinir aglari, ¢ok degiskenli uyarlanabilir
regresyon egrileri ve ¢oklu dogrusal regresyon yontemlerini bes farkli durum igin,
normallestirilmis hata kareler ortalamasmin karekokii (Normalized Root Mean
Square Error - NRMSE) performans degerlendirme o6lgiitiinii  kullanarak
karsilagtirmislardir. Ilk durumda ¢ok degiskenli uyarlanabilir regresyon egrileri
yontemi ile en diisik NRMSE=0.170584 degerini elde eden arastiricilar geri
yayilimli yapay sinir aglarinda (BP) bu degeri NRMSE= 0.171375 olarak, ¢oklu
dogrusal regresyonda (CDR) ise NRMSE=0.171448 olarak tespit etmislerdir.
Calismada incelenen diger dort durumda ise geri yayilimli yapay sinir aglari ile elde
edilen NRMSE degerlerinin (sirasiyla 0.166086, 0.151429, 0.144949 ve 0.145541)
MARS yonteminden elde edilen NRMSE degerlerinden (sirasiyla 0.17091,
0.161343, 0.154821 ve 0.15267) daha diisiik oldugunu bildirmislerdir. Caligsmada
ayrica yapay sinir aglarindan elde edilen NRMSE degerlerinin ¢oklu dogrusal
regresyon yonteminden elde edilen NRMSE degerlerinden (sirasiyla 0.167776,
0.156537, 0.151152 ve 0.147881) daha diisiik oldugu belirtilmistir. Calisma

sonuclari ilk durum hari¢ ¢alisma bulgularimizla benzerlik géstermektedir.
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6. SONUC VE ONERILER

Sigir igletmelerinde canli agirligin bilinmesi isletme karlilig1 agisindan elzem
konular arasindadir. Klasik yontemler kullanarak canli agirligi tespit veya tahmin
etmek zor, zahmetli ve hayvanlarda strese sebep veren bir siirectir. Bu sebeple
uzaktan canli agirhigin tahmin edildigi, boylece insan yaralanma riskinin de
minimize edildigi, makine 6grenmesi ve goriintii isleme yontemlerini kullanarak
yiriitilen bu ¢alismanin  yetistiricilere  biiyilk avantajlar  saglayacagi
diistiniilmektedir. Calisma bulgular1 yeni yontemle, klasik yontemlerle yapilan
tahminlerden daha az viicut 6zelligi kullanarak daha yiiksek dogrulukla tahmin
yapilabilecegini gostermektedir. Gelecekte bu verilerle egitilmis yapay sinir
aglarini kullanarak gelistirilen yazilimlar sayesinde, ii¢ boyutlu bir kameraya sahip,
kiicik bir cihaz yardimiyla sigirlarin canli agirhgmi tahmin etmek miimkiin
olabilecektir. Bu cihaz ile elde edilen veriler kablosuz olarak bir bilgisayara
aktarildiginda hayvanlarin canli agirliklar kaydedilecek ve bu sekilde canli agirlik
takibi yapan sigircilik isletmelerinde daha efektif tiretim yapilabilecektir.

Hayvancilikta YSA kullaniminin ¢oklu dogrusal regresyon analizi, ayirma
analizi, kiimeleme analizi gibi geleneksel istatistiksel yontemlerden daha iyi
sonuglar verdigi bircok calismada belirtilmis, et sigirlarinda canli agirligin

tahminlendigi bu ¢alismada da YSA ile daha diisiik tahmin hatalar1 elde edilmistir.

Yapay sinir aglarinda, ¢oklu dogrusal regresyonda oldugu gibi tek bir modelle
canli agirligr tahmin etmek pek miimkiin olmamaktadir. En uygun ag yapisinin
olusturulmasi icin ¢esitli denemeler yapilmasi gerekmektedir. Bu da yapay sinir
aglarinin dezavantajlarindan biridir. Bununla birlikte daha 6nce benzer verilerle
yapilmis ¢aligmalardaki ndron ve katman sayilari ile parametreler dikkate alinirsa
agin O0grenmesi hizli bir sekilde gergeklestirilebilir. Bu ¢alismada YSA’da
kullanilan ag parametrelerinin etkinligi ile néron ve katman sayilarinin hatayi
azaltmadaki etkisini incelemek amaciyla pek ¢ok egitim durumu denenmistir. Bu
nedenle ¢ok fazla egitim kombinasyonu ortaya ¢ikmis ve analiz sayist artmustir.
Gergekte bir caligmanin yiiriitiilmesinde bu kadar denemenin yapilmasina ihtiyag

duyulmamaktadir. Birka¢ deneme yapilarak ya da varsayilan MATLAB
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parametreleri kullanilarak kabul edilebilir bir hata seviyesinde tahminler elde

edilebilmektedir.

Coklu dogrusal regresyon ve ¢ok degiskenli uyarlanabilir regresyon egrileri
yontemlerinde bir tahmin denkleminin olmasi bu yontemleri diger yontemlere
nazaran avantajli kilmaktadir. Ancak coklu dogrusal regresyon analizi digindaki
yontemlerin ise parametrik testlerin gerektirdigi bazi Onsart ve varsayimlari
gerektirmemesi yoniiyle avantaji biiyiiktiir. Ozellikle bir¢ok alanda karsilasilan
bagimsiz degiskenler arasindaki ¢oklu dogrusal baglanti (multicollinearity)
problemi, ¢oklu dogrusal regresyon analizinin kullanimimi sinirlandirmaktadir.
Bunun disinda arastiricilar tarafindan varsayimlar kontrol edilmeden ve 6n sartlar
saglanmadan analizin yapilmasi durumunda sonuclarin gecerliligi de tartigsmali

olmaktadir.

Aragtirmada kullanilan CHAID analizi diger yontemlerin aksine sundugu
aga¢ diyagrami1 sayesinde sonuglarin yorumlanmasina biiylik kolaylik
saglamaktadir. Yine arastirmada kullanilan bir diger yaklasim olan ¢ok degiskenli
uyarlanabilir regresyon egrileri ise temel fonksiyonlar1 kullanarak ¢oklu dogrusal
regresyon yonteminden daha esnek bir model olusturmasi yoniliyle avantaj

saglamaktadir.

Bu c¢alismada gelecekte yapilmasi planlanan benzer c¢aligmalara yol
gostermek amaciyla yapay sinir aglarinda ti¢ farkli egitim algoritmasi i¢in {li¢ farkli
gizli katman ve noron kullanildiginda hangi durumda iyi sonug alindigi, veri ayirma
yontemlerinden algoritmalarin nasil etkilendigi ile ilgili bilgiler verilmistir. LM ve
GDX algoritmalarinda veriler standartlagtirildign zaman daha diisik MAPE
degerleriyle tahmin yapilabilecegi, egitim siireleri bakimindan da 6nemli bir azalma
goriildiigii saptanmistir. LM algoritmasi i¢in 3 noron kullanildigi durumda 3
katman, 5 ve 8 noron kullanildigi durumda 2 katman alinmasi 6nerilmektedir.
Calismada en az dongii ile egitimi tamamlayan algoritma LM algoritmasi olarak
belirlenmistir. DoOngii sayisi ve maksimum basarisiz dongii sayist yiiksek
tutuldugunda GDX algoritmasinin ¢ok daha kisa siirelerde egitimi tamamladigi

belirlenmistir. Hatalarin azaltilmasi1 bakimindan en etkin algoritmanin LM
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algoritmast oldugu tespit edilmistir. Calismadan elde edilen bu bilgilerin de

arastirmacilara yol gosterecegi diisiiniilmektedir.

Gelecekte benzer c¢alisma yapmayi planlayan arastiricilar goériintiileme
yapilirken hayvanlar1 ayni pozisyonda sabitleyerek goriintii almaya odaklanmalidir.
Sigirlarin bir yiiriime bandinda goriintiilenmesi viicut uzunlugu, kalca genisligi gibi
birkag parametrenin de otomatik olarak hesaplanmasina olanak verebilir. ikinci bir
kamera kullanilarak go6giis derinliginin belirlenmesi de yine daha yliksek
dogrulukla tahmin yapilmasimi saglayacaktir. Ayrica ayni irktan olan sigirlarin
calismada kullanilmasi durumunda hatanin bir miktar azalacagi diisiiniilmektedir.
Son olarak kullanimi son birka¢ yilda yayginlasan derin 6grenme ydntemlerinin

kullanilmasi da arastiricilara tavsiye edilmektedir.
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EK la

clc
clear all
load('C:\Users\veri.mat’)

k=17;
cv = cvpartition(length(inputl),'kfold',k);

fori=1:k

trainldxs{i} = find(training(cv,i));

testldxs{i} = find(test(cv,i));

trainMatrix{i} = [inputl(trainldxs{i}) input2(trainldxs{i}) target(trainldxs{i})];
testMatrix{i} = [inputl(testldxs{i}) input2(testldxs{i}) target(testldxs{i})];

net{i} = feedforwardnet(8);
net{i}.trainFcn="trainim’;
net{i}.divideFcn =";
net{i}.trainParam.epochs = 1000;
%net{i}.trainParam.epochs = 500;
%net{i}.trainParam.epochs = 100;
net{i}.trainParam.max_fail = 250;
net{i}.trainParam.min_grad = le-7;
%net{i}.trainParam.min_grad = 1e-6;
%net{i}.trainParam.min_grad = le-5;
net{i}.trainParam.mu= 0.001,

% net{i}.trainParam.mu= 0.005;

% net{i}.trainParam.mu= 0.01,
net{i}.trainParam.lr= 0.01;

% net{i}.trainParam.lr= 0.05;

% net{i}.trainParam.Ir=0.1;
net{i}.layers{1}.transferFcn = 'tansig’;
[net{i},tr]= train(net{i} trainMatrix{i}(:,1:2)' trainMatrix{i}(:,3)");
save Im18cv;

end

siml=sim(net{1},testMatrix{1}(:,1:2)");
sim2=sim(net{2} testMatrix{2}(:,1:2)");
sim3=sim(net{3},testMatrix{3}(:,1:2)");
sim4=sim(net{4} testMatrix{4}(:,1:2)");
sim5=sim(net{5},testMatrix{5}(:,1:2)");
sim6=sim(net{6},testMatrix{6}(:,1:2)");
sim7=sim(net{7}testMatrix{7}(:,1:2)");

testMatrix{1}(:,3)=testMatrix{1}(:,3);
al=testMatrix{1}(:,3)-sim1’;
cl=abs(al./(testMatrix{1}(:,3)));
MAPE1=mean(cl);
ymapel=100*MAPEL1,;

al=al. 2;




msel=mean(al);
RMSE1=sqrt(msel);
R1=corr(testMatrix{1}(:,3),sim1");
save Im18cv1;

testMatrix{2}(:,3)=testMatrix{2}(:,3);
a2=testMatrix{2}(:,3)-sim2’;
c2=abs(a2./(testMatrix{2}(:,3)));
MAPE2=mean(c2);
ymape2=100*MAPE?2;

a2=a2."2;

mse2=mean(a2);

RMSE2=sqrt(mse2);
R2=corr(testMatrix{2}(:,3),sim2');
save Im18cv2;

testMatrix{3}(:,3)=testMatrix{3}(:,3);
a3=testMatrix{3}(:,3)-sim3";
c3=abs(a3./(testMatrix{3}(:,3)));
MAPE3=mean(c3);
ymape3=100*MAPES3;

a3=a3."2;

mse3=mean(a3);

RMSE3=sqrt(mse3);
R3=corr(testMatrix{3}(:,3),sim3’);
save Im18cv3;

testMatrix{4}(:,3)=testMatrix{4}(:,3);
ad=testMatrix{4}(:,3)-sim4’;
c4=abs(a4./(testMatrix{4}(:,3)));
MAPE4=mean(c4);
ymape4=100*MAPE4;

ad=a4."2;

msed4=mean(a4);

RMSE4=sqrt(mse4);
R4=corr(testMatrix{4}(:,3),sim4’);
save Im18cv4;

testMatrix{5}(:,3)=testMatrix{5}(:,3);
ab=testMatrix{5}(:,3)-sim5";
c5=abs(a5./(testMatrix{5}(:,3)));
MAPE5=mean(c5);
ymape5=100*MAPES5;

a5=ab."2;

mse5=mean(ab5);

RMSE5=sqrt(mseb);
R5=corr(testMatrix{5}(:,3),sim5’);
save Im18cv5;




testMatrix{6}(:,3)=testMatrix{6}(:,3);
ab=testMatrix{6}(:,3)-sim6";
c6=abs(a6./(testMatrix{6}(:,3)));
MAPE6=mean(c6);
ymape6=100*MAPEG®;

a6=a6."2;

mse6=mean(ab);

RMSEG6=sqrt(mse6);
R6=corr(testMatrix{6}(:,3),sim6");
save Im18cv6;

testMatrix{7}(:,3)=testMatrix{7}(:,3);

a7=testMatrix{7}(:,3)-sim7";

c7=abs(a7./(testMatrix{7}(:,3)));

MAPE7=mean(c7);

ymape7=100*MAPE7;

a’=ar7.\2;

mse7=mean(a7);

RMSE7=sqrt(mse7);

R7=corr(testMatrix{7}(:,3),sim7");
MAPEORT=(MAPE1+MAPE2+MAPE3+MAPE4+MAPE5+MAPE6+MAPET)/7;
RORT=(R1+R2+R3+R4+R5+R6+R7)/7;

RKARE=RORT"2;
RMSEORT=(RMSE1+RMSE2+RMSE3+RMSE4+RMSE5+RMSE6+RMSE7)/7;
save Im18cv7;




EK 1b

clc

clear all

load('C:\Users\veri.mat’)
inputl=inputl';target=target’;
[inputln,meaninputl,stdinputl,targetn,meantarget,stdtarget] = prestd(inputl,target);
k=7;

inputln=inputln’;targetn=targetn’;

for i=1:k

net{i} = feedforwardnet([8 8]);
[trainind,valind,testInd] = dividerand(length(input1n),0.7,0.15,0.15);
net{i}.trainFcn="traingdx’;

% net{i}.trainParam.epochs = 1000;

% net{i}.trainParam.epochs = 500;
net{i}.trainParam.epochs = 100;
net{i}.trainParam.max_fail = 250;
net{i}.trainParam.min_grad = le-7,

% net{i}.trainParam.min_grad = le-6;

% net{i}.trainParam.min_grad = 1e-5;
net{i}.trainParam.mu= 0.001;

% net{i}.trainParam.mu= 0.005;

% net{i}.trainParam.mu= 0.01;
net{i}.trainParam.Ir= 0.01;

% net{i}.trainParam.Ir= 0.05;

% net{i}.trainParam.lr= 0.1;
net{i}.layers{1}.transferFcn = 'tansig’;
[net{i},tr] = train(net{i},inputln’,targetn’);
save gdx28rnozet

end

siml=sim(net{1},inputln’);
sim2=sim(net{2},inputln’;
sim3=sim(net{3},inputln’);
sim4=sim(net{4},inputln’);
sim5=sim(net{5},inputln’);
simé=sim(net{6},inputln’);
sim7=sim(net{7},inputln’);

siml=stdtarget*siml + meantarget;
sim2=stdtarget*sim2 + meantarget;
sim3=stdtarget*sim3 + meantarget;
sim4=stdtarget*sim4 + meantarget;
sim5=stdtarget*sim5 + meantarget;
sim6=stdtarget*sim6 + meantarget;
sim7=stdtarget*sim7 + meantarget;

siml=sim1";
sim2=sim2";
sim3=sim3’;




sim4=sim4';
sim5=sim5";
sim6=sim6";
sim7=sim7";

al=target-sim1’
cl=abs(al./(target));
MAPE1=mean(cl);
ymapel=100*MAPEL1,;
al=al.\2;
msel=mean(al);
RMSE1=sqrt(msel);
R1=corr(target',siml);
R1KARE=R1"2;

save gdx28rnozetl;

a2=target-simz2’,
c2=abs(a2./(target));
MAPE2=mean(c2);
ymape2=100*MAPEZ2;
a2=a2.\2;
mse2=mean(a2);
RMSE2=sqrt(mse2);
R2=corr(target',sim2);
R2KARE=R2"2;

save gdx28rnozet?;

a3=target-sim3’;
c3=abs(a3./(target));
MAPE3=mean(c3);
ymape3=100*MAPES3;
a3=a3.”2;
mse3=mean(a3);
RMSE3=sqrt(mse3);
R3=corr(target',sim3);
R3KARE=R3"2;

save gdx28rnozet3;

ad=target-sim4’;
c4=abs(a4./(target));
MAPE4=mean(c4);
ymape4=100*MAPE4;
ad=a4.2;
mse4=mean(a4);
RMSE4=sqrt(mse4);
R4=corr(target',sim4);
RAKARE=R4"2;

save gdx28rnozet4;




ab=target-sim5’;
c5=abs(a5./(target));
MAPE5=mean(c5);
ymape5=100*MAPES;
a5=a5."2;
mse5=mean(a5);
RMSE5=sqrt(mse5);
R5=corr(target',sim5);
R5KARE=R5"2;

save gdx28rnozet5;

ab=target-sim6’;
c6=abs(a6./(target));
MAPE6=mean(c6);
ymape6=100*MAPEG®;
a6=a6."2;
mse6=mean(ab);
RMSE6=sqrt(mse6);
R6=corr(target',sim6);
R6KARE=R6"2;

save gdx28rnozetb;

a7=target-sim7",
c7=abs(a7./(target));
MAPE7=mean(c7);
ymape7=100*MAPE7;
ar=ar."2;
mse7=mean(a7);
RMSE7=sqrt(mse7);
R7=corr(target',sim7);
R7KARE=R7/2;

MAPEORT=(MAPE1+MAPE2+MAPE3+MAPE4+MAPE5+MAPE6+MAPET)/7;
RKAREORT=(R1KARE+R2KARE+R3KARE+R4KARE+R5KARE+R6KARE+R7KAR
E)/7;

RMSEORT=(RMSE1+RMSE2+RMSE3+RMSE4+RMSE5+RMSE6+RMSE7)/7;

save gdx28rnozet7,




EKl1c

clc

clear all
load('C:\Users\veri.mat’)
inputl=inputl';target=target’;
k=7,

fori=1:k

net{i} = feedforwardnet([8 8 8]);
[trainind,vallInd,testInd] = dividerand(length(input1),0.7,0.15,0.15);
net{i}.trainFcn="traingdx’,

% net{i}.trainParam.epochs = 1000;
% net{i}.trainParam.epochs = 500;
net{i}.trainParam.epochs = 100;
net{i}.trainParam.max_fail = 250;
net{i}.trainParam.min_grad = le-7;
%net{i}.trainParam.min_grad = 1e-6;
%net{i}.trainParam.min_grad = le-5;
net{i}.trainParam.mu= 0.001,

% net{i}.trainParam.mu= 0.005;

% net{i}.trainParam.mu= 0.01,

% net{i}.trainParam.Ir= 0.01,
net{i}.trainParam.Ir= 0.01;

% net{i}.trainParam.Ir=0.1;
net{i}.layers{1}.transferFcn = 'tansig’;
[net{i},tr] = train(net{i},inputl,target);
save gdx38rnstdyokep100

end

siml=sim(net{1},inputl);
sim2=sim(net{2},inputl);
sim3=sim(net{3},inputl);
sim4=sim(net{4},inputl);
sim5=sim(net{5},inputl);
sim6=sim(net{6},inputl);
sim7=sim(net{7},inputl);

siml=siml';
sim2=sim2";
sim3=sim3’;
sim4=sim4";
sim5=sim5";
sim6=sim6";
sim7=sim7";

al=target-siml’;
cl=abs(al./(target));
MAPE1=mean(cl);
ymapel=100*MAPE1;




al=al."2;

msel=mean(al);
RMSE1=sqrt(msel);
R1=corr(target',siml);
R1IKARE=R1"2;

save gdx38rnstdyokep1001;

a2=target-simz2’,
c2=abs(a2./(target));
MAPE2=mean(c2);
ymape2=100*MAPEZ2;
a2=a2."\2;

mse2=mean(a2);
RMSE2=sqrt(mse2);
R2=corr(target',sim2);
R2KARE=R2"2;

save gdx38rnstdyokep1002;

a3=target-sim3’;
c3=abs(a3./(target));
MAPE3=mean(c3);
ymape3=100*MAPES;
a3=a3./\2;

mse3=mean(a3);
RMSE3=sqrt(mse3);
R3=corr(target',sim3);
R3KARE=R3"2;

save gdx38rnstdyokep1003;

ad=target-sim4’,
c4=abs(a4./(target));
MAPE4=mean(c4);
ymape4=100*MAPE4;
ad=a4."2;

msed4=mean(as);
RMSE4=sqrt(mse4);
R4=corr(target',sim4);
RAKARE=R4"2;

save gdx38rnstdyokep1004;

ab=target-sim5’;
c5=abs(a5./(target));
MAPE5=mean(c5);
ymape5=100*MAPES5;
a5=a5.2;
mse5=mean(a5);
RMSE5=sqrt(mse5);
R5=corr(target',sim5);
R5KARE=R5"2;




save gdx38rnstdyokep1005;

ab=target-sim6’;
c6=abs(a6./(target));
MAPE6=mean(c6);
ymape6=100*MAPEG;
a6=a6."2;

mse6=mean(ab);
RMSE6=sqrt(mse6);
R6=corr(target',sim6);
R6KARE=R6"2;

save gdx38rnstdyokep1006;

a7=target-sim7",
c7=abs(a7./(target));
MAPE7=mean(c7);
ymape7=100*MAPE?7;
ar=ar."2;
mse7=mean(a7);
RMSE7=sqrt(mse7);
R7=corr(target',sim7);
R7KARE=R7/2;

MAPEORT=(MAPE1+MAPE2+MAPE3+MAPE4+MAPE5+MAPE6+MAPET)/7;
RKAREORT=(R1KARE+R2KARE+R3KARE+R4KARE+R5KARE+R6KARE+R7KAR
E)/7;

RMSEORT=(RMSE1+RMSE2+RMSE3+RMSE4+RMSE5+RMSE6+RMSE7)/7;

save gdx38rnstdyokep1007




EK 1d

clc

clear all

load('C:\Users\veri.mat’)
inputl=inputl';target=target’;
[inputln,meaninputl,stdinputl,targetn,meantarget,stdtarget] = prestd(inputl,target);
k=7;

inputln=inputln’;targetn=targetn’;

for i=1:k

net{i} = feedforwardnet([8 8 8]);
[trainind,valind,testInd] = dividerand(length(input1n),0.7,0.15,0.15);
net{i}.trainFcn="traingdx’;

% net{i}.trainParam.epochs = 1000;

% net{i}.trainParam.epochs = 500;
net{i}.trainParam.epochs = 100;
net{i}.trainParam.max_fail = 250;
net{i}.trainParam.min_grad = le-7,

% net{i}.trainParam.min_grad = le-6;

% net{i}.trainParam.min_grad = 1e-5;
net{i}.trainParam.mu= 0.001;

% net{i}.trainParam.mu= 0.005;

% net{i}.trainParam.mu= 0.01;
net{i}.trainParam.Ir= 0.01;

% net{i}.trainParam.Ir= 0.05;

% net{i}.trainParam.lr= 0.1;
net{i}.layers{1}.transferFcn = 'tansig’;
[net{i},tr] = train(net{i},inputln’,targetn’);
save gdx38rnepl00

end

siml=sim(net{1},inputln’);
sim2=sim(net{2},inputln’);
sim3=sim(net{3},inputln’);
sim4=sim(net{4},inputln’);
sim5=sim(net{5},inputln’);
simé=sim(net{6},inputln’);
sim7=sim(net{7},inputln’);

siml=stdtarget*siml + meantarget;
sim2=stdtarget*sim2 + meantarget;
sim3=stdtarget*sim3 + meantarget;
sim4=stdtarget*sim4 + meantarget;
sim5=stdtarget*sim5 + meantarget;
sim6=stdtarget*sim6 + meantarget;
sim7=stdtarget*sim7 + meantarget;

siml=sim1";
sim2=sim2";
sim3=sim3’;




sim4=sim4';
sim5=sim5";
sim6=sim6";
sim7=sim7";

al=target-sim1’
cl=abs(al./(target));
MAPE1=mean(cl);
ymapel=100*MAPEL1,;
al=al.\2;
msel=mean(al);
RMSE1=sqrt(msel);
R1=corr(target',siml);
R1KARE=R1"2;

save gdx38rnepl001;

a2=target-simz2’,
c2=abs(a2./(target));
MAPE2=mean(c2);
ymape2=100*MAPEZ2;
a2=a2.\2;
mse2=mean(a2);
RMSE2=sqrt(mse2);
R2=corr(target',sim2);
R2KARE=R2"2;

save gdx38rnepl002;

a3=target-sim3’;
c3=abs(a3./(target));
MAPE3=mean(c3);
ymape3=100*MAPES3;
a3=a3."2;
mse3=mean(a3);
RMSE3=sqrt(mse3);
R3=corr(target',sim3);
R3KARE=R3"2;

save gdx38rnepl003;

ad=target-sim4’;
c4=abs(a4./(target));
MAPE4=mean(c4);
ymape4=100*MAPE4;
ad=a4.2;
mse4=mean(a4);
RMSE4=sqrt(mse4);
R4=corr(target',sim4);
RAKARE=R4"2;

save gdx38rnepl004;




ab=target-sim5’;
c5=abs(a5./(target));
MAPE5=mean(c5);
ymape5=100*MAPES;
a5=a5."2;
mse5=mean(a5);
RMSE5=sqrt(mse5);
R5=corr(target',sim5);
R5KARE=R5"2;

save gdx38rnepl005;

ab=target-sim6’;
c6=abs(a6./(target));
MAPE6=mean(c6);
ymape6=100*MAPEG®;
a6=a6."2;
mse6=mean(ab);
RMSE6=sqrt(mse6);
R6=corr(target',sim6);
R6KARE=R6"2;

save gdx38rnepl1006;

a7=target-sim7",
c7=abs(a7./(target));
MAPE7=mean(c7);
ymape7=100*MAPE7;
a’=ar7.\2;
mse7=mean(a7);
RMSE7=sqrt(mse7);
R7=corr(target',sim7);
R7KARE=R7/2;

MAPEORT=(MAPE1+MAPE2+MAPE3+MAPE4+MAPE5+MAPE6+MAPET)/7;
RKAREORT=(R1KARE+R2KARE+R3KARE+R4KARE+R5KARE+R6KARE+R7KAR
E)/7;

RMSEORT=(RMSE1+RMSE2+RMSE3+RMSE4+RMSE5+RMSE6+RMSE7)/7;

save gdx38rnepl007;
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EK 2a
Capraz Dogrulama ile verinin ayrildig1 durumdaki egitimler sonucu en diisiik MAPE degerlerinin dikkate alindig1 6zet tablo.

[ ALGORITMALAR
PARAMETRELER Levenberg Marquardt Bayesian Regulation GDX
MU A GD | Déngii [|KS | NS | MAPE | RMSE | R? KS | NS | MAPE | RMSE | R? KS | NS | MAPE | RMSE | R?
(%0) (Kg) (%) | (Kg) (%) | (Kg)

0.001 |0.01 |107 | 1000 1 3 |525 39.90 09153 ||1 8 |5.07 37.65 |0.9268 || 1 3 |5.10 37.41 | 0.9262
. |lo.005 |0.01 | 107 | 1000 1 5 519 36.71 0.9274 |12 8 |5.05 37.33 | 0.9257 ||3 5 |5.08 37.28 | 0.9294
g ||o.01 0.01 | 107 | 1000 1 8 |512 36.52 0.9252 ||1 3 |5.03 3750 |0.9272 ||2 8 |5.09 37.59 | 0.9236
§ |(0.001 |0.05 |107 | 1000 1 3 | 547 46.02 0.8987 |13 3 498 37.21 | 0.9276 ||2 3 | 507 36.89 | 0.9253
? 0.001 |01 107 | 1000 3 3 529 38.97 0.9210 |13 8 |5.03 37.29 10.9238 ||1 8 |4.96 36.79 | 0.9334
N ]]0.001 |0.01 |10° | 1000 3 3 529 38.97 0.9210 |j1 3 |5.03 3750 |0.9272 ||2 8 |5.09 37.60 | 0.9236
g 0.001 ]0.01 |10° | 1000 3 3 529 38.97 0.9210 |j1 3 |5.03 3750 |0.9272 ||2 8 |5.09 37.59 | 0.9236
S [|0.001 |0.01 |107 | 500 3 3 |516 37.86 0.9269 || 1 3 |5.03 3750 |0.9272 ||1 5 |523 38.64 | 0.9251
< |[o.001 [0.01 [107 [100 3 3 | 504 36.94 0.9281 || 2 3 499 37.09 | 0.9270 || 3 8 |579 44.13 | 0.9037

0.001 |0.01 |10’ | 1000 1 5 495 36.74 0.9277 |12 5 1499 37.74 109241 || 3 3 |5.06 37.01 ] 0.9272
+ [l0.005 |0.01 |107 | 1000 1 3 512 37.99 0.9255 |1 5 |5.00 36.81 | 0.9230 ||1 8 |5.01 36.78 | 0.9259
g |{o.01 001 | 107 | 1000 2 3 |512 38.05 0.9229 |12 5 |5.06 37.74 109253 ||1 3 |14.96 3750 |0.9234
S |l0.001 |0.05 |107 | 1000 1 3 |521 38.53 0.9234 |11 3 |5.03 3750 |0.9272 ||2 3 |515 38.14 | 0.9245
§ 0.001 |01 107 | 1000 1 3 520 37.79 0.9255 |12 5 |5.08 37.78 | 0.9252 ||2 8 |514 37.87 |0.9272
S ]]0.001 |0.01 |10° | 1000 1 3 |518 38.57 0.9290 |11 5 |5.10 3795 109234 ||1 8 |5.28 39.58 | 0.9141
g 0.001 ]0.01 |10° | 1000 1 3 |521 38.53 0.9234 |12 3 | 507 37.84 10.9290 ||1 8 |5.05 36.99 | 0.9263
S [|0.001 |0.01 |107 | 500 1 3 |512 38.57 0.9193 |12 8 |504 37.57 10.9220 ||1 8 |5.20 38.38 | 0.9177
< |fo.001 [0.01 [107 | 100 1 5 |4.85 35.19 0.9291 || 3 3 |5.03 37.02 09219 ||1 3 | 6.42 47.85 | 0.8823

-MU: Momentum giincelleme katsayis1 (Momentum update) - A : Ogrenme orani (Learning rate) - GD: Minimum gradyan degeri - Dongii: Miisaade edilen en cok dongii
sayisi (epoch) - KS: Katman sayist (Hidden layer number) - NS: Noron sayisi (Hidden layer neuron number) - MAPE: Ortalama mutlak hata yilizdesi (Mean absolute

percentage error)- RMSE: Hata kareler ortalamasinin karekokii (Root mean square error) - R2 Belirleme katsayisi (Coefficient of determination)




EK 2b

Capraz dogrulama ile verinin ayrildig1 durumdaki egitimler sonucu ortalama MAPE degerlerinin dikkate alindig: 6zet tablo.

[ ALGORITMALAR |
PARAMETRELER _ _
| Levenberg Marquardt || Bayesian Regulation || GDX |
MU A GD Dongii || MAPE | RMSE | R? MAPE | RMSE | R? MAPE | RMSE | R?
(%) (Kg) (%) (Kg) (%) (Kg)

0.001 0.01 107 1000 77.07 872.58 0.6747 |]5.11 41.22 0.8949 |} 5.31 38.74 0.9220
o 0.005 0.01 107 1000 12.78 182.36 0.6800 |} 5.38 39.22 0.9098 |]5.34 39.11 0.9193
g 0.01 0.01 107 1000 16.70 315.00 0.7022 |} 5.16 38.49 0.9245 |} 5.29 38.74 0.9196
S 0.001 0.05 107 1000 15.02 267.15 0.6527 || 5.09 37.76 0.9249 |} 5.27 38.18 0.9223
%‘ 0.001 0.1 107 1000 15.23 264.52 0.6427 |]5.10 37.86 0.9253 |} 5.36 38.82 0.9202
N 0.001 0.01 106 1000 15.23 234.13 0.6427 |]5.37 39.28 0.9109 |} 5.29 38.75 0.9196
g 0.001 0.01 10 1000 15.24 264.90 0.6418 || 5.37 39.28 0.9109 || 5.29 38.74 0.9196
S 0.001 0.01 107 500 11.80 179.76 0.6627 || 5.37 39.28 0.9109 |} 5.49 40.18 0.9131
< 0.001 0.01 107 100 6.00 52.12 0.8607 || 5.09 37.76 0.9245 || 6.55 48.12 0.8792

0.001 0.01 107 1000 13.60 202.69 0.6904 || 5.63 41.43 0.8927 || 5.52 40.12 0.9128
v 0.005 0.01 107 1000 10.70 136.65 0.7019 || 5.40 39.83 0.9079 || 5.25 38.38 0.9201
2 |lo.01 0.01 107 1000 13.76 229.56 0.7143 || 5.14 38.07 0.9230 || 5.41 39.40 0.9175
S 0.001 0.05 107 1000 15.87 233.39 0.6949 || 5.37 39.27 0.9110 || 5.87 42.26 0.8998
%‘ 0.001 0.1 107 1000 11.88 162.01 0.6768 || 5.33 39.24 0.9084 || 5.51 40.20 0.9125
N 0.001 0.01 106 1000 12.49 170.65 0.7269 || 5.41 39.89 0.9085 || 5.40 39.53 0.9188
g 0.001 0.01 10 1000 11.38 181.25 0.6934 |} 5.33 39.63 0.9071 |} 5.23 38.32 0.9210
S 0.001 0.01 107 500 8.84 82.86 0.7749 || 5.11 37.87 0.9242 || 5.49 40.90 0.9105
< 0.001 0.01 107 100 5.92 52.01 0.8754 ]} 5.34 39.34 0.9102 || 7.69 55.18 0.8427

-MU: Momentum giincelleme katsayisi (Momentum update) - 2 : Ogrenme oram (Learning rate) - GD: Minimum gradyan degeri - Déngii:
Miisaade edilen en ¢ok dongii sayisi (epoch) - KS: Katman sayisi (Hidden layer number) - NS: Néron sayisi (Hidden layer neuron number) -
MAPE: Ortalam mutlak hata yiizdesi (Mean absolute percentage error) - RMSE: Hata kareler ortalamasimin karekokii (Root mean square
error) - R?: Belirleme katsayis1 (coefficient of determination)



EK 2c

Capraz Dogrulama ile verinin ayrildig1 durumdaki egitimler sonucu siireler ve en iyi dongii sayillarina ait 6zet tablo.

PARAMETRELER Levegigro Bayesian GDX
Marquardt Regulation

MU A GD | Dongii || Siire(sn) | EDS || Siire(sn) | EDS || Siire(sn) | EDS

0.001 | 0.01 | 107 | 1000 8.8987 897 3.6364 279 11 0.9401 999
_ |lo.005 |0.01 | 107 | 1000 9.2079 1000 || 6.0441 580 ]| 0.8166 999
8 |{o.01 0.01 | 107 | 1000 8.4380 893 5.3727 464 1] 0.8120 999
S ||0.001 | 0.05 | 107 | 1000 8.5701 811 2.9456 340 ]10.8180 996
§ 0.001 |0.1 107 | 1000 7.6313 811 4,7597 441 1] 0.8262 999
N 10.001 |0.01 |10% | 1000 7.8981 807 4.4454 426 (] 0.8319 999
g 0.001 | 0.01 | 10° | 1000 6.9882 741 45156 426 (] 0.8150 999
s |l0.001 | 001|107 | 500 3.8220 423 3.2193 325 || 0.4757 498
< |[0.001 [0.01 | 107 | 100 0.8569 98 0.9350 99 0.1158 98

0.001 | 0.01 | 107 | 1000 8.3894 909 4.8452 417 1] 0.8349 1000
~ |10.005 |0.01 107 | 1000 9.3480 896 2.1043 179 ]| 0.8990 998
2 |lo.01 0.01 | 107 | 1000 8.0507 898 4.1670 405 ] 0.8522 999
S |{0.001 | 0.05 | 107 | 1000 9.7999 1000 |} 5.1930 420 1] 0.8853 997
@ 0.001 | 0.1 107 | 1000 7.1744 792 2.6207 269 || 1.0138 998
N 110.001 | 0.01 | 10 | 1000 8.5497 1000 || 3.8328 351 ]| 0.8776 1000
g 0.001 | 0.01 | 10° | 1000 11.0658 | 1000 || 2.3748 230 ]10.9024 998
S [[0.001 | 0.01 | 107 | 500 3.7660 445 2.6171 246 |1 0.4561 497
< [[o.001 [0.01 | 107 | 100 0.7498 100 0.9212 100 || 0.1348 100

-MU: Momentum giincelleme katsayis1 (Momentum update) - A : Ogrenme orani (Learning rate) -Gd:
Minimum gradyan degeri - Dongii: Miisaade edilen en ¢ok dongii sayisi (epoch) -Siire: Egitimde gecen
stire — EDS: Egitimin durduruldugu en iyi dongii sayisi (best epoch)



EK 3a

Rastgele olarak verilerin ayrildig1 durumdaki egitimler sonucu en diisitk MAPE degerlerinin dikkate alindig1 6zet tablo.

[ ALGORITMALAR
PARAMETRELER Levenberg Marquardt Bayesian Regulation GDX
MU A GD | Déngii || KS | NS | MAPE | RMSE | R? KS | NS | MAPE | RMSE | R? KS | NS | MAPE | RMSE | R?
(%) (Kg) (%) (Kg) (%) (Kg)

0.001 |0.01 |107 | 1000 2 |8 |458 34.01 09385 ||3 |3 |475 3472 109355 ||2 |8 |4.88 36.29 | 0.9309
. |l0.005 |0.01 |107 | 1000 2 |5 |464 33.90 09389 ||3 |3 |477 3533 109334 ||3 |8 |4.90 35.95 | 0.9313
g |lo.01 0.01 | 107 | 1000 3 |8 |456 33.81 09399 [|3 |5 |4.80 36.53 09289 J|1 |3 |508 38.34 | 0.9224
§ |l0.001 |0.05 |107 | 1000 3 |5 [459 33.89 09388 ||3 |3 |485 36.06 | 09306 ||3 |8 |501 36.60 | 0.9292
§ 0.001 |01 107 | 1000 1 |8 |458 33.52 0.9402 ||3 |8 |4.78 3538 09331 |2 |3 |497 36.90 | 0.9277
SN ]]0.001 [0.01 |10° | 1000 2 |5 |460 34.50 09372 ||3 |3 |484 36.01 09307 I3 |8 |490 35.95 | 0.9313
g |[o.001 [0.01 [10° [1000 2 |5 |460 34.50 09372 ||3 |3 | 476 3517 09339 |2 |8 |504 37.03 | 0.9269
s [|0.001 |0.01 |107 |500 2 |8 |456 33.79 09393 ||3 |5 |482 3593 09310 J]1 |3 |519 38.50 | 0.9220
< Jlo.001 [0.01 [107 [100 2 |5 |458 33.57 0.9401 ||3 |3 [|4.72 35.02 [ 09345 |3 |8 |543 39.56 | 0.9168

0001 [0.01 [107 [1000 |[1 |8 |4.66 3465 09372 ||[3 [5 [477 [3576 |09318 ||2 |8 [4.88 [36.06 |0.9309
+ [10.005 |0.01 | 107 | 1000 2 5 4.60 33.89 0.9391 || 2 3 4.90 36.39 | 0.9294 ||1 3 4.99 37.01 | 0.9273
g |lo.01 0.01 | 107 | 1000 1 8 4.67 34.31 0.9374 || 3 3 4.84 36.07 | 0.9305 || 2 5 5.04 37.32 ] 0.9263
S [(0.001 |0.05 | 107 | 1000 1 8 4.72 34.80 0.9355 || 3 3 4.84 36.01 | 0.9307 || 2 8 4.99 36.40 | 0.9296
? 0.001 |0.1 107 | 1000 1 8 4.72 34.80 0.9355 || 3 3 4.84 36.01 | 0.9307 ||3 8 5.09 36.95 | 0.9284
S ]]0.001 [0.01 |10% | 1000 2 8 4.56 34.21 0.9377 || 3 5 4.83 35.94 ]0.9310 ||1 8 4.98 36.42 | 0.9302
g 0.001 |0.01 |10° | 1000 3 5 4.60 34.03 0.9386 || 3 8 4.70 3485 |0.9351 || 2 8 4.89 36.25 |0.9311
S |([0.001 |0.01 |107 | 500 1 8 4.72 34.80 0.9355 || 3 3 4.84 36.01 | 0.9307 ||1 3 5.23 38.70 | 0.9213
< Jfo.001 [0.01 107 [100 3 5 4.62 34.21 0.9379 || 2 5 4.82 35.63 | 0.9323 || 1 3 6.64 49.45 | 0.8671

-MU: Momentum giincelleme katsayist (Momentum update) - & : Ogrenme orani (Learning rate) - GD: Minimum gradyan degeri - Déngii: Miisaade edilen en ¢ok déngii
say1st (epoch) - KS: Katman sayis1 (Hidden layer number) - NS: Noron sayis1 (Hidden layer neuron number) - MAPE: Ortalam mutlak hata yilizdesi (Mean absolute
percentage error) - RMSE: Hata kareler ortalamasinin karekokii (Root mean square error) - R?: Belirleme katsayisi (coefficient of determination)



EK 3b

Rastgele olarak verilerin ayrildig1 durumdaki egitimler sonucu ortalama MAPE degerlerinin dikkate alindig1 6zet tablo.

[ ALGORITMALAR |
PARAMETRELER - -
Levenberg Marquardt Bayesian Regulation GDX
MU A GD Dongii || MAPE | RMSE | R? MAPE | RMSE | R? MAPE | RMSE | R?
(%) (Kg) (%) (Kg) (%) (Kg)

0.001 0.01 107 1000 4,75 34.97 0.9352 |]5.14 37.96 0.9147 |}5.19 38.51 0.9218
o 0.005 0.01 107 1000 4.79 35.61 0.9331 |} 4.89 35.99 0.9295 |} 5.16 37.86 0.9241
g 0.01 0.01 107 1000 4,79 35.68 0.9318 |} 4.90 36.53 0.9289 []5.23 38.50 0.9215
S 0.001 0.05 107 1000 4,74 34.91 0.9352 |1 4.91 36.57 0.9287 |} 5.30 39.02 0.9193
§ 0.001 0.1 107 1000 4,78 35.85 0.9314 |} 4.90 36.48 0.9290 |]5.18 37.97 0.9234
N 0.001 0.01 106 1000 4,79 35.51 0.9335 |} 5.13 37.93 0.9148 |} 5.16 37.86 0.9241
g 0.001 0.01 10 1000 4,79 35.52 0.9335 |} 4.87 36.34 0.9296 |]5.21 38.26 0.9222
S 0.001 0.01 107 500 4,75 36.03 0.9309 |]5.16 38.20 0.9138 |} 5.41 40.02 0.9149
< 0.001 0.01 107 100 4.74 34.84 0.9358 |} 4.90 36.51 0.9289 [} 6.20 45.79 0.8866

0.001 |0.01 | 107 | 1000 4.82 36.30 0.9303 || 5.16 38.18 | 0.9139 ||5.41 39.59 | 0.9113
+ |l0.005 ]0.01 |107 | 1000 5.16 38.09 0.9115 || 4.90 36.42 | 0.9292 || 5.82 42.06 | 0.8895
S |lo.01 0.01 | 107 | 1000 481 35.68 0.9330 || 5.14 38.06 | 0.9144 || 5.58 40.53 | 0.9025
S [|0.001 [0.05 |107 | 1000 4.82 35.69 0.9329 || 5.40 39.60 | 0.8998 || 5.86 4250 | 0.8917
@ 0.001 |01 107 | 1000 4.82 35.69 0.9329 || 5.40 39.60 | 0.8998 || 5.46 39.98 | 0.9118
N ]]0.001 |0.01 |10° | 1000 4.82 35.90 0.9317 || 4.91 36.52 | 0.9289 || 5.40 39.46 | 0.9110
g 0.001 |0.01 |10° | 1000 4.78 35.29 0.9340 || 4.87 36.09 | 0.9305 ||5.19 38.42 | 0.9218
s ||0.001 |0.01 |107 | 500 4.82 35.69 0.9329 || 5.40 39.60 | 0.8998 ||5.78 42.04 | 0.8978
< Jlo.001 [001 [107 | 100 5.08 37.39 0.9208 || 5.16 38.09 | 0.9142 || 7.39 54.38 | 0.8374

-MU: Momentum giincelleme katsayisi (Momentum update) - A : Ogrenme oram (Learning rate) - GD: Minimum gradyan degeri - Déngii:
Miisaade edilen en ¢ok dongii sayist (epoch) - KS: Katman sayis1 (Hidden layer number) - NS: Noron sayist (Hidden layer neuron number) -
MAPE: Ortalam mutlak hata yiizdesi (Mean absolute percentage error) - RMSE: Hata kareler ortalamasinin karekokii (Root mean square
error) - R?: Belirleme katsayis1 (coefficient of determination)



EK 3c

Rastgele olarak verilerin ayrildig1 durumdaki egitimler sonucu siireler ve en iyi dongii sayilarina ait 6zet tablo.

Levenberg Bayesian

R\ METREPER Marquardt Regulation GDX

[MU |2 | GD | Dongii || Siire(sn) | EDS || Siire(sn) | EDS || Siire(sn) | EDS |

0.001 | 0.01 | 107 | 1000 2.2939 24 4.6270 450 ]]0.7469 742
_ 110.005 |0.01 | 107 | 1000 2.4613 17 3.2566 263 ]| 0.8351 803
g 0.01 0.01 | 107 | 1000 2.3747 13 2.9846 291 0.6111 564
S |/0.001 |0.05 | 107 | 1000 2.5437 24 4.3269 423 1] 0.6939 615
§ 0.001 | 0.1 107 | 1000 2.4604 23 4.3233 347 0.7277 734
AN ]]0.001 | 0.01 | 10° | 1000 2.6382 26 4.9048 438 ]]0.7692 803
E 0.001 | 0.01 | 10° | 1000 2.5558 26 5.0294 | 472 ]| 0.6672 607
S 0.001 | 0.01 | 107 | 500 2.7510 25 4.4080 407 0.4814 429
< |[0.001 [0.01 | 107 | 100 0.8720 20 0.9680 100 ]} 0.1169 98

0.001 | 0.01 | 107 | 1000 2.6566 48 3.7874 | 411 |1 0.7910 847
« [10.005 |0.01 | 107 | 1000 2.7726 50 3.6541 309 ]]0.7666 570
g Jlo.01 0.01 | 107 | 1000 2.7396 16 3.7817 341 ]]0.7389 733
S |[0.001 | 0.05 | 107 | 1000 2.5432 16 4.8633 437 ]| 0.7254 660
%‘ 0.001 | 0.1 107 | 1000 2.3927 16 4.6157 437 0.7301 751
N 110.001 | 0.01 | 10°® | 1000 2.4652 34 5.2132 467 0.6827 644
g 0.001 | 0.01 | 10° | 1000 3.3928 12 3.3683 316 || 0.8732 868
s ]0.001 | 0.01 | 107 | 500 2.4907 16 3.1258 297 0.4783 432
Z |[0.001 |0.01 | 107 | 100 0.8867 29 1.0192 98 0.1246 98

-MU: Momentum giincelleme katsayis1 (Momentum update) - A : Ogrenme orani (Learning rate) -GD:
Minimum gradyan degeri -Dongii: Miisaade edilen en ¢ok dongii sayisi (epoch) -Siire: Egitimde gecen
stire — EDS: Egitimin durduruldugu en iyi dongii sayis1 (best epoch)




EK-4
Yapay sinir aglarinda yapilan biitiin egitimlere ait MAPE degerleri bakimindan karsilastirmalar icin CHAID analizi bulgulari.




EK 5a

Capraz dogrulama ile veri ayirma durumunda MAPE degerleri bakimindan karsilastirmalara ait CHAID analizi bulgular:

MAPE
Node 0
Mean 8,075
Std. Dev. 7,766
n 242
% 100,0
Predicted 8,075
\ =]
ALGORITMA
Adj. P-value=0,000, F=40,050,
df1=2, d2=239
LM BR GDX
Node 1 Node 2 Node 3
Mean 13,599 Mean 5228 Mean 5,466
Std. Dev. 11,717 Std. Dev. 0,527 Std. Dev. 0,484
n 80 n 81 n 81
% 331 % 33,5 % 33,5
Predicted 13,599 Predicted 5,228 Predicted 5466
| O | G | O

NORON_SAYISI
Adj. P-value=0,000, F=18,328,

df1=2, df2=77
3.0 50 8.0
Node 4 Node 5 Node 6

Mean 5771 Mean 13321 Mean 22,015
Std. Dev. 0,703 Std. Dev. 9226 Std. Dev. 14,314
n 27 n 27 n 26

% 11,2 % 11,2 % 10,7
Predicted 5771 Predicted 13,321 Predicted 22,013

B e O

KATMAN SAYISI

Adj. P-value=0,001, F=19,160,

KATMAN_SAYISI
Adj. P-value=0014, F-9,582,

KATMAN SAYISI

Adj. P-value=0,000, F=26,497,

KATMAN SAYISI
Adj. Pvalue=0,011, F=4,742,

df1=2, df2=78
1,0 2,0 3,0
Node 7 Node 8 Node 9

Mean 5,084 Mean 5129 Mean 5471
Std. Dev. 0,041 Std. Dev. 0,079 Std. Dev. 0,869
n 27 n 27 n 27
% 11,2 % 11,2 % 11,2
Predicted 5,084 Predicted 5,129 Predicted 5471

= = B

NORON_SAYISI

Adj. P-value=0,001, F-18,066,

NORON_SAYISI
Adj. P-value=0,008, F-11,189,

NORON SAYISI

FPARAMETRE GRUBU

Adj. P-value=0,000, F=70,794,

df1=2, df2=78
|
VARSAYILAN; MU0.005; DONGTT500 DONG100
MU0.01; LR0.05; LRO.1;
GD10-6; GDTO—S
Node 10 Node 11 Node 12
Mean 5307 Mean 5494 | | Mean 6,547
Std. Dev. 0,174 Std. Dev. 0282 |Std. Dev. 0,721
n 63 n 9 n 9
% 26,0 % 3,7 % 3,7
Predicted 5307 Predicted 54%4 Predicted 6,347

Adj. P-value=0,002, F-15,120,

df1=1, df2=25 df1=1, df2=25 df1=2, df2=23 df1=1, df2=25 df1=1, df2=25 df1=1, df2=25
1,0; 3,0 ZIO 1,0 2,0; 3,0 IIO 2|,0 3.0 3,0; 8,0 50 3,0; 5,0 8,0 3,0; 5,0 8,0
Node 13 Node 14 Node 15 Node 16 Node 17 Node 18 Node 19 Node 20 Node 21 Node 22 Node 23 Node 24 Node 25
5450 Mean 6,413 Mean 6,382 Mean 16,691 Mean 5,635 Mean 24177 Mean 34,413 5,066 Mean 5121 Mean 5,159 Mean 5,068 5,101 Mean 6,211
0354| |Std. Dev. 0,801 Std. Dev. 2,489 | | Std. Dev. 9,549 | | Std. Dev. 0226 | | Std.Dev. 8769 | | Std. Dev. 10,809 0,032 | | Std. Dev. 0,031 Std. Dev.  0,079| | Std. Dev. 0,029 0,053 | | Std. Dev. 1234
18 n 9 n 9 n 18 n 8 n 9 n 9 18 n 9 n 18 n 9 18 n 9
74 % 3,7 % 3,7 % 7.4 % 33 % 3,7 % 3,7 7.4 % 37 % 7.4 % 37 74 % 3,7
Predicted 5,450 Predicted 6,413 Predicted 6,582 Predicted 16,691 Predicted 5,635 Predicted 24,177 | | Predicted 34,413 Predicted 5,066 | | Predicted 5121 Predicted 5,159| | Predicted 5,068 | | Predicted 5,101 Predicted 6,211




EK 5b

Capraz dogrulama ile veri ayirma durumunda egitimde gecen siireler bakimindan karsilastirmalara ait CHAID analizi bulgular

LM

Node 1

Mean 6,917
Std. Dev. 4,265
n 80

Yo 33,1
Predicted 6,917

KATMAN SAYISI

Adj. P-value=0,000, F=21,615,

SURE

Mean
Std. Dev.
n

Predictec

Node 0

3,861 |
4,100 |
242
100,0 |
1 3,861 |

ALGORITMA
Adj. P-value=0,000, F=74,012,
df1=2, df2=239

BR

Mean
Std. Dev.
n

9 o

Predictec

Node 2

3,986
3,639
81
33,5
1 3,986

KATMAN SAYISI
Adj. P-value=0,000, F=19,435,

Node 3

Mean
Std. Dev.

n 81
Yo 33,5
Predicted 0,717

GDX

0,717
0,263

PARAMETRE GRUBU
Adj. P-value=0,000, F=167,

df1=2, df2=77 dfl=1, df2=79 824, df1=3, df2=77
1,0 2,0 3,0 1,0 2,05 3,0 VARSAYILAN MU0.005; MUO0.01; LR0.05; DONGU500 DONGTU100
LRO0.1; GD10-6; GD10-5
Node 4 Node 5 Node 6 Node 7 Node 8 Node 9 Node 10 Node 11 Node 12
Mean 3,440 Mean 7,620 Mean 9,563 Mean 1,714 Mean 5,122 Mean 0,940 Mean 0,820 Mean 0,476 Mean 0,116
Std. Dev. 3,321 Std. Dev. 2,992 Std. Dev. 3,980 Std. Dev. 1,521 Std. Dev. 3,861 Std. Dev. 0,232 Std. Dev. 0,072 Std. Dev. 0,059 Std. Dev. 0,018
n 26 n 27 n 27 n 27 n 54 n 9 n 54 n 9 n 9
% 10,7 % 11,2 % 11,2 % 11,2 % 22,3 % 3,7 % 22,3 % 3,7 % 3,7
Predicted 3,440 Predicted 7,620 Predicted 9,563 Predicted 1,714 Predicted 5122 Predicted 0,940 Predicted 0,820 Predicted 0,476 Predicted 0,116
\ \ \ \ \
NORON_SAYISI PARAMETRE GRUBU PARAMETRE GRUBU KATMAN SAYISI
Adj. P-value=0,013, I'=9,988, Adj. P-value=0,000, F=123, Adj. P-value=0,000, F=96,933, Adj. P-value=0,000, F=40,538,
dfl=1, df2=24 629, df1=1, df2=25 dfl=1, df2=25 df1=2, df2=51
3,05 5,0 8,0 VARSAYILAN; MUO0.005; DONGU500; DONGU100  VARSAYILAN; MUO0.005; DONGU500; DONGTT100 1,0 2,0 3,0
MUO0.01; LRO0.05; LR0.1; MU0.01; LR0.05; LR0.1;
GD10-6; GD10-5 GD10-6; GD10-5
Node 13 Node 14 Node 15 Node 16 Node 17 Node 18 Node 19 Node 20 Node 21
Mean 2,264 Mean 6,088 Mean 9,052 Mean 2,610 Mean 11,424 Mean 3,049 Mean 0,751 Mean 0,822 Mean 0,887
Std. Dev. 2,674 Std. Dev. 3,232 Std. Dev. 1,047 Std. Dev. 1,856 Std. Dev. 1,696 Std. Dev. 2,319 Std. Dev. 0,014 Std. Dev. 0,037 Std. Dev. 0,068
n 18 n 8 n 21 n 6 n 21 n 6 n 18 n 18 n 18
% 7,4 % 33 Yo 8,7 % 2,5 % 8,7 % 2,5 % 7,4 Yo 7,4 % 7,4
Predicted 2,264 Predicted 6,088 Predicted 92,052 Predicted 2,610 Predicted 11,424 Predicted 3,049 Predicted 0,751 Predicted 0,822 Predicted 0,887
\ ‘ \ |
NORON_SAYIST NORON_SAYIST
Adj. P-value=0,003, F=14,727, Adj. P-value=0,000, F=23,206,
dfl=1, df2=19 dfl=1, df2=19
SIU 5,0;‘ 8,0 3,0;‘ 5,0 SIO
Node 22 Node 23 Node 24 Node 25
Mean 8,097 Mean 9,529 Mean 10,556 Mean 13,160
Std. Dev. 0,365 Std. Dev. 0,943 Std. Dev. 1,133 Std. Dev. 1,239
n 7 n 14 n 14 n 7
% 2,9 %o 5,8 % 5.8 Yo 2,9
Predicted 8,097 Predicted 9,529 Predicted 10,556 Predicted 13,160




EK 5¢c

Capraz dogrulama ile veri ayirma durumunda en iyi dongii sayilar1 bakimindan karsilastirmalara ait CHAID analizi bulgular:

LM

Node 4
Mean 849,194
Std. Dev. 330,336
n 62
%o 25,6
Predicted 849,194

KATMAN SAYISI
Adj. P-value=0,000, F=23,638,

dfl1=2, df2=59

VARSAYILAN; MUO0.005;
MU0.01; LR0.05; LRO.1;
GD10-6; GD10-5

Predicted 756,271

Node 1
Mean 756,271
Std. Dev. 358,759
n 188
Yo T

ALGORITMA
Adj. P-value=0,000, F=81,389,
df=2, df2=185

Node 5
Mean 422.333
Std. Dev. 314,856
n 63
Yo 26,0
Predicted 422,333

KATMAN SAYISI
Adj. P-value=0,002, F=12,951,
dfl=1, df2=61

EN_iYi_DONGU_SAYISI
........ Nodel—— ]
Mean 644,831 |
Std. Dev. 388,923 i

n 242
Yo 100,0 1
Predicted 644,831 |

=l
PARAMETRE_GRUBU
Adj. P-value—0,000, F=57,318,
dfl=2, df2=239

DONGU500 DONGU100
Node 2 Node 3
Mean 415,185 Mean 98.519
Std. Dev. 147,820 Std. Dev. 4,070

n 27 n 27
Yo 11,2 Yo 11,2

Predicted 415,185 Predicted 98,519

KATMAN SAYISI
Adj. P-value=0,014, F=9,577,
dfl=1, df2=25

GDX 1,0 2,0;| 3,0
Node 6 Node 7 Node 8
Mean 998,762 Mean 307,222 Mean 469,167
Std. Dev. 2,360 Std. Dev. 184,115 Std. Dev. 90,611
n 63 n 9 n 18
Yo 26,0 % 3,7 %o 7.4
Predicted 998,762 Predicted 307,222 Predicted 469,167
|

PARAMETRE_ GRUBU
Adj. P-value=0,004, F=18,414,
dfl=1, df2=61

1,0 2,0 3.0 1,0 2,0; 3,0 VARSAYILAN; MU0.005; LR0.05
MU0.01; LR0.1; GD10-6;
GD10-5 |
Node 9 Node 10 Node 11 Node 12 Node 13 Node 14 Node 15
Mean 532,500 Mean 1000,000 Mean 1000,000 Mean 237,476 Mean 514,762 Mean 999,222 Mean 996,000
Std. Dev. 441,013 Std. Dev. 0,000 Std. Dev. 0,000 Std. Dev. 218,906 Std. Dev. 316,672 Std. Dev. 1,610 Std. Dev. 4,000
n 20 n 21 n 21 n 21 n 42 n 54 n 9
Yo 8,3 Yo 8,7 % 8,7 Yo 8,7 %o 17,4 Yo 22,3 Yo 3,7

Predicted 532,500

NORON SAYISI

Predicted1000,000

Predicted1 000,000

Adj. P-value=0,026, F=8,622,
dfl=1, df2=18

3,05 5,0

8,0

Node 16
Mean 372,357
Std. Dev. 414,581
n 14
Yo 5.8
Predicted 372,357

Node 17
Mean 906,167
Std. Dev. 229,844
n 6
%o 2,5
Predicted 906,167

Predicted 237,476

Predicted 514,762

Predicted 999,222 Predicted 996,000



Verilerin rastgele olarak %70 egitim %15 test %15 dogrulama setine ayrildig1 durumda MAPE degerlerine ait karsilastirmalar icin CHAID analizi bulgular

EK 6a

| Mean
Std. Dev.
n
0/()
Predicted

5,147
0,735

486
100,0

5,147

ALGORITMA
Adj. P-value=0,000, F=49,286,
df1=2, df2=483

BR

LM

Node 1

Mean 4,826
Std. Dev. 0,306
n 162

%o 33,3
Predicted 4,826

NORON_SAYISI

Adj. P-value=0,000, F=25,976,

dfri=1, d2=160

Node 2

Mean
Std. Dev.
n

Yo

Predicted

5,064
0,723

162

33,3
5,064

NORON_SAYISI
Adj. P-value=0,000, F=15,091,
dfri=1, df2=160

GDX

Node 3

Mean

Std. Dev.

n
%o

Predicted

5,552

PARAMETRE_GRUBU
Adj. P-value=0,000, F=31,280,
df1=2, d12=159

DONG1T100

Node 10

3,0 5,0; 8,0 3,0; 5,0 8.0 VARSAYILAN; LRO.1; MU0.005; MU0.01; LR0.05;
GD10-6; GD10-5 DONGUS00
Node 4 Node 5 Node 6 Node 7 Node 8 Node 9
Mean 4,987 Mean 4,745 Mean 4,914 Mean Mean Mean 5,519
Std. Dev. 0,464 Std. Dev. 0,123 Std. Dev. 0,227 Std. Dev. Std. Dev. Std. Dev. 0,892
n 54 n 108 n 108 n n n 72
%Yo 11,1 % 22,2 % 22,2 % % %Yo 14,8
Predicted 4,987 Predicted 4,745 Predicted 4,914 Predicted 5,363 Predicted 5,274 Predicted 5,519
=
STANDARTLASTIRMA STANDARTLASTIRMA KATMAN_SAYISI STANDARTLASTIRMA
Adj. P-value=0,049, F=4,068, Adj. P-value=0,040, F=4,325, Adj. P-value=0,000, F=9,620, Adj. P-value=0,021, F=5,617,
dfl=1, df2=52 dfl=1, df2=106 df1=2, df2=51 dfl=1, df2=70
STD VAR STD YOK STD VAR STD YOK 1,0 210 3.0 STD VAR STD YOK
Node 11 Node 12 Node 13 Node 14 Node 15 Node 16 Node 17 Node 18 Node 19
Mean 4,863 Mean 5,111 Mean 4,721 Mean 4,769 Mean 4,962 Mean 4,914 Mean 6,214 Mean 5,278 Mean 5,761
Std. Dev. 0,097 Std. Dev. 0,630 Std. Dev. 0,110 Std. Dev. 0,132 Std. Dev. 0,019 Std. Dev. 0,039 Std. Dev. 1,747 Std. Dev. 0,206 Std. Dev. 1,205
n 27 n 27 n 54 n 54 n 18 n 18 n 18 n 36 n 36
%o 5,6 %o 5,6 %o 11,1 %o 11,1 %% 3,7 %% 3,7 %o 3,7 %o 7,4 %o 7,4
Predicted 4,863 Predicted 5,111 Predicted 4,721 Predicted 4,769 Predicted 4,962 Predicted 4,914 Predicted 6,214 Predicted 5,278 Predicted 5,761
|
KATMAN_SAYISI KATMAN_SAYISI
Adj. P-value=0,020, F=8,775, Adj. P-value=0,037, F=6,748,
dfl=1, df2=25 dfl=1, df2=52
1,0;‘ 2,0 310 1,0;‘ 3,0 2‘,0
Node 22 Node 23 Node 24 Node 25
Mean 4,898 Mean 4,794 Mean 4,747 Mean 4,668
Std. Dev. 0,094 Std. Dev. 0,063 Std. Dev. 0,117 Std. Dev. 0,073
n 18 n 9 n 36 n 18
%o 3,7 %o 1,9 %o 7.4 Yo 3,7
Predicted 4,898 Predicted 4,794 Predicted 4,747 Predicted 4,668

Mean

Std. Dev.

n

6,796

Yo
Predicted
STANDARTLASTIRMA
Adj. P-value=0,000, F=19,163,
dfl=1, df2=16
STD VAR STD YOK
Node 20 Node 21
Mean 6,198 Mean 7,393
Std. Dev. 0,566 Std. Dev. 0,592
n 9 n 9
%o 1,9 % 1,9
Predicted 6,198 Predicted 7,393



Adj. P-value=0,004, F=10,744,

EK 6b

Verilerin rastgele olarak %70 egitim %15 test %15 dogrulama setine ayrildig1 durumda RMSE degerlerine ait karsilastirmalar icin CHAID analizi bulgular:

RMSE

Node 0
Mean 38,001

n 486
% 100,0
Predicted 38,001

Std. Dev. 4,907

ALGORITMA
df1=2, df2=483

Adj. P-value=0,000, F=50,074,

LM

Node 1
Mean 35,814
Std. Dev. 2,242
n 162
%o 33,3
Predicted 35,814

\ =
NORON_SAYISI

dfl=1, df2=160

BR

Node 2

Mean 37,481
Std. Dev. 4,577
n 162

% 33,3
Predicted 37,481

NORON_SAYIST
df1=1, df2=160

Adj. P-value=0,001, F=14,513,

3,0 5,0; 8,0 3,0; 5,0 8,0
Node 4 Node 5 Node 6 Node 7
Mean 36,607 Mean 36,551 Mean 39,342
Std. Dev. 3,268 Std. Dev. 1,472 Std. Dev. 7,347
n 54 n 108 n 54
% 11,1 % 222 % 11,1
Predicted 36,607 Predicted 35,418 Predicted 36,551 Predicted 39,342

Predicted 36,858

KATMAN_SAYISI
Adj. P-value=0,000, F=8,914,

df1=2, df2=51

GDX

Node 3
Mean 40,708
Std. Dev. 5,840
n 162
% 33,3
Predicted 40,708
| ]
PARAMETRE_GRUBU
Adj. P-value=0,000, F=40,995,
df1=2, df2=159

VARSAYILAN; LRO.1; MU0.005; MUO0.01; LRO.05;

GD10-6; GD10-5 DONGU500 |
Node 8 Node 9
Mean 38,756 Mean 40,316
Std. Dev. 3,167 Std. Dev. 5,686
n 72 n 72
% 14,8 % 14,8

Predicted 38,756 Predicted 40,316

| |
STANDARTLASTIRMA
Adj. P-value=0,028, F=5,063,
dfl=1, df2=70

1,0 2,0
Node 11 Node 12
36,858 Mean 36,590
Std. Dev. 0,118 Std. Dev. 0,325
18 n 18
3,7 % 3,7

Predicted 36,590

3,0 STD |VAR STD YOK
Node 13 Node 14 Node 15
Mean 44,579 Mean 38,849 Mean 41,782
Std. Dev. 11,161 Std. Dev. 1,626 Std. Dev. 7,650
n 18 n 36 n 36
% 3,7 % 7.4 % 7,4

Predicted 44,579 Predicted 38,849 Predicted 41,782

DONGU100

Node 10
Mean 50,086
Std. Dev. 6,015
n 18
% 3,7
Predicted 50,086
| |
STANDARTLASTIRMA
Adj. P-value=0,001, F=18,717,
dfl=1, df2=16

STD |VAR STD ‘YOK
Node 16 Node 17
Mean 45,793 Mean 54,378
Std. Dev. 4,136 Std. Dev. 4,281

n 9 n 9
% 1,9 % 1,9

Predicted 45,793 Predicted 54,378



EK 6¢

Verilerin rastgele olarak %70 egitim %15 test %15 dogrulama setine ayrildigi durumda R? degerleri bakimindan karsilastirmalar icin CHAID analizi bulgular:

il
Node 1
Mean 0,931
Std. Dev. 0,015
n 162
%o 33,3
Predicted 0,931

NORON_ SAYISI
Adj. P-value=0,008, F=9,365,
dfi=1, df2=160

RKARE

Node 0 ‘
Mean 0,919
Std. Dev. 0,036
n 486
Yo 100,0
Predicted 0,919

ALGORITMA
Adj. P-value=0,000, F=19,451,
df1=2, df2=483

BR

Node 2
Mean 0,919
Std. Dev. 0,043
n 162
%o 33,3
Predicted 0,919

KATMAN SAYISI
Adj. P-value=0;001, F=7,938,
df1=2, df2=159

GDX

Node 3
Mean 0,907
Std. Dev. 0,038
n 162
Yo 33,3

Predicted

0,907

PARAMETRE GRUBU
Adj. P-value=0,000, F=34,574,
df1=1, df2=160

3.0 5,0; 8,0 1,0 2,0 3,0 VARSAYILAN; MUO0.005; DONGU100
MUO0.01; LRO.05; LRO.1;
GD10-6; GD10-5; DONGUS00
Node 4 Node § Node 6 Node 7 Node 8 Node 9 Node 10
Mean 0,926 Mean 0,934 Mean 0,928 Mean 0,929 Mean 0,901 Mean 0,913 Mean 0.862
Std. Dev. 0,025 Std. Dev. 0,005 Std. Dev. 0,001 Std. Dev. 0,001 Std. Dev. 0,071 Std. Dev. 0,035 Std. Dev. 0,035
n 54 n 108 n 54 n 54 n 54 n 144 n 18
%o 11,1 %o 222 Yo 11,1 Yo 11,1 %o 11,1 %o 29,6 Yo 3
Predicted 0,926 Predicted 0,934 Predicted 0,928 Predicted 0,929 Predicted 0,901 Predicted 0,913 Predicted 0,862
| | | | .
NORON_SAYISI NORON_SAYISI STANDARTLASTIRMA STANDARTLASTIRMA
Adj. P-value=0,000, F=9,637, Adj. P-value=0,000, '=18,884, Adj. P-value=0,003, F=8,830, Adj. P-value=0,001, F=17,866,
df1=2, df2=51 dfl=1, df2=52 dfl=1, df2=142 dfl=1, df2=16
3‘,0 5,0 SiO 3,0;| 5,0 8,|0 STD VAR STD YOK STD VAR STD YOK
Node 11 Node 12 Node 13 Node 14 Node 15 Node 16 Node 17 Node 18 Node 19
Mean 0,928 Mean 0,928 Mean 0,928 Mean 0,927 Mean 0,850 Mean 0,921 Mean 0,905 Mean 0,887 Mean 0,837
Std. Dev. 0,000 Std. Dev. 0,001 Std. Dev. 0,000 Std. Dev. 0,023 Std. Dev. 0,103 Std. Dev. 0,006 Std. Dev. 0,047 Std. Dev. 0,021 Std. Dev. 0,028
n 18 n 18 n 18 n 36 n 18 n 72 n 72 n 9 n 9
Yo 3,7 Yo 3,7 %o 3,7 %o 7,4 %o 3,7 Yo 14,8 %o 14,8 %o 1,9 Yo 1,9
Predicted 0,928 Predicted 0,928 Predicted 0,928 Predicted 0,927 Predicted 0,850 Predicted 0,921 Predicted 0,905 Predicted 0,887 Predicted 0,837
\
NORON_SAYISI

Adj. P-value=0,042, F=6,354,
dfl=1, df2=70

3,0; 5,0 8,0

Node 20 Node 21
Mean 0,920 Mean 0,924
Std. Dev. 0,006 Std. Dev. 0,005
n 48 n 24
Yo L Yo 4,9
Predicted 0,920 Predicted 0,924




EK 6d

Verilerin rastgele olarak %70 egitim %15 test %15 dogrulama setine ayrildig1 durumda siireler bakimindan karsilastirmalara ait CHAID analizi bulgular

SURE

Node 0
Mean 2,280
Std, Dev, 2,568
n 486
% 100,0
Predicted 2,280

| =]
ALGORITMA

Adj. P-value=0,000, F=81,517,
df1=2, df2=483

LM BR

GDX

Node 1 Node 2 Node 3

Mean 2,405 Mean 3,792 Mean 0,642
Std. Dev. 0,971 Std. Dev. 3,719 Std. Dev. 0,283
n 162 n 162 n 162

o 333 % 333 0 333
Predicted 2,405 Predicted 3,792 Predicted 0,642

NORON_SAYISI PARAMETRE GRUBU
Adj. P-value=0,000, F=31,274, Adj. P-value=0,000, F=82,820,
dfi=1, dr2=160 dri1=2, dr2=1s9

DONGUI100

PARAMETRE GRUBU
Adj. P-value=0,000, F=39,111,
dri=2, dr2=1s9

VARSAYILAN; MU0.005; GD10-5 3,0; 5,0 8,0 VARSAYILAN; MU0.005; DONGIIS00 DONGII100
MUO0.01; LR0.0S; LR0.1; MUO0.01; LR0.0S; LRO.1;
GD10-6; DONGUS00 GD10-6; GDI‘O—S
Node 4 Node § Node 6 Node 7 Node 8 Node 9 Node 10 Node 11
Mean 2,542 Mean 2,974 Mean 0,879 Mean 2,732 Mean 5,912 Mean 0,740 Mean 0,480 Mean 0,121
Std. Dev. 0,740 Std. Dev. 1,389 Std. Dev. 0,191 Std. Dev, 2,145 Std. Dev. 5,086 Std. Dev. 0,223 Std. Dev. 0,065 Std. Dev. 0,018
n 126 n 18 n 18 n 108 n 54 n 126 n 18 n 18
%o 25,9 %o 3,7 %o 3,7 %o 22,2 %o 11,1 %o 25,9 %o 3,7 %o 3,7
Predicted 2,542 Predicted 2,974 Predicted 0,879 Predicted 2,732 Predicted 5,912 Predicted 0,740 Predicted 0,480 Predicted 0,121
= s \ E \ Cl \ = e \ =
KATMAN SAYISI KATMAN_ SAYISI KATMAN SAYISI KATMAN SAYISI KATMAN SAYISI KATMAN SAYISI KATMAN SAYISI
Adj. P-value=0,000, F=49,688, Adj. P-value=0,001, F=23,184, Adj. P-value=0,000, F=15,660, Adj. P-value=0,000, F=19,853, Adj. P-value=0,000, F=15,855, Adj. P-value=0,003, F=15,799, Adj. P-value=0,001, F=20,779,
dri=2, di2=123 dfi=1, di2=16 dri=1, drz=106 dri=1, dr2=52 dri=1, di2=124 dri=1, di2=16 dri=1, di2=16
\
1|0 2‘0 3|0 1,0 2,0; 3,0 1‘0 2,0; 3,0 1,0; 2,0 3,0 1,0; 2,0 3,0 1,0; 2,0 3,0 INO 2,0; 3,0
Node 12 Node 13 Node 14 Node 15 Node 16 Node 17 Node 18 Node 19 Node 20 Node 21 Node 22 Node 23 Node 24 Node 25 Node 26
Mean 1,917 Mean 2,588 Mean 3,120 Mean 0,677 Mean 0,980 Mean 1,649 Mean 3,273 Mean 4,040 Mean 9,658 Mean 0,687 Mean 0,846 Mean 0,449 Mean 0,542 Mean 0,102 Mean 0,130
Std. Dev. 0,536 Std. Dev. 0,466 Std. Dev. 0,646 Std. Dev. 0,147 Std. Dev. 0,115 Std. Dev. 1,350 Std. Dev. 2,267 Std. Dev. 3,343 Std. Dev. 5946 Std. Dev. 0,219 Std. Dev. 0,194 Std. Dev. 0,043 Std. Dev. 0,055 Std. Dev. 0,004 Std. Dev. 0,014
n 42 n 42 n 42 n 6 n 12 n 36 n 72 n 36 n 18 n 84 n 42 n 12 n (3 n [ n 12
%Y 8,6 %o 8,0 %Y 8,6 %o 1,2 2,5 Yo 7.4 %Y 14,8 Yo 7.4 %o 3,7 % 17,3 8,6 Yo 2,5 %o 1,2 % 12 %o 2,5
Predicted 1,917 Predicted 2,588 Predicted 3,120 Predicted 0,677 dicted 0,980 Predicted 1,649 Predicted 3,273 Predicted 4,040 Predicted 9,658 Predicted 0,687 0,846 Predicted 0,449 Predicted 0,542 Predicted 0,102 Predicted 0,130
= \ =
STANDARTLASTIRMA NORON SAYISI
Adj. P-value=0,024, F=5,492, Adj. P-value=0,001, F=14,377,
dri=1, dr2=40 dri=1, dr2=34
| \
STD :VAR STD :YOK 3,|0 5‘ 0
Node 27 Node 28 Node 29 Node 30
Mean 1,733 Mean 2,101 Mean 0,923 Mean 2,374
Dev. 0,668 Std. Dev. 0,269 Std. Dev. 0,467 Std. Dev. 1,555
n 21 n 21 n 18 n 18
o 43 %% 43 %% 3,7 o 3,7
Predicted 1,733 Predicted 2,101 Predicted 0,923 Predicted 2,374

NORON_SAYISI
Adj. P-value=0,035, F=7,813,
dfi=1, df2-19

—

3,0; 5,0 8,0

Node 31 Node 32
Mean 1,484 Mean 2,230
Std. Dev. 0,657 Std. Dev. 0,342
n 14 n 7
L 2,9 % 1.4
Predicted 1,484 Predicted 2,230




EK 6e

Verilerin rastgele olarak %70 egitim %15 test %15 dogrulama setine ayrildigi durumda en iyi dongii sayilar1 bakimindan karsilatirmalara ait CHAID analizi bulgular

EN_iYi_DONGU_SAYISI

Node 0

Mean 328,385
Std. Dev. 359,393
n 486

%Yo 100,0
Predicted 328,385

ALGORITMA
Adj. P-value=0,000, F=195,
400, df1=2, df2=483

LM BR GDX
Node 1 Node 2 Node 3
Mean 24,037 Mean 350,167 Mean 610,951
Std. Dev. 39,207 Std. Dev. 290,423 Std. Dev. 359,433
n 162 n 162 n 162
%o 33.3 Yo 33.3 Yo 33.3
Predicted 24,037 Predicted 350,167 Predicted 610,951

NORON_SAYISI
Adj. P-value=0,005, F=10,358,
dfl=1, df2=160

PARAMETRE _GRUBU
Adj. P-value=0,000, F=36,670,
df1=2, df2=159

NORON_SAYISI
Adj. P-value=0,000, F=22,070,
dfl=1, df2=160

3.0 5,0; 8,0 3,0; 5,0 8.0 VARSAYILAN; MUO0.005; DONG U500 DONGU100
MU0.01; LR0.05; LRO.1;
GD10-6; GD10-5
Node 4 Node 5 Node 6 Node 7 Node 8 Node 9 Node 10
Mean 37,667 Mean 17,222 Mean 278,889 Mean 492,722 Mean 710,079 Mean 430,167 Mean 97,833
Std. Dev. 51,578 Std. Dev. 29,235 Std. Dev. 212,838 Std. Dev. 365,660 Std. Dev. 335,923 Std. Dev. 86,938 Std. Dev. 3,777
n 54 n 108 n 108 n 54 n 126 n 18 n 18
Yo 11,1 Yo 2l 4 Yo a5 Yo 11,1 Yo PR Yo 3,7 Yo 3.7
Predicted 37,667 Predicted 17,222 Predicted 278,889 Predicted 492,722 Predicted 710,079 Predicted 430,167 Predicted 97,833
[
KATMAN_SAYISI
Adj. P-value=0,047, F=6,023,
df1=1, df2=106
1,0 2,0; 3,0
Node 11 Node 12
Mean 209,417 Mean 313,625
Std. Dev. 165,697 Std. Dev. 225,973
n 36 n 72
Yo 7.4 Yo 14.8

Predicted 209,417 Predicted 313,625

NORON_SAYISI
Adj. P-value=0,001, F=12,119,
df1=1, df2=34

3,0 5,0
Node 13 Node 14
Mean 125,667 Mean 293,167
Std. Dev. 72,006 Std. Dev. 191,018
n 18 n 18
Yo 3,7 Yo 3,7

Predicted 125,667 Predicted 293,167



EK 7a

Salford Predictive Modeler Programi Cok Degiskenli Uyarlanabilir Regresyon Egrileri Analiz Sonucu.

(]
X

Salford Predictive Modeler v8.3 64 bit - [Classic Output (Ctrl+Alt+C)] -
File Edit View Explore Model Report Window Help -

™ ",
AEEEIRIE NN =N E N E R N
e “‘_‘“ e ~
Diagnostics - 5-BF Model
Test Sample Residual Fit Diagnostics
= DOF Penalty = 3
- 5-BF Model -
Timing Information BasFn TotVar DirVar EffPar GCV Learn MSE Test MSE Adj MSE RMSE
MARS 2 11 2 2 34.00001 1729.18305 1231.86453 1430.47497 1164.05547 35.09793
10 2 2 31.00001 1678.16550 1234.82174 1458.77865 1172.51422 35.14003
a 2 2 28.00001 1635.15999 1242.09202 1506.66793 1185.11532 35.24333
Start g 2 2 25.00001 1593.60902 1249.05828 1527.84864 1197.49166 35.34202
MARS Results 7 2 2 22.00001 1554.22634 1256.35607 1514.96511 1210.25126 35.44511
Distribution of Y 6 2 2 19.00001 1535.20904 1279.26473 1243.15969 1238.18742 35.7668
Forward Stepwise Knot Placement ** 5 2 2 16.00001  1545.24350 1326.74225 1085.43022 1290.22641 36.42447
Final Model 4 2 2 13.00001 1533.46841 1356.03079 1257.54154 1324.92916 36.82432
ANOVA Decomposition 3 2 2 10.00001 1492.94840 1359.12206 1185.35835 1334.18404 36.86627
Vaiahle Tanatsnce 2 2 2 7.00001 1517.86029 1422.04216  1332.25173  1402.47277 37.70997
§Z;3€§]i;‘3t;;;;;frr. i Data 1 1 1 4.00001 1583.76276 1526.17639 1441.97195 1512.17478 39.06631
MARDS REGression: 1rammg 1)ata = = s
; : 0 0 0 1.00000 19153.60547 18978.28676 16673.78628 ; 137.76170
Basss Fpctons |\ ____ - - - O T
Selector Info
Regression Performance Summary
Performance By Outlier Trimming
% of Error Stats Due To Outliers Regression Performance Summary
Lm)
% of Error Stats Due To Qutliers ) )
'Tst] Sample Joint N Wgt Joint N Mean(Score) Mean(Target) R-5g RMSE MSE MAD MAPE Norm R-Sq SSY SSE
L?a”‘saﬁlle}{e“d“alF“ Lrn 218 218.00  599.08257  599.08257 0.93009 36.42447 | 1326.74224 29.67326 0.05017 0.93009 .413727E+07 .289230E+06
Diagnostics - >43F'kioqe1 ) ) Tst 26 26.00 626.02884 618.26923 0.93343 32.94587 | 1085.43047 28.54764 0.04746 0.94340 .423947E+06 28221.19223
Test Sample Residual Fit Diagnostics
- 5-BF Model
Timing Information
Performance By Abs(Deviation) Outlier Trimming
Percentile Joint N Wgt Joint N Mean(Score) Mean(Target) R-Sq RMSE MSE MAD MAPE Norm R-Sq SSY SSE
Lrn  100% 218 218.00 599.08257 599.08257 0.93009 36.42447 1326.74224 29.6732 0.05017 0.93009 .413727E+07 .289230E+06
99% 216 216.00 597.70124 596.73611 0.93256 35.17992  1237.62680 28.9828 0.04949 0.93269 .396412E+07 .267327E+06
98% 214 214.00 596.21444 594,41589 0.93433 34.29804 1176.35569 8.42935 0.04897 0.93479 .383365E+07 .251740E+06
97.5% 213 213.00 595.43557 594.01408 0.93597 33.91493  1150.22280 8.17731 0.04863 0.93625 .382629E+07 .244997E+06
97% 212 212.00 594.28731 592.47642 0.93590 33.53504 1124.59893 27.92752 0.04844 0.93644 .371952E+07 .238415E+06
26% 210 210.00 591.70958 590.61905 0.93764 32.83509 1078.14319 27.45589 0.04796 0.93777 .363072E+07 .226410E+06
95% 208 208.00 591.18771 590.07212 0.94046 32.20683 1037.27967 27.01819 0.04734 0.94055 .362357E+07 .215754E+06
90% 197 197.00 585.27705 583.78173 0.94932 29.4662 868.26118 24.97220 0.04485 0.94948 .337501E+07 .171047E+06
N 20% 175 175.00 587.06199 584.62857 0.96171 25.52336 651.44169 21.72214 0.03879 0.96209 .297705E+07 .114002E+06
< >
Estimated Number of Records: 245 C:\Users\AhmetErhan\Desktop\Kitap1.xlsx
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EK 7b

Salford Predictive Modeler Programi Cok Degiskenli Uyarlanabilir Regresyon Egrileri Analizi Temel Fonksiyonlar Ciktisi.

ﬂ Salford Predictive Madeler v3.3 64 bit - [Classic Output (Tl « Alt+ )] - a =
ﬂ File Edit Wiew Explore Model Report Window Help - & X
Test Sample Residual Fit Diagnostics Variable Importance _gev
Timing Information X 100.00000 7249.20911
¥l 11.10B85  1615.63417
MAES 2
Start MARS ssion: Training Data
ng
MARS Results
Distributi Y
Forward Stepwise Knot Placement W: 218.00 B-SQUARED: 0.93003
Final Model MEAN DEP VAR: 599.08257 ADJ R-SQUARED: 0.92844
Farameter Estimate E.E. T-Value P=-Value
Conatans i 268.0209% 11.82282 22.66981 0. 00800
Bazis Function 1 | 1690.4599% 45,33554 17.73168 0. 00800
Ba=zis Funcricn 3 I 3.2292% 0.B6T6L 3.722086 0.00025
Bazis Fumction 5 I -461.83925 132.73775 -3.47934 0.00081
Bazis Fumction 15 I -25.78141 11.91744 -2.16333 0.03153
Basis Functien 17 I 22.67481 10.00038 2.26737 0.02438
F-STATISTIC = 564.10768 5.E. OF REGRESSION = 36.3363Z
P-VALUE = (.00000 FEESIOURL 5TM OF SQUARES = .289230E+06
[MDE,HDF] = [ 5, 212 ] BEGHESSION 5UM OF SQUARES = . 334804E407
Basis Functions
BFl = max( 0, ¥1 - 0.2098354);
BF: = max( 0, X2 - 138.49);
BFS = max( 0, ¥1 - 0.360215);
BFLS = max{ 0, X2 - 153.862);
BF17 = max{ 0, X2 - 152.148):
¥ = 268.021 + 1690.46 * BF1 + 3.22920 * BF3 - 461.B3§ * BFS
- 25.7811 * BF1S + 22.6744 * BF17:
MODEL Y = BF1 EF3 BFS BF15 BF17:
L W
< > € >
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