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OZET

Otomatik Makine Ogrenmesi ile Endiistriyel Nesnelerin
Interneti Tabanh Uc Sistemlerde Ger¢cek Zamanh Saldir

Tespit Sistemi Gelistirilmesi

Anil SEZGIN

Bilgisayar Miihendisligi Ana Bilim Dal1
Bilgisayar Miihendisligi Programi

Doktora Tezi

Tez Danigmani: Dog. Dr. Aytug BOYACI

Saldirt tespit sistemleri, endistriyel nesnelerin interneti sistemlerinde ag giivenligini
saglamak ve sistemi tehlikeye atabilecek her tiirlii kotii niyetli faaliyeti tespit etmek ve
bunlara yanit vermek i¢in tercih edilmektedir. Anomali tabanli saldir1 tespit sistemleri
olagandis faaliyetleri tespit etmek i¢in imza veritabanlarina ihtiya¢ duymadigindan, sifir
giin saldirilarin tespit edebilme avantajina sahiptir. Bu calisma, veri setleri ve makine
ogrenmesi siiregleri iizerindeki kontrolii iyilestirmek amaciyla otomatik makine
ogrenmesi yaklasimini kullanarak saldir1 tespit sistemleri i¢in makine &grenmesi
siireglerini otomatiklestirmeyi énermektedir. Onerilen mimari, saldir1 tespit etmek igin
otomatik 6grenmesi tekniklerini kullanmaktadir. Amag, 6n isleme, 6zellik se¢imi, 6zellik
cikarimi, model se¢imi ve hiperparametre optimizasyonunu otomatiklestirerek saldir
tespiti i¢in uygun bir makine 6grenmesi modeli olusturmaktir. Gelistirdigimiz gergeve,
deneysel sonuglarin ortaya koydugu {izere bagarili sekilde uygun bir model sunmaktadir.
Saldir1 tespit sisteminin potansiyel olarak zararli faaliyetleri tespit etme ve Onleme
yetenegini gelistirmek icin makine Ogrenmesi teknikleri otomatiklestirilebilir. Bu,

endustriyel nesnelerin interneti Gzerinden iletilen verilerin bitiinliglini, giivenligini ve
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gizliligini saglayacaktir. Cergevemiz, saldir1 tespiti i¢in giiclii ve etkili bir arag olup ag
giivenligini arttirmak i¢in otomatik makine 6grenmesi yaklagimlarini kullanan kapsamli
bir ¢oziim sunmaktadir. Eksik verilerle ilgilenmek i¢in 6n isleme modiiliinde {i¢ farkl
impiitasyon yontemi uygulanmakta ve saldir1 tespit sisteminin eksik veri gercegiyle karsi
karstya kalmasinda saglamligini arttirmaktadir. Ozellik secimi modiilii, genetik
algoritmay1 ve Shapley degerlerini birlestirerek hibrit bir yaklasim kullanmaktadir.
Ozellik ¢ikarimi modiiliinde Autoencoder, PCA ve LDA yéntemleri kullanilmaktadir.
Parametre optimizasyon modiiliinde yere alan 14 farkli siniflandirma yontemi ile her bir
algoritmaya 0zgl parametrelerin kapsamli bir sekilde incelenmesi ve optimize edilmesi
mimkunddr. Bu parametrelerin dikkatli bir sekilde ayarlanmasiyla, sistem potansiyel
saldirilar1 tespit etme konusunda hem uyum yetenegini hem de dogruluk oranini
artirmaktadir. Deneysel sonuglarimiza gore, ¢ergevemiz saldir tespiti i¢in geleneksel
yontemleri iyilestirmektedir. Agik veri setlerinde %14.39’a varan bir dogruluk orani
artisiyla saldirilart tespit ederken makine 6grenmesi yontemlerindeki egitim ve test i¢in

gereken siireyi de azaltmaktadir.

Anahtar Kelimeler: Otomatik makine 6grenmesi, saldir1 tespit sistemi, endustriyel

nesnelerin interneti, parametre optimizasyonu
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ABSTRACT

Development of a Real-Time Intrusion Detection System in
Industrial Internet of Things Based Edge Systems with

Automated Machine Learning

Anil SEZGIN

Department of Computer Engineering

Doctor of Philosophy Thesis

Supervisor: Dog. Dr. Aytug BOYACI

Industrial Internet of Things (110T) network security depends on the Intrusion Detection
System (IDS) to detect and respond to any malicious activity that might compromise the
system. Since anomaly-based intrusion detection systems do not rely on signature
databases to detect unusual activity, they have advantage of being able to identify zero-
day attacks. This study proposes automating the machine learning processes for IDS
using automated machine learning (AutoML) technique in order improve control over
datasets and the process. Automated machine learning techniques are used by our
innovative architecture to detect intrusions. The objective is to identify an appropriate
machine learning model for detecting intrusions through the automation of data
preprocessing, feature selection, model choice, and the optimization of hyperparameters.
Framework successfully provides a suitable model, as experimental results demonstrate.
To improve the IDS's ability to detect and prevent potentially harmful activity, machine
learning techniques can be automated. This will ensure integrity, security, and
confidentiality of data transmitted over 10T network. Our framework is powerful and
effective tool for intrusion detection, providing comprehensive solution that utilizes the

most recent developments in automated machine learning approaches to improve network
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security. Three imputation methods are implemented in preprocessing module to deal
with missing data, ensuring intrusion detection system's robustness in facing reality of
missing data. Feature selection module utilizes hybrid approach that combines genetic
algorithms and Shapley values. With 14 classification methods included in Parameter
Optimization module, it’s possible to comprehensively investigate and optimize the
parameters related to each algorithm. By precise optimization of these parameters,
framework improves either its adaptability and accuracy in detecting potential intrusions.
According to experimental results, framework improves traditional methods for intrusion
detection. It detects attacks with an accuracy increase of up to 14.39% on public datasets

while reducing time required for training and testing in machine learning methods.

Keywords: Automated machine learning, intrusion detection system, industrial internet

of things, parameter optimization
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1

GIRIS

Nesnelerin Interneti (Internet of Things, IoT) her seyin birbirine bagl oldugu bir diinya
sunmaktadir. Nesnelerin interneti kavrami, saglik, savunma, ulasim, tarim, akilli sehirler,
akilli evler, giyilebilir teknolojiler dahil olmak iizere bir¢ok alanda kullanilmaktadir. IoT,
pratik hedeflere ulasmak icin akilli cihazlarin ve yonetim sistemlerinin entegrasyonunu

icermektedir. [oT teknolojisinin benimsenmesi hayatimizi 6nemli 6l¢iide degistirmistir.

Endiistriyel ortamlara IoT'nin uygulanmasi, "Endiistriyel Nesnelerin Interneti" (Industrial
Internet of Things, IloT) ad1 verilen bir kavramin dogmasina yol agmistir. Cihazlarin
birbirine baglanmasi endiistride yeni bir fikir degildir, ¢linkii etkili bir sekilde ¢calismak
icin koordinasyon ve is birligi gerektirirler. Cihazlar arasinda veri aligverisi ve iletisim
yaygindir ancak genellikle bir tiretim tesisi veya endiistrinin belirli bir bdélgesi ile
siirlidir. Denetleyici Kontrol ve Veri Toplama (Supervisory Control and Data
Acquisition, SCADA) sistemleri uzak sensorlerden ve endustriyel ekipmanlardan veri

toplar ve bunlar1 izleme veya kontrol igin merkezi bir konuma iletir [1].

Endistriyel IoT, kritik altyapida 6l¢eklenebilirligi, verimliligi ve birlikte calisabilirligi
arttirmak icin sensdrlerin, veri analitiginin ve akilli makinelerin kullanilmasi anlamina
gelir ve bu da otomasyonun tyilestirimesine ve kurumsal iiretkenligin artmasina yol agar
[2]. Verimlilik artis1 hedefine ulagmak i¢in bazi engellerin agilmasi gerekmektedir. En
yiiksek oncelik, endiistriyel altyapinin ve bilesenlerin giivenligidir. Kritik altyapiya

yonelik siber saldirilar, endiistriler i¢in 6nemli mali kayiplara yol agabilir.

1.1 Tezin Amaci

Endiistriyel nesnelerin interneti sistemlerinin hizli1 yayginlagmasi, karmasik endiistriyel
siireclerin gercek zamanli olarak izlenmesini, kontrol edilmesini ve optimize edilmesini
saglayarak endiistrilerde devrim yaratmistir. Ancak bu artan baglanabilirlik ve
entegrasyon, endiistriyel nesnelerin interneti sistemlerini yeni ve gelisen giivenlik
tehditlerine de maruz birakmaktadir. Kotli niyetli aktorler, birbirine bagl cihazlar,
sensorler ve aglardaki giivenlik agiklarindan faydalanarak finansal kayiplar, glivenlik
tehlikeleri ve operasyonlarin tehlikeye girmesi gibi potansiyel olarak ciddi sonuglara yol

acmaktadir. Bu nedenle, 6zellikle endiistriyel nesnelerin interneti sistemlerinin benzersiz
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ozelliklerine hitap eden saglam ve uyarlanabilir saldir1 tespit ¢oziimleri gelistirmek biiyiik

Onem tagimaktadir.

Geleneksel aglar i¢in tasarlanan saldir1 tespit teknikleri, endiistriyel nesnelerin interneti
sistemlerine uygulandigindan 6nemli kisitlamalarla karsilasmaktadir. Endiistriyel
nesnelerin interneti dagitimlarinin dlgegi ve heterojenliginin yani sira bu ortamlarin
dinamik dogasi, IIoT wverilerinin, cihaz tiirlerinin ve iletisim protokollerinin
karmasikligini etkili bir sekilde ele alabilen 6zel yaklasimlar gerektirir. Ayrica, IloT
cihazlarinin kaynak kisith dogasi, siirli islem giicii ve bellek kisitlamalar1 dahilinde

caligabilen hafif ve verimli saldir1 tespit mekanizmalar1 gerekmektedir.

Bu zorluklarn tistesinden gelmek ve IloT sistemleri igin etkili saldir1 tespit ¢oziimleri
gelistirmek i¢in, bu caligsma otomatik/otomatiklestirilmis makine 6grenmesi tekniklerinin
kullanilmasini Onermektedir. Otomatik makine oOgrenmesi (Automated Machine
Learning, AutoML), makine 6grenmesi hattinin ¢esitli asamalarini otomatiklestirmek igin
giiclii bir yaklagim olarak ortaya ¢ikmistir. Bu ¢alismanin hedefi, Endstriyel Nesnelerin
Interneti (I1oT) sistemlerinde izinsiz giris tespiti yapabilen otomatik makine dgrenmesi
yapisini tasarlamaktir. Calisma ile Onerilen g¢ergeve, AutoML kullanarak izinsiz giris
tespinin temel bilesenlerini otomatiklestirmeyi ve IloT operatorlerinin hizli bir sekilde
uyarlanabilir ve saglam sistemler kurmasini saglamayi amaclamaktadir. Calisma ile
Onerilen AutoML cgergevesi, veri 6n isleme, model se¢imi, 6zellik miithendisligi ve
hiperparametre optimizasyonu gibi saldir1 tespit siirecinin kritik  yonlerini
otomatiklestirerek IIoT sistemlerinde saldir1 tespinin etkinligini ve verimliligini

arttirmay1 amaglamaktadir.

1.2 Tezin Onemi ve Ozgiin Degeri

IToT sistemlerinde saldir1 tespiti i¢in otomatik makine 6grenmesi (Automated Machine
Learning, AutoML) cercevesi olusturmak, endiistriyel IoT sistemlerinin giivenligini ve
dayanikliligini arttirma baglaminda biiylik 6nem tagimaktadir. Tezin bu boliimii, IIoT
alaninda izinsiz giris tespiti i¢in Ozel olarak tasarlanmig bir AutoML c¢ergevesi

gelistirmenin 6nemini ve 6zgilinliigiinii vurgulamay1 amaclamaktadir.

Onerilen cergeve, AutoML tekniklerinden yararlanarak IloT ug cihazlarmin giivenlik
durusunu gelistirmekte ve kritik endiistriyel siireclerin biitiinliigiinii, gizliligini ve

kullanilabilirligini saglayacaktir. Bu calisma, IloT sistemlerinin karsilastigi gelisen
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tehditleri azaltabilecek proaktif savunma mekanizmalarinin gelistirilmesine katkida

bulunmaktadir.

Elde edilen bulgular ve ortaya c¢ikan AutoML cercevesi, IloT sistemlerinin genel
esnekligine ve giivenilirligine katkida bulunuyor. IIoT operatorleri, izinsiz giris tespit
stirecini otomatiklestirerek potansiyel giivenlik olaylarin1 ger¢ek zamanli tespit edip
bunlara yanit verebilir, saldirilarin etkisini en aza indirebilir ve kesintisiz operasyonlar

saglayabilir.

Onerilen AutoML c¢ergevesi, izinsiz giris tespitinde insan uzmanligma ve manuel
midahaleye olan bagimlilig1 azaltmaktadir. Bu g¢erceve, siber gilivenlik bilgisine ve
makine 6grenmesi bilgisine sahip olmayan IloT operatorlerinin saldir tespit sistemlerini
etkin bir sekilde kurmalarin1 ve yonetmelerini saglayacaktir. Cergeve, veri on isleme,
model secimi, 6zellik miihendisligi ve hiperparametre optimizasyonu gibi karmasik

stirecleri basitlestirerek I1oT ortamlarindaki giivenlik operasyonlarini kolaylastirir.

IToT dagitimlarinin katlanarak biiyiimesiyle birlikte, lgeklenebilirlik ve uyarlanabilirlik
kritik hususlar haline gelmektedir. Bu calismada sunulan AutoML cergevesi, [loT
sistemlerinin Ol¢egini ve heterojenligini idare edecek sekilde tasarlanmistir. Degisen
saldirt modellerine ve sistem dinamiklerine uyum saglayabilir ve saldir1 tespit
yeteneklerinin gelisen tehdit ortamryla birlikte gelismesini saglar. Bu ¢alisma sayesinde
saldir1 tespitinin, ¢esitli IloT mimarilerindeki u¢ cihazlara sorunsuz bir sekilde entegre

olabilmesi saglanacaktir.

Bu aragtirmanin 6zgiinliigii, otomatik makine 6grenmesi tekniklerinin IIoT sistemlerinde
1zinsiz girig tespiti alanina entegre edilmesinde yatmaktadir. AutoML c¢esitli alanlarda
dikkat ¢ekmis olsa da IloT giivenligine uygulanmasi nispeten kesfedilmemistir. Bu
calisma, AutoML’nin izinsiz giris tespitinin kritik ydnlerini otomatiklestirmek icin
kullanilmasina onciiliik ederek, kaynak kisitli IIoT ortamlarinda verimli ve etkili tehdit

tespiti saglayacaktir.

1.3 Literatiir Ozeti

Endiistriyel Nesnelerin Interneti (IIoT) sistemlerine yonelik siber saldirilar, iiretim
sireglerinin durmasina, ekipmanlara zarar verilmesine, fikri miilkiyetin kaybina ve insan
giivenliginin tehdit edilmesi gibi ciddi sonuglara yol agabilir. Bu tiir riskleri minimize

etmek amaciyla, Saldir1 Tespit Sistemleri (IDS) [IoT'nin giivenlik altyapisinda kritik bir

18



rol oynamaktadir. IDS'ler, siber saldirilar1 belirleyip bu saldirilara karsilik vermek tizere
gelistirilmistir ve etkin kullanimlari, IloT aglar1 {izerindeki siber saldir1 etkilerini ciddi
anlamda diisiirebilir. Fakat, [1oT sistemlerinin karmasik ve degisken yapisi, onlara 6zgii
zorluklar tagidigindan, bu sistemlere yonelik etkin bir IDS gelistirmek oldukc¢a zorlu bir
istir.

Hem ag hem de ana bilgisayar seviyelerindeki siber saldirilari zamaninda ve otomatik bir
sekilde tespit edip siniflandirabilen [3] ¢alismasinda olgeklenebilir ve etkili bir IDS
gelistirmek i¢in makine 6grenmesi tekniklerinin, 6zellikle de derin sinir aglarinin (Deep
Neural Network, DNN) kullanilmasi onerilmistir. Bu ¢alisma, siirekli evrilen siber
saldirllar ve disa agik koti niyetli yazilim veri setlerinin diizenli olarak
karsilastirilmasinin gerekliligi baglaminda, bu tiir verilerin tespitinde makine 6grenmesi
tekniklerinin kullaniminin karsilastigi zorluklari ele almaktadir. Calisma birden fazla veri
kiimesi iizerinde kapsamli bir degerlendirme sunmakta ve DNN’lerin klasik makine
dgrenmesi siniflandirilarina gére iistiin performansini ortaya koymaktadir. Onerilen DNN
modeli, IDS verilerinin soyut ve yiiksek boyutlu 6zellik temsillerini 6grenme yetenegine
sahiptir ve olas1 siber saldirilar1 proaktif olarak uyarmak icin ag trafiginin ve ana
bilgisayar diizeyindeki olaylarin ger¢ek zamanli izlenmesi i¢in oldukga dlgeklenebilir ve

hibrit bir DNN ¢er¢evesinin onerilmesiyle sonug¢lanmaktadir.

Bilgisayar aglari i¢in bir saldir1 tespit modeli [4] ¢alismasinda onerilmistir. Bu ¢alisma,
ozellikler arasinda gii¢lii bir korelasyon elde etmek i¢in Pearson korelasyon algiritmasini
benimseyen korelasyon tabanli bir 6zellik se¢im teknigi onermektedir. Segilen dzellikler,
siniflandirma modellemesi i¢in Random Forest algoritmas1 kullanilarak uygulanmustir.
Sonuglar, yiiksek algilama dogrulugu (high detection accuracy), hassasiyet (precision) ve

recall metriklerini icermektedir.

2015 yilinda saldiri tespitinde arastirma amaciyla UNSW-NB15 veri kimesi
olusturulmustur. [5] ¢alismasinda amag, makine dgrenmesi tekniklerini kullanarak ve
ilgisiz/gereksiz 6zelliklerin neden oldugu yiiksek boyutluluk durumunu azaltarak ag
sistemlerinde saldir1 tespitini iyilestirebilecek dnemli 6zellikleri belirlemektir. Caligma,
Ozellik se¢imi yaklasiminin etkinligini degerlendirmek i¢in dnerilen 6zellik alt kiimesini
KddCup99 veri kiimesinde 06zellik se¢imi iizerinde yapilan Onceki ¢alismalarla
karsilagtirmaktadir¢ Arastirma amacl yaymlanmis veri eksikligi, ag saldir1 tepsiti
alanindaki arastirmacilar igin 6nemli bir sorundur ve UNSW-NB15 veri kiimesi bu

sorunu ele amak i¢in olusturulmus bir veri kiimesidir.
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Yeni bir saldir tespit sistemi modelinin sunuldugu [6] ¢alismasinda, meta siniflandirici
tabanli 6zellik secimi ve overfitting dnlemek i¢in capraz dogrulama yaparak topluluk
dgrenme ydntemi tercih edilmistir. Onerilen sistem, ag performansini korurken tehditleri
engellemek ve giivenlik acgig1 istismarlin1 gercek zamanli olarak tespit etmek igin
tasarlanmig genigletilmis bir IDS ¢oziimii ag gilivenlik teknolojisi olan saldir1 6nleme
sistemlerinin (intrusion prevention system, IPS) karsilastigi zorluklar1 ele almay1
amaclamaktadir. Calisma, hesaplama maliyeti ve 6zellik se¢imi gibi sorunlarin, IPS'nin
etkinligini sinirlayabilecegini de belirtmektedir. Onerilen sistem, tiim saldirilar i¢in ortak
ozellikler kullanmak yerine her saldir1 tiirii i¢in daha iyi bir bilgilendirici 6zellik alt
kiimesi segerek genel siniflandirma dogrulugunu arttirmakta ve dgrenme/test siirecini
hizlandirarak daha yiiksek algilama oranlari ve daha az yanlis alarm saglamaktadir.
Sistemin ¢evrimi¢i modda calisma kabiliyeti ve Slgeklenebilirligi de cesitli deneylerle

gosterilmistir.

Genetik algoritmalar, Yazilim Tanimli A§ (Software Defined Network, SDN)
sistemlerinde saldir1 tespiti ve Onlemede kural iiretimini otomatiklestirmek icin
kullanilmaktadir [7]. SDN, agin merkezi bir sekilde yonetilmesini saglayarak daha esnek
ve Ozellestirilebilir bir ag hizmeti sunmasina ragmen ag saldirilart hala ciddi bir sorun
olmaya devam etmektedir. Saldir1 tespit sistemleri ¢ok ¢esitli tehditleri tespit edebilir ve
tanimlayabilir, ancak yeni saldirilarin olusumunu tahmin etmek ve manuel kural yazmak
zordur. Caligmanin amaci, genetik algoritma kullanarak kural olusturma siirecini
otomatiklestirmek, yeni saldirilart tespit etmek, onlemek ve etkilerini azaltmak i¢in
kurallar olusturmaktir. Caligma, SDN sistemlerinde yeni ve bilinmeyen ag saldirilarinin
yarattig1 zorluklar1 ele alarak, Ongoriilen durumlar i¢in kural olusturma siirecini
otomatiklestirmek i¢in saldir1 tespit sistemlerini genetik algoritma ile iliskilendirmeye

odaklanmaktadir.

Aragtirmacilar, istatistiksel ya da makine Ogrenmesi yontemlerine dayali mevcut
¢oziimleri degerlendirip bu tekniklerin sinirlarin1 [8] ¢alismasinda ele almislardir. Bu
calisma, uygulamalarda karsilasilan eksik veri sorununu ve bu durumun makine 6grenimi
yontemleriyle elde edilen sonuglarin dogrulugunu nasil etkileyebilecegini ele aliyor.
Potansiyel ¢oziim yollar1 olarak Oto Kodlayici aglar ve Karsit Egitim onerilmis, ancak
mevcut yontemlerin ag yapist ve egitim stratejileri nedeniyle yetersiz kaldigi
belirtilmistir. Arastirmacilar, ag yapisini ve optimizasyon stratejilerini dikkatlice secerek

diger derin 6grenme ¢oziimlerine kiyasla daha iyi performans sergileyebileceklerini iddia
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ediyor ve girdilerin stokastik bozulmasinin ag performansi iizerindeki etkisini ortaya

koyuyorlar.

Giivenlik riskerini azaltmak i¢in makine 6grenmesi tabanli saldir1 tespit sistemleri
Onerilmistir, ancak bunlar1 genellikle IIoT ortamlarina yaygin olarak bulunan dengesiz
veri dagilimindan olumsuz etkilenmektedir. [9] caligmasinda, yeni bir maliyete baglh
kayip fonksiyonu ile yi1gilmis oto kodlayicilar (Stacked AutoEncoder) ve evrigimli sinir
aglarinin hibrit bir modeli olan EvolCostDeep’i tanitarak bu sorunu ele almak i¢in yeni
bir yaklasim 6nerilmistir. Kayip fonksiyonu evrimsel bir algoritma kullanarak maliyetleri
belirleyerek modelin parametrelerini optimize etmektedir. Aragtirmacilar ayrica, biiyiik
IIoT trafik verilerinin 6lgeklenebilirligini ele almak i¢in tasarlanmis DeepIDSFog adli sis
hesaplama 6zellikli bir cerceve sunmustur. Bu cerceve, hem model diizeyinde hem de
gorev diizeyinde EvolCostDeep modelini paralellestirerek sinif dengesizligi sorununa
etkili bir ¢oziim saglamaktadir. Arastirmacilar, ToN-10T ve UNSW-NB15 veri setleri
tizerinde ¢alismalarini yaparak, onerilen ¢ergevenin hem dogruluk hem de hiz agisindan
diger yontemlerden daha iyi calistigini sunmuslardir. Bu arastirma, kritik endistri
alanlarinda siber saldir1 ve yetkisiz erisimleri minimize etmeye yonelik bir ¢oziim
Onererek Internet of Things (10T) ortamlarina uygun, etkin ve genisleyebilir saldir1 tespit

sistemlerinin gelisimine katki saglamistir.

Yapay zeka tekniklerinden, ozellikle de makine ve derin 68renme yoOntemlerinden
yararlanarak anomali tabanli saldir1 tespit sistemlerinin etkinliginin artirilabilecegi ve IoT
ile TIoT aglarinda meydana gelebilecek siber saldirilarin minimize edilebilecegi [10]
calismasinda belirtilmistir. Bu baglamda, arastirmacilar birden fazla tahmin modelinin
tahminlerini birlestirerek daha dogru sonuclar elde eden bir ansambl siniflandirma modeli
gelistirmektedirler. Ayrica, tiim model agirliklarinin en uygun performansi saglayacak
sekilde ayarlanmasini saglayan Adam optimizasyon algoritmasi ile donatilmis bir yapay
sinir agindan da faydalanilmistir. Bu yontem bir veri seti lizerinde denenmis ve yapilan
deneyler sonucunda, bu birlesik ansambl modelinin, tek basina c¢alisan diger modellere
kiyasla daha iyi bir performans gosterdigi ve %99.7 gibi olduk¢a yiiksek bir dogruluk

oranina ulasti1 gozlemlenmistir.

Boyut azaltma, Ki-kare 6zellik se¢imi ve ¢ok smifli destek vektér kombinasyonunu
kullanan bir saldir1 tespit modelinin 6nerildigi [11] ¢alismasinda arastirmacilar, saldiri
tespiti icin tek bir smiflandirict algoritma kullanmanimn yeterli olmadigini, c¢linki

islenmesi gereken biiylik miktarda veri géz oOniline alindigindan, diisiik yanlis alarm
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oranlartyla yiiksek saldir1 tespit oranlarina ulagamadigini savunmaktadir. Bu problemi
cozmek iizere gelistirilen model, veri boyutunu, bilgi kaybina ugramadan en alakali
Ozelliklerin bir araya getirildigi bir 6zellik setine indirgeyerek ve sonrasinda ki-kare
Ozellik secimi yontemiyle en iliskili 6zellikleri tespit ederek ele almaktadir. Bu azaltilmis
ozellik kiimesi, ¢ok smifli bir destek vektdr makinesi siniflandiricisini egitmek icin
kullanilmaktadir. Ayrica, destek vektor siniflandiricisinin parametrelerini, yani gama ve
overfitting sabitini optimize etmek i¢in bir parametre optimizasyon teknigi uygulanmaistir.
Onerilen metod, NSL-KDD ad1 verilen ve KddCup99 veri setinin gelismis bir versiyonu
olan veri seti lizerinde test edilmistir. Elde edilen sonuglar, mevcut yontemlere gore daha

yiiksek tespit basarisi ve daha az yanlis alarm orani sagladigini ortaya koymustur.

IIoT ortaminda siber saldirilarin tespit edilmesinde akilli karar verme ihtiyacinin artmasi
[12] ¢alismasinda ele alinmigtir. IToT’nin yiikselisiyle birlikte, optimum endiistriyel
operasyonlar i¢in biiyiik miktarda veri toplanmakta ve islenmektedir, ancak bu ayni
zamanda aktorlerin siber saldirilar gergeklestirmesi i¢in yeni firsatlar sunmaktadir.
Bununla miicadelete etmek i¢in bu ¢aligmada, derin 6grenme modellerini, 6zellikle de
izinsiz girig tespiti ve siniflandirmasi i¢in etkili teknikler olan CNN ve uzun kisa siireli
bellek (Long Short-Term Memory, LSTM) kombinasyonunu kullanan bir izinsiz giris
tespit sistemi dnerilmistir. Onerilen model, IoT ve 10T uygulamalarmin gercek bir trafik
agini igeren Edge-IloTset veri kiimesi kullanilarak degerlendirilmis ve geleneksel makine
ogrenmesi modellerinin yani sira yeni modellerle karsilagtirilmistir. Sonuglar, 6nerilen
CNN-LSTM modelinin dogruluk, kesinlik, yanlis pozitif orani ve tespit maliyet a¢isindan
diger modellerden daha i1yi performans gosterdigini ve IloT uygulamalar1 igin siber

giivenlik saldir1 tespitinde etkinligini ortaya koydugunu gostermistir.

SDN tabanl endiistriyel siber-fiziksel sistemler (Cyber-Physical System, CPS) igin hafif
bir saldir1 tespit modeli [13] ¢alismasinda 6nerilmistir. Calisma, SDN tabanli endiistriyel
CPS ortamindaki kapsamli baglant1 ve veri aligverisinin giivenlik aciklarini, 6zellikle de
siber saldirilar i¢in cazip bir hedef olan SDN denetleyicisini tartigmaktadir. Bu caligsma,
diisiik gecikme siireleri gerektiren bir [IoT ag1 igerisinde, derin 6grenme tabanli ve yliksek
derecede karmasik saldir1 tespit yontemlerini yonetmenin karsilastigi zorluklar ele
almaktadir. S6z konusu zorluklar1 asmak amaciyla, bu ¢alisma SDN (Yazilim Tabanlh
Ag) teknolojisini kullanarak endiistriyel bir CPS (Siber Fiziksel Sistem) ortami i¢in daha
hafif bir saldir1 tespit modeli nermektedir. Onerilen model, SDN ile ilgili agik erisimli

bir siber giivenlik veri seti kullanilarak test edilmis ve mevcut yontemlere kiyasla daha
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yiiksek dogruluk, kesinlik, duyarlilik ve daha diisiikk zaman maliyeti gibi performans

avantajlar1 sunmustur.

Siber diinyanin hizla gelisen tehditleri, siber saldirilara karsi etkili bir izleme ve savunma
sistemi olan IDS, giliniimiizde biiyiik 6nem kazanmistir. IDS’nin karsilastig1 bazi temel
zorluklar, yanlig alarmlar, diisiik dogruluk ve hassasiyet, yiiksek boyutlu ve karmagik veri
yapilar1 ve uzun hesaplama siireleri olarak one ¢ikmaktadir. [14] numarali ¢alisma, IDS
(Intrusion Detection System) tespit motorunun islemesi gereken veri miktarini diistirerek
bu zorluklarla basa ¢ikabilmenin yollarin1 aragtirmaktadir. Bu baglamda, veri setinden en
etkili 6zellikleri segmek amaciyla korelasyon tabanli 6zellik segimi yontemi (Correlation-
based Feature Selection, CFS) kullanilmasini tavsiye etmektedir. Onerilen CFS tabanl
IDS sistemi, CIC-IDS2018 veri seti iizerinde yapilan testler sonucunda yiiksek dogruluk,
duyarlilik, kesinlik, F1-skoru, gergek pozitif orani ve gergek negatif oran1 gibi performans
metriklerinde iistiin sonuglar elde etmistir. Deneysel sonuglar, 6nerilen CFS tabanl
IDS’nin %99.9995 dogruluk, %100 recall, %99.9985 o6zgiillikk, %99.9992 kesinlik,
%099,9996 F1-skoru, %99,9992 gercek pozitif oran1 ve %100 gercek negatif orani ile

optimum performansa ulastigini1 gostermektedir.

Saldir1 tespit sistemlerinin performansini arttirmak igin [15] ¢alismasinda SPIDER adi
verilen yeni bir ag anomali tespit modeli Onerilmistir. Calisma, Tekrarlayan Sinir
Aglarinin  (Recurrent Neural Network, RNN) dort giincellenmis versiyonunu
birlestirmektedir: Bi-LSTM, LSTMM, Bi-GRU ve GRU. SPIDER modeli ayrica verilerin
boyutlarini azaltmak i¢in Temel Bilesen Analizini (Principal Component Analysis, PCA)
kullanmakta ve bu sayede yiiksek boyutluluk sorununun iistesinden gelmeye yardimci
olmaktadir. Calismanin ana hedefi, ag giivenligi kapsaminda yetkisiz erisimleri
saptayabilen IDS sistemlerinin dogruluk ve verimlilik seviyelerini yiikseltmektir.
SPIDER ad1 verilen onerilen model, yetkisiz giris saptama konusunda ne derece saglam
ve etkili oldugunu gostermek amaciyla NSL-KDD ve UNSW-NBI15 adli veri setleri
tizerinde test edilmistir. Elde edilen bulgular, SPIDER modelinin yetkisiz erisimleri
belirleme konusunda mevcut sistemlerden daha iyi bir performans gosterdigini ve bu
alanda daha etkin ¢Ozlimler iiretebilme yoOniinde Onemli bir potansiyel tasidigini

gOstermektedir.

IToT ortamlar1 i¢in Derin Rastgele Sinir Ag1 (Deep Random Neural Network, DRaNN)
tabanli saldir1 tespit modeli [16] c¢alismasinda sunulmustur. IIoT teknolojisi, akilli

sensoOrleri ve cihazlar internet ile entegre ederek etkili siber giivenlik mekanizmalari
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gelistirmek icin akilli isleme teknikleri gerektiren biiyiik miktarda veri tiretmektedir. Bu
calismada, bir saldir1 tespit sistemi gelistirmek icin derin 6grenme yontemleri
kullanilmistir. Onerilen DraNN, yapay sinir aginin daha iyi genelleme yeteneklerine ve
oldukca dagitik bir yapiya sahip c¢esididir. Daha yiiksek saldir1 tespit dogrulugu elde
etmek i¢in dnerien DraNN, optimum hiperparametreleri dahil etmek i¢in sirali kuadratik
programlama (Sequential Quadratic Programming, SQP) ile hibrit parcacik siiriisii
optimizasyonu (Particle Swarm Optimization, PSO) kullanilarak egitilmistir. Onerilen
planin etkinligi hem ikili hem de ¢ok smifli konfigiirasyonlarda ii¢ yeni IIoT veri seti
tizerinde kapsamli deneyler yapilarak analiz edilmistir. Sonuglar, Onerilen DRaNN
tabanli modelin IIoT ortamlarinda saldir1 tespiti i¢in diger yontemlerden daha iyi

performans gosterdigini ortaya koymustur.

Anomali tabanli saldir1 tespit sistemlerinin dogrulugunu ve tespit oranini iyilestiren ve
yanlis pozitif oranlarini en aza indiren hibrit bir yontem [17] ¢alismasinda Onerilmistir.
Bu teknik, 6zelliklerin se¢imi i¢in Yapay Ari1 Kolonisi (ABC) algoritmasini kullanirken,
ozelliklerin degerlendirilmesi ve smiflandirilmasinda AdaBoost algoritmasindan
yararlanmaktadir. Onerilen yontem NSL-KDD ve ISCXIDS2012 veri setleri izerinde test
edilmis ve farkli saldir1 senaryolarinda dogruluk ve tespit orani agisindan diger IDS
yontemlerinden onemli Ol¢lide daha iyi performans gosterdigi belirtilmistir. Calisma,
onerilen hibrit yontemin A-NIDS’in performansini etkili bir sekilde arttirabilecegi ve
yiiksek hacimli ag verileriyle iliskili yanlis alarm ve tespit dogrulugu sorununu

azaltabilecegi sonucuna varmaktadir.

Ozellik secimi igin Pargacik Siirii Optimizasyonu (PSO) tabanli bir teknik ve
smiflandirma i¢in ise SVM kullanan [18] ¢alismasinda, IoT igin bir saldir1 tespit sistemi
gelistirilmistir. Bu caligmada, Pargacik Siirii Optimizasyonu (PSO) metodu Light
Gradient Boosting Machine (LightGBM) algoritmasini temel alarak kullanilmistir.
Arastirma ekibi, gelistirdikleri sistemin performansini 6lgmek i¢in UNSW-NB15 veri
setini kullanmislar ve modelin dogrulugunu (accuracy) ile yanls pozitif oranim (false
alarm rate, FAR) temel alarak degerlendirme yapmislardir. Yapilan testler sonucunda,
Parcacik Siirii Optimizasyonu (PSO) yontemiyle iyilestirilmis LightGBM modelinin
%386.68 gibi oldukga yiiksek bir dogruluk oran1 ve %10.62 gibi bir yanlis alarm orani ile

sonuclandig1 gozlemlenmistir.

Endiistriyel biiyiik veri sistemleri i¢in bir degisken LSTM (VLSTM) saldir1 tespit sistemi

[19] calismasinda uygulanmistir. VLSTM o6znitelik se¢imi ve Ozniteliklerin yeniden
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olusturulmus goriintiilenmesine dayali bir teknik ile birlikte uygulanmigtir. Arastirmacilar
bu calismada, yiiksek boyutlu veri setlerinden daha anlamli ve diisiik boyutlu 6zellik
cikarabilmek amaciyla Auto-Encoder tipinde bir yapay sinir agi metodunu tercih
etmislerdir. Modelin etkinligini degerlendirmek tizere UNSW-NB15 veri seti
kullanilmigtir. Performansin degerlendirilmesi asamasinda yanlis alarm orani, egrinin
altindaki alan, kesinlik, duyarlilik ve F1-Skor gibi dl¢iitler dikkate alinmistir. Yapilan
deneyler sonucunda elde edilen veriler, kullanilan modelin %89.5 oraninda bir duyarlilik
ve %90.7 F1-Skoru basarisina ulastigini gostermektedir. Bu sonuglar, bazi mevcut
yontemlere kiyasla oldukea iyi olmakla birlikte, aragtirmacilar veri setinin dengesiz yapisi

nedeniyle daha fazla analiz ve deney yapilmasinin gerekliligini vurgulamiglardir.

Ozellik se¢imi i¢in uyarlanabilir bir temel bilesen analizi ve siniflandirma islemleri i¢in
artimsal bir asir1 6grenme makinesi (incremental extreme learning machine, I[ELM)
algoritmast kullanan bir makine ogrenmesi temelli bir saldir1 tespit sistemi [20]
calismasinda gelisirilmistir. Arastirmacilar, bu ¢er¢evenin verimliligini degerlendirmek
amactyla hem NSL-KDD hem de UNSW-NB15 veri setlerini testlerinde kullanmiglardir.
Her iki veri seti i¢in de ¢ok sinifli siniflandirma yontemi tercih edilmistir. Bu ¢aligmada
kullanilan ana performans metrigi dogruluktur (accuracy). NSL-KDD veri seti
kullanildiginda %81.22 dogruluk elde edilmistir. UNSW-NB15 veri seti igin ise %70.51
dogruluk elde edilmistir. Arastirmacilar elde edilen sonuglarin mevcut sistemler
tarafindan elde edilenlerden daha iistiin oldugu iddia edilse de endiistriyel kontrol

sistemlerine uyarlamak i¢in daha fazla arastirma yapilmasi gerektigini belirtmislerdir.

Yeni saldirt tiplerini hizli ve etkili bir sekilde tespit edebilen esnek ve dayanikli bir derin
sinir ag1 (DNN) tabanli saldir1 tespit sistemi [3] ¢alismasinda tasarlanmustir.
Arastirmacilar, sunulan sistemin performansini test etmek i¢in KDD-Cup99, UNSW-
NB15, NSL-KDD, Kyoto, WSN-DS ve CICIDS 2017 gibi ¢esitli veri setlerini
kullanmiglardir. Bu veri setleri, sistemin farkli tiirdeki saldirilar: ne kadar etkin bir sekilde
tespit edebilecegini degerlendirmek igin seg¢ilmistir. UNSW-NB15’¢ odaklanan testler,
DNN’in ikili modelleme islemi i¢in %76.1 dogruluk, %95.1 precision, %96.3 recall ve
%79.7 F1-Skoru elde ettigini gostermistir. Buna karsilik DNN, cok sinifli modelleme
prosediirii i¢in %65.1 accuracy, %75.6 F1-Skoru, %59.7 precision ve %65.1 recall elde

etmistir.

[oT aglart igin bir saldir1 tespit sistemi sunan [21] calismasinda yapay sinir aglar

kullanilmistir. Bu sistem, IoT aglarindaki énemli bir problem olan giivenlik sorunlarma
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¢ozlim bulmak amaciyla gelistirilmistir. IoT cihazlarimin genellikle gilivenlik i¢in tist
diizey hesaplama yapma kapasitesinden yoksun oldugu gercegi géz oniine alindiginda,
arastirmacilar ilk savunma hatt1 olarak makine 6grenmesi tabanli bir saldir1 tespit sistemi
kullanmay1 amaclamislardir. UNSW-NB15 veri seti, 6nerilen metodolojinin etkinligini
6lgmek amaciyla kullanilmistir. Deneyler neticesinde elde edilen sonuglar, Yapay Sinir
Ag1 tabanl lIzinsiz Giris Tespit Sistemi (ANN-IDS) kullanilarak yapilan ikili
siniflandirma islemi sirasinda %84.00'lik bir kesinlik oranina ulasildigini belirtmektedir.
Fakat arastirmacilar, Yapay Sinir Agi’nin hiperparametre ayarlarinin nasil yapildigi
konusunda yeterince bilgi vermemislerdir. Ayrica, bu ¢alismada herhangi bir 6zellik
secim metodu kullanilmamaistir, bu da sonuglarin dogruluk ve genel gecerliligi a¢isindan

ele alinmasi gereken 6nemli bir noktadir.

UNSW-NB15 ve KDD99 veri setlerinin karmasikliklarini karsilastirmak iizere bir analiz
calismas1 gerceklestirilmistir [22]. Arastirmacilar bu karsilastirmay1 yapabilmek igin
cesitli yontemlere bagvurmuslar, bu yontemler arasinda beklenti-maksimizasyon (EM)
kiimeleme algoritmas1 ve Yapay Sinir Aglari (YSA) bulunmaktadir. Calismada
modellerin etkinligini degerlendirebilmek icin yanls alarm oranmi1 ve dogruluk orani gibi
kriterlerden faydalanilmigtir. KDD99 veri seti lizerinde yapilan testlerde EM kiimeleme
yontemi %78.06 dogruluk ve %23.79 yanlis alarm oranina ulasirken, UNSW-NB15 veri
seti ile yapilan testlerde %78.47 dogruluk ve yine %23.79 yanlig alarm oran1 gézlenmistir.
YSA yontemi ise UNSW-NB15 veri seti lizerinde %81.34 dogruluk ve %21.13 yanlis
alarm orani ile daha iyi bir performans sergilemistir. Bu bulgular, UNSW-NB15 veri

setinin KDD99'a kiyasla daha karmagik oldugunu gostermistir.

YSA kullanilan bir saldir1 tespit sistemi [23] calismasinda Onerilmistir. Bu sistem,
modern iletisim sistemlerinin (5G aglari, IloT aglar vb.) giivenligini saglamaya
yoneliktir. Bu arastirmada sunulan YSA-IDS iki asamada tasarlanmistir. Ik asamada,
veriden Ozellik ¢ikarmak i¢in istatistiksel analiz teknikleri kullanilmistir. Bu islemin
ardindan ikinci asama olarak siniflandirma siireci gercgeklestirilmistir. Arastirmacilar,
UNSW-NBI1S5 veri seti tizerinde ikili siniflandirma ¢aligmalar1 yapmiglardir. Yapay Sinir
Ag1 modellerinin performanslarint degerlendirmek icin segilen ana 6lgiit dogruluk orani
olmustur. Deneysel sonuglar, test edilen modeller arasinda %383.9'luk dogruluk orani ile

en yliksek basariy1 gosteren modelin oldugunu belirtmektedir.

J48 karar agaci tabanli siniflandirict ve destek vektdr makineleri (SVM) kullanilarak

gelistirilen bir saldir1 tespit cercevesi [24] calismasinda sunulmustur. Ozellik segimi igin
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genetik algoritma (GA), ates bocegi algoritmasi (FFA) ve gri kurt optimizasyonu (GWO)
gibi cesitli yontemlerden yararlanilmistir. Arastirmacilar, modelin performansini 6lgmek
icin UNSW-NBI15 veri setini kullanmayi tercih etmislerdir. GA-J48, GWO-J48 ve FFA-
J48 modelleri sirasiyla %86.874, %85.676 ve %86.037 dogruluk oranlarina ulagsmistir.
Ayni zamanda, GA-SVM, GWO-SVM ve FFA-SVM modelleri i¢in elde edilen dogruluk
oranlari ise sirasiyla %86.387, %84.485 ve %85.429 olarak rapor edilmistir.

Yeni bir 6zellik secim yontemi olan Tabu Arama-Random Forest (TS-RF) [25]
caligmasinda tanitilmistir. Bu yontem, Tabu Arama algoritmasmin 6zellik se¢imini
yaptig1 ve 6grenme silirecinde Random Forest tekniginin kullanildig1 bir 6zellik ¢ikarma
metodudur. Arastirmacilar, modelin performansini test etmek icin UNSW-NB15 veri
setini kullanmiglardir. Ana performans kriterleri, dogruluk ve yanlis pozitif oran1 (FPR)
olarak belirlenmistir. Elde edilen sonuglara gore, TS-RF yontemi Random Forest
siiflandiricist ile %83.12 dogruluk ve %3.7 FPR saglamistir. Bununla birlikte, calismada
UNSW-NBI15 veri setindeki sinif dengesizliginin goz ard1 edildigi belirtilmistir.

IDS igin iki asamali (Two-Stage, TS) bir model [26] calismasinda Onerilmistir. Bu
metodoloji, iki asamal1 bir yaklagimi benimsemistir; birinci asama azinlikta olan saldir1
smiflarini belirlemek i¢in, ikinci asama ise gogunlukta olan saldir1 siniflarini tespit etmek
icin kullanilmigtir. Bu c¢alismada tercih edilen makine 6grenimi algoritmast Random
Forest olup, 6zellik ¢ikarma islemi i¢in bilgi kazanci yontemi kullanilmistir. Bilgi kazanci
tabanl iki agamali siniflandirma modeli (IG-TS IDS), performans degerlendirmesi igin
UNSW-NBI15 veri seti ile test edilmistir. Performans Slgiitleri olarak dogruluk orani ve
yanlis alarm orani ele alinmistir. Arastirmacilar, deneylerinde temel olarak ikili
siiflandirma semasini kullanmay1 tercih etmislerdir. Elde edilen deneysel sonuglar, 1G-
TS modelinin %85.78’lik bir dogruluk oranina ve %15.64’liik bir yanlis alarm oranina

ulagtigini1 gostermektedir.

Genetik Algoritma (GA) ve Lojistik Regresyon'u 6zellik segimi icin kullanan bir makine
Ogrenimi tabanli saldir1 tespit sistemi [27] ¢alismasinda Onerilmistir. Bu sistem, ikili
simiflandirma iglemleri i¢in C4.5 algoritmasina dayanan agag¢ tabanli bir siniflandirict
kullanmaktadir. Arastirmada, sistemin performansini degerlendirmek iizere UNSW-
NBI15 veri seti tercih edilmis ve performans analizi i¢in ¢esitli kriterler dikkate alinmistir.
Ancak, temel performans metrigi olarak dogruluk orani kullanilmistir. Yiiriitiilen testler
sonucunda, GA ve Lojistik Regresyon ile desteklenen Karar Agaci (GA-LR-DT)

yonteminin %81.42 dogruluk orani elde ettigi belirlenmistir.
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Bircok makine 6grenmesi yontemiyle birlikte XGBoost tabanli 6zellik ¢ikarma yontemini
kullanan bir saldir1 tespit sistemi [28] caligmasinda 6nerilmistir. Bu arastirmada, UNSW-
NB15’teki 6znitelik sayisini azaltmak igin topluluk agaci tabanli bir algoritma olan
XGBoost kullanilmistir. Bu c¢alismada kullanilan siniflandiricilardan biri de LR
yontemidir. Deneysel calismalarin sonucunda, XGBoost ile entegre edilmis Lojistik
Regresyon (XGBoost-LR) modelinin, ikili ve ¢ok sinifli siniflandirma senaryolarinda
sirastyla  %75.51 ve %72.52 oranlarinda dogruluk sagladigi tespit edilmistir.
Arastirmacilar, UNSW-NB15 veri setinin icerisinde bulunan sinif dengesizligi sorununa
¢oziim bulmak amactyla, asir1 6rnekleme tekniklerinin (oversampling) kullanilmasini
tavsiye etmislerdir. Bu teknikler, az temsil edilen siniflardan daha fazla 6rnek iireterek
veri setinin dengelenmesine yardimci olabilir ve bdylece siiflandirma modelinin

performansini artirabilir.

1.4 Tezin Yontemi

Imza tabanli ve kural tabanl sistemler gibi geleneksel saldir1 tespit yontemleri, hizla
gelisen siber tehdit ortamina ayak uydurmakta ¢cogu zaman zorlanmaktadir. Bu yontemler
onceden tanimlanmis kaliplara ve kurallara dayandigindan yeni ve sofistike saldiri
tekniklerine kars1 savunmasizdir. Onemli sayida yanls pozitif iiretebilir veya yeni ve

gelismekte olan tehditleri tamamen gozden kagirabilirler.

Bu sorunun ele alinmasi ve saldiri tespit sistemlerinin hassasiyetinin ve etkinliginin
arttirilmasi c¢esitli faydalar saglayabilir. Bir kurulusun genel giivenlik durusunu
tyilestirerek basarili saldir1 ve potansiyel zarar tehlikesini azaltabilir. Ayrica, tespit edilen
ihlallere kars1 daha hizli ve proaktif tepkiler verilmesini saglayarak firmalarin bir ihlalin
etkisini azaltmasina ve kapsamini kisitlamasina olanak tantyabilir. Kuruluglar verimliligi
arttirmak, daha az kaynak kullanmak ve maliyeti diisiirmek i¢in egitim ve test surelerini

optimize edebilir.

Saldir1 tespit modellerinin gelistirilmesi ve dagitiminda verimliligi arttirilmas: AutoML
kullaniminin bir avantajidir. Bu gerceve, veri 6n isleme, model se¢imi, hiperparametre ve
Ozellik miihendisligini siire¢lerini  otomatiklestirir. Otomatiklestirilmis stirecler
sayesinde, kullanilmak istenen veri setlerinin eksik verileri tamamlanir, hatali verileri
elenir, veriler 6lgeklenir ve modellerin olusturulmasi ve dagitimi daha hizli gergeklesir.

Ciinkii insan uzmanlarin ¢ok fazla manuel ¢aba gostermesi gerekmez. Bu sayede
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kuruluslar yeni tehditlere daha hizli tepki verebilir ve ag izinsiz girislerinin hizli bir

sekilde tanimlanmasini ve kontrol altina alinmasini saglayabilir.

Saldin tespitinde gelistirilmis dogruluk AutoML yaklasimlar1 kullanilarak elde edilir.
AutoML, sofistike algoritmalar ve arama teknikleri kullanara eldeki gérev igin en uygun
olan1 belirlemek amaciyla ¢esitli modelleri ve yapilandirmalar1 analiz eder. Geleneksel
yaklagimlar en iyi ¢ozlimleri gozden kagirabilir, ancak AutoML bunlari belirleyerek daha
hassas saldir1 tespit modellerine yol agabilir. Dogruluktaki bu artig, yanlis pozitiflerin ve
yanlis negatiflerin azalmasina katkida bulunarak saldir1 tespit sisteminin genel

verimliligini arttirir.

AutoML, biiyiik ve ¢ok yonlii bir optimizasyon problemi olarak aciklanabilir. Insan
mudahalesi olmadan belirli bir hesaplama surecine gore bir veri kiimesi icin tahminler
iiretebilen bir ¢6ziim uzay1 olarak ifade edilebilir. Automl, bir veri kiimesi iizerinde
optimum performans elde etmek i¢in makine 6grenmesi siireclerinin otomatik olarak
olusturulmasini saglar. Veri 6n isleme, model se¢imi ve hiperparametre optimizasyonu
gibi zor ve zaman alic1 gorevleri otomatiklestirebilir. AutoML siirecinin adimlari en genel

haliyle Sekil 1.1’de gosterilmektedir.

Ozellik Segimi
Hiperparametre
- ‘ - Optimizasyonu -

Performans
Degerlendirme

Sekil 1.1 AutoML adimlari

Hiperparametre optimizasyonu makine 6grenmesi siirecinin 6nemli bir problemidir [29].
Ciinkii hiperparametre optimizasyonu, farkli veri kiimelerinde en iyi sekilde ¢alisabilecek
hiperparametre konfigiirasyonlarin1  kesfetmek ve yaygin makine Ogrenmesi
kiitliphanelerinde varsayilan olarak sunulanlarin gelistirilmesine katkida bulunmak i¢iin
kullanilir [30] [31]. Ag saldiri tespitinin kritik dogasi ve mevcut yaklagimlarin
sinirlamalart géz oniline alindiginda bu ¢alisma, Onerilen cerceveyi kullanarak daha
yiksek dogruluk seviyelerine ulasmayr ve egitim/test siirelerini azaltmayi

amaclamaktadir.
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1.5 Teze Genel Bakis

Bu c¢alismada IloT sistemler i¢in otomatik makine 6grenmesi kullanan bir IDS
gelistirilmesi amaglanmaktadir. Makine 6grenmesi tabanli IDS’ler genellikle en giincel
saldir1 tespit veri kiimeleri kullanilarak egitilir. Bununla birlikte, modern veri kiimelerinin
¢ogu hem ozellik alan1 boyutunda hem de ag izlerinin sayis1 bakimindan biiyiiktiir. Bir
veri setinde fazla miktarda 6znitelik bulunmasi, makine 6grenimi algoritmalarinin egitim
stirecini olumsuz yonde etkileyebilir. Genellikle, 6znitelik sayisinin artmasiyla makine
Ogrenimi yontemlerinin performansinda bir diislis gézlemlenir. Baska bir deyisle bir veri
setinde Oznitelik sayisi arttikca 6grenme siirecini ger¢eklestirmek daha zordur [32]. Bu
nedenle, Oznitelik vektoriiniin boyutunun gerekli 6zniteliklerin optimal sayisina
indirgenmesini garanti etmek icin bir Oznitelik se¢imi veya c¢ikarma islemi

gergeklestirmek oldukg¢a dnemlidir [33].

Calismanin birinci boliimi teze giris boliimiidiir, bu bolimde endiistriyel sistemlerde
saldir1 tespitine duyulan ihtiya¢ vurgulanarak c¢alismaya zemin hazirlanmaktadir.
Arastirma baglami ve motivasyonu tanitilmakta, endiistriyel aglarin kendine ozgii
zorluklart ve otomatik makine Ogrenmesinin bir ¢0ziim olarak potansiyeli

vurgulanmaktadir.

Ikinci béliimde endiistriyel ortamlarda saldir1 tespitinin kendine &zgii incelikleri ve
zorluklar1 ele alinmaktadir. Endiistriyel aglarin 6zelliklerini ve siber tehditlere karsi
kirilganliklarint  aragtirmakta ve endistriyel varliklarin  korunmasinin  6nemini

vurgulamaktadir.

Ugiincii boliim saldirt tespiti kapsaminda otomatik makine dgrenmesinden yararlanmak
icin benimsenen sistematik ve metodolojik yaklagimi ortaya koymaktadir. Arastirma
metodolojisinin ayrintilarini ortaya koyan temel kavramlar ve teknikler incelenmistir. Bu
boliim veri 6n isleme, model se¢imi ve degerlendirme tekniklerini kapsayan uygulanan

sistematik stratejilerei detaylandirmaktadir.

Calismanin dordiinci kismi, otomatik makine O6grenmesi cergevesinin tasarim ve
gelistirilme stireglerini kapsamaktadir. Bu kisim, teorik kavramlarin pratik uygulamalara
nasil dontiistiiriilecegini gosterdigi i¢in arastirmanin temel noktalarni yansitmaktadir.
Ayrica, otomatik makine dgrenimi ¢ercevesinin yapisi, pargalart ve iglevsellikleri bu
boliimde detaylandirilmaktadir. Cergevenin olusturulmasinda uygulanan yenilik¢i

teknoloji secimleri ve metodolojileri bu boéliimde ortaya koyulmustur. Cergevenin
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tasarimi ve gelistirilmesi, aragtirmanin teknik becerisini ortaya koymakta ve endiistriyel
sistemlerde saldir1 tespitinin gerekliliklerini ele almada Onemli bir ara¢ olarak

sunulmaktadir.

Besinci boliim otomatik makine 6grenmesi sisteminin test edildigi boliimdiir. Kullanilan
veri setleri, degerlendirilen performans Olgiitleri ve otomatik makine Ogrenmesi
cergevesinin gercek diinya endiistriyel ag verilerine uygulanmasinin sonuglari bu
bélumde sunulmaktadir. Boliim, arastirmanin pratikligini ve endiistriyel sistemlerde siber

glivenligin arttirilmasi lizerinde yaratabilecegi somut etkiyi gostermektedir.

Altinct boliimde ¢alismanin igerigi ve dnemi agiklanmaktadir. Sonug¢ boliimiiniin temel
noktalar1 ve amaci vurgulanmakta, c¢aligmanin bulgularim1 6zetleme, daha genis
cikarimlarini tartigma ve endiistriyel siber gilivenlik alaninda gelecekteeki potansiyel

yonelimlere isaret etme rolii vurgulanmaktadir.
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2

ENDUSTRIYEL SISTEMLERDE SALDIRI
TESPITI

Nesnelerin Internetimin (IoT) yayginlasmasiyla dijitallesme endiistriyel sahada da
kendini gostermektedir. Kaliteyi iyilestirmek igin, makine ile makine arasi iletisim
(M2M) ve yapay zeka (Al) destekli veri analizi Uzerine kurulu endustriyel 10T (I10T),
farkl1 Uireticilerin cihazlar1 arasinda verimli, liretken ve giivenli bir iletisim kurulmasini
saglamaktadir. Pek ¢ok IloT uygulamasi, eski sistemlerin yeni IoT teknolojileriyle
entegre edildigi kahverengi alan yaklagimini benimsemistir. Bu sistemlerin IoT
teknolojileriyle uyumlu c¢alismasini ve entegrasyonunu saglamak amaciyla, eski
operasyonel teknoloji ile yeni IoT sistemleri arasinda koprii vazifesi goren ug ag gegitleri
gibi yeni nesil cihazlar devreye alinmistir. Ancak bu gelisim, operasyonel teknoloji ile
IoT'nin siki entegrasyonu siber giivenlik risklerini de beraberinde getirmekte, yeni giris
noktalart bu dnemli cihaz ve sistemlerin hedef alindigi karmasik siber saldirilar igin

potansiyel tehditler olusturmaktadir [34].

IIoT aglarinda giivenlik en biiyiik zorluklardan biridir. IIoT cihazlarinin gelistirilmesine
yonelik genel bir uzlasi olmadigi i¢in, [oT tehditlerini engellemek giiclesmektedir. Cesitli
iletisim protokolleri ise, bir IIoT altyapisint kullanirken ekstra bir karmasiklik unsuru
olarak ortaya ¢ikmaktadi [35]. Cok gesitli IoT protokolleriyle ilgili zorluklar, IIoT aglar
icin giivenilir ve tek tip bir siber giivenlik yaklasimi saglamay1 zorlastirmaktadir.
Saldirganlar, IIoT protokollerinde bulunan birgok giivenlik a¢ig1 sayesinde IloT aglarina
saldirabilir ve giivenligini tehlikeye sokabilir. Cihaz arizalari, veri c¢alinmasi, servis
kesintileri ve Man-in-the-Middle (Ortadaki Adam) saldirilari, bu tiir tehditlere 6rnektir.
[36]. Kritik altyapilara yonelik tehditlerin artigi, bu 6nemli sistemlerin korunmasini
saglamak amaciyla onceden Onlem alabilen giivenlik teknolojilerinin gelistirilmesini
zorunlu kilmaktadir. Ag giivenligi ¢oziimleri arasinda, saldir1 tespit sistemi (IDS) etkili
bir reaktif ara¢ olarak genis bir kabul gormiistiir. IIoT ekosistemlerinde kritik bir rol
oynayan IDS, ag iizerinden iletilen verilerin dogrulugunu, emniyetini ve gizliligini temin
eder. Bu sistemler, IIoT aglar1 icin tehlike arz edebilecek herhangi bir saldirty1 veya
zararli eylemi engelleme, saptama, karsilik verme ve bu olaylar1 kayit altina alma

kapasitesine sahiptir [37].
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Ag izinsiz giris tespiti, ag tlizerindeki cesitli faaliyetleri analiz ederek giivenligin
saglanmasini hedefler. Bu siireg, agdaki farkli veri noktalarini inceleyerek gerceklestirilir.
Giivenlik sistemleri genellikle belirli bir esige, onceden tanimlanmis imzalara, sezgisel
yaklasimlara veya istatistiksel yontemlere dayalidir. Bu teknikler, daha 6nce tanimlanmis
ve bilinen tehditlerin tespitinde etkilidir fakat yeni ve 6nceden tanimlanmamis tehditleri
saptamak konusunda yetersiz kalabilirler. Bu sistemler siklikla uzman bilgisi gerektirir
ve diizenli giincellemelere ihtiya¢ duyarlar. imza tabanl sistemler, yeni siber tehditleri
algilayamama ve manuel olarak giincellenmesi gereken imza veritabanina olan bagimlilik

nedeniyle sinirl bir etkinlik gosterirler.

2.1 Geleneksel Saldir1 Tespit Sistemleri

Cogu mevcut girigim tespit sistemi (IDS), kablosuz sensor aglarina veya standart bilisim
teknolojisi altyapilarina hizmet verecek bigcimde gelistirilmistir; fakat bu sistemler, yeni
nesil IoT cihazlarinin gereksinimlerini karsilayacak yapida degildir. Kablosuz sensor
aglar1 (WSN), IoT'nin atas1 olarak goriilse de aralarinda dnemli yapisal farkliliklar
bulunmaktadir, bu sebepten 6tiirii bu IDS ¢dzlimlerinin IoT ekosistemlerinde etkin bir
kullanimi miimkiin olmamaktadir [38]. Ayrica, IoT ortaminin biyikligi, cesitliligi,
kullanim senaryolar1 ve cihaz sinirlamalari gibi 6zellikleri g6z 6niinde bulundurmayan
geleneksel bilisim teknolojisi sistemleri i¢in tasarlanmis IDS'ler de bu yeni ortama uyum
saglayamaz. Geleneksel bilisim gilivenlik  ekosistemi, IoT'nin ihtiyaglarini
karsilayamayan sabit ag savunma araclar1 (firewall vb.) ve merkezi bilgisayar
savunmalar1 (antiviriis vb.) tizerine kurulmustur [39]. IoT cihazlarinin ve {ireticilerinin
cesitliligi goz Oniine alindiginda, saldir1 imzalarini belirlemeye yonelik geleneksel
metotlarin yetersiz kalabilecegi veya dlgeklendirilemeyecegi agiktir [39]. SNORT ve Bro
gibi popiiler geleneksel IDS'ler, sadece geleneksel IP aglarinda etkin olup, uyum
saglamakta giicliik ¢ceker ve yalnizca tek bir platforma ya da protokole hizmet ederler. Bu
sebeple, bu ¢esitlilik ve 6lgekteki heterojen ekosistemler i¢in imzalari uyarlayip 6grenme

yetenegine sahip yeni giivenlik mekanizmalarinin gelistirilmesine ihtiya¢ duyulmaktadir.

IDS'ler, hangi ag ortami icin tasarlandiklarina bakilmaksizin (IoT, standart bilisim
teknolojileri, WSN vb.) ortak bir prensip ¢er¢evesinde olusturulmuslardir [40]. Bir veri
toplama iinitesi, agdaki verileri toplar; bir analiz birimi, bu toplanan veriler iizerinde iglem
yaparak saldirilar1 saptamaya calisir ve son etapta bir saldirt bildirim sistemi, ag

yoneticilerine durum hakkinda bilgi verir. Farkli IDS sistemleri arasindaki asil ayrim,
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kullanilan uygulama stratejileri ve bu stratejilere bagl tekniklerde ortaya ¢ikar. Bu farkli
strateji ve tekniklerden bazilar1 sunlardir: (i) tespit yontemi olarak imza tabanli veya
anomaliye dayal1 yaklagimlar ve (ii) yap1 olarak merkezilestirilmis, dagitilmis veya hibrit

sistemler [41].
2.1.1 Imza Tabanh Saldir1 Tespit Sistemleri

Imza tabanli saldir1 tespit sistemleri, daha 6nceden bilinen saldirilar1 belirlemek amactyla
model eslestirme metodlarina gilivenir ve bu sistemler genellikle bilgi tabanli ya da kotiiye
kullanim tespiti sistemleri olarak adlandirilir. Bu sistemler, gegmiste gerceklesen izinsiz
erisim olaylarini tanimlamak i¢in eslestirme tekniklerini kullanir. Yani, bir aga yapilan
izinsiz bir girisin Oriintiisii, imza veritabaninda daha 6nceden kaydedilmis bir olayin
Oriintiisiiyle Ortiisiirse, bir uyart mekanizmasi devreye girer. Bu yontem, bilinen zararh
yazilim aktivitelerini veya eylemleri saptamak i¢in ana bilgisayar kayitlarini inceleyerek
calisir ve literatiirde bilgiye dayali tespit veya kotiiye kullanim algilama olarak da

isimlendirilir [42].

Bu tiir bir glivenlik sisteminin temel prensibi, izinsiz girislerin oriintiilerini barindiran bir
veritabani olusturmak, gergeklesen faaliyetleri bu veritabanindaki oriintiilerle kiyaslamak
ve eslesen bir durum s6z konusu oldugunda uyari sinyali yaymaktir. imza tabanl sistem,
bilinen izinsiz giris vakalarini saptamada oldukga yiiksek bir dogruluk orani sunar [43].
Fakat, yeni bir saldir1 tlirlinlin Oriintiisii tanimlanip veritabanina eklenene kadar bu
saldirilar algilamada zorlanir, bu da sifir giin saldirilarina kars1 koyabilme yetenegini
sinirlar.  SNORT ve NetSTAT gibi yaygin giivenlik araclar1 bu sistemden
faydalanmaktadir.

Geleneksel imza tabanli sistemlerin metodolojisi, ag lizerinden gegen paketleri detayli bir
sekilde inceleyip, bu paketlerin igerdigi bilgileri onceden olusturulmus bir imza
veritabani ile kiyaslamaktir. Ancak bu yontemler, birden fazla paket boyunca gerceklesen
ve yayilan saldirilart tespit etme konusunda yetersiz kalabilir. Giintimiizdeki kotli amagh
yazilimlar daha sofistike hale geldigi i¢in, imza bilgisini ¢ikarmak i¢in ¢oklu paketler
tizerinden analiz yapilmasi gerekebilir. Bu durum, bir IDS sisteminin ge¢misteki
paketlerin iceriklerini hatirlamasini ve bunlar siirekli olarak karsilagtirmasini zorunlu
kilar. Bu durumlara kars1 imza veritabani olusturabilmek i¢in, durum makinelerini [44],
bigimsel dil dizisi kaliplarin1 veya anlamsal kosullart [45] iceren bir dizi yontem

kullanilmistir. Sifir giin saldirilarinin artan orani bu tiir saldirilar i¢in 6nceden imza
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bulunmadigindan imza tabanl sistemin tekniklerini giderek daha az etkili hale getirdi.
Koétii amaglt yazilimin polimorfik varyantlari ve artan sayida hedefli saldiri, bu geleneksel
paradigmanin yeterliligini daha zayiflatmaktadir. Bu sorun i¢in olas1 ¢éziimlerden biri,
anormal olandan ziyade kabul edilebilir bir davranisin profilini ¢ikararak isleyen anomali

tabanli sistemlerdir.
2.1.2 Anomali Tabanh Saldir1 Tespit Sistemleri

Anomali tabanli tespit sistemleri, imza tabanli sistemlerin sinirliliklarini asabilme
yetenekleri sayesinde pek cok arastirmacinin odak noktasi haline gelmistir. Bu sistemler,
bir bilgisayarin normal davranis profilini olusturmak i¢in makine 6grenmesi, istatistiksel,
veya bilgi tabanli teknikler kullanir. Normal profil ile gézlenen davranig arasinda belirgin
farkliliklar tespit edildiginde, bu durum bir giivenlik ihlali olabilecek bir anomali olarak
degerlendirilir. Bu tekniklerin temel prensibi, zararli aktivitenin normal kullanici
eylemlerinden ayirt edilebilir olmasidir. Normalden sapma gosteren davranislar, izinsiz
giris olarak siniflandirilir. Anomali tabanli sistemin kurulumu iki temel evreden meydana
gelir: egitim ve test evresi. Egitim evresinde, sistem normal davranis Orneklerini
O0grenmek lizere standart ag trafigini inceler; test evresindeyse, sistem daha Once
karsilagmadig: tehditlere karsi ne kadar iyi genelleme yapabilecegi test edilir. Kullanilan
egitim metodolojisine gore anomali tabanli sistemler, istatistiksel, bilgi tabanli, veya

makine 6grenmesi gibi farkli alt kategorilere ayrilabilir [46].

Anomali tabanl tespit sistemlerinin temel avantaji, imza tabanli veritabanlarina ihtiyag
duymadan kullanic1 etkinliklerindeki anormallikleri saptayabilmesidir. Bu o6zellik,
sistemlerin bilinmeyen yani sifir giin saldirilarini tanima kabiliyetini beraberinde getirir
[47]. Sistem, incelenen etkinliklerin normale gore farkli olmasi durumunda bir giivenlik
uyaris1 baslatir. I¢ tehditlere karsi da duyarli olan bu sistemler, normal kullanici
aktiviteleri i¢inde gizlenmeye ¢alisan yetkisiz eylemleri fark edebilir. Eger bir saldirgan,
normalde fark edilmeyen bir kullanicinin kimlik bilgilerini ele gegirip harekete gecerse,
sistem bunu anlayip alarm verebilir. Sistem, kullaniciya 6zel profiller olusturarak bir
saldirganin normal kullanic1 davranisini taklit etmesini zorlastirir. Bu 06zellestirme,

saldirganin sessizce hareket etmesini engeller.

Anomali tabanli saldir1 tespit teknikleri, yaklasimlarina ve metodolojilerine gore farklh

tiirlerde siniflandirilabilir. Yaygin anomali tabanli saldir1 tespit tiirleri sunlardir:
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Istatiksel anomali tespiti: Istatiksel anomali tespit teknikleri, normal davranistan
sapmalar1 belirlemek i¢in sistem veya ag faaliyetlerinin istatistiksel 6zelliklerini
analiz eder. Bu yontemler normal davranisin bir temelini olusturmak igin
ortalama, medyan, standart sapma veya olasilik dagilimlar1 gibi istatistiksel
modelleri kullanir. Belirlenen istatistiksel normlardan Onemli Olgiide sapan
gozlemlenen herhangi bir davranis anomali olarak isaretlenir. Istatistiksel anomali
tespiti, stirekli veya ayrik degiskenlerdeki sapmalar tespit etmek i¢in uygundur
ve daha Once goriilmemis saldirilari belirlemede etkili olabilir.

Makine 0grenmesi tabanli anomali tespiti: Makine 6grenmesi tabanli anomali
tespit teknikleri, anomalileri tespit etmek icin denetimli veya denetimsiz makine
O0grenmesi algoritmalarindan yararlanir. Denetimli 6grenmede, bir model hem
normal hem de saldir1 6rnekleri igereb etiketli veriler iizerinden egitilir. Model,
egitim sirasinda Ogrenilen kaliplara ve oOzelliklere dayanarak yeni ornekleri
normal veya anormal olarak simiflandirmay1 dgrenir. Ote yandan, denetimsiz
o0grenme yaklasimlari, normal ve saldir1 6rnekleri hakkinda dnceden bilgi sahibi
olmadan etiketsiz verilerdeki oriintiileri ve anormallikleri tanimlamay1 amaclar.
Bu yontemler 6zellikle bilinmeyen veya yeni saldirt modelleriyle ugrasirken
kullanighdir.

Zaman serisi anomali tespiti: Zaman serisi anomali tespiti, veri noktalari
arasindaki siranin ve zamansal bagimliliklarin dikkate alindig1 sirali verilerdeki
anomalileri belirlemeye odaklanir. Bu teknik, anomalileri tespit etmek i¢in zaman
icindeki kaliplari, egilimleri ve sapmalar1 analiz eder. Zamansal Oriintiileri
yakalamak icin otoregresif modeller, hareketli ortalamalar veya Fourier
doniistimleri gibi zaman serisi analiz yontemleri kullanilabilir. Zaman serisi
anomali tespiti, sistem giinliiklerindeki, ag trafigindeki veya endiistriyel
sistemlerde toplanan sensor verilerindeki anormallikleri tespit etmek icin cok
uygundur.

Ag tabanli anomali tespiti: Ag tabanli anomali tespit teknikleri ag trafigini izler
ve anormal davranislari veya siipheli faaliyetleri belirlemek icin paket
diizeyindeki verileri analiz eder. Bu yontemler, ag taramalari, baglant1 noktasi
taramalar1 veya olagandis1 trafik hacimleri gibi anormallikleri tespit etmek i¢in
trafik modellerini, paket bagliklarini, protokolleri veya yiik icerigini inceler. Ag

tabanli anomali tespiti, 6zellikle ag altyapisindaki giivenlik agiklarindan veya
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olagandis1 trafik modellerinden yararlanan izinsiz girislerin tespit edilmesiyle
ilgilidir.

e Ana bilgisayar tabanli (host-based) anomali tespiti: Ana bilgisayar tabanl
anomali tespiti, tek tek ana bilgisayarlarda veya uc¢ noktalarda meydana gelen
etkinlikleri ve olaylar1 analiz etmeye odaklanir. Bu yontemler, normal kaliplardan
sapmalar1 belirlemek i¢in sistem giinliiklerini, islem etkinliklerini, kullanici
davranigin1 veya dosya biitlinliigiinii inceler. Ana bilgisayar tabanli anomali
tespiti, yetkisiz erisim girisimleri, ayricalik yiikseltme veya olagandist sistem

kaynagi kullanimi gibi etkinlikleri tespit edebilir.

Bu anomali tabanli saldiri tespit tiirleri daha kapsamli bir saldiri tespit sistemi elde etmek
icin birlestirilerek hibrit olarak kullanilabilmektedir. Uygun tiiriin se¢imi, izlenmekte olan
sistemin Ozelliklerine, mevcut verilere ve saldir1 tespit senaryosunun Ozel

gereksinimlerine baghdir.

2.2 Endiistriyel Nesnelerin Internet’inde Saldir1 Tespiti Zorluklar: ve

Yaklasimlar

Son yillarda Endiistri 4.0 kavramu ile birlikte Endiistriyel Nesnelerin Interneti (IIoT)
yaygin hale gelmistir. [oT ailesinin bir liyesi olan IIoT, akilli fabrikalar, akilli sebekeler
vb. dahil olmak iizere bir dizi kritik uygulamaya sahiptir. U¢ tabanli IIoT (Edge), tanim1
geregi, algilama, hesaplama ve depolama i¢in biiyiik miktarda ug¢ cihaza dayanmaktadir.
Ancak merkezi olmayan veri etkilesimi, veri s1zintis1 yasamay1, manipiilasyonu ve diger
ag saldirilarint kolaylagtirir. Bu nedenle ug tabanli IloT’nin giivenlik sorunu bu

calismanin odak noktasi haline gelmistir.

Saldir1 tespiti, endiistriyel sistemlerin giivenliginin ve esnekliginin saglanmasinda 6nemli
bir rol oynar. Endiistriyel ortamlar benzersiz 6zelliklere sahiptir ve 6zel saldir1 tespit

yaklasimlar1 gerektiren farkli zorluklarla kars1 karstyadir.

Endiistriyel sistemler, birbirine bagli ¢ok sayida cihaz, makine ve sensorii kapsayan
biiytik bir 6lcekte calisir. Bu sistemler fabrikalar, enerji santralleri veya ulagim aglar gibi
genis fiziksel alanlara yayilabilir. Endiistriyel sistemlerin 6l¢egi ve karmagikligi, bu
sistemler tarafindan ftretilen biiylikk miktarda verinin izlenmesi ve analiz edilmesi

karmasik bir gorev haline geldiginden, saldir1 tespiti i¢in zorluklar ortaya ¢ikmaktadir.
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Saldir1 tespit mekanizmalari, veri hacmini ve gesitliligini gercek zamanl olarak verimli

bir sekilde ele alabilmelidir.

Endiistriyel sistemlerin bir diger 6zelligi cihazlarin ve protokollerin heterojenligidir. Bu
sistemlerde c¢esitli lreticilerden ve nesillerden c¢ok c¢esitli cihazlar, sensorler ve
protokoller igerir. Saldir1 tespit mekafXnizmalarinin, cihazlarin ve protokollerin
heterojenligini ele almak icin esnek ve uyarlanabilir olmasi, endiistriyel ekosistem

genelinde uyumluluk ve kapsam saglamasi gerekir.

Kritik siireglerin giivenli ve verimli ¢alismasini saglamak i¢in zamaninda yanit ve karar
verme gerektiginden, gercek zamanl gereksinimler endiistriyel sistemlerde kritik 6neme
sahiptir. Endiistriyel ortamlarda saldir1 tespiti neredeyse ger¢ek zamanli olarak ¢alismali,
sistem operasyonlari iizerindeki etkiyi en aza indirmek icin potansiyel tehditleri hizli bir
sekilde tanimlamali ve bunlara yanit vermelidir. Geciken tespit veya yanit, iiretim
kesintileri, ekipman hasar1 veya giivenlik tehlikeleri gibi dnemli sonuglara yol agabilir.
Bu nedenle, endiistriyel sistemlerdeki saldir1 tespit mekanizmalart zaman ve dogruluga

oncelik vermelidir.

Endiistriyel sistemlerde gerceklesen saldirilar, mali kayiplar ve fikri miilkiyet
hirsizligindan tehlikeye atilan gilivenlik ve cevresel hasara kadar ciddi sonuglar
dogurabilir. Endiistriyel ortamlar kritik altyapi ve siiregleri kontrol eder, bu da onlar1 kotii
niyetli aktorler i¢in cazip hedefler haline getirir. Yetkisiz erisim, kontrol sistemlerinin
manipiilasyonu veya veri ihlalleri tiretim kesintilerine, sistem arizalarina ve hatta insan
operatorlerin zarar gormesine neden olabilir. Saldir1 tespiti, bu tiir olaylarla iliskili
risklerin en aza indirilmesinde ve endiistriyel sistemlerin  biitiinliiglinin,

kullanilabilirliginin ve gizliliginin korunmasinda énemli bir rol oynar.

Endiistriyel sistemlerde saldir1 tespiti, proaktif tehdit azaltma ve olay miidahalesi saglar.
Endiistriyel operatorler anomalileri, siipheli faaliyetleri veya potansiyel saldirilar gergek
zamanl olarak tespit ederek riskleri azaltmak, olaylarmn etkisini en aza indirmek ve daha
fazla tehlikeyi 6nlemek i¢in aninda harekete gegebilirler. Saldir1 tespit mekanizmalari,
potansiyel saldirilarin erken uyari isaretlerini saglayarak hizli olay miidahalesi, adli analiz
ve diizeltmeye olanak tanir. Bu proaktif yaklasim, endiistriyel sistemlerin esnekligini ve

kurtarma kabiliyetlerini arttirir

Ug tabanli [IoT de saldir1 tespit sistemleri tasarimi temel 2 yonii dikkate alir: algilama

yontemi ve sistem mimarisi. Biraz daha detaylandirmak gerekirse, algilama yontemleri
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bilgi tabanli yontemler ve anomali tabanli yontemler olarak siniflandirilabilir. Burada
bilgi tabanli yontemler, bilinmeyen saldirilar1 tanimlanamayan algilama i¢in kullanima
hazir veritabanlarina dayanirken, anomali tabanli yoOntemler tipik olarak trafigi
tanimlamak i¢in makine 6grenmesi algoritmalarini kullanir. Sistem mimarisi olarak ise,
saldir1 tespit sistemlerinin mimarisi Ui¢ kategoride siniflandirilabilir: dagitilmas,
merkezilestirilmis ve hibrit. Spesifik olarak dagitilmig saldir1 tespit sistemi, agdaki her bir
fiziksel cihaz iizerinde calisir ve izinsiz giris tespitlerini bagimsiz olarak ytriitiir. Buna
karsilik merkezilestirilmis saldir1 tespit sistemi, merkezi sunucular gibi birka¢ merkezi
cihazda calisir. Yalnizca merkezi cihazlar tiim agdaki kotii niyetli trafigi tespit edebilir.
Hibrit sistemler ise, sirasiyla alt katman ag cihazlar ve iist katman ag cihazlar1 arasinda
farkli algilama yontemlerinin c¢alistirildigir yukarida belirtilen diger iki mimarinin

avantajlarin birlestirir.
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3

OTOMATIK MAKINE OGRENMESI
METODOLOJIK YAKLASIMLARI

Makine 6grenmesi, sistemlerin deneyimlerden 6grenme ve insan miidahalesi olmadan
karar verme yeteneklerini gelistirip giiclendirmelerini saglar [48]. Ust diizey makine
O0grenmesi yaklasimlart denetimli ve denetimsiz olmak iizere iki kategoride
incelenmektedir. Bununla birlikte, graniiler diizeyde makine 6grenmesi dort kategoriye
ayrilir: denetim, yar1 denetimli, denetimsiz ve pekistirmeli (reinforcement) 6grenme.
Denetimli makine 6grenmesi yontemleri, gelecege yonelik tahminler yapmak i¢in etiketli
bir veri setinden 6grenir. Veriler etiketsiz ise denetimsiz makine 6grenmesi teknikleri
kullanilir. Yar1 denetimli makine 6grenmesi teknikleri, 6grenme asamasinda agiklamali
ve acgiklamasiz verilerin bir karigimini kullanir. Pekistirmeli 6grenme algoritmalari ise

tanimlanmus bir ortamdaki etkilesimlere dayali olarak ddiilleri veya cezalari belirler [49].

3.1 Otomatik Makine Ogrenmesi Yontem ve Teknikleri

AutoML, bireyin tecriibesi dogrultusunda yapacagi bircok deneme yanilma isleminin
maliyetini ortadan kaldirarak makine 6grenmesi siirecini sorunsuz bir is akisi igerisinde
kullanmay1 hedeflemektedir [50] [51]. AutoML kapsamindaki otomatiklestirilmis

adimlar sunlardir:

Otomatiklestirilmis veri hazirlama
e  Ogznitelik tiirlerinin tespiti (kategorik, sayisal vb.)
e  Oznitelik roliiniin algilanmasi
e Gorev tespiti (ikili siniflandirma, kiimeleme vb.)
- Otomatiklestirilmis 6zellik miihendisligi
e Ozellik segimi
e Ozellik ¢ikarimi
- Otomatiklestirilmis model se¢imi
- Hiperparametre optimizasyonu
- Performans degerlendirme
- Otomatiklestirilmis sorun tespiti
- Elde edilen sonuglarin otomatik olarak degerlendirilmesi

- Makine 6grenmesi siireci i¢in kullanici araytizleri ve gorsellestirme
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AutoML calismalarinda sistemin nasil c¢alistigini agiklayabilmek olduk¢a onemlidir.
Ciinkii otomatiklestirilmis siirecler hem kurgulanan modelin ve basarisinin
sorgulanabilirligini  hem de yapay zekadaki agiklanabilirlik  kavramini
karsilayabilmelidir. Bu amagla AutoML ¢alismalarinda siirecin nasil ilerledigini gosteren
islem hatti (pipeline) tanimlanmasi gerekmektedir. Sekil 3.1°de klasik bir AutoML

stirecine ait islem hatt1 gosterilmektedir.

— —

Sekil 3.1 AutoML slrecleri

Bugiine kadar farklt AutoML caligsmalar1 yapilmis, cesitli ¢erceveler gelistirilmistir ve
literatiirde otomatik makine 6grenmesi model se¢imi iizerine ¢alismalar bulunmaktadir.
Ancak bu ¢alismalarin ¢ogu AutoML pipeline’min bazi boliimlerine odaklanmistir. [31]
calismasinda 150 denetimli smiflandirict karsilastirilmistir. Kiyaslama sonucunda
TPOT’un (Tree-based Pipeline Automation Tool) 21 siniflandirma gérevinde temel bir
makine Ogrenmesi analizinden daha iyi performans gosterdigi belirtilmistir. [51]
calismasinda scikit-learn {izerine insa edilerek siniflandirma pipeline’1 olusturulmus
ancak sadece SVM ve k-Nearest Neighbors (kNN) gibi geleneksel makine dgrenmesi
yontemleri kullanilmistir. Auto-Keras [52], Keras gergevesine dayali olarak gelistirilen
derin 6grenme modellerini aramaya odaklanan agik kaynakli bir kiitiiphanedir. [53]
calismasi, hizli ve ongoriicii bir AutoML pipeline’1 olarak 6nerilen Oracle AutoML
platformunun kapsamli bir incelemesini igermektedir. Bu otomatik makine 6grenmesi
modelinde algoritma se¢imi, uyarlanabilir ornekleme, 6zellik se¢imi ve ardindan
hiperparametre optimizasyonu yapilmaktadir. Ileri beslemeli bir yaklagimin, H20 ve
Auto-Sklearn gibi son teknoloji iirlinii agik kaynakli AutoML araclarina kiyasla daha kisa
siirede daha iistiin sonuglar trettigi kaydedilmistir. Birgok AutoML algoritmasi, belirli
gorevleri ¢ozmek icin sabit veri setleri tizerinde c¢alisir. Ancak, bir AutoML sistemi
siirekli 6grenme yetenegine sahip olmali ve tiim siireci otonom olarak ilerletme

kabiliyetine sahip olmalidir.

3.2 Saldin Tespitinde Otomatik Makine Ogrenmesi Kullanim

Otomatik makine 6grenmesi, siber giivenlik alaninda, 6zellikle de saldir1 tespit sistemleri

baglaminda umut verici bir yaklagim olarak ortaya ¢ikmistir. Saldir1 tespit sistemi, ag
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giivenliginin kritik bir yoniidiir ve saldir1 tekniklerinin hizli gelisimi, uyarlanabilir ve
verimli ¢oziimler gerektirmektedir. Yapay zekanin bir alt alan1 olan otomatik makine
O0grenmesi, makine Ogrenmesi modelleri gelistirmenin ug¢tan uca siirecini

otomatiklestirmeye odaklanir ve bu sayede saldir1 tespiti i¢in degerli bir ara¢ haline gelir.

Endustriyel nesnelerin interneti sisteminde saldir1 tespiti i¢in bir AutoML c¢ergevesi

gelistirmenin saglayacagi baslica faydalar sunlardir:

- Artan Verimlilik: AutoML ¢ergevesi, saldir1 tespit modellerinin olusturulmasini
otomatiklestirerek zamani ve maliyeti azaltir. Hizli model gelistirme, dagitim ve
izlemeye olanak taniyarak potansiyel saldirilarin belirlenmesinin etkinligini
arttirir.

- Arttirilmis  Dogruluk:  AutoML  cergevesi, biiylik miktarda  veriyi
degerlendirebilen, karmasik kaliplari tanimlayabilen ve ge¢misten Ogrenebilen
makine 6grenmesi algoritmalarini igerir. Bu, yanlis pozitifleri ve yanlis negatifleri
azaltarak, geleneksel kural tabanli tekniklere kiyasla saldir1 tespit dogrulugunu
arttirabilir.,

- Olgeklenebilirlik: Yiiksek hacimlerde veri iireten gok sayida cihaz ile IloT aglart
cok biiyiik bir Ol¢ege sahip olabilir. Model gelistirme ve egitim siirecini
otomatiklestirerek, hesaplama kaynaklarinin etkin kullanimini saglayarak ve ag
biyldlkce oOlceklenebilirlik saglayarak AutoML ¢er¢evesi bu miktarda veriyi
yonetebilir.

- Azaltllmis Uzmanlik Gereksinimleri: Geleneksel saldiri tespit sistemleri i¢in
kurallarin tasarim1 ve bakimi genellikle kapsamli alan bilgisi gerektirir. AutoML
cercevesi teknik karmasikligin biiylik bir kismini otomatiklestirerek 6zel bilgi
thtiyacini azaltir ve uzman olmayan kisilerin de verim saldir1 tespit modelleri

olusturmasini miimkiin kilar.
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A

OTOMATIK MAKINE OGRENMESI
CERCEVESININ TASARIMI VE
GELISTIRILMESI

Bu caligmada IloT sistemleri i¢in saldir1 tespitinde gorev alabilecek bir AutoML sistemi
gelistirilmesi amaglanmistir. AutoML sisteminin gelistirilmesi sirasinda oncelik X-
IIoTID veri setine verilmistir. Siiflandirma goérevi i¢in uygun olan bu veri setinde 59
ozellik ve 820.834 oOrnek bulunmaktadir. Bu veri seti ile net ve kesin bir saldiri
smiflandirmasi yapilabilmekte ve WebSocket fuzzing, Constrained Application Protocol
(CoAP) kaynak kesfi, MQTT malicious subscription, kripto-fidye yazilim1 gibi yeni nesil
saldirilar1 igermektedir. Ayrica Modbus, WebSocket, MQTT, TCP, Adres Coziimleme
Protokolii (ARP), Hiper Metin Aktarim Protokolii (HTTP), Giivenli Kabul (SSH), Alan
Adi Sistemi (DNS), Basit Posta Aktarim Protokolii (SMTP), Kullanict Datagram
Protokoli (UDP) gibi protokolleri de kapsamaktadir. IIoT ve IDS igin olusturulan diger

veri setlerine gore daha kapsamli bir veri setidir [54].

Bu c¢alisma kapsaminda gelistirilen AutoML islem hatt1 asagidaki asamalardan

olusmaktadir.

1. Veri On isleme

2. Ozellik Se¢imi ve Ozellik Cikarimi
3. Performans/Model Karsilastirma

4. Dagitim

4.1 Veri On isleme

Veri hazirlama, makine 6grenmesi siirecinin ilk adimidir. Veri hazirlama temel olarak ti¢
boliimden olusur: veri toplama, temizleme ve arttirma. Veri toplama, bir veri seti elde
etmek veya mevcut bir veri setini genisletmek igin gerekli adimlardan biridir. Veri
setlerinde giiriiltii olmas1 dogal olmakla birlikte bu durum model egitimini olumsuz
etkileyebilir. Veri temizleme isleminde model egitiminde dogruluk oranlarinin diismesine
neden olabilecek giiriiltiilii veriler temizlenir. Bu nedenle veri temizligi yapilmalidir [29].
Veri arttirma islemi, modelin performansin1 ve saglamligini arttirmak i¢in énemli bir
adimdir. Veri arttirimi, mevcut verilerden yeni veriler iirettigi i¢in bir veri toplama araci

olarak da distniilebilir. Ayrica modelin overfitting olmasint Onlemek i¢in de
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kullanilabilir. Verinin boyutu arttikca, makine 6grenmesine dayali modellerin dogrulugu
ve hiz1 6nemli Sl¢iide etkilenir. Veri 6n isleme, ham verinin doniistiiriilmesinden olusan
bir asamadir, boylece veri setindeki eksiklik ve tutarsizliklardan kaynaklanan sorunlar

giderilir. Bu agsamada daha anlasilabilir bir veri seti elde edilmesi amaglanir.

On isleme, ham verilerin makine dgrenmesi modelleri olusturmak i¢in uygun bir formata
doniistiiriilmesini igerdiginden otomatik makine 6grenmesinde onemli bir asamadir.
AutoML’de gergeklestirilmesi gereken veri hazirlama isleminden sonraki ti¢ 6nemli 6n
isleme adimi sunlardir: eksik degerlerin islenmesi, 6l¢eklendirme ve kodlama. Gergek
diinya senaryolarinda toplanan veriler genellikle eksik degerler igerir ve bu da makine
O0grenmesi modellerinin performansini olumsuz yonde etkileyebilir. Bu zorlugun
ustesinden gelmek i¢in imputasyon veya silme gibi farkli teknikler kullanilabilir. Secilen
imputasyon yontemi veri tiirline, kayip degerlerin derecesine ve verinin dagilimina
baglhidir. Bazi makine Ogrenmesi algoritmalarindan, ozelliklerin biiyiikliigii modeli
etkileyebilir. Tim ozelliklerin esit sekilde dikkate alinmasini saglamak igin, tim
ozellikleri ayni biyiikliige getirmek {iizere Olceklendirme yapilir. Bu genellikle
ozelliklerin sifir ortalamaya ve bir standart sapmaya sahip olacak sekilde
normallestirilmesiyle elde edilir. Makine 6grenmesi algoritmalari sayisal verilerle caligir
ve bu nedenle kategorik degiskenlerin sayisal forma doniistiiriilmesi gerekir. Yaygin
kodlama teknikleri arasinda one-hot kodlama, label kodlama ve ordinal kodlama yer
almaktadir. Kodlama ydnteminin se¢imi, kategorik verilerin tiirline ve kullanila makine

ogrenmesi algoritmasinin 6zel gereksinimlerine baghdir.

4.2 Ozellik Se¢imi ve Ozellik Cikarim

Ozellik miihendisligi, ham verilerin algoritmalar ve modeller tarafindan kolayca
anlagilabilecek ve analiz edilebilecek bir bi¢gime doniistiiriilmesini iceren makine
ogrenmesi islem hattinda 6nemli bir adimdir. Ozelliklerin kalitesi bir modelin
performansi lizerinde énemli bir etkiye sahip oldugundan, bu adim AutoML iglem hatti
icin 6nemlidir.

Ozellik se¢imi, modelin egitimini hizlandirmak igin gereksiz olanlar1 eleyerek orijinal
ozelliklerin bir alt kiimesini olusturmay1 igerir. Bu siirec, overfitting’i dnleyerek model

performansini arttirir.
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Ozellik secimi, daha basit ve anlasilir modeller olusturmada, daha anlasilir veriler
hazirlamada ve sonug performansimi arttirmada fayda saglar. Ozellik segimi, goriintii
tanima i¢in giiriiltiili, ilgisiz ve gereksiz ozelliklerin elenmesi, dogal dil isleme i¢in
kisaltmalar, yanlis yazimlar ve es anlamli kelimeler gibi dil zorluklarinin giderilmesi,
islem maliyetinin azaltilmasi, depolamanin en aza indirilmesi ve saldir1 tespiti igin test
verilerinin daha iyi anlasilmasim1 saglamak gibi farkli gorevlerde uzun yillardir

kullanilmaktadir.

Ozellik secimi, orijinal ozellik setine dayali bir alt kiime olusturarak alakasiz veya
gereksiz Ozellikleri azaltir. Bu sekilde model basitlestirilebilir, overfitting 6nlenebilir ve
model performansi iyilestirilebilir. [21] ¢alismasina gore, Ozellik secim siireci Sekil

4.1°de gosterildigi gibi dort temel adimdan olugmaktadir.

Orijinal Veri Seti

Ozellik Alt Kiimesi
(Arama Yontemi)

Alt Kiime
Degerlendirmesi

Dogrulama

Durma Evet

Kriteri

Sekil 4.1 Ozellik segimindeki temel adimlar

Ozellik secim stireci, bir arama yontemi kullanilarak secilen dzelliklerin bir alt kiimesinin
sistematik olarak degerlendirilmesini igerir. Segilen alt kiime daha sonra gecerliligini
belirlemek i¢in bir dogrulama siirecinden gegirilir. Bu siire¢, bir durdurma kriteri

karsilanana kadar tekrarlanir.

Ozellik segiminde {ig tiir arama ydntemi kullanilir: tam arama, sezgisel arama ve rastgele
arama. Tam arama, kapsali1 ve kapsamli olmayan arama olarak ikiye ayrilabilir. Kapsamli
olmayan arama, breadth-first, beam search, branch and bound ve best-first search

yontemleri dahil olmak iizere cesitli tekniklere sahiptir.
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Sezgisel arama, belirli yontemlerin kullanimini igerir. Bu yontemlerden biri sirali ileri
secimdir (Sequential Forward Selection, SFS). Bir digeri sirali geriye dogru se¢im
(Sequential Backward Selection, SBS) ve bir digeri de ¢ift yonlii aramadir (Bidirectional
Search, BS). SFS ve SBS yontemleri, 6zelliklerin bos bir kiimeye eklenmesini veya dolu
bir kiimeden ¢ikarilmasini igerir. BS yonteminde, ayni alt kiime elde edilene kadar arama
yapmak i¢in bu iki algoritma birlikte kullanilir. Yaygin olarak kullanilan rastgele arama

yontemleri genetik algoritmalar ve pargacik siirlicli optimizasyonudur.

Ozellik segme yontemleri ii¢ kategoride siniflandirilabilir: filtreleme, sarmalayici ve
gomiili. Filtreleme yoOntemleri se¢im igin yalnizca istatistiksel bilgileri kullanirken,
sarmalayic1 yontemler dzelliklerin kendilerine dayanan aramalari kullanir. Ote yandan
gbémiilii yontemler bolme igin en iyi kriteri bulmaya odaklanir [55]. Filtre tabanli 6zellik
secimi yonteminde, secim islemi veri setinin 6zelliklerine gore yapilarak optimal 6zellik
kiimesini belirlemek i¢in gesitli istatistiksel testler kullanilir. Bu yontem hesaplama yikii
acisindan diigiik maliyetli ve etkili olup, hizli sonuglar verir. Diger taraftan, sarmalayici
tabanli 6zellik secimi yontemi, bir siniflandiriciyr 6ngoriicii olarak kullanarak, en iyi
ozellik alt kiimesini buluncaya kadar ¢esitli 6zellik kombinasyonlarinin performansini
degerlendirir. Bu yaklagim daha maliyetli ve zaman alicidir, fakat genellikle daha dogru
sonuglar verir. GOmiili tabanli 6zellik se¢imi yontemi ise filtre ve sarmalayici
yontemlerinin 6zelliklerini birlestirerek, hibrit bir yaklasim sunar ve genellikle bu teknik

hibrit 6zellik se¢cimi olarak da adlandirilir [56] [57] [58].

Bu calismada 6zellik se¢imi i¢in iki farkli yontem kullanilmistir. Bunlardan biri Shapley

Additive Explanations (SHAP), digeri ise genetik algoritmadir.
4.2.1 Shapley Degerleri

Lloyd Shapley [59] tarafindan isbirlik¢i oyun teorisi alaninda ortaya atilan Shapley
Degerleri, her oyuncunun belirli bir oyuna katkisin1 6lgmek i¢in bir arag saglar. Oyun
teorisi, iki veya daha fazla oyuncunun, sonuglarinin birbirine baglh oldugu bir durumda
nasil etkilesime girdiginin stratejik bir analizidir. Shapley Degerleri 6zellikle oyuncularin
katkilariin esit olmadigi, ancak yine de ortak sonuglar iiretmek i¢in birlikte ¢alistiklar:

durumlarda 6énemlidir.

Shapley Degerleri yontemi, SHAP yoOnteminin olusturulmasiyla makine Ogrenmesi
modelleri tarafindan yapilan tahminlerin yorumlanmasinda kullanilmak {izere

uyarlanmigtir. SHAP yontemi, [24] calismasinda sunuldugu gibi, analiz altindaki bir

46



ornegin her bir 6zelligi i¢in Shapley Degerlerini hesaplayarak her bir 6zelligin nihai
tahmine katkis1 hakkinda bilgi verir. Bu, makine 6grenmesi modellerinin karar verme
slireglerinde daha fazla seffaflik saglayarak tahminlerine nasil ulastiklarinin daha iyi
anlagilmasina olanak tanir. Sekil 4.2 ve Sekil 4.3, SHAP ve farkli smiflandirma

modellerini kullanarak X-IIoTID veri setindeki en 6nemli 20 6zelligi gostermektedir.

Service
read_write_physical.process
Avg_num_cswch/s
Duration

FIN or RST
Scr_ip_bytes
Avg_nice_time
Avg_num_Proc/s
is_with_payload
Std_num_proc/s
Des_ip_bytes
paket_rate
byte_rate
is_pure_ack
is_syn_only
0OSSEC_alert_level
Conn_state
total_bytes
Des_bytes
Des_bytes_ratio

Sekil 4.2 SHAP ve XGBoost ile 6zellik segimi

Service
read_write_physical.process
Avg_num_cswch/s
Duration
is_with_payload
Scr_ip_bytes
Avg_num_Proc/s
Avg_nice_time

FIN or RST
total_bytes
byte_rate
0SSEC_alert_level
Des_bytes_ratio
Conn_state
Des_ip_bytes
Des_bytes
paket_rate
is_pure_ack
std_num_proc/s
is_syn_only

Sekil 4.3 SHAP ve LightGBM ile 6zellik segimi

4.2.2 Genetik Algoritma

Optimizasyon algoritmalarindan biri olan genetik algoritma, insan genlerinin nesiller
aras1 gecis siirecine benzetilmektedir. Genetik algoritma, belirli bir probleme en iyi
¢Oziimii bulmak i¢in dogal seleksiyon ve genetik siirecini taklit eden olasiliksal bir

optimizasyon teknigidir.

Genetik algoritma yontemi, Ozelliklerin secilmesi icin makine 6grenmesi modelleri

alaninda sikca tercih edilen bir optimizasyon stratejisidir. Genetik algoritma kullanarak
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belirli bir makine 6grenmesi modeli i¢in dnemli veya ilgili 6zellikleri belirleme siiresi
genetik algoritma ile 6zellik se¢imi olarak bilinir. Temel amag, modelin performansini
korurken verilerin boyutunu azaltmaktadir. Ozellik se¢iminde genetik algoritma,
optimum 6zellik kombinasyonunu belirlemek icin popilasyon boyutu, caprazlama ve
mutasyon oranlart ve se¢im Kkriterleri gibi hiperparametreleri optimize etmek igin
kullanilir. Genetik algoritma tabanli 6zellik se¢iminde kullanilan fitness fonksiyonu,
belirli bir 6zellik kiimesini kullanarak makine 6grenmesi modelinin performansini
degerlendirir ve en iyi performans gosteren Ozellikler secilerek yeni bir nesil olusturmak
tizere birlestirilir. Genetik algoritma ile 6zellik se¢imi, uygun bir performans esigine
ulasilana veya sonlandirma kriteri karsilanana kadar gergeklestirilen iteratif bir siirectir.
Bu siireg, overfitting riskini azaltmay1 amaglar ve makine 6grenmesi modelinin ne kadar
iyi performans gosterdigi iizerinde onemli bir etkiye sahip olan 6zellikleri bularak
modelin genelleme yetenegini gelistirir. Popiilasyon bilgisi, fitness degeri, ebeveyn
secimi, c¢aprazlama ve mutasyon algoritmayr olusturan asamalardan bazilaridir.
Popiilasyon istatistiklerine dayanarak, ilk asamada veriye uygun bir popiilasyon rastgele
iiretilir. Ikinci asamada her bir ¢dziimiin (kromozom) fitness degeri belirlenir. Ugiincii
asamada en 1yi kromozomlar ebeveyn olarak se¢ilir. Sonug olarak yeni bireyler olusur ve
genler yayilir. Dordiincii asamada, ebeveynler ¢aprazlama yoluya yeni bir kromozom
kiimesi olusturmak i¢in birlestirilir. Bu yeni olusan popiilasyon daha sonra popiilasyon
kiimesine eklenir. Son asamada, popiilasyon kiimesindeki kromozomlara mutasyon

uygulanir.

Ozellik se¢imi icin genetik algoritma kullanmanin temel avantaji, sadece tek tek
ozellikleri degerlendirmek yerine, Ozellikler arasindaki etkilesimleri g6z Oniinde
bulundurarak en uygun 6zellik alt kiimesini arama yetenegidir. Genetik algoritma ¢ok
sayida 6zelligi ele alabilir ve 6zellik se¢imi problemine basarili bir ¢oziim saglayabilir.
Ancak genetik algoritma, 6zellikle yiiksek boyutlu veri kiimeleriyle ugrasirken hesaplama
acisindan pahali olabilen ¢ok sayida fonksiyon degerlendirmesi gerektirir. Bu nedenle,
degerlendirme metrigini dikkatlice se¢mek ve hesaplama verimliligi ile ¢oziim kalitesi

arasindaki dengeyi saglamak i¢in uygun sonlandirma kriterlerini belirlemek 6nemlidir.

Genetik algoritmanin adimlar1 Tablo 4.1°de gosterilirken, Tablo 4.2’de CatBoost
siniflandirma yontemi kullanilarak genetik algoritmanin 6zellik se¢cimindeki uygulamasi
gosterilmektedir. Algoritma her iterasyonda kullanilan 6zellikleri seger ve bu 6zellikler

kullan1ldiginda elde edilen dogruluk degerlerini hesaplar.
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Tablo 4.1 Genetik algoritma ile 6zellik segiminin adimlari

Genetik Algoritma ile Ozellik Se¢iminin Adimlar

1. Baslangig: Rastgele popiilasyon.

2. Adaptasyon: Her kromozom igin uygunluk degeri hesaplanir, uygunluk degerleri dizilerin ¢6ziim

kalitesini gosterir, kromozom bir 6zellik kiimesidir.

3. Secim: Se¢im, uygunluk degeri hesaplanan bireylerin belirli bir se¢im operatoriinden gegirilerek

hayatta kalmasina dayanir.

4. Caprazlama: Caprazlama operatdrleri, se¢im yontemleri yardimryla belirlenen bireylerden yeni

bireyler olusturmak i¢in kullanilir.

5. Mutasyon: Bu adimda amag, gelecek nesillerde benzer bireylerin olusmasini engelleyerek ¢esitlilik
yaratmak ve arama uzayini genisleterek daha detayli bir arama ile en iyi ve en gii¢lii bireylerin ortaya

¢ikarilmasini saglamaktir.

Tablo 4.2 Segilen 6zelliklerin CatBoost siniflandiricisi ile hesaplanan dogrulugu

Ozellik Numarasi Dogruluk

1,3,4,5,7,8,11, 12, 13 ,14, 16, 18, 19, 20, 23, 24, 26, 27, 28, 29, 31, 34, 35, 36, 0,9963
37,39, 41, 43, 45, 47, 50, 51, 52, 53, 54, 57, 58, 59

1,3,4,5,6,7,9,610, 11, 13, 14,15 ,16, 17, 18, 19, 20, 21, 24, 25, 28, 29, 30, 31, 0,9964
32, 33, 34, 35, 36, 37, 38, 39, 41, 43, 45, 46, 47, 48,49, 50, 51, 52, 54, 55, 58, 59

1,2,3,4,6,12,13, 15, 16, 17, 20, 23, 24, 26, 28, 29, 30, 31, 32, 34, 35, 36, 38, 45, 0,9965
47, 49, 51, 52, 54, 55, 57, 58, 59

2,3,4,5,6,7,11, 13, 14, 16, 17, 18, 21, 23, 24, 25, 27, 29, 30, 31, 32, 33, 34, 36, 0,9966
39, 41, 43, 44, 45, 48, 49, 50, 51, 52, 53, 55, 57, 58, 59

1,2,3,4,6,7,11, 12,15, 16, 17, 18, 19, 21, 22, 24, 25, 26, 28, 29, 30, 33, 34, 38, 0,9967
41, 43, 44, 48, 49, 50, 51, 52, 53, 55, 57, 58, 59

Ozellik ¢ikarimi, dzellikle ag giivenliginde smiflandirma siirecinin énemli asamalarindan

biridir. Ag giivenliginde siniflandirma isleminin en zor yonii, siirekli biiyiiyen trafik verisi
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hacmidir. Bu nedenle, saldir1 tespit sistemlerinde makine 6grenmesi yontemlerinin
dogrulugunu arttirmak i¢in Ozellik ¢ikarimi 6nemli bir konu haline gelmistir. Bu
calismada otomatik makine 6grenmesinin 6zellik ¢ikarimi agamasinda dogrusal boyut
indirgeme teknikleri PCA, LDA ve dogrusal olmayan boyut indirgeme yoOntemi
Autoencoder uygulanmis ve saldir1 tespit sistemleri i¢in olusturulan veri setlerinde 6zellik
¢ikarimi yontem ve parametre secimleri otomatiklestirilmistir. Sistemin otomatik olarak
degerlendirip secece8i yontem ve parametrelerin performanslari, literatiirde siklikla
kullanilan saldir1 tespit sistemi veri setleri kullanilarak elde edilmis, siniflandirma

dogruluklar1 ve hesaplama siireleri karsilagtirilmistir.
4.2.3 Autoencoder

Autoencoder, sik¢a tercih edilen bir denetimsiz 6grenme algoritmasidir. Giris verilerini
yeniden olusturmak i¢in birlikte ¢alisan kodlayici ve kod ¢oziicii olmak tizere iki temel
bilesenden olusur. Giris verileri kodlayici tarafindan daha diisiik boyutlu bir temsile
doniistiiriilir ve kod c¢oziicii daha sonra bu temsili orijinal girise geri esler. Bir
Autoencoder hem giris hem de c¢ikis katmanlarinda ayn1 sayida nérona sahip olmasi
nedeniyle diger ileri beslemeli sinir aglarindan ayrilmaktadir. Bu durum, Autoencoder’in
girdiyi minimum kayipla yeniden yapilandirmasini saglayarak boyut azaltma gorevleri
icin etkili olmasini saglar. Boyut azaltma, gizli katmanda giris ve ¢ikis katmanlarina
kiyasla daha az néron bulunmasiyla elde edilmektedir. Yiiksek boyutlu giris verilerinin
daha diisiik boyutlarda ifade edilmesini saglayan Autoencoder’in ¢alisma prensibi Sekil

4.4’te gosterilmektedir.

> 2 A = = i -

™ e o
> M T e &

Giris katmani Gizli katman Darbogaz Gizli katman Cikis katmani

Sekil 4.4 Autoencoder ile boyut indirgeme
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Autoencoder’lar genellikle ayni boyutta giris-¢ikis katmanlar1 ve daha kiigiik ara
katmanlardan olusur. Girdiyi yeniden yapilandirmak iizere egitilen Autoencoder’lar, bu
ara katmanlar sayesinde girdi verisini sikigtirarak daha diisiik boyutlu hale getirebilir.
Gizli katmanli yapay sinir agmin kodlayict (4.1) ve kod ¢oziicu (4.2) denklemleri

sirastyla asagida gosterilmistir.
Y = fo(X) =s(WX + by) 4.1)
XI = gel(Y) = S(W,Y + by) (42)

Denklem (4.1) ve (4.2)’deki X verileri, agirlik parametreleri W ve sapma parametreleri b
kullanan kodlanmis bir f(x) ve kodu ¢o6ziilmis bir g(Y) fonksiyonu ile
dontstiirilmektedir. Kodu ¢oziilmiis g fonksiyonu, gizli Y temsilini X’in yeniden
yapilandirilmasina geri esler. Autoencoder’1n egitim siireci yeniden yapilandirma kaybini
en aza indirmek i¢in 6 = (W, bx, by) parametrelerini belirlemektir. Bu fonksiyon (4.3)’te

gosterilmektedir.
0 = min L(X,X") = min L(X, g(f (x))) 4.3)

Dogrusal yeniden yapilandirmada, L1 kayipli yeniden yapilandirma ortalama kare

hatasina gore hesaplanir (4.4):
1 ~
L1(0) = - XLy | — %l (4.4)

Dogrusal olmayan yeniden yapilandirmada, L2 kay1p yeniden yapilandirmas: ikili capraz

entropiye dayali olarak hesaplanir (4.5):
1 - -
Lp(6) = =+ B X [xg:log %y + (1 — x;)log(1 — %;,)] (4.5)
4.2.4 Temel Bilesen Analizi

Bir verinin temel bilesenleri, veri normalize edildikten sonra kovaryans matrisinin
0zdegeri ve 0zvektorii hesaplanarak elde edilir. Bu yontem, veri kiimesindeki 6zellikler
arasindaki iligkiyi tanimlar, bu iliskilere dayanarak verileri doniistiiriir ve bu iliskilerin
Oonemini dlger. Bu sekilde, onemli iligkiler korunurken digerlerinin boyutu azaltilir. Temel

bilesen analizinde dort temel adim bulunmaktadir:
- N boyutlu verileri NxN boyutlu kovaryans matrisine sahiptir.
- Matrisin N 6zdegeri hesaplanir.

- En biiytik ilk M 6zdegere karsilik gelen M 6zvektor belirlenir.
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- Veriler M 6zvektor lizerine yansitilarak N boyuttan M boyuta indirgenir.

Temel bilesen analizinin hesaplanmasinda kullanilan denklemler (4.6) - (4.10)‘da yer

almakta olup s6zde kod asagida gosterilmistir.

XTX = 30— w7 (= ) (4.6)
XTX=vAVT (4.7)
U=XV Az (4.8)

Ug = [ug, ..., ug] (4.9)

Y = U,"X (4.10)

Algoritma 4.1 Temel Bilesen Analizi

1: prosediir PCA

2: Nokta ¢arpim martisini hesaplama (4.6)

3: Eigen analizi (4.7)

4: Eigen vektorleri hesaplama (4.8)

5: Belirli sayidaki ilk bileseni kaydetme (4.9)

6: d ozelliklerini hesaplama (4.10)

4.2.5 Dogrusal Diskriminant Analizi

Dogrusal Diskriminant Analizi, siif bilgisi belli olan verileri indirgemek i¢in kullanilir
ve smiflar1 en iyi ayristiracak vektorleri arar. Bu yontem, siniflar arasindaki mesafenin
bliyiik, sinif igindeki mesafenin ise kii¢iik olmasini gerektirir. PCA, verilerin siniflarindan
bagimsiz olarak boyut indirgeme islemi gerceklestirir. Ancak siif 6rneklerinin birbiriyle
ortiistiigii durumlarda siniflandirma basarisi diiser. Bu gibi durumlarda LDA tercih edilir,

¢iinkii LDA varyans degerlerine ek olarak sinif bilgisini de kullanarak boyut indirgeme
yapar.

Verinin boyutunun azaltilmasi analiz kolayligi, egitim/test siirelerinden azalma ve
dogrulukta artig saglayabilir. Boyut indirgeme yontemlerinin temel amaci, minimum veri

icerigi kaybiyla maksimum boyut azaltimidir. Bunu basarmak i¢in verilerin temel

bilesenlere izdiistimii yaklagimi kullanilir. Bagka bir deyisle, verinin 6énemli olmayan
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bilesenleri tespit edilerek ¢ikarilir ve boylece boyut azaltilir. Boyut indirgeme ile ytliksek
boyutlu verilerdeki bilgi daha az sayida 6zellik ile temsil edilir. Kiigiik bir 6zellik kiimesi

ile siniflandirma performanslarinin arttirilmasi hedeflenir.

Boyut azaltma teknikleri 6zellik miihendisliginin adimlarindan biridir. Bu teknikler
arasinda PCA ve LDA o6ne ¢ikarken, dogrusal olmayan ve bir makine &grenmesi
algoritmasi olan Autoencoder yontemi 6ne ¢ikmaktadir. LDA yOnteminin sdzde kodu

asagida gosterilmistir. Algoritmada kullanilan denklemler Denklem (4.11) - (4.13)’de yer

almaktadir.
(I-MX"XU-M) = V,A,V,T" (4.11)
U=X(I-MV,A, " (4.12)
U=[uy, .. uy_cl (4.13)
X, =UTXM (4.14)

Algoritma 4.2 Dogrusal Diskriminant Analizi

1: prosedir LDA

2: Denklem (4.11) Gzerine eigen analiz uygulayarak ve (4.12)’yi hesaplayarak Sw’nin
sifir olmayan (4.13) 6z degerlerine karsilik gelen 6zvektorleri belirleme

3: Verilere (4.14) esitligi uygulayarak daha diisiik boyutlu bir uzaya yansitma

4: Yansitilan verileri bir siniflandiriciya girdi olarak sunma

4.3 Performans/Model Karsilastirma

Endiistriyel Nesnelerin Interneti sistemlerinde saldir1 tespitine yonelik dnerilen otomatik
makine 6grenmesi g¢ercevesinde, her adimda tiim siiregleri ve bunlara karsilik gelen
metrikleri izlemek ve kaydetmek icin kapsamli bir kayit tutma mekanizmasi
gelistirilmistir. Bu kayit tutma yaklagimi, ¢ercevenin her bir bileseni i¢in en uygun
tekniklerin secilmesine olanak taniyarak, saglam ve yiiksek performansli bir saldir1 tespit
sisteminin  gelistirilmesini  saglamaktadir. Cerceveye ait akis Sekil 4.5te
gosterilmektedir. Her bir adimda elde edilen en yiiksek dogruluga sahip ¢ikt1 bir sonraki

adima girdi olarak verilmektedir.
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Veri Seti

imputasyon

Olgekleme
SHAP Ozellik Crkarimi
Ozellik Secimi
Genetik Algoritma Yeni §zellik Uzayi

Siniflandirma

Parametre Optimizasyonu

Degerlendirme

Sekil 4.5 Otomatik makine 6grenmesi ¢ergevesi akisi

Veri 0n isleme asamasinda, uygulanan 6l¢eklendirme teknikleri (Min-Max, Standart ve
Robust), imputasyon yontemleri (Mean, Median ve Most Frequent) sonuglari
kaydedilmektedir. On isleme sonuglari arasinda en yiiksek sonucu veren ydntem ve
konfigiirasyonlar bir sonraki adim olan 6zellik se¢cimi adimina gonderilmektedir. Birden
fazla makine Ogrenmesi modelini egitip degerlendirirken, farkli hiperparametre
yapilandirmalarina sahip her model i¢in performans metrikleri kaydedilmektedir. Kayit
islemi hem Grid Search hem TPE hiperparametre optimizasyon tekniklerinden elde edilen
sonuglar1 icermektedir. Her model ve konfiglrasyon icin hiperparametre
optimizasyonunda gecen siire de kaydedilmektedir. Capraz dogrulama siireci boyunca,
her kattan elde edilen performans metriklerini kaydederek modelin veri kiimesinin farkli
alt kiimeleri Gzerindeki performansinin ayrmtili bir goriiniimii elde edilmektedir. Farkli
egitim ve dogrulama kosullar altinda modellerin tutarliliginin ve genellenebilirliginin

degerlendirilmesi saglanmaktadir.

Otomatik makine O6grenmesi islem hattinin tamamini gergeklestirdikten ve sonuglari
kaydettikten sonra, c¢ercevede kullanilan farkli tekniklerin karsilagtirmalari
yapilmaktadir. Bu karsilastirma, 6lgekleme, imputasyon, ozellik secimi, model ve
hiperparametre yapilandirmasinin her bir kombinasyonu i¢in kaydedilen performans
metriklerini  icermektedir.  Kaydedilen verilere ve performans metrikleri
karsilastirmalarina dayanarak, ¢ergevenin her bir bileseni i¢in en yliksek sonucu veren

teknik ve konfiglrasyonlar se¢ilmektedir. Farkli degerlendirme kriterleri arasinda tutarli
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bir sekilde en yiiksek dogruluk ve performans metriklerini elde eden teknikler otomatik

olarak secilmektedir

4.4 Dagitim

Otomatik makine 6grenmesi cergevesinde, yogun kaynak gerektiren egitim ve test
stireclerini yiiriitmek i¢in bulut bilisimin giiclinden yararlanilmaktadir. Model egitimi
tamamlandiktan sonra, egitilen model gerekli Ol¢eklendirme ve kodlama bilgileriyle
birlikte IIoT agindaki u¢ cihazlara dagitilmaktadir. Bu ug¢ dagitim stratejisi, kaynak
kisitlamasi olan ug cihazlardan hesaplama yiikiiniin kaldirilmasina olanak taniyarak, bu
cihazlarin kapsamli egitim veya test kaynaklarina ihtiya¢ duymadan gergek zaman saldir

tespini verimli bir sekilde gergeklestirmelerini saglamaktadir.

Ik egitim ve test siiregleri, genis hesaplama kaynaklarindan ve &lgeklenebilirliginden
yararlanilarak bulut altyapisi lizerinde gergeklestirilmektedir. Bu asamada AutoML
gergevesi On isleme tekniklerini, 6zellik se¢imini, makine 0grenmesi modellerini ve
hiperparametre yapilandirmalarini1 gerceklestirmektedir. En uygun yontem ve parametre
kombinasyonunu belirledikten sonra, ¢erceve modelin dogrulugunu ve performans
metriklerini optimize eder. Bulut tabanli egitim ve test tamamlandiktan sonra, ¢ergeve
egitilmis modeli, dl¢eklendirmeli ve kodlama bilgilerini dagitim paketinde toplar. Bu
paket daha sonra IloT agindaki u¢ cihazlara giivenli bir sekilde iletilir. Model, ug
cihazlara yerlestirildikten sonra gelen ag akis verileri iizerinde ger¢ek zamanl ¢ikarim
yapilabilmektedir. Ug cihazlar, gelen verileri 6nceden isleme igin alinan 6lgeklendirme
ve kodlama bilgilerini kullanir ve model i¢in uygun bir formatta olmasini saglar. Ug
cihazlar egitilmis modeli aldiklarindan ve herhangi bir yogun kaynak kullanimi ile egitim
veya test gerceklestirmeleri gerekmediginden, ¢ikarim gorevleri i¢in sinirli hesaplama
kaynaklarini verimli bir sekilde kullanabilir. Bu da ug¢ cihazlarin {izerindeki hesaplama
yiikiinii azaltarak, performanstan 6diin vermeden neredeyse gercek zamanli saldir1 tespiti

yapabilmelerini saglar.

Bulut tabanli egitim ve test siiregleri, glincellenmis veriler lizerinde veya gelisen siber
tehditlere yanit olarak modeli yeniden egitmek i¢in periyodik olarak planlanabilmektedir.
Giincellenen model daha sonra sorunsuz bir sekilde u¢ cihazlara yeniden
dagitilabilmektedir. Boylece saldir1 tespit sisteminin giincel kalmasi ve IloT ortamindaki

degisikliklere uyum saglanmaktadir.
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4.5 Sistem Mimarisi

Otomatik makine 6grenmesi tabanli saldir1 tespit sisteminin mimarisi, endiistriyel aglari
siber tehditlerden korumak i¢in tasarlanmis, dagitilmis ve dlgeklenebilir bir ¢ercevedir.
Mimari, her biri endistriyel aglarin giivenligini ve giivenilirligini saglamada belirli bir
amaca hizmet eden, birbirine baglh ¢esitli bilesenlerden olusmaktadir. Mimariye ait veri

taban1 diyagrami Sekil 4.6’da gosterilmektedir.

[I-F<) t Id & t bd & t id2 t

Elapse
CreateDate FeatureSelectionResults

id & t CreateDate
FeatureSelectionSteps

a2

FeatureExtractionSteps

Id &

Sekil 4.6 Veri taban1 diyagrami

Ug birim cihazlari, endiistriyel ag i¢inde konumlandirilan sensorlerden, cihazlardan ve ag
trafiginden ham verileri yakalayan cihazlardir. Analiz i¢in buluta verileri gondermeden
Once giiriiltiiyti ve ilgisiz verileri gidermek tizere verileri 6n isleme tabi tutar ve filtreler.

Ug birim cihazlarinda verileri temizlenir, doniistiiriiliir, kalite ve uygunluklarini saglamak
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icin bir araya getirilir. Bu sayede buluta iletilen veri hacmini azaltarak bant genisligini ve

isleme kaynaklarini optimize eder.

Bulut tabanli altyapi, IDS mimarimizin merkezi islem birimini olusturmaktadir. Bu
altyapinin temeli, ug¢ birim cihazlardan veri akiglarini almak i¢in bir ag gecidi gorevi
goren bulut sunucusudur. Bu sunucu, en uygun makine Ogrenmesi algoritmalarini
secmekten, hiperparametreleri optimize etmekten ve Onceden islenmis verilere dayali
makine Ogrenmesi modellerini egitmekten sorumlu otomatik makine Ogrenmesi
siireclerini barindirmaktadir. Bulut sunucusu, egitilen makine 6grenmesi modellerini
depolamak icin bir dosya ve mesajlagsma sistemi ile donatilmistir ve ug birim cihazlarina
sorunsuz bir sekilde modellerin dagitilmasin1 saglamaktadir. Gelistirilen sisteme ait akis

Sekil 4.7°de gosterilmektedir.

[ Bulut Sunucu ~

|» Veri On isleme -1

Ozellik Miihendisligi

impihasyon Olcekleme Ozellik Secimi Ozellik Cikarimi
& 4
Veri Impiitasyonu | = Veri Olcekleme —_ Ozellik Secimi — Ozellik Cikarimi — Hlpe‘rp.arametre
Optimizasyonu
Uc Birimlere Dagitim | = Model Olusturma 4| Model Degerlendirme | 4= Model Egitimi

Sekil 4.7 AutoML sistemine ait akis diyagrami

Gercek zamanli tehdit algilama asamasinda, egitilmis makine 6grenmesi modelleri ug
birim cihazlarina dagitilir. Bu modeller daha sonra gelen veri akislarini gergek zamanl
olarak analiz etmek ic¢in kullanilir. Tespit edilen herhangi bir anormallik, u¢ birim
cihazinda hizli bir sekilde tanimlanir. Bu hizli tespit, uyarilar: ve bildirimleri tetikleyerek
yoneticilere ve kullanicilara zamaninda yanitlar ve onlemler almalar1 i¢in bilgi saglar.

Gelistirilen sisteme ait UML sinif diyagrami Sekil 4.8’de gosterilmektedir.
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EdgeDevice CloudServer Attack
deviceld: String serverld: String attackType: AttackType
ipAddress: String ipAddress: String timestamp: DateTime
location: String location: String
status: Status status: Status
getDatal(]: Datz sendToCloud(dataData) getType(): String

Data AutoMLModel IDSModel
datald: String maodelld: String maodelld: String
source: EdgeDevice algorithm: Algarithm type: ModalType
payload: String parameters: Parameters parameters: Parameters
getPayload(): Sring operations()

DeviceLog IntrusionDetectionSystem UserManagement User
logld: String edgeDevices: EdgeDavice[] users: User[] userld String
device: EdgeDevice cloudServer: CloudServ usernamea: String
lagMessage: String activeMedels: AutoMLMedel[] email: String
timestamp: DateTime idsModels: IDEMadei[] 1 role: UsarRole
getlogMessage(): String detectIntrusions(data: Data) addUser{user: User) getUsername(): String

addAutoMLModel(model: AutoMLModel) removelser{user: User) getEmail(}: String

addIDEModel(model: IDEMadel)

Sekil 4.8 UML smif diyagrami

Olgeklenebilirlik ve uyarlanabilirlik, IDS mimarisindeki énemli konulardandir. Bulut
tabanli bilesenler yatay oOlgeklenebilirlik i¢in tasarlanmistir ve sistemin degisen veri
hacimlerini ve isleme taleplerini bu sayede sorunsuz bir sekilde karsilayabilmektedir.
Sistemin dogrulugunu ve etkinligini gelistirmek i¢in tehdit tespitlerinin sonuglar1 ve
model performans Olciimleri stirekli olarak toplanmakta olup bu sayede saldir1 tespit

sisteminin yetenekleri zaman i¢inde yinelemeli olarak gelistirilmektedir.
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5

DENEYSEL SONUCLAR

5.1 Endiistriyel Nesnelerin Interneti Veri Setleri

Endiistriyel Nesnelerin Interneti alaninda saldir1 tespiti, kritik altyapmin giivence altina
alinmasinda ve birbirine bagl endiistriyel sistemlerin esnekliginin korunmasinda énemli
bir rol oynamaktadir. IIoT teknolojileri ¢esitli sektorlerde devrim yaratmaya devam
ettikge, potansiyel tehditleri azaltmak ve kotii niyetli faaliyetlere kars1 koruma saglamak
icin saglam saldir1 tespit mekanizmalarinin gerekli oldugu giderek daha belirgin hale
gelmektedir. IIoT ortamlarinin ortaya ¢ikardigi benzersiz zorluklari ele almak igin
arastirmacilar ve uygulayicilar, endiistriyel ortamlara uyarlanmis saldir1 tespit
sistemlerini degerlendirmek ve iyilestirmek i¢in olusturulmus veri setlerine

guvenmektedir.

Bu boliimde IloT’de saldir1 tespiti i¢in yaygin olarak kullanilan veri setlerinin teknik
bilgileri ele alinmaktadir. Bu veri setleri, arastirmacilara endiistriyel sistemlerde
karsilasilan ag trafigi, iletisim modelleri ve potansiyel saldir1 senaryolarinin gesitli ve
temsili 6rneklerini saglayan ¢ok degerli kaynaklar olarak hizmet vermektedir. Boyut,
ozellikler ve saldir tiirleri gibi hususlar1 kapsayan ayrintili 6zellikleri sayesinde bu veri
setleri, [IoT dagitimlarindaki anormallikleri ve potansiyel izinsiz girisleri etkili bir sekilde
ayirt edebilen saldir1 tespit yontemlerinin gelistirilmesini ve dogrulanmasini saglar.
Arastirmacilar, bu veri setlerinin teknik yonlerini inceleyerek, ger¢ek zamanli ¢alisabilen
ve endiistriyel sistemlerin Olgcegini ve heterojenligini idare edebilen saldir1 tespit
teknikleri gelistirmek i¢in 6nemli olan IloT ag trafiginin karmagiklig1 ve degiskenligi
hakkinda bilgi edinmektedir. Bu veri setlerinden yararlanmak, IloT i¢in saldir1 tespit
alanindaki gelismeleri tesvik ederek kritik altyapiyr potansiyel tehditlerden proaktif
olarak koruyan sofistike ve wuyarlanabilir giivenlik mekanizmalarmin tasarimini

guclendirir.

Asagidaki boliimlerde, IoT de saldirt tespiti i¢in kullanilan popiiler veri setlerinden
bazilari, belirli 6zellikleri, saldir1 senaryolar1 ve endiistriyel ortamlar i¢in giivenlik alanini
ilerletmedeki rollerinin 6nemi incelenmektedir. Bu veri setleri, arastirmacilarin gesitli
saldir1 tespit yaklagimlarini, makine 6grenmesi algoritmalarini ve kural tabanli yontemleri

denemeleri icin temel olusturmakta ve bdyle Endiistriyel Nesnelerin internetinin gelisen
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ortami1 i¢in saldir1 tespit sistemlerinin siirekli iyilestirilmesine ve yenilenmesine katkida

bulunmaktadir.
5.1.1 WUSTL-lloT

Bu veri seti SCADA siber giivenlik aragtirmasi i¢in kullanilan bir veri setidir. Veri seti
SCADA ortami kullanilarak olusturulmustur [60]. Olusturulan test ortaminin amaci
gercek diinyadaki endiistriyel sistemlerin benzerini elde etmektir. Test ortami1 sayesinde
gercekei siber saldirilar gergeklestirilmesine olanak saglanmistir. Test ortamina karsi

gerceklestirilen saldirilar Tablo 5.1°de gosterilmektedir [60].

Tablo 5.1 Test ortamina kars1 gergeklestirilen saldirilar [60]

Saldirt Ad1 Agiklama

Port Tarama Bu saldir1, agdaki genel SCADA protokollerini tanimlamak i¢in kullanilir.
Nmap aract kullanilarak 1 ile 3 saniye arasinda degisen araliklarla paketler
hedefe gonderilir. TCP baglantis1 tam olarak kurulmadigi igin saldirinin

kurallar tarafindan tespit edilmesi zordur.

Adres Tarama Saldirist | Bu saldiri, ag adresini taramak ve Modbus sunucu adresini belirlemek igin
kullanilir. Her sistemin yalnizca bir Modbus sunucusu vardir ve bu cihazin
devre dis1 birakilmasi tiim SCADA sistemini ¢okertecektir. Bu saldir1, daha
sonraki saldirilarda kullanilmak {izere Modbus sunucusunun unique adresini

bulmaya calisir.

Cihaz Tanima Saldirist | Bu saldiri, agdaki SCADA Modbus slave ID’lerini numaralandirmak ve
bulunan ilk slave ID’den iiretici ve firmware gibi ek bilgileri toplamak i¢in

kullanilir.

Cihaz Tanima Saldirist | Bu saldir1 6nceki saldirtya benzer. Ancak tarama, sistemde bulunan tiim
(Agresif Mod) slave ID’ler hakkinda ek bilgilerin toplandig1 anlamina gelen agresif bir

mod kullanir.

Exploit Exploit, SCADA cihazlarimin bobin degerlerini okumak i¢in kullanilir.
Bobinler, motorlar, valfler ve sensdrler gibi PLC tarafindan kontrol edilen

cihazlarin ACIK/KAPALI durumunu temsil etmektedir.

Bu veri seti, ¢cok cesitli normal ve kotlii niyetli ag etkinlerini yakalayarak gercek
diinyadaki endiistriyel ortamlar1 simiile etmek icin 6zel olarak tasarlanmistir. Saldiri
tespit tekniklerini, anomali tespit algoritmalarini ve IoT ortamlaria uyarlanmis giivenlik

mekanizmalarimi degerlendirmek igin bir test ortami gorevi gérmektedir. Veri seti,
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kontrollii bir IloT ortamindan yakalanan énemli sayida ag akisi kaydini icermektedir.
Veri seti, kaynak ve hedef IP adresleri, port numaralari, protokol tiirleri, akis siiresi, paket
ve bayt sayilar1 ve IloT cihazlar1 arasindaki iletisim modelleri gibi cesitli ag akisi
diizeyinde 6zellikler igermektedir. Bu 6zellikler, endiistriyel sistemlerde yaygin olarak
karsilagilan ag trafiginin 6zelliklerini temsil etmektedir. Bu veri seti, IIoT sistemlerinin
karsilastig1r gercek diinya tehditlerini simiile eden ¢ok cesitli saldirt senaryolarini
igermektedir. Saldirilar arasinda, Denial-0f-Service (DoS) saldirilari, Distributed Denial-
of-Service (DDoS) saldirilari, kesif faaliyetleri ve endiistriyel operasyonlar1 potansiyel
olarak kesintiye ugratabilecek veya tehlikeye atabilecek diger kotii niyetli faaliyetler yer
almaktadir. Tablo 5.2°de yakalanan ag trafigine iligkin istatistiksel bilgiler bulunmaktadir
[60].

Tablo 5.2 Yakalanan ag trafigine iliskin istatistiksel bilgiler [60]

Olgiim Deger
Yakalama stiresi 25 saat
Veri seti biiytikliigi 627 MB
Gozlem sayist 7.049.989
Port tarayici saldirilariin yiizdesi %0,0003
Adres tarama saldirilarinin yiizdesi %0,0075
Cihaz tanimlama saldirilarinin yiizdesi %0,0001

Cihaz tanimlama asldirilarinin yiizdesi (agresif mod) | %4,9309

Istismar (exploit) saldirilarinin yiizdesi %1,1312
Tiim saldirilarin yiizdesi (toplam) %6,07
Normal trafik ylzdesi %93,93
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512 X-lloTID

Bu veri seti, saldirganlarin kullandiklar1 giincel taktikleri, teknikleri ve prosediirleri ile
endiistriyel kontrol dongii cihazlar (sensor, aktiiator, kontrolor vb.), edge, mobil, bulut
trafigi ve faaliyetleri (MQTT, CoAP, WebSocket vb.), yeni baglanti protokollerinin
davraniglar1 dahil olmak tizere gercekgi IIoT sistemlerinin faaliyetlerinin simiilasyonunu
temsil etmektedir. Baglant1 ve cihazdan bagimsiz 6zelliklere sahip olmasi, bu veri setini
IIoT sistemlerinin heterojen dogasi ve birlikte galisabilirlik i¢in uygun hale getirir. Bu
Ozellikler ag trafiginden, sistem giinliikklerinden, uygulama giinliiklerinden, cihazin
kaynaklarindan (CPU, /O, bellek vb.) ve ticari saldir1 tespit sistemlerinin (OSSEC ve
Zeek/Bro) giinliiklerinden ¢ikarilmistir.

Siniflandirma gorevi i¢in uygun olan bu veri setinde 64 o6zellik ve 820.834 o6rnek
bulunmaktadir. Bu veri seti ile net ve kesin bir saldir1 siniflandirmasi yapilabilmekte ve
WebSocket Fuzzing, Constrained Application Protocol (CoAP) kaynak kesfi, MQTT
(Message Queuing Telemetry Transport) koti niyetli subscription, kripto-fidye yazilimi
gibi yeni nesil saldirilar1 icermektedir. Ayrica Modbus, WebSocket, MQTT, TCP
(Transmission Control Protocol), ARP (Address Resolution Protocol), HTTP (Hypertext
Transfer Protocol), SSH (Secure Shell), DNS (Domain Name System), SMTP (Simple
Mail Transfer Protocol), UDP (User Datagram Protocol) gibi protokolleri de
kapsamaktadir. IIoT ve IDS i¢in olusturulan diger veri setlerine gére daha kapsamli bir
veri setidir. Network trafiginden elde edilen 6zellikler Tablo 5.3’te, Host lizerinden elde

edilen ozellikler ise Tablo 5.4’te g6sterilmektedir [54].

Tablo 5.3 Ag trafiginden elde edilen 6zellikler

Ozellik Veri Tipi Tanim
Ts Kesikli Zaman bilgisi
Src_IP Kesikli Kaynak IP adresi
Des_IP Kesikli Hedef IP adresi
Src_Port Kesikli Kaynak port numarasi
Des_Port Kesikli Hedef port numarasi
Protocol Kesikli Baglanti protokolii
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Tablo 5.3 Ag trafiginden elde edilen 6zellikler (devami)

Ozellik Veri Tipi Tanim
Service Kesikli Hedef portta galisan uygulama protokolii
Duration Siirekli i1k ve son paket arasinda gegen siire
Src_bytes Surekli Kaynaktan hedefe giden bayt sayisi
Des_bytes Surekli Hedeften kaynaga giden bayt sayisi
Missed_byte Surekli Kayip bayt sayisi
Src_pkts Sirekli Gonderilen paket sayisi
Des_pkts Sirekli Alinan paket sayist
Src_IP_bytes Sirekli IP header toplam uzunluk alanindaki génderilen bayt sayisi
Des_IP_bytes Sirekli IP header toplam uzunluk alanindaki alinan bayt sayisi
Conn_state Kesikli Baglanti Durumu (1 tamamlandi, 2 bekleme, 3 parcali)
Total_bytes Surekli Kaynak ve hedef arasinda iletilen toplam bayt sayist
Byte rate Siirekli Saniye bagina toplam bayt sayisi
Total_Pkts Surekli Kaynak ve hedef arasinda iletilen toplam paket sayisi
Pkts_rate Siirekli Saniye bagina toplam paket sayisi
orig_bytes_ratio Siirekli Gonderilen bayt sayisinin toplam bayt sayisina orant
resp_bytes ratio Siirekli Alinan bayt sayisinin toplam bayt sayisina orani
orig_pkts_ratio Siirekli Gonderilen paket sayisinin toplam paket sayisina orani
resp_pkts_ratio Siirkeli Alman paket sayisiin toplam paket sayisina orani
SYN Kesikli Eger baglantida SYN flag olan paket varsa (0-1)
SYN-ACK Kesikli Eger baglantida SYN-ACK flag olan paket varsa (0-1)
Pure ACK Kesikli Eger baglantida Pure ACK flag olan paket varsa (0-1)
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Tablo 5.3 Ag trafiginden elde edilen 6zellikler (devami)

Ozellik Veri Tipi Tanim
Packet with payload Kesikli Eger baglantida payload olan paket varsa (0-1)
FIN or RST Kesikli Eger baglantida FIN ya da RST flan olan paket varsa (0-1)
Bad checksum Kesikli Eger baglantida bad checksum olan paket varsa (0-1)
SYN with RST Kesikli Eger baglantida hem SYN hem RST flag olan paket varsa (0-1)

Tablo 5.4 Host izerinden elde edilen 6zellikler

Ozellik Veri Tipi Tanim

Avg_user_time Surekli Son 10 saniyedeki kullanici zamaninin ortalamast (islem
suresi)

Std_user_time Surekli Son 10 saniyedeki kullanici zamaninin standart sapmasi

Avg_nice_time Sirekli Sirecin  6nceligini tanimlamak igin kullanilan zamanin
ortalamasi

Std_nice_time Sirekli Siirecin  Onceligini tanimlamak i¢in kullanilan zamanin
standart sapmast

Avg_system_time Surekli Son 10 saniyedeki sistem zamanmin ortalamasi (islemcinin
isletim sistemi islevlerinde ¢alistig1 siire)

Std_system_time Surekli Son 10 saniyedeki sistem zamaninin standart sapmasi
(islemcinin isletim sistemi iglevlerinde calistigi siire)

Avg_lO_wait_time Surekli Son 10 saniyedeki G/C bekleme siiresinin ortalamasi
(CPU'nun G/C islemi i¢in bosta bekledigi toplam siire)

Std_I1O_wait_time Sirekli Son 10 saniyedeki G/C bekleme siiresinin standart sapmasi
(CPU'nun G/C islemi i¢in bosta bekledigi toplam siire)

Avg_idle_time Surekli Ortalama bosta kalma siiresi (CPU'nun mesgul olmadigi ve

son 10 saniye iginde bekleyen bir disk G/C istegi olmadig1
toplam siire)
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Tablo 5.4 Host tizerinden elde edilen ozellikler (devami)

Ozellik Veri Tipi Tanim

Std_idle_time Sirekli Bosta kalma siiresinin standart sapmasi (CPU'nun mesgul
olmadig1 ve son 10 saniye i¢inde bekleyen bir disk G/C istegi
olmadigi toplam siire)

Avg_tps Sirekli Son 10 saniye iginde cihaza génderilen saniye basina transfer
istegi sayisinin ortalamasi

Std_tps Surekli Son 10 saniye i¢inde cihaza gonderilen saniye bagina transfer
istegi sayisinin standart sapmasi

Avg_rtps Surekli Son 10 saniye i¢inde cihaza gonderilen saniye basina okuma
islemi sayisinin ortalamasi

Std_rtps Surekli Son 10 saniye i¢inde cihaza gonderilen saniye basina okuma
islemi sayisinin standart sapmasi

Avg_witps Sirekli Son 10 saniye i¢inde cihaza gonderilen saniye basina yazma
islemi sayisinin ortalamasi

Std_wtps Surekli Son 10 saniye i¢inde cihaza gonderilen saniye basina yazma
islemi sayisinin standart sapmasi

Avg_ldavg_l Surekli Pencere zaman boyutu 10 saniye iginde son dakika boyunca
ortalama sistem yiikiiniin ortalamast

Std_ldavg_|I Sarekli Pencere zaman boyutu 10 saniye iginde son dakika boyunca
ortalama sistem yiikiiniin standart sapmasi

Avg_Kbmemused Surekli Son 10 saniyede kilobayt cinsinden kullanilan bellek
ortalamast

Std_Kbmemused Surekli Son 10 saniyede kilobayt cinsinden kullanilan bellek standart
sapmasi

Avg_num_proc/s Suirekli Son 10 saniye i¢inde saniye basina olusturulan gérev sayisinin
ortalamasi

Std_num_proc/s Suirekli son 10 saniye iginde saniye basina olusturulan gérev sayisinin

standart sapmasi
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Tablo 5.4 Host tzeriden elde edilen 6zellikler (devamni)

Ozellik Veri Tipi | Tanim

Avg_num_swch/s Sirekli Son 10 saniye i¢inde saniye basina baglam degistirme

say1sinin ortalamast

Std_num_swch/s Sirekli Son 10 saniye i¢inde saniye basina baglam degistirme

say1sinin standart sapmasi

Anomaly_Alert Kesikli Zeek lzerinden gelen alarm kontrol{ (0-1)

OSEEC_Alert Kesikli OSEEC (izerinden gelen alarm kontrolii (0-1)

Alert_level Kesikli OSSEC alarm seviyesi

R_W _physical Kesikli Fiziksel slirece yonelik okuma/yazma faaliyeti kontrol{ (0-1)
File_act Kesikli Dosya aktivitesi kontrolii (0-1)

Proc_act Kesikli Proses ¢alisma kontrolii (0-1)

Is_privileged Kesikli Ayricalikli faaliyet (login, proses ya da dosya faaliyet)

kontrol (0-1)

Login_attmp Kesikli Login denemesi kontroli (0-1)
Succ_login Kesikli Bagarili login kontrolii (0-1)
5.1.3 KDD99

KDD99 (KddCup99) veri seti, ¢esitli ag saldirilar ve normal etkinliklerle bil bilgisayar
ag1 ortamini simiile eden bir ag trafigi veri setidir. Bu veri seti 1999 yilinda diizenlenen
Ucgiincii Uluslararast Bilgi Kesfi ve Veri Madenciligi Araglar1 Yarismast’nin (Third
International Knowlegde Discovery and Data Mining Tools Competition, KDD Cup) bir
pargasi olarak olusturulmustur. Veri seti, bir ABD Hava Kuvvetleri agindan yakalanan
ham ag trafigi verilerini iceren DARPA Saldir1 Tespit Degerlendirme Programi 1998
(Intrusion Detection Evaluation Program, IDEA) verilerinden olusturulmustur. KDD99
veri seti, bir egitim seti ve bir test setine boliinmiis yaklasik 4.9 milyon ag baglantisindan
olugsmaktadir. Egitim seti yaklasik 2.4 milyon baglant1 icerirken, test seti yaklasik 2.5
milyon baglanti igermektedir. Veri seti her bir ag baglantis1 i¢in toplam 41 &zellik

icermektedir. Bu 6zellikler arasinda protokol tiirii, hizmet, kaynak ve hedef adresler ve
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baglant1 noktalari, baglanti siiresi, aktarilan bayt ve paket sayis1 gibi ag trafigiyle ilgili
ozellikler hakkinda bilgiler yer almaktadir. Veri seti, dort ana kategoride gruplandirilan
cok sayida ag saldirist tiiriinii igermektedir: Denial of Service, Probe, Remote to Local ve
User to Root. Veri setindeki saldirilar, ag giivenliginde yaygin olarak karsilasilan g¢esitli

saldir1 girisimlerini ve senaryolar1 temsil etmektedir.
5.14 NSL-KDD

NSL-KDD veri seti, saldir1 tespit arastirmasi amaciyla olusturulmus bir ag trafigi veri
setidir. KDD99 veri setindeki bazi eksikliklerin iistesinden gelmek icin gelistirilen bir
veri setidir. NSL-KDD veri seti, bir egitim seti ve bir test setine boliinmiis yaklasik 4
milyon ag baglantis1 icermektedir. Egitim seti 125.973 baglantidan olusurken, test seti
25.544 baglanti1 icermektedir. Veri seti, tipki1 KDD99 veri setinde oldugu gibi, her bir ag
baglantis1 i¢in toplam 41 ozellik igermektedir. KDD99 veri seti, saldir1 tespit
degerlendirmelerinin dogrulugunu etkileyen fazlalik ve yinelenen kayitlar icermektedir.
Buna karsilik, NSL-KDD veri seti, yinelenen ornekleri kaldirmak ve saldir1 tespit
tekniklerinin tarafsiz degerlendirmesi igin daha uygun hale getirek igin dikkatli bir veri
On isleme asamasindan ge¢mistir. KDD99’da yinelenen kayitlarin yayginligi nedeniyle,
bu veri seti lizerinde egitilen saldir1 tespit sistemleri potansiyel olarak gereksiz kaliplarda

overfitting olusturup hatali performans 6l¢iimlerine yol agabilmektedir.

5.2 Performans Degerlendirme Metrikleri

Saldir1 tespit alaninda, tespit sistemlerinin etkinligini ve verimliligini degerlendirmek,
kritik aglarin ve sistemlerin giivenligini ve esnekligini saglamak i¢in Onemlidir.
Performans degerlendirme metrikleri, saldirt tespit tekniklerini dogrulugunu,
saglamligini ve genel performansini nicel olarak 6lgmede dnemli bir rol oynamaktadir.
Karmasiklik matrisleri (Confusion Matrix), modelin hedef kategorilerini dogru tahmin
etme yeteneginin gorsel bir gdsterimini sunarken, siniflandirma raporlari precision, recall,
F1-skor ve destek metriklerini kapsayan modelin performansinin daha derinlemesine bir
degerlendirmesini sunar. Karmasiklik matrisi, makine Ogrenmesinde yaygin olarak
kullanilan bir degerlendirme metrigidir. Bir siniflandirma modelinin etkinliginin
degerlendirilmesini kolaylastirir. Tahmin edilen sonuglara karsi gercek sonuglarin
dagilimimi gosterir. Karmasiklik matrisi, dort temel bilesenden olusur: Dogru Pozitif
(TP), Yanhs Pozitif (FP), Yanlis Negatif (FN) ve Dogru Negatif (TN). Dogru Pozitif,

pozitif olarak dogru simiflandirilmis durumlari; Yanlhis Pozitif, pozitif diye yanlis
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siiflandirilmis durumlart; Yanlis Negatif, negatif diye yanlis stniflandirilmig durumlari;

Dogru Negatif ise negatif olarak dogru siniflandirilmis durumlar ifade eder.

Makine 6grenmesiyle yapilan saldir1 tespiti islemlerinde, ag trafigi ya da olaylar1 normal

ya da saldir1 kategorilerine dogru bir sekilde ayirmak hedeflenir. Bu siiregte, bir

smiflandirma modelinin basarimini 6lgmek i¢in kesinlik (precision), duyarlilik (recall),

F1 skoru ve destek gibi metrikler kullanilir.

Kesinlik: Kesinlik, dogru olarak tanimlanan pozitif durumlarin, pozitif olarak
belirlenen tiim durumlar arasindaki oranini ifade eder. Bu, bir modelin pozitif bir
sinifi ne derece dogru tahmin ettigini gésteren bir dogruluk olgiitiidiir. Yiiksek bir
kesinlik skoru, az sayida yanlis pozitif sonug¢ veren ve pozitif durumlari dogru bir
sekilde belirlemede etkili bir modeli isaret eder.

Duyarlilik: Duyarlilik, ger¢ekte pozitif olan 6rneklerin, model tarafindan ne kadar
dogru bir sekilde pozitif olarak saptandiginin oranini belirtir. Bu degerlendirme
ol¢iitii giivenlik ihlallerinin ne kadar iyi tespit edildigini gosterir. Yiiksek bir
duyarlilik degeri, modelin yanlis negatif sonuglarin sayisinin az oldugunu ve
olumsuz durumlart iyi bir sekilde belirlemedee basarili oldugunu ifade eder.
F1-skoru: Fl-skoru, kesinlik ve duyarliligin harmonik ortalamasini alarak iki
Olciit arasinda bir denge saglar ve bu sayede farkli modellerin performanslarini
karsilagtirmak igin etkin bir degerlendirme Olgiitiidiir. Yiiksek bir F1-skoru, hem
kesinlik hem de duyarlilik agisindan dengeli bir performans sergileyen modeli
gosterir.

Destek: Destek, bir test veri setindeki her sinifin 6rnek sayisini ifade eder ve bir
modelin yeni verilere ne kadar iyi genelleme yaptiginin degerlendirilmesinde

kullanilir.

Hata (karigiklik) matrisleri ve siniflandirma raporlarindan ¢ikarilan sonuglar, otomatik

makine 6grenmesi sisteminin performansini 6lgmede ve ileride yapilacak iyilestirmeler

icin yol gostermede kritik bir 6neme sahiptir. Denklem (5.1), (5.2) ve (5.3), sirasiyla

duyarlilik, dogruluk ve kesinlik 6l¢iitlerini tanimlamaktadir.

Duyarlilik = TPT+PFN (5.1)
y _ TP+FN

Dogruluk = o rverr (5.2)
Kesinlik = — (5.3)

TP+FP
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5.3 Deneysel Tasarim ve Metodoloji

Bu calismanin amaci, IloT’ de saldir1 tespitinin tiim siirecini otomatiklestirebilen ve
makine 6grenmesi konusunda ¢ok az deneyimi olan veya hi¢ deneyimi olmayan kisiler
icin erisilebilir hale getiren bir makine 6grenmesi islem hatti gelistirmektir. Uygun
parametre degerlerini belirlemek icin birden fazla teknik kullanilarak, saldir1 tespiti i¢in
en verimli smiflandirma algoritmalarinin belirlenmesine odaklanilmaktadir. Bunu
basarmak i¢in modeller, en yiiksek basar1 oranina sahip yaklagimi belirlemek amaciyla
girdi veri seti kullanilarak egitilir ve test edilir. Endiistriyel IoT sistemlerindeki saldirt
tespit etmek igin, makine 6grenmesi konusunda 6nemli bilgi veya teknik yeterlilik
gerektirmeyen, basit ve kullanici dostu ¢oziim sunulmalidir. Bu, Endiistriyel IoT

sistemlerinin genel etkinligini ve giivenligini arttiracaktir.

Bir saldir1 tespit sisteminin gelistirilmesi, bir AutoML islem hatt1 kullanilarak
otomatiklestirilebilir. Islem hatt1, 6n isleme, 6zellik secimi, hiper parametre ayarlama ve
model egitimi dahil olmak {izere tiim Onemli islemleri manuel gozlem gerektirmeden
tamamlayabilir. Islem hatt1 daha sonra, verilen veri seti icin 6zel olarak olusturulmus bir
model saglayabilir ve bu da saldirilarin taninmasi ve smiflandirilmasinda yiiksek

dogruluk saglar.
5.3.1 Imputasyon

Bu ¢alismada, kay1p verileri ele almak i¢in ti¢ farkli imputasyon yontemi bulunmaktadir:
ortalama imputasyon, medyan imputasyon ve en sik imputasyon. En etkili stratejiyi
secmek icin veri setleri bu yontemlerin her birine gore test edilmekte ve sonuclar

karsilastirilmaktadir.

Ortalama imputasyon yoOntemi, eksik veri noktalar i¢in bir siitundaki eksik olmayan
degerlerin ortalamasini kullanir. Bu yontemin kullanimi kolay olsa da kayip degerler
rastgele dagilmamigsa yanlilia neden olabilir. Medyan imputasyon yoOntemi
kullanilirken kayip degerlerin yerine ayni siitundaki kayip olmayan degerlerin medyam
kullanilir. Aykirt degerlere karst savunmasiz olan ortalama imputasyona kiyasla medyan
imputasyon, verilerin merkezi egiliminin daha giivenilir bir sekilde degerlendirilmesini
saglar. Bununla birlikte, kayip degerler rastgele kayip degilse, bu strateji de yanliliga
neden olmaya devam edebilir. En yaygin imputasyon yontemi, eksik verilerin yerine ayni

stitundaki en sik rastlanan degerin konulmasini icerir. Bu yontem kategorik verilerle
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calisirken kullanighidir, ancak eksik degerler daha az siklikta goriilen bir kategoriyi temsil

ediyorsa bilgi kaybina yol agabilir.

Calisma kapsaminda gelistirilen AutoML c¢ergevesi, en etkili yaklasim yontemini
belirlemek i¢in her bir imputasyon teknigini kullandiktan sonra sonuglari
karsilastirmaktadir. Cergeve, her bir imputasyon yonteminin performansini dogruluk,

kesinlik, duyarlilik ve F1-skoru kriterleriyle degerlendirir.
5.3.2 Olgeklendirme

Cesitli makine 6grenmesi algoritmalari, farkli 6l¢eklerdeki girdi 6zelliklerinin modelin
performansmni asir1 etkileme potansiyeline sahiptir. Olgeklendirme siireci, bir veri
setindeki 6zellikleri standart bir 6lgege donistiirerek, algoritmanin yakinsama siirecini
hizlandirmak ve tahmin dogrulugunu iyilestirmek igin kullanilir. Ozellikle,
Olceklendirme, bazi algoritmalarin girdi verilerinin boyutlarima duyarli oldugu
durumlarda, modelin performansini ve tahminlerinin hassasiyetini artirabilir. Mesafe
tabanli algoritmalar olan k-en yakin komsu, destek vektor makineleri ve yapay sinir aglari
gibi sistemler, veri noktalari arasindaki benzerligi Slcerken mesafe hesaplamalarina
dayanir. Eger 6zellikler arasindaki dl¢ek farkliliklar varsa, daha biiytik 6lgekli 6zellikler
mesafe hesaplamasini baskin hale getirir, bu da hatali tahminlere ve modelin suboptimal

performansina sebep olabilir.

Makine 6grenmesi algoritmalarinin performansi, kullanilan veri setlerinin dlgeklenmesi
ile dogrudan iliskilidir. Olgeklendirme, 6zellikle yinelemeli optimizasyon tekniklerinin
yakinsama hizimi etkileyen kritik bir &n isleme adimudir. Iteratif metodlar, diizgiin
Olceklenmis veri setleri ile daha hizli ve etkin bir sekilde optimum ¢oziimlere ulasabilir.
Bu siirecin hizi, algoritmanin verimliligini ve egitim siiresini dogrudan etkiler.
Olgeklendirme islemi, veri setinin dzelliklerinin ve algoritmanin ihtiyaglara uygun bir
sekilde secilmelidir. Makine 6grenmesi uygulamalarinda kullanilan gesitli 6lgekleyiciler

ve bunlarin 6zellikleri soyledir:

e Min-Max Olgekleyici: Min-Max &lgeklendirme, veri 6zelliklerini 0 ile 1 arasinda
bir araliga doniistliren bir normalizasyon teknigidir. Bu, 6zellikle farkli 6zellikler
arasinda bliylik deger farkliliklar1 oldugunda ve baz1 6zelliklerin digerlerinden
daha dominant olabilecegi durumlarda yararlidir. Min-Max Olgeklendirme
yontemi, tiim Ozellikleri aymi Olgekte standardize ederek, makine 6grenmesi

modellerinin veri setinden daha etkili bir sekilde 6grenmesini saglar. Yontemin
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basit uygulanig1 ve veri yapisint koruma avantajlar1 bulunmaktadir. Ancak, bu
yontem aykir1 degerlerin varligindan etkilenebilir ve aykiri degerler
Olceklendirmeyi bozabilir. Bu durum, modelin genelleme yetenegi {izerinde
olumsuz etkilere neden olabilir. Min-Max 6lgeklendirme fonksiyonu Denklem

(5.4)’te gosterilmektedir.

x;j—min (x)

Zi = max(x)—min (x) 6.4)

Standart Olgekleyici: Standart dlgeklendirme, her bir 6zelligi, ortalama degerinin
0 ve standart sapmanin 1 olacak sekilde doniistiiriir. Bu yontem, ozelliklerin
normal bir dagilim gostermesini saglar ve makine 6grenmesi algoritmalarinin veri
lizerinden Ogrenmesini  kolaylagtirir.  Standart  6lgeklendirme, modelin
yorumlanabilirligini artirir ve Min-Max dl¢eklemeye gore aykirt degerlere karsi
daha direncglidir, ancak c¢ok ekstrem aykir1 degerler varsa bu yontem de
etkilenebilir. ~ Standart  Olceklendirme  fonksiyonu  Denklem  (5.5)’te

gosterilmektedir.

Xi— [
o

Z= (5.5)

Robust Olgekleyici: Robust dlgeklendirme, veri setinin medyanimi ve ¢eyrekler
aras1 araligini kullanarak 6zellikleri dl¢eklendirir ve bu sayede aykirt degerlerin
ozellikler tizerindeki etkisini minimize eder. Aykir1 degerlerin model iizerindeki
etkisini azaltma avantajina sahip olan bu yontem, 6zellikle aykir1 degerlerin
baskin oldugu veri setlerinde kullanishidir. Robust 6lgeklendirme, verilerdeki
aykir1 degerlere kars1 saglamligi ile 6ne ¢ikar ve bu tiir verilerde daha giivenilir
sonuclar wretebilir. Ancak, bu yontemin uygulanmasi diger Olgeklendirme
tekniklerine gore daha karmasik olabilir ve veri setinin orijinal yapisin1 koruma
konusunda Min-Max veya Standart 6lgcekleme kadar etkili olmayabilir. Robust

Olgekleme fonksiyonu Denklem (5.6)’da gosterilmektedir.

X— Xmed
Xy = A tmstrcn 56

5.3.3 Ozellik Secgimi

Ozellik segimi admm igin kullanilan yaklasim, diger tiim siniflandirma modellerine

kiyasla iistiin performans sergileyen bir tekniktir. SHAP (SHapley Additive exPlanations)

yontemi, makine 6grenmesi model tahminlerinin agiklanabilirligini artirmak i¢in, her bir

ozelligin Shapley degerlerini hesaplayarak kullanilir. Ote yandan, genetik algoritma,
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genis bir 6zellik havuzundan en etkili 6zellikleri segebilmek i¢in bir optimizasyon aract
olarak devreye girer. SHAP ve genetik algoritmanin entegrasyonu, 6zellik se¢im siirecini
gelistirmekte ve optimizasyonu daha verimli kilmaktadir. Her bir 6zellik icin SHAP
degerleri belirlendikten sonra genetik algoritma kullanilarak en yiiksek oneme sahip
ozellikler secilir. Genetik algoritma, biiyiik boyutlu verilerin hesaplanmasinin iistesinden
gelebildigi ve en 6nemli ozellikleri etkili bir sekilde kesfedebildigi i¢in, bu yaklasimda

Ozellik sec¢im siireci iyilestirilmistir.

Onerilen metodoloji, her bir dzelligin dnemini degerlendirmek i¢in Shapley degerlerini
kullanmakta ve bunun i¢in bir esik degeri belirlemektedir. Calismada esik degerini
belirlemek icin iki farkli yontem kullanilmustir. ilk yaklasimda sabit bir esik degeri
secilmistir. Sonug olarak, herhangi bir siniflandirma algoritmasi ve veri seti i¢in genel bir
esik degeri elde edilebilmektedir. ikinci yaklagim ise ortalama mutlak Shapley degerinin
hesaplanmasim ve esik degeri olarak kullanilmasini gerektirmistir. Ozellik 6nemi igin
Shapley tabanli bir 6l¢ii, ortalama mutlak Shapley degeridir. Pozitif veya negatif olabilen
Shapley degerleri, her bir 6zelligin modelin tahminine katkisini temsil etmektedir. Her
bir 6zelligin Shapley degerinin mutlak degerinin yani sira veri setindeki tim orneklerin
ortalama degeri de hesaplanarak ortalama mutlak Shapley degeri elde edilir. Shapley
degerlerinin biiyiikligl ve yonii dikkate alinarak, her bir 6zelligin 6neminin genel bir
olgiisii saglanir. Onemi esigin altinda olan herhangi bir &zellik genetik algoritmada
kullanilmaz. Ozellik segimi, ilgisiz, gereksiz veya giiriiltiilii &zellikleri belirleyip
kaldirarak veri setinin boyutunu azaltabilir ve modeli daha saglam ve yorumlanabilir hale
getirebilir. Bu da daha iyi genelleme performansi, daha az overfitting ve daha hizli egitim

stireleri ile sonuglanir.

Makine 6grenmesi algoritmalarinin en iyi sonuglar1 verebilmesi i¢in, iyi diizenlenmis ve
yapilandirilmis bir veri setine ihtiyag vardir. Bir modeli egitmeden 6nce verilerin 6n
islemesini yapmak, modelin dogrulugunu ve performansmi iyilestirmenin kritik bir
adimidir. Bu c¢aligma kapsaminda gelistirilen AutoML c¢ergevesinin 6n isleme agamast,
lic adim igeren bir islem hattindan olugsmaktadir: imputasyon, 6l¢eklendirme ve 6zellik
se¢imi. Islem hatt1, eksik verileri ele almak ve 6zellikleri makine dgrenmesi algoritmalari
i¢in daha uygun hale getirmek iizere tasarlanmistir. On isleme islem hattinda, her adimm
ciktist bir sonraki adim icin girdi gorevi gorerek hatti otomatik hale getirmektedir. Bu
otomatiklestirilmis yap1, manuel miidahale ihtiyacini ortadan kaldirarak tutarlilig: saglar

ve insan hatasini riskini azaltir. Otomatiklestirilmis islem hatti, zaman ve kaynak
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tasarrufu saglar ve makine 6grenmesi i¢in veri hazirlama siirecini daha verimli hale

getirir. Otomatiklestirilmis 6n isleme hattinin adimlar1 Sekil 5.1’de gosterilmektedir.

- _—
. s Ortalama _‘ * Min-Max . * Shapley Degerleri

s Medyan * Standard * Genetik
* EnSik * Robust Algoritma

Sekil 5.1 Otomatiklestirilmis 6n isleme adimlari

Cogu algoritma eksik degerlerle 1yi ¢alisamadigindan, eksik verilerin ele alinmasi makine
O0grenmesinde yaygin bir zorluktur. Bu sorunu ele almak i¢in, islem hattimizdaki ilk adim,
eksik degerleri tahmini degerlerle degistiren imputasyondur. Bu adimda ii¢ imputasyon
yontemi uygulanmakta olup her bir imputasyonun sonucu farkli makine Ogrenmesi
algoritmalarinda degerlendirilmektedir. Bu sekilde, veri seti iizerinde hangi imputasyon
yonteminin  hangi makine Ogrenmesi yoOntemiyle en 1iyi sonucu verdigi

belirlenebilmektedir.

Islem zincirimizin bir sonraki asamasi ozelliklerin dlgeklendirilmesidir. Imputasyon
asamasindan elde edilen en verimli sonuclar 6l¢eklendirme islemi i¢in temel teskil eder.
Makine Ogrenimi algoritmalarimin birgogu, oOzelliklerin 6l¢eklendirilmesine hassas
oldugundan, bu islem 6n isleme sathasinda kritik bir rol oynamaktadir. Olgeklendirme,
farkli Olgeklerdeki oOzellikleri standart bir Olgege donistiirerek, makine 6grenimi

algoritmasinin bu 6zellikleri etkin bir sekilde islemesini saglar.

Islem akisimizin son evresi ise, bir makine dgrenimi modelinde kullanilacak 6zelliklerin
bir alt kiimesini belirleyen &zellik secimidir. Ozellik segimi, modelin karmasikligini
diisiiriir, asirt uyuma (overfitting) karsit korur ve modelin anlagilirligini artirir. Bu
asamada, Shapley degerlerini ve genetik algoritmalar1 bir araya getiren yenilikgi bir hibrit
yontem uygulanmistir. Shapley degerleri ile o6zellik se¢imi Algoritma 5.1°de

gosterilmistir.

Algoritma 5.1 Shapley Degerleri ile Ozellik Segimi

Her 6zellik i¢in Shapley Degerlerini saklamak iizere bos bir sozliik olustur.

‘S’ dzelliklerinin her bir alt kiimesi i¢in:
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‘S’ igindeki her bir ‘i’ 6zelliginin marjinal katkisini hesapla:

‘X’ girdisinden ‘S’ i¢indeki 6zellikleri se¢ ve kalan 6zellikleri X degil S olarak

ayir.
Modeling hem X_S hem de X_degil_S Gzerindeki tahminlerini hesapla.
‘S’ iginde ‘i’ 6zelligi olan ve olmayan tahminler arasindaki farki hesapla.
‘X’ i¢indeki tlim ornekler tizerindeki farklarin ortalamasini al
Her bir ‘1” 6zelligi icin:
Shapley degeri i = ‘i’ igeren marjinal katkilarin toplami1 / ‘1’ igeren alt kiimelerin
toplam say1s1

Shapley degeri i’yi ‘i’ anahtari ile sozliikte sakla.

Shapley degerleri kullanilarak 6zelliklerin 6nemi belirlendikten sonra, belirlenen esik
degerinin tlizerinde kalan 6zellikler genetik algoritma i¢in giris olarak kullanilir. Genetik
algoritma, belirli bir durdurma kriterine ulasana kadar iterasyonlar1 siirdiirlr. Segilen
ozellik sayis1 azaltildikca, genetik algoritma daha hizli isler ve potansiyel olarak yiiksek
performansh o6zellikler ortaya c¢ikarabilir. Bu yaklasim, modelimizde, daha etkili bir
0zellik secimi i¢in Shapley degerlerini bir filtre olarak kullanmamizin temelini olusturur.
Genetik algoritma ile 6zellik se¢cimi Algoritma 5.2°de gosterilmistir. Shapley degerleri ve
genetik algoritma kullanarak hibrit 6zellik se¢imi yaklasimimizin akis diyagrami Sekil

5.2’de gosterilmigtir.

Algoritma 5.2 Genetik Algoritma ile Ozellik Segimi

Popiilasyonu baglatma: Her bireyin veri setindeki toplam 6zellik sayisina esit uzunlukta

bir ikili 6zellik vektorii oldugu popiilasyon olusturma
Baslangi¢ popiilasyonunun uygunlugunu degerlendirme
Her nesil icin i=1 to maxGenerations

Bir sonraki nesil icin ebeveny secme

(Caprazlama ve mutasyon kullanarak yavrular olusturma

Yavrularin uygunlugunu degerlendirme
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En az uygun olan bireyleri yavrularla degistirme

C6zlm olarak en iyi bireyi segme

Shapley Dederleri ile
indirgenmis dzellik
sefi

h 4

[ Yeni ozellik seti }

- [ Mutasyon
v A
Ozellik setinin
dederlendiriimesi
Caprazlama
A
Durma Kriteri z Secim

Evet

Dogrulama

Sekil 5.2 Ozellik segimi akis diyagrami
5.3.4 Ozellik Cikarim

Otomatik makine 6grenmesi kapsaminda onerdigimiz model, farkli boyut indirgeme
yontemlerinin farkli parametrelerle test edilerek en uygun yontemin otomatik olarak
belirlenmesini igermektedir. Gelistirilen sistemde kullanilan PCA, LDA ve Autoencoder
ile boyut indirgeme yapilmakta, her bir yontem i¢in parametre optimizasyonu otomatik
olarak uygulanmakta ve en iy1 yontem ve parametre bilgisi ¢ikt1 olarak bir sonraki modiile

aktarilmaktadir.

Ozellik gikarimi yéntemlerinin hiperparametre optimizasyonunda, hiperparametreler i¢in
belirli araliklar problem hakkindaki on bilgilere dayali olarak tanimlanmaktadir. Bu
araliklar daha sonra hiperparametreler i¢in olas1 degerlerin listesini olusturmak tizere
orneklenir. Ozellik ¢ikarrmindaki en uygun hiperparametrelerin bulunabilmesi igin Grid

Search yontemi kullanilmaktadir. Belirtilen araliklardaki tiim deger kombinasyonlari
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egitilmekte ve performans dlciitlerine gore belirlenen en iyi kombinasyon secilmektedir.

Otomatik 6zellik ¢ikarma modiilii igin islem hatti Sekil 5.3‘te gosterilmektedir.

Ozellik Cikarimi

PCA
On isleme Siniflandirici

LDA

Autoencoder

Sekil 5.3 Otomatiklestirilmis 6zellik ¢ikarma islem hatt1

Bu modiil, endistriyel nesnelerin internet igin saldir1 tespit sistemlerinin
egitiminde/testinde kullanilabilecek makine 6grenmesi tabanli bir otomatiklestirilmis
ozellik c¢ikarma modiiliidiir. Modiilde, boyut azaltma teknikleri icin hiperparametre
optimizasyonu gerceklestirilmektedir. Modiil, her veri seti i¢in PCA ve LDA yontemleri
ile farkli sayida bilesen denemekte ve ¢ikarilan 6zellikleri siniflandiricilara gondererek
farkli makine 0grenmesi yontemlerindeki dogruluklari hesaplamaktadir. Her adimda
denenecek bilesen sayisini veri setindeki toplam girdi sayisina gore belirlemektedir. PCA
ve LDA igin tiim iterasyonlar tamamlandiktan sonra Autoencoder igin hiperparametre
optimizasyonuna baslanmaktadir. Bu asamada gizli katmanlardaki diigiim sayilar
degistirilerek ve Autoencoder’in aktivasyon ve kayip fonksiyonlar ile farkli darbogaz

diigiim sayilar1 test edilerek 6zellik ¢ikarimi yapilmaktadir.

Ozellik ¢ikarrminin degerlendirme asamasinda su alanlarda performans iyilestirmeleri
gozlemlenmektedir: (i) tespit oraninin (5.7) maksimize edilmesi (detection rate), (ii)
dogrulugun (5.98) maksimize edilmesi (accuracy), (iii) yanlis alarm oraninin (5.9)
minimize edilmesi (false alarm rate), (iv) egitim/test siirelerinin minimize edilmesi
(GAIN). Ozellik ¢ikarimi modiiliiniin performansi, saldir1 tespit sistemlerinde yaygin

olarak kullanilan asagidaki metriklerle degerlendirilmektedir [61] [62].

TP

Tespit Orant = . (5.7)
Dogruluk = S L i\ — (5.8)
TN+TP+FN+FP
Yanlis Alarm Orani = P (5.9)
FP+TN
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5.3.5 Hiperparametre Optimizasyonu

Makine 6grenmesi, egitim verilerini girdi olarak alarak tahminler ve kararlar vermek i¢in
model olusturmaya odaklanmaktadir. Hem denetimli hem de denetimsiz &grenme
algoritmalar i¢in egitim siirecinden Once parametre degerlerinin ayarlanmasi gerektigi
makine 6grenmesinde sik karsilasilan bir sorundur. Bu parametrelere hiperparametreler
denir. Hiperparametreler, belirli bir 6grenme algoritmasimin 6grenme orani, ¢ekirdek
parametreleri, ag mimarisi gibi bir¢ok sonucunu yapilandirmak i¢in kullanilir. Model
olusturulurken yiiksek basar1 oranina sahip sonuglar elde etmek i¢in hiperparametreler
optimize edilmis bir sekilde verilmelidir. Hiperparametre optimizasyonu, makine
O0grenmesi siirecinde bu parametrelerin dikkatli bir sekilde degerlendirilmesini ve
secilmesini gerektiren ©6nemli bir adimdir. Hiperparametrelerin se¢imi modelin
performansi ilizerinde onemli bir etkiye sahiptir ve 6grenme siirecinin dogrulugunu,
genelleme kabiliyetini ve hizimi etkileyebilir. Hiperparametre optimizasyonunun temel
amaci, modelin en iyi performansiyla sonuglanan optimum hiperparametre
kombinasyonunu bulmaktir. Hiperparametre optimizasyonu algoritmasinin adimlari

Algoritma 5.3’te gosterilmektedir.

Algoritma 5.3 Hiperparametre Optimizasyonu Algoritmasi

Veri setini yiikle
Eksik degerleri isleme (ortalama/medyan/en sik)
Etiket kodlayici uygulama
Olgekleyici segimi (standard/min-max/robust)
Olcekleyici dosyasini kaydetme
SHAP/Genetik algoritma ile 6zellik se¢im (model tabanli)
Tim siniflandirma modelleri igin:
//Grid search yontemi kullaniliyor
Grid igindeki her bir parametre icin:
Parametreleri uygulama ve segilen 6zelliklerle dogrulugu hesaplama
Hesaplanan dogrulugu 6nceki dogruluklarla karsilastirma
En yiiksek dogruluk oranini belirlenen parametrelerle birlikte kaydetme
Kaydedilen tiim hiperparametre bilgilerini dogruluk oranlar1 siralanmis bir sekilde getirme
Olgekleyici dosyasint kullanma
Secilen parametrelerle modelleri olugturma

Model dosyasini kaydetme

Gelistirilen AutoML ¢ervesinde kullanilan siniflandirma algoritmalar1 sunlardir:

e AdaBoost
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e CatBoost

e Decision Tree

e Gaussian Process

e Gradient Boosting

e K-Nearest Neighbor
e LightGBM

e Neural Network

e Perceptron

e Random Forest

e Ridge

e Stochastic Gradient Descent
e SVM

e XGBoost

Hiperparametre optimizasyonunda arama yontemleri olarak cergcevede uygulanan
yontemler: Grid search (lzgara arama) ve Tree-structured Parzen Estimator (TPE)
yontemleridir. Grid search ve TPE, performansini optimize etmek i¢in bir makine
O0grenmesi modelinin hiperparametrelerini ayarlama siireci olan hiperparametre

optimizasyonu igin iki yontemdir.

Grid search ydntemi, hiperparametre optimizasyonu strecinde belirli bir hiperparametre
setini tanimlamay1 ve bu hiperparametrelerin her bir kombinasyonu i¢in modeli egitip
degerlendirmeyi igeren bir yaklasimdir. En uygun hiperparametre kombinasyonu,
modelin dogrulama veri seti {izerindeki performansina gore secilir. Grid search basit ve
sezgisel bir yontemdir, ancak hiperparametre degerlerinin her bir kombinasyonu i¢in ayr1
bir modelin egitilmesini ve degerlendirilmesini gerektirdiginden hesaplama agisindan

maliyetli olabilmektedir.
Grid search yonteminin avantajlari:

e Basit ve sezgisel: Grid search, hiperparametrelerin ve degerlerinin bir grid i¢inde
belirtilmesini ve her deger kombinasyonu i¢in bir modelin egitilmesini ve
degerlendirilmesini igerdiginden basit ve sezgisel bir yontemdir. Bu,
anlagilmasin1 ve uygulanmasini kolaylastirir ve optimizasyonu algoritmasinin

derinlemesine anlagilmasini1 gerektirmez.
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Kolay paralellestirme: Grid search, hiperparametre degerlerinin her bir
kombinasyonu i¢in bagimsiz modellerin egitilmesini ve degerlendirilmesini
icerdiginden kolayca paralellestirilebilir. Bu, genis bir hiperparametre alani
lizerinde arama yapmay1 daha hizli hale getirebilmektedir.

Kategorik ve siirekli hiperparametreleri isleme: Grid search, her hiperparametre
icin bir dizi deger belirterek hem kategorik hem de siirekli hiperparametreleri
isleyebilir. Bu sayede ¢ok c¢esitli hiperparametre kombinasyonlarinin

kesfedilmesine olanak tanir.

Grid search yonteminin dezavantajlari:

Maliyetli hesaplama: Grid search, hiperparametre degerlerinin her bir
kombinasyonu i¢in ayr1 bir modelin egitilmesini ve degerlendirilmesini
gerektirdiginden hesaplama acgisindan maliyetli olabilir. Bu durum genis bir
hiperparametre alani {izerinde arama yapmayi1 veya aramanin birden fazla
iterasyonunu gergeklestirmeyi pratik olmaktan ¢ikarabilir.

Global optimum deger bulunamayabilir: Grid search, yalnizca grid iginde
belirtilen hiperparametre degerlerini dikkate aldigindan hiperparametre uzayiin
global optimumunu bulamayabilir. Grid i¢inde olmayan hiperparametrelerin iyi
sonuglar tretebilecek kombinasyonlar1 kagirilabilir.

Hiperparametrelerin Ol¢eklendirmesine duyarli olma: Modelin performansi
hiperparametrelerin goreceli Olgeklerine bagli olabileceginden, Grid search
hiperparametrelerin 6lgeklendirilmesine duyarlidir. Bu durum hiperparametreler
icin uygun Olgeklerin segilmesini zorlastirabilir ve ayrica farkli hiperparametre
kombinasyonlarinin performansini karsilastirmay1 da zorlastirabilir.
Kisitlamalarla basa ¢ikilamaz: Grid search, hiperparametreler iizerindeki siirlar
veya karsilikli dislama (mutual exclusivity) gibi kisitlamalar isleyemez. Bu
durum, gecerli  veya uygulanabilir  olmayan hiperparametrelerin
kombinasyonlarin1 dikkate alabilecegi anlamina gelmektedir.

Baslatma (initialization) islemine duyarhidir: Grid search, modelin performansi
parametrelerin  baslangic  degerlerine  bagli  olabileceginden  modelin
baslatilmasina duyarlidir. Bu durum, farkli hiperparametre kombinasyonlarinin
performansin1 ~ karsilagtirmay1  zorlastirabilir ve modelin  yakinsamasini

etkileyebilir.

79



TPE yontemi, hiperparametre degerlerinin optimum kombinasyonunu aramak i¢in Bayes

optimizasyonunu kullanan bir yontemdir. TPE, hiperparametre degerlerinin bir

fonksiyonu olarak modelin performansinin dagilimini tahmin etmek i¢in olasiliksal bir

model kullanir ve bu dagilimi optimum hiperparametrelerin aranmasina rehberlik etmek

icin kullanir. TPE, her hiperparametre deger kombinasyonu igin ayri bir modelin

egitilmesini ve degerlendirilmesini gerektirmediginden Grid search yontemine gore daha

verimlidir. Bununla birlikte, verilere olasiliksal bir model uydurmay1 i¢erdiginden diger

yontemlere gore daha fazla hesaplama stiresi gerektirebilir.

TPE ydnteminin avantajlari:

Verimli: TPE, her hiperparametre degeri kombinasyonu i¢in ayri bir modelin
egitilmesini ve degerlendirilmesini gerektirmediginden Grid search yontemine
gore daha verimlidir. Bunun yerine, hiperparametre degerlerinin bir fonksiyonu
olarak modelin performansinin dagilimini tahmin etmek igin olasiliksal bir model
kullanir. Bu sayede biiyiik hiperparametre uzaylari i¢in Grid search yonteminden
daha hizli ¢aligabilmektedir.

Global optimum degeri bulunabilir: TPE, tiim uzay1 dikkate aldig1 ve sabit bir
deger grid’ine dayanmadigr i¢in hiperparametre uzayinin global optimumunu
bulabilir. Bu yizden Grid search yontemine gére optimum kombinasyonu bulma
olasilig1 daha yiiksektir.

Kisitlamalar1 ele alabilir: TPE, hiperparametreler {izerindeki simirlar veya
karsilikli dislama gibi kisitlamalar1 olasiliksal modele dahil ederek ele alabilir. Bu
ozellik sayesinde TPE, yalmzca gecerli ve uygulanabilir hiperparametre
kombinasyonlarini dikkate almaktadir.

Kategorik ve siirekli hiperparametreleri isleyebilir: TPE, hiperparametrelerin bir
fonksiyonu olarak modelin performansinin dagilimini tahmin ederek hem
kategorik hem de siirekli hiperparametreleri ele alabilir. Bu sayede ¢ok cesitli

hiperparametre kombinasyonlar1 lizerinde arama yapabilir.

TPE yonteminin dezavantajlart:

Daha fazla hesaplama siiresi gerektirebilir: TPE, verilere olasiliksal bir model
uydurmay1 igerdiginden diger yontemlere gore daha fazla hesaplama siiresi
gerektirebilir. Bu durum, 6zellikle biiyiik veri kiimeleri veya karmagik modeller

icin TPE’nin diger yontemlere gore daha yavas ¢alismasina neden olabilir.
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e Daha fazla bellek gerektirir: TPE, olasiliksal modeli bellekte sakladig1 i¢in diger
yontemlere gore daha fazla bellek gerektirir. Bu ylizden karmasik modeller ya da
cok sayida hiperparametre igeren problemler i¢in kullanilmasi pratik olmaktan
cikabilir.

e Olasiliksal model secimine duyarli olabilir: Modelin performanst modelin
varsayimlarina ve parametrelerine bagli olabileceginden, TPE olasiliksal modelin
se¢imine duyarli olabilir. Bu durum uygun modelin se¢ilmesini zorlastirabilir ve

modelin dogrulugunu etkileyebilir.

5.4 Deneysel Sonuc¢larin Yorumlanmasi

Bu ¢alismanin amaci, endiistriyel nesnelerin interneti sistemlerinde saldir1 tespiti i¢in

otomatik makine 6grenmesi ¢ergevesi gelistirmektir.

Ozellik secimi, ilgisiz veya giiriiltiilii 6zellikleri belirleyip kaldirarak veri setinin
boyutunu azaltabilir ve modelin daha saglam ve yorumlanabilir hale getirebilir. X_I10TID
verisetinin ¢zellik sec¢iminin etkinligi Tablo 5.5’te goriilmektedir. Burada ozellik
seciminden sonra egitim ve test i¢in gegen siirenin onemli 6l¢iide azaldig1 ve modelin
dogrulugunun arttig1 gozlemlenmektedir. Egitim igin gegen siireyi hesaplamak igin

modelleme asamalar1 10 kez tekrarlanmis ve ortalamasi alinmastir.

Tablo 5.5 Segilen 6zellikler ile model dogrulugu ve gegen siire

Egitim i¢in Egitim i¢in
Dogruluk Toplam Stre | Toplam Sire o
Dogruluk . . . Silinen
. o (Ozellik (Ozellik (Ozellik .
Model Ad1 (Ozellik Segimi o o o Ozellik
. ] Segimi Segimi Secgimi
Oncesi) . ) Sayisi
Sonrast) Oncesi) Sonrast)
(saniye) (saniye)
AdaBoost 0,9691 0,9792 801,82 695,48 18
CatBoost 0,9963 0,9969 367,04 332,25 17
Decision Tree 0,9962 0,9966 118,2 82,88 16
Gradient Boosting 0,9966 0,9968 15751,3 11728,44 16
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Tablo 5.5 Segilen 6zellikler ile model dogrulugu ve gegen siire (devami)

Egitim i¢in

Egitim i¢in

Dogruluk Toplam Siire | Toplam Siire .
Dogruluk . Y . Silinen
L o (Ozellik (Ozellik (Ozellik .
Model Adi (Ozellik Segimi o o o Ozellik
. ] Secimi Secimi Secimi
Oncesi) . . Sayisi
Sonrasi) Oncesi) Sonrast)
(saniye) (saniye)
Ridge 0,9342 0,9519 5,04 4,01 17
Stochastic Gradient 0,9403 0,9488 11,23 8,74 17
Descent
SVM 0,9828 0,9904 376124 32274,54 15
XGBoost 0,9970 0,9972 194,67 143,29 16
kNN 0,9901 0,9920 5811,32 5114,28 17
LightGBM 0,9960 0,9968 42,48 38,22 15
Naive Bayes 0,5783 0,8625 5,59 4,97 17
Neural Network 0,9878 0,9927 7197,74 5293,49 18
Perceptron 0,9296 0,9385 8,9 6,4 16
Random Forest 0,9970 0,9975 1088,63 722,49 19

Saldir1 tespitinde dogru pozitif (TP) model tarafindan dogru sekilde pozitif olarak
siniflandirilan 6rnekleri ifade ederken, dogru negatif (TN), dogru sekilde negatif olarak
siiflandirilan 6rnekleri ifade eder. TP, gergek saldir1 olan ve model tarafindan bu sekilde
simiflandirilan  6rnekleri ifade ederken TN, dogru smiflandirilan saldirt olmayan
orneklerin sayisini temsil etmektedir. Saldir1 olmayan orneklerin saldir1 olarak yanlis
siiflandirilmas1 yanhis pozitif (FP) olarak adlandirilir. Yanlis negatif (FN) saldir
olmayan durumlarin saldir1 olarak siniflandirilmasini ifade eder. Farkli veri setleri

tizerindeki Ozellik ¢ikarma modiiliiniin sonuglari, tespit orani, yanhs alarm orani ve
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dogruluk dahil olmak iizere Tablo 5.6’da gosterilmektedir. Ayrica Tablo 5.6, sonuglardan

elde edilen en yiliksek dogrulugu gostermektedir.

Tablo 5.6 En yiiksek dogruluga dayali olarak tiim veri setlerinin tespit orani, yanlis

alarm orani, dogrulugu ve egitim siiresindeki kazang

Veri Seti Tespit Yanlig Alarm | Dogruluk Ozellik Cikarma Kazang
Orani Orani Yontemi (%)
KddCup99 0,9993 0,324 0,9995 Autoencoder 38,17
NSL-KDD 0,9982 0,347 0,9983 Autoencoder 25,72
WUSTL lloT 0,9995 0,294 0,9999 Autoencoder 39,89
2021
X-110TID 0,9934 0,349 0,9948 Autoencoder 22,58

Gelistirilen otomatiklestirilmis o6zellik ¢ikarimi modiilii ile elde edilen en yiiksek
dogruluk oranlarina sahip siniflandirmalarin egitim siirelerindeki kazang Sekil 5.4°te

gosterilmektedir.

Egitim Siresindeki Ortalama Kazang

175 | HEE Ozellik Cikarimi Oncesi
mmm Ozellik Cikarimi Sonrasi

150
125
100

75

Ortalama Egitim Sdresi

50

25

NSL-KDD X-11oTID WUSTL lloT 2021 KddCup99
Verisetleri

Sekil 5.4 Egitim siiresindeki ortalama kazancin karsilastirilmasi

Tablo 5.7 ve Tablo 5.8, otomatik 6zellik ¢ikarimi yaklasimimizin KddCup99 veri seti
tizerindeki PCA ve LDA yontemlerinin sonuglarini gostermektedir. Bu yaklagim ile farkl
parametreler otomatik olarak test edilmekte ve sonuglar kaydedilmektedir. Tablo 5.7°de

PCA yontemi ile kullanilan bilesen sayis1 ile dogruluk oraninin ve egitim siiresinin arttig1
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gozlemlenmistir. Bilesen sayis1 15 ve iizeri oldugunda dogruluk oraninin degismedigi,

egitim siiresinin ise artmaya devam ettigi goriilmektedir.

Tablo 5.7 PCA yontemi ile KddCup99 veri setinin Ozellik ¢ikarma

sonugclari
Boyut Dogruluk Cikarma Egitim Siiresi (s) | Test Siresi (s)
Biiyiikligii Siresi (s)
1 0,989474 1,84 84,02 0,29
5 0,999281 2,07 84,53 0,21
10 0,999352 2,79 87,92 0,17
15 0,999413 3,81 111,68 0,16
20 0,999413 4,57 113,84 0,17
25 0,999413 5,38 140,33 0,16
30 0,999413 6,21 146,04 0,17
35 0,999433 6,45 176,08 0,21

Tablo 5.8 KddCup99 veri setinin LDA yontemi ile 6zellik ¢ikarma

sonuglari
Boyut Dogruluk | Cikarma Siiresi Egitim Siiresi Test Siiresi
Biiyiikligi (s) (s) (s)
1 0,956182 0,82 3,97 0,01

Tablo 5.9 ve Tablo 5.10°da NSL-KDD veri seti izerinde PCA ve LDA yontemleri ile
Ozellik ¢ikarma sonuclarini igermektedir. PCA sonuglarinin yer aldigi Tablo 5.9°da
goriildiigii iizere bilesen sayist 15 ve iizerinde dogruluk orani ¢ok degismemekle birlikte

egitim siiresi onemli Sl¢iide artmustir.
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Tablo 5.9 NSL-KDD veri setinin PCA yontemi ile &zellik ¢ikarma

sonugclari
Boyut Dogruluk | Cikarma Siiresi | Egitim Siiresi Test Suresi
Biiytkligi (s) (s) (s)
1 0,90387 0,41 3,44 0,01
5 0,995912 0,46 3,85 0,01
10 0,997341 0,65 4,39 0,01
15 0,997301 0,87 7,19 0,01
20 0,997380 1,08 7,77 0,01
25 0,997420 1,26 10,06 0,01
30 0,997976 1,42 10,66 0,01
35 0,997998 1,45 11,65 0,01

Tablo 5.10 NSL-KDD veri setinin LDA yontemi ile 6zellik ¢ikarma

sonuglari
Boyut Dogruluk | Cikarma Siiresi Egitim Siresi Test Siresi
Biyukligi (s) (s) (s)
1 0,991549 3,78 95,22 0,33

Tablo 5.11 ve Tablo 5.12, PCA ve LDA yontemlerinin WUSTL IloT 2021 veri seti
tizerindeki 6zellik ¢ikarma sonuglarini géstermektedir. Bilesen sayis1 25°e ulastiginda

maksimum dogruluk orani gézlemlenmektedir.
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Tablo 5.11 WUSTL IloT 2021 veri setinin PCA yontemi ile 6zellik

¢ikarma sonuglari

Boyut Dogruluk | Cikarma Siiresi | Egitim Suresi Test Suresi
Biiytkligi (s) (s) (s)
1 0,979598 6,17 46,93 01
5 0,999862 5,95 50,96 01
10 0,999904 7,37 57,03 0,11
15 0,999895 10,09 98,24 0,12
20 0,999904 13,56 102,41 0,14
25 0,999941 15,25 131,76 0,09
30 0,999941 17,66 152,52 0,1
35 0,999941 15,78 155,11 0,09

Tablo 5.12 WUSTL 1loT 2021 veri setinin LDA yontemi ile 6zellik

¢ikarma sonugclari

Boyut Dogruluk | Cikarma Siiresi Egitim Siresi Test Siresi
Biyukligi (s) (s) (s)
1 0,994709 11,53 45,26 0,09

Tablo 5.13 ve Tablo 5.14, otomatik 6zellik ¢ikarimi yaklasimimizin X-110TID veri seti

tizerindeki PCA ve LDA ydntemlerinin sonuglarini gostermektedir.

Tablo 5.13 PCA yontemi ile X-IIoTID veri setinin 6zellik ¢ikarma sonuglari

Boyut Dogruluk Cikarma Egitim Siiresi (s) Test Siresi (s)
Biiytikliigi Stiresi (S)
1 0,760599 6,42 396,81 0,89
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Tablo 5.13 PCA yontemi ile X-IIoTID veri setinin 6zellik ¢ikarma sonuglari

(devami)
Boyut Dogruluk Cikarma Egitim Siiresi (s) Test Siresi (s)
Biiytkligi Suresi (s)

5 0,965495 7,37 591,33 0,87

10 0,983479 8,84 636,85 0,96

15 0,986089 10,43 896,61 0,72

20 0,987626 9,22 1030,81 0,89

25 0,990389 8,04 1163,15 0,81

30 0,990584 11,66 1204,96 0,71

35 0,991749 12,97 141470 0,71

40 0,992657 12,62 1479,92 0,71

45 0,994029 11,60 1705,99 0,72

50 0,995639 7,54 1741,37 0,73

55 0,996985 7,50 1794,45 0,73
Tablo 5.14 X-IIoTID veri setinin LDA yo6ntemi ile 6zellik ¢ikarma sonuglari

Boyut Biiyiikliigi | Dogruluk | Cikarma Siiresi (s) | Egitim Siiresi (s) Test Siresi (S)

1 0,8979 13,29 38,53 0,83

Tablo 5.15’te bir makine 6grenmesi yontemi olan Autoencoder ile dort farkli veri seti
tizerinde 6zellik ¢ikarma sonuglari gosterilmektedir. En yiiksek dogruluk oranlarmin elde
edildigi aktivasyon ve kayip fonksiyonlar: ile darbogaz katmaninda kullanilan diigiim

sayilar1 bu tabloda gdsterilmektedir.
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Tablo 5.15 Autoencoder yontemi ile ii¢ veri setinin en yiiksek dogruluk tabanl 6zellik

¢ikarma sonuglari

Darbogaz Veri Seti Aktivasyon Kayip Dogruluk | Cikarma Egitim Test
Fonksiyonu | Fonksiyonu Sresi (s) | Suresi (s) | Stresi (s)
20 KddCup99 sigmoid mse 0,999555 784,6 181,53 0,17
30 NSL-KDD softsign mse 0,998373 | 203,22 13,0 0,01
20 WUSTL linear mse 0,999967 | 1866,32 113,25 0,09
10T 2021
40 X-11oTID linear mse 0,9948 174458 128,43 0,32

KddCup99, NSL-KDD, WUSTL IloT 2021 ve X-lloTID (zerinde PCA yontemi ile

yapilan 6zellik ¢ikarimlarinin bilesen sayist ve dogruluk degisimleri sirasiyla Sekil 5.5,

5.6, 5.7 ve 5.8’de gosterilmistir.
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Ozellik ¢ikarma ydntemlerinde parametre optimizasyonu igin Grid Search yontemi
kullanilmaktadir. PCA ve LDA ydntemlerinde en 6nemli parametreler bilesen ve smif
sayis1 olacagindan birden baslayarak toplam girdi ve sinif sayisina kadar olan araliktaki
sayilar parametre olarak uygulanmakta ve her bir sonug¢ siniflandiricilara gonderilerek
dogruluk oranlar1 hesaplanmaktadir. Autoencoder yonteminde sinir agi mimarisine ek
olarak cok fazla parametre oldugu i¢in uygun parametrelerin bulunmasi 6nemlidir.
Ozellik ¢ikarimi modiiliinde kullanilan parametre setinde aktivasyon fonksiyonu olarak
lineer, ReLU, sigmoid, softmax, softplus, softsign ve tanh fonksiyonlar1 bulunmaktadir.
Kayip fonksiyonu olarak ise ortalama kare hata, ikili ¢apraz entropi fonksiyonlari
kullanilmaktadir. Ayrica, tipki PCA yonteminde farkli bilesen sayilarinin test edilmesi
gibi, Autoencoder ile 6zellik ¢ikariminda da farkli diigiim sayilarina sahip bir darbogaz
katmani uygulanmaktadir. Sekil 5.9, 5.10, 5.11 ve 5.12’de dort farkli veri setine
uygulanan parametre optimizasyonlart ve egitim siireleri gosterilmektedir. Farkli
aktivasyon, kayip fonksiyonlar1 ve farkli sayida darbogaz diigiimii uygulandiginda egitim
stireleri gosterilmistir. Sekil 5.13, 5.14, 5.15 ve 5.6’da, Autoencoder igin KddCup99,
NSL-KDD, WUSTL IlloT 2021 ve X-IIoTID wveri setlerine farkli parametreler

uygulandiginda dogruluk oranlarini géstermektedir.
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Sekil 5.16 X-II0TID - farkli parametrelerle dogruluk

Tablo 5.16, ikili siniflandirmada hiperparametre optimizasyonundan 6nce ve sonra
model dogrulugunun karsilastirmasini gostermektedir. Hiperparametreleri dikkatli bir
sekilde segerek, modelin dogrulugunu 6nemli bir dl¢tide arttirmak miimkiindiir ve bu da

test verilerinden daha iyi sonuglar elde edilmesini saglar.

Tablo 5.16 Hiperparametre optimizasyonu dncesi ve sonrast model dogrulugu

Model Adi Dogruluk (Optimizasyon Dogruluk (Optimizasyon Sonrasi)
Oncesi)

AdaBoost 0,9691 0,9849
CatBoost 0,9963 0,9981
Decision Tree 0,9962 0,9967
Gradient 0,9966 0,9971
Boosting

kNN 0,9901 0,9930
LightGBM 0,9960 0,9972
Naive Bayes 0,5783 0,8710
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Tablo 5.16 Hiperparametre optimizasyonu Oncesi ve sonrasi model dogrulugu

(devami)
Model Ad1 Dogruluk (Optimizasyon Dogruluk (Optimizasyon Sonrasi)
Oncesi)

Neural Network 0,9878 0,9954
Perceptron 0,9296 0,9753
Random Forest 0,9970 0,9986
Ridge 0,9342 0,9588
Stochastic 0,9403 0,9537
Gradient Descent

SVM 0,9828 0,9970
XGBoost 0,9970 0,9982

Modellerin sonuglari, dogruluklarini ve performanslarini degerlendirmek igin
karmasiklik matrisleri ve smiflandirma raporlart kullanilarak analiz edilmektedir.
Gelistirilen ¢erceve bu sonuglart AutoML sisteminde kullanilan tiim modeller i¢in
hesaplamigtir. Sekil 5.17-5.20, kullanilan yo6ntemlerden dordunin karmasiklik
matrislerini ve Tablo 5.17-5.20 ilgili siniflandirma raporlarin1 géstermektedir. Bu

sonuglar herhangi bir hiperparametre ayar1 yapilmadan 6nce elde edilmistir.
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Tablo 5.17 CatBoost yonteminin siniflandirma raporu

Kesinlik | Duyarlilik | F1-Skoru | Destek

Normal 0,9980 0,9947 0,9964 79729
Saldiri 0,9950 0,9981 0,9966 84247
Dogruluk 0,9965

Tablo 5.18 XGBoost yonteminin siniflandirma raporu

Kesinlik | Duyarlilik | F1-Skoru |  Destek

Normal 0,9983 0,9957 0,9970 79729
Saldiri 0,9960 0,9984 0,9972 84247
Dogruluk 0,9971

Tablo 5.19 Random Forest yonteminin siniflandirma raporu

Kesinlik | Duyarlilik | F1-Skoru | Destek

Normal 0,9987 0,9954 0,9970 79729
Saldir 0,9955 0,9987 0,9972 84247
Dogruluk 0,9971
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Tablo 5.20 Decision Tree yonteminin siniflandirma raporu

Kesinlik | Duyarlilik | F1-Skoru | Destek

Normal 0.9966 0.9961 0.9963 79729

Saldir 0.9963 0.9968 0.9965 84247

Dogruluk 0.9964

Onerilen sistemin performanst X-IIoTID veri setinin olusturuldugu ve kullanildig1
calismalarla karsilastirilmistir. Bu calismalarda farkli yontemlerle siniflandirma yapilmis
ve [63] calismasinda en yiiksek basari orani 98,23 iken [54] ¢calismasinda en yiiksek basari
orant 99,54 ile karar agaci ile elde edilmistir. Tablo 5.20°de goriildiigii tizere
hiperparametre optimizasyonu yapilmayan karar agaci yonteminin dogrulugu mevcut
calismalara gore daha yiiksektir. Aymi yontemle daha yiiksek basari orami elde
edilmesinin temel nedeni oOn isleme adimlarmin ve Ozellik se¢iminin
otomatiklestirilmesidir. Tablo 5.19 incelendiginde X-IIoTID veri setinin en yiiksek basari
oraninin (0,9986) hiperparametre optimizasyonu yapilarak Random Forest yontemi ile
elde edildigi goriilmektedir. Tim bu iglemler ikili siiflandirma (saldiri/normal) igin
gerceklestirilmistir ve ayni islemler dnerilen model tarafindan ¢ok sinifli siniflandirma
icin de calistirilabilir. Cok sinifli siniflandirma sonuglar1 AutoML modelinin saldir
tirlerine gore dogruluk oranlarin1 gostermektedir. Tablo 5.21°de X-110TID veri setindeki
18 farkli saldir1 tiirliniin dordiinde 6nerilen AutoML modeli tarafindan optimize edilen
simiflandirma yontemlerinden {igiiniin tespit oranlar1 gosterilmektedir. Karar agaci
yonteminin sonuclari incelenecek olursa, Bruteforce saldirilarini tespit etmede

Command&Control saldirilarina gore ¢ok daha yiiksek dogruluga sahiptir.

Tablo 5.21 Farkli saldirt tipleri igin tespit oranlari

Model Bruteforce C&C Ransomware Dictionary
Decision Tree 0,9999 0,9961 0,9999 0,9984
Random Forest 0,9999 0,9955 0,9999 0,9997
XGBoost 0,9999 0,9974 0,9999 0,9999
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Model performans metriklerinin yani sira, egitim ve tahmin i¢in gereken siire de
onemlidir. S6z konusu bir IDS ve IIoT oldugundan, buradaki gecikme siiresinin ¢ok
diisiik olmas1 gerekmektedir. Gelistirilen ¢erceve sayesinde AutoML siire¢lerinin her bir
adiminda harcanan zaman hesaplanabilmektedir. Tablo 5.5’te incelenen model egitim
stirecinde harcanan zamanin grafigi Sekil 5.21°de gosterilmistir. Ayrica Sekil 5.22°de her

bir modele gelen bir talebin ne kadar siirede tahmin edildigi gosterilmektedir.
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Sekil 5.22 Model tahminlerinde gecen sire

Sekil 5.22°de goriildiigli lizere XGBoost ile talebin tahmin bagarisi yiiksek olmasina

ragmen model lizerinden tahmin islemi ¢ok uzun siirmektedir.
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Makine oOgrenmesi yontemleri ile saldiri tespit sistemi gelistirme calismalarinda
kullanilan eski ama popiiler veri setleri de bulunmaktadir. Bu veri setlerine 6rnek olarak
KDD99, NSL-KDD ve UNSW-NBIS5 veri setleri verilebilir. Bu ¢alismada gelistirilen
model bir AutoML oldugu i¢in farkli veri setlerinde egitim ve tahmin siire¢lerinde basarili
sonuglar vermesi beklenmektedir. Onerilen AutoML modeli yukarida belirtilen veri
setlerine  uygulandiginda  sonuglarin  basarili  oldugu  goézlemlenmistir. Bu

karsilastirmalarin sonucu Tablo 5.22°de gésterilmektedir.

Tablo 5.22 KDD99, NSL-KDD, UNSW-NB15 veri setleri Uzerinde 6nerilen

modelin dnceki yaklasimlarla karsilagtirilmasi

Calisma Yaklagim Veri Seti Dogruluk
[64] Naive Bayes KDD99 0,950
[65] K-Means and ANN KDD99 0,975
[66] Convolutional Neural Network KDD99 0,9984
[67] Meanshift Clustering Algorithm KDD99 0,8120
[68] Multi-agent System KDD99 0,9582

AlDA4l Onerilen Model: CatBoost, KDD99 0,9998

Impiitasyon: Medyan, Ol¢ekleyici:
Min-Max
[69] C4.5, Naive Bayes, Random Forest NSL-KDD 0,9965
[70] k-NN, K-Means NSL-KDD 0,9943
[71] Random Forest NSL-KDD 0,9870
AID4I Onerilen Model: XGBoost, NSL-KDD 0,9993

impiitasyon: Mean, Olgekleyici:
Standart
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Tablo 5.22 KDD99, NSL-KDD, UNSW-NB15 veri setleri Uzerinde 0&nerilen

modelin 6nceki yaklagimlarla karsilastirilmasi (devami)

Calisma Yaklasim Veri Seti Dogruluk
[22] Decision Tree, Naive Bayes, ANN, UNSW- 0,8556
Logistic Regression, EM Clustering NB15
[72] MSCNN-LSTM UNSW- 0,9560
NB15
[73] Fuzzy C-Means UNSW- 0,9890
NB15
AIDA4I Onerilen Model: Decision Tree, UNSW- 0,9995
Impiitasyon: Mean, Olcekleyici: NB15
Min-Max
[54] Decision Tree X-110TID 0,9954
AID4l Onerilen Model: Random Forest, X-110TID 0,9986
Imputasyon: Mean, Olgekleyici:
Standart
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6

SONUC

Makine O0grenmesi alaninda talebin giderek arttig1 bir diinyada, bu alanda istenilen
basariin elde edilebilmesinin alandaki nitelikli insan sayisina bagli olmasi énemli bir
sorundur. AutoML kavrami bu soruna ¢éziim bulmak i¢in gelistirilmistir. Ciinkii gercek
diinya problemi ne olursa olsun, veriyi i¢eren problemin makine 6grenmesi siirecini bir
optimizasyon problemi olarak ele alarak iteratif veya lineer bir islem hatt1 kurgusu ile

yaklasmak 6nemli bir avantajdir.

Veri boyutu arttikga 6n isleme, 6zellik se¢imi, makine 6grenmesi yontemi se¢imi ve
parametre optimizasyonu daha 6nemli hale gelmektedir. Bu ¢aligmada modele bagli 6n
isleme adimlari, 6zellik se¢imi islemleri ve hiperparametrelerin optimizasyonu otomatize
edilmistir. ilgili algoritmalarin 6zetlenmesinin yani sira, otomasyon siireci i¢in kullanilan

yontemler, artilari, eksileri ile belirtilmistir.

Bu ¢alismanin amaci, 6n isleme adimlari, 6zellik se¢imi, hiperparametre optimizasyonu
ve makine 6grenmesi teknigi se¢imi dahil olmak iizere siber giivenlikle ilgili temel
siirecleri otomatiklestirmektir. Otomatiklestirme siirecinde kullanilan yontemler,
faydalar1 ve dezavantajlari ile kapsamli sekilde agiklanmistir. Daha karmasik modeller
icin kullanilan algoritmalarin uygulanabilirligi ve hesaplama kaynaklarinin kullanimi da
bu c¢aligmada karsilastirilmis ve degerlendirilmistir. AutoML, saldir1 tespit modelleri
olusturma stirecini otomatiklestirerek gilivenlik uzmanlarinin ve bilgi teknolojileri
calisanlarinin is yiikiinii azaltmaya yardimci olabilir. AutoML kullanim ile odak noktasi,
modellerin manuel olarak optimize edilmesinden sonuglarin degerlendirilmesine ve II0T
sisteminin genel giivenlik durusunun gelistirilmesine kaydirilabilir. Ek olarak AutoML,
IIoT sistemlerine yonelik siber saldirilar1 tanimada saldiri tespit sistemlerinin
giivenilirligini ve dogrulugunu arttirabilir. AutoML, biiyiik miktarda veriyi analiz ederek
daha Once tanimlanmamis tehditlerin belirlenmesine ve yanlhs pozitif alarmlarin
miktarinin azaltilmasina yardimer olabilir. Bu sistemlerde siber giivenlige yaklagimimiz,
[IoT igin saldin tespit sistemlerinde AutoML’in kullanilmasiyla tamamen degisebilir.
Model olusturma siirecinin otomatiklestirilmesiyle giivenlik uzmanlarinin is yuki

azaltilabilir ve IIoT sistemlerinin giivenlik durusu iyilestirilebilir.
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