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Makine Ogrenim Yontemleri Kullamlarak Saldir1 Tespiti
Firat KILINC
Milli Savunma Universitesi Atatiirk Stratejik Arastirmalar ve Lisansiistii Egitim
Enstitiisti
[stanbul, Temmuz 2023

Cagimizda bilgi teknolojileri hizla gelisirken mobil ve nesnelerin interneti
(Internet of Things-1oT) cihazlarinin yayginlagmasi ile birlikte siber saldirganlar da
her gecen giin yeni saldir1 yontemleri gelistirmektedir. Bu nedenle siber saldirilar
kullanicilarda biiyiik endise yaratmaktadir ve bu endiselerin de giderek artacagi
ongoriilmektedir. Bu siirecte saldir1 tespit sistemleri (Intrusion Detection System-IDS)
ve saldir1 Onleme sistemleri (Intrusion Prevention System-IPS) onemli bir rol
almaktadir. Bu tez ¢aligmasinda ilk olarak ag gilivenlik duvarlari, ag saldirilar1 ve ag
ortaminda gergeklesen saldir tiirlerine yer verilmistir. Sonrasinda ag saldirt tiirleri i¢in
ornek senaryolar olusturulmus ve bu senaryolar {izerinde saldirilarin nasil
gerceklestirildigi sekillerle aciklanmistir. Bu tez c¢alismasinda Kanada Iletisim
Giivenligi Kurulusu (Canada Communications Security Establishment-CSE) ve
Kanada Siber Giivenlik Enstitlisii (Canadian Institute for Cybersecurity-CIC)
tarafindan yaratilan CIC-IDS2017 veri setinde yer alan saldiri tiirlerine yer verilmistir.
Bu saldir tiirleri saldirganlar tarafindan yaygin olarak kullanilan hizmet reddi saldirisi
(Denial of Service Attack-DoS), dagitik hizmet reddi saldiris1 (Distrubuted Denial of
Service-DDoS), botnet, kaba kuvvet, port tarama, web uygulama ve sizma
saldirilaridir. Tez kapsaminda saldir tespiti igin CIC-1DS2017 veri setinde yer alan
Carsamba giinii gerceklestirilen DoS ataklar1 verileri kullanilmistir. Saldir1 tespiti
yapilirken orijinal veri setinin kullanimina, temel bilesen analizine (Principal
Component Analysis-PCA) ve 6zellik se¢imine dayali olmak iizere ii¢ farkli metot
kullanilmistir. Veri bolme yaklasimi olarak %80 egitim-%20 test yiizdelik bélme
orani, 5-kat ve 10-kat ¢apraz dogrulama tekniklerinden yararlanilmistir. Saldirilarin
siniflandirilmasi i¢in Naive Bayes, destek vektor makinesi (Support Vector Machine-
SVM), lojistik regresyon (Logistic Regression-LR), k-en yakin komsu (k-Nearest
Neighbors), karar agaci (Decision Tree-DT (J48)), AdaBoost, rastgele orman
(Random Forest-RF) ve bagging yontemleri kullanilmistir. Deneysel sonuglar, OneR
ozellik se¢imi yontemi ve rastgele orman smiflandiriciya dayalt metodun %99,96
dogruluk orani ile en iyi sonucu verdigini gostermektedir.

Anahtar Sozciikler: Siber Saldirt Tiirleri, Saldir1 Tespit Sistemleri, Saldirt Onleme
Sistemleri, Makine Ogrenmesi, DoS Saldirisi
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ABSTRACT

Intrusion Detection Using Machine Learning Methods
Firat KILINC
Turkish National Defense University, Atatiirk Strategic Studies and Graduate Institue
Istanbul, July 2023

While information technologies are developing rapidly in our age, with the spread of
mobile and Internet of Things (1oT) devices, cyber attackers are developing new attack
methods day by day. For this reason, cyber attacks cause great concern for users and
it is predicted that these concerns will increase gradually. In this process, intrusion
detection systems (Intrusion Detection System-1DS) and intrusion prevention systems
(Intrusion Prevention System-IPS) play an important role. In this thesis, first of all,
network firewalls, network attacks and attack types in the network environment are
given. Afterwards, sample scenarios for network attack types were created and how
the attacks were carried out on these scenarios was explained with figures. In this
thesis, the attack types in the CIC-IDS2017 dataset created by the Canadian
Communications Security Establishment (CSE) and the Canadian Institute for
Cybersecurity-CIC are included. These attack types are Denial of Service Attack
(DoS), Distributed Denial of Service (DDoS), botnet, brute force, port scanning, web
application and penetration attacks, which are commonly used by attackers. Within the
scope of the thesis, the data of DoS attacks carried out on Wednesday in the CIC-
IDS2017 data set were used for attack detection. While detecting the attack, three
different methods were used, based on the use of the original data set, principal
component analysis (PCA) and feature selection. As a data splitting approach, 80%
training-20% test percentage splitting, 5-fold and 10-fold cross-validation techniques
were used. Naive Bayes, support vector machine (SVM), logistic regression (LR), k-
nearest neighbor, decision tree (DT-(J48)), AdaBoost, Random Forest (RF) and
bagging for classification of attacks methods have been used. Experimental results
show that OneR feature selection method and method based on random forest classifier
give the best results with 99.96% accuracy.

Keywords: Types of Cyber Attacks, Intrusion Detection Systems, Intrusion
Prevention Systems, Machine Learning, DoS Attack

Science Code : 92403, 92407, 92431, 92432
Pages I XV+T75
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1. GIRIS

1.1. Giris

Son yillarda siber saldirilarin sayisinda ve ¢esitliliginde 6nemli bir artis goriilmektedir.
Ev kullanicilar1, kurumsal isletmeler, devlet kurumlar1 ve kritik altyapilar, siber
saldirganlar tarafindan hedef alinmaktadir. Birgok durumda aglara ciddi zararlar
vermeden Once saldirillart ¢ok erken asamalarda tespit etmek ¢ok Onemlidir. Bu
amagla, siber giivenlik arastirmacilar1 ve profesyonelleri tarafindan gergek zamanh
savunma araglarindan olan saldir1 tespit sistemleri (Intrusion Detection System-IDS)

ve saldir1 6nleme sistemleri (Intrusion Prevention System-IPS) gelistirilmektedir.

Glintimiizde siber gilivenlik riski, toplumda 6nemli bir endise kaynagi olmustur. Devlet
kurumlan ve kurumsal isletmelere ait bilgiler, hayati derecede dnemli olmasindan
dolay1 giivenli bir sekilde muhafaza edilmelidir. Bu bilgiler, yetkisiz veya li¢iincii

kisilerin erisemeyecegi bir yerde saklanmalidir.

Giivenli bilgileri muhafaza etmek zordur ve her zaman saldirganlar tarafindan bir
giivenlik ihlali riski vardir. En yaygin tehditler, bir web sitesine kars1 diigmanlik, siber
yarigmalar, fidye, siyasi mesele, eglence vb. nedenlerle web sunucularinin
cokertilmesine yonelik yapilan saldirilardir. Siber giivenligin temelini olusturan fi¢
ilke (gizlilik, biitiinlik ve erisilebilirlik), giivenlik sistemlerinde etkin bir sekilde
uygulanmalidir (James, 2019).

Bu tez ¢alismasinda CIC-IDS2017 veri setinde ag glivenligi ve izinsiz giris tespit
amaglart i¢in kullanilan saldir1 senaryolarina yer verilmistir. Calismanin diger

boliimleri su sekilde diizenlenmistir:

Ikinci boliimde, “Genel Kisimlar” bashigi altinda saldir1 tespit sistemleri ve saldir1
Onleme sistemleri ele alinmistir. Saldirganlarin amaclari ile koétii amagh yazilimlarin
belirtileri incelenmistir. Ag ortaminda gerceklesen saldir1 tiirleri (hizmet reddi
saldiris1, dagitik hizmet reddi saldirisi, botnet saldirisi, kaba kuvvet saldirisi, port
tarama saldirisi, web uygulama saldirist ve sizma saldiris1) hakkinda detayli bir

inceleme yapilarak 6rnek senaryolar ile anlatilmigtir.



Ugiincii boliimde, CIC-IDS2017 veri seti ile ilgili detayli bir incelemeye yer
verilmistir. Glinlimiizde yaygin olarak kullanilan makine 6grenme yontemlerinden
olan Naive Bayes, destek vektor makinesi, lojistik regresyon, k-en yakin komsu, karar
agaci1 (J48), AdaBoost, rastgele orman ve bagging algoritmalar1 incelenmistir. Veri
madenciliginde yaygin olarak kullanilan WEKA uygulamasi kisaca tanimlanmis ve bu
uygulamanin kullanildig: bilgisayarin teknik 6zelliklerine yer verilmistir. Daha sonra
CIC-IDS2017 veri seti lizerinde farkli yontemler ile kullanilan akis diyagramlari

gosterilmistir.

Dordiincii boliimde, CIC-IDS2017 veri seti orijinal, temel bilesen analizi 6zellik
secimi ve WEKA uygulamasi iizerinde yaygin olarak kullanilan 6zellik se¢imi
yontemlerine yer verilmistir. Bahsedilen bu metotlar {izerinde ii¢ ana yontemde de
%380 egitim - %20 test yilizdelik oran1 ve 5-kat veya 10-kat ¢apraz dogrulama modeli
olmak iizere 3 farkli metot kullanilmistir. Bu siiregte Naive Bayes, destek vektor
makinesi, lojistik regresyon, k-en yakin komsu, karar agaci (J48), AdaBoost, rastgele
orman ve bagging makine 6grenme yontemleri kullanilmis ve ulasilan sonuglar

tablolarda sunulmustur.

Besinci boliimde ise bu tez calismasi kapsaminda ulagilan sonuglara istinaden genel

bir degerlendirme yapilmustir.



2. GENEL KISIMLAR

2.1. Saldir1 Tespit ve Onleme Sistemleri

Siber giivenlik, gilinlimiizde bilgi teknolojisinin gelismis olmasi nedeniyle cok
onemlidir. Cesitli saldir1 metotlarin1 beraberinde getiren internetin gelisimi, siber
saldirilar1 6nlemek icin de ¢ok sayida dnlemle korunmaktadir. Bunlardan izinsiz giris
tespit sistemi dahil olmak {izere bu saldirilar iginde saldirinin hem nicelik hem de
niteliginin ylikselmesine yanit olarak IDS, siirekli olarak gelistirilmeye devam edilmis
ve elde edilen bilgiler IDS’ye entegre edilmistir. Bu c¢alismada, makine 6grenme
yontemlerinden olan derin 6grenme, son derece takdir edilen ve gelecekte genisleme
potansiyeline sahip olan ve karsilastirildiginda ag anormalliklerini yiiksek dogrulukta
tespit eden bir yontem oldugunu gdstermistir. Diger bir deyisle, derin 6grenme
yontemleri arasinda da bir karsilastirma yapilmistir. Bu derin 6grenme yaklagimlari,
tekrarlayan sinir ag1 (Recurrent Neural Network-RNN), uzun kisa siireli bellek (Long
Short Term Memory-LSTM) ve gegitli tekrarlayan birim’dir (Gated Recurrent Unit-
GRU). CIC-IDS2017 ve CSE-CICIDS2018 olmak iizere iki veri kiimesinde anomali
tespiti yapilmaya calisilmistir. CIC-IDS2017 veri seti agisindan LSTM ve GRU ile
karsilastirma (~%7) ile kiyaslandiginda RNN’nin FPR’si daha yiiksektir. Bunun
anlami, RNN’nin yanlig alarm orani ¢ok daha yiiksektir. Ayrica FNR, RNN, LSTM ve
GRU’dan biraz daha biiyiiktiir (~%2); bu ise daha yiiksek bir kayip oranini gosterir.
GRU modeli, bir daha diisiik FNR ag¢isindan LSTM’den daha iyi sonug verdigini tespit
etmistir (Hai & Nam, 2021).

Siber gilivenlik camiasinda, siber saldirilarda son yillarda benzeri goriilmemis bir artis
olayma tanik olunmustur. Bu saldirganlar, hedef ve amagclarima ulasmada basaril
olduklarin1 kanitlamiglardir. Bu sebeple, yikict saldirilara karsi ana savunma noktasi
izinsiz girig tespit ve onleme sistemlerinin gelistirilmesi devam etmektedir. Ancak,
gecmisteki anomali veri kiimelerinin ¢ogu ne giinceldir ne de giivenilirligi kalmistir.
Aragtirmacilar, makine 68renimi kullanarak anomali tabanli saldirilar1 siiflandirma
teknikleriyle bu tiir saldirilarin gelisimine ayak uydurabilmis ve cesaret verici

tahminlerde bulunmuslardir. Bu siirecte bu tiir izinsiz girislerin tespitinde derin sinir



aglarinin, tespit ve karakterize etmede devrim niteliginde oldugu ortaya ¢ikmistir. Bu
calismada, CIC-IDS2017 ve CSE-CICIDS2018 adli iki kapsamli veri kiimesi
kullanilarak derin sinir aglar1 tespit gorlintii tabanli bir yontemle ¢esitli saldirilar
siniflandirilmis ve sonrasinda en iyi ag akisi 6zelliklerinin bir listesi sunulmustur. Bu
saldirilari tespit etmek i¢in evrisimli bir néral konuslandirilmig ve a§ modelinin, farkli
saldirilart siiflandirmak ve karakterize etmek icin umut verici degerlendirme

sonuglar1 gortilmustiir (Kaur et al., 2020).

Kritik altyapilarin ve bilgi sistemlerinin giivenligini saglamak her zaman zorlu bir is
olmustur. IDS, ag giivenliginin saglanmasinda vazgecilmez bir unsur haline gelmistir.
IDS sistemlerinin izinsiz giris tespit performansini artirmak Onemlidir. IDS
sistemlerini iyilestirmek icin birgok calisma yapilmis olsa da hala eksiklikler vardir.
Bu ¢alismada, IDS sistemleri igin yeni bir Switch port anomali tabanli IDS (SPA-IDS)
veri seti Onerilmigtir. Bu arastirma, veri alinir normal internet trafigi ile anahtar
baglanti noktalar1 {izerinden yeni bir otomatik izinsiz giris siniflandirmasi sunmakta
olup, toplanan sinyalleri kullanarak modellenmistir. Yerel ag katmanlarindan 2’inci
katmandan elde edilen bu sinyaller, otomatik siniflandirma model, dikey mod
ayristirma (VMD) ve istatistik, yinelemeli 6zellik kullanilarak 6zellik olusturmadan
olusur se¢im ve siniflandirma agamalar1 uygulanmis olur. Bu asamalar, su sekilde

uygulanmaktadir:

1. Alnan sinyallere VMD uygulanir ve bes VMD katsayisi elde edilir. Sinyale ve
hesaplanan VMD’ye 15 istatistiksel katsayilar uygulanir.

2. Cikarilan ozelliklere yinelemeli Ozellik secimi uygulanir ve en degerli
ozellikler segilir.

3. Secilen 6zellikler, karar agaci (decision tree-DT), torbali agac (bagget tree-
BT), destek vektdr makinesi (support vector machine-SVM) kullanilarak
smiflandirilir ve SVM ve 10-kat ¢apraz dogrulama ile k-en yakin komsu
(KNN) makine 6grenme yontemleri kullanilir. Sunulan VMD ve yinelemeli
Ozellik se¢imi, tabanlt model %87,25, %95,98, %96,51 ve %97,74’e ulasmis;
KNN, SVM, DT ve BT siniflandiricilarini arka arkaya kullanarak dogruluklari
tespit edilmistir. Saldir1 kategorizasyon siirecinden sonra calismanin ikinci
asamasinda ayni smiflandiricilarin basari oranlar1 sirasiyla %96,65, %98,52,
%98,39 ve %99,11°e ulasmistir. Hesaplanan/elde edilen dogruluklar, agikca

sunulan VMD’nin basarisin1 gdstermis ve yinelemeli 6zellik se¢imine dayali



saldir1 tespit sistemi modeli, en iyi sonucu vermistir. Bu c¢alismada sunulan
yontem nedeniyle gelen saldirilart 6nlemek icin 2’inci katmanda alinan
paketleri analiz ederek etkili ve hizli bir IDS yaklagimi sonucu ortaya

cikarilmistir (Kilincer et al., 2023).

Nesnelerin interneti (IoT) cihazlarim1 kullanan kisi sayisi, son yillarda artmistir.
Nesnelerin Interneti cihazlarimin ¢ok sayida alanda konuslandirilmasindaki gelismeler,
onlar1 saldirilara karsi savunmasiz hale getirmektedir. Sinirli kaynaklardan pille
calisan bu miitevaz1 cihazlarda, gelismis kriptografi olusturulamamaktadir. Ancak
kisith cihazlarin benzersiz 6zelliklerinden dolay1r mevcut ¢oziimler, koruma saglamak
icin yetersiz kalmaktadir. Bu sebeple saldirilari tespit etmek ve kategorize etmek igin
anomali tabanli saldir1 tespit sistemi kullanilir. Bu g¢alismada, makine 6grenimi
yontemlerinden derin 6grenme (Deep Learning-DL) teknikleri kullanilarak konusunda
yetenekli zekay: IoT cihazlarina ve aglarina yerlestirmek, ¢esitli glivenlik sorunlarini
¢ozebilir. Bu ¢aligmada, kotii amagh paketleri gergek zamanli olarak belirlemek igin
derin bir sinir ag1 tabanli izinsiz giris tespit sistemi onerilmistir. Modeli egitmek i¢in
yeni gelistirilen kiyaslama Netflow tabanli veri kiimeleri kullanilmistir. Onerilen
modelde gercek zamanli saldir1 tespiti i¢in paket yakalama ve tespit algoritmasi

dogrulugunu da gostermektedir (Vishwakarma & Kesswani, 2022).

Giivenlik sorunlari, biiyiik veri ve bulut bilgi islem internet ile iliskili yeni
teknolojilerin karsilastig1 en kritik zorluklardir. Giivenlik tehditlerini tespit etmek igin
giivenli ve verimli bir saldir tespit sistemi ¢ok onemlidir. Mevcut IDS’lerin birgok
saldirtya kars1 zayif kaldigr bilinmektedir. Basta yiiksek yanlis pozitif uyar1 oram
olmak {izere, saldirilar tespit etmek i¢in gereken uzun siire ve sifirinct giinii tespit
edememe, sirketleri saldirilara kars1 zor durumda birakacaktir. Bu ¢alisma, iki siireg
araciligiyla IDS algilama mekanizmalarini 6nerir ve gelistirir. Iki varsayima dayali
tehdit tespiti i¢in yeni 6zelliklere sahip bir derin sinir ag1 modeli kullanma, diistik bilgi
islem giicii ve kaynaklari ile sifir giin saldirilarinin ele alinmasiyla ilgili ve kapsamli
DNN modelini ve temel bilesen analizini birlestirerek saptama ¢ézlimi, giivenligi ve
performansi artirmaktadir. Onerilen algilama mekanizmasi, DNN, PCA, istatistiksel
ve belirtildigi gibi mevcut IDS’den 6nemli 6l¢lide daha fazla verimlilik sunmak igin
analitik ve yazilim sonuclarina gore bilgiye dayali yaklagimlardir. Biiyiik aglar i¢in
Onerilen algilama teknikleri analiz edilir ve tasarimdaki karmasiklik, DNN modeli

katmanlarinin sayis1 azaltilarak Onlenir. Bdylece algilama siiresi gecikmesi ve



yanliglik pozitifler ile ag saldirilarma karsi glivenligi artirirken en aza indirilir.
Onerilen DNN’yi PCA ile entegre etmek, bir yenilik¢i katki, algilama siiresi
gecikmesini énemli 6lciide iyilestirmek igin saglam giivenlik performansidir. Onerilen
model %98 dogruluk orani gostermistir. Cok sayida saldiriya dayali olarak belirtilen
en yiiksek dogruluk oran1 %97 olarak ortaya ¢ikmistir (Al-Fawa’reh et al., 2022).

Hizmet reddi saldirisi, yetkisiz kullanicilar tarafindan bilgi islem kaynaklarindan olan
ag bant genisligine ve hedeflenen sisteme saldir1 yaparak istemcilerin hizmet almasini
engellemektir. Bu ¢alismada, makine 6grenme yontemlerinden 6zellik se¢imi yapilan
sinir ag1 yontemi kullanilmistir. Onerilen yontem {i¢ asamaya ayrilmistir: Bunlar
ozellik segimi, egitim ve test verisi seklindedir. Internet aginda bulunan bulut bilisim
aginda farkli tiirde DoS saldirilar1 mevcuttur. Bu arastirma calismasinda, Kanada
Bilimler Enstitiisti tarafindan gelistirilen CIC-IDS2017 veri seti kullanilmigtir. Bu veri
setinin %80 kullanilmistir. Daha sonra iyi huylu trafik, kullanilan araglara gore akis
kayitlar1 Slowloris, Slowhttptest, Hulk ve Benign olarak etiketlenmistir (Bhargav et
al., 2022).

Diinya ¢apinda bilgisayar aglarinin biiyiimesiyle birlikte, ag izerinden bulunan veri ve
bilgilerin korunmasina yénelik daha biiyiik bir ihtiyag olusmustur. Internet aginda
biiyiik miktarda hacimdeki artig, hiz ve veri gesitliligi, bir saldiriy1 analiz edebilen daha
saglam ve dogru algilama sistemi gerektirir. Bu ¢alisma, bir saldir1 tespit sisteminin
olusturulmasini1 6nermektedir. Bu ¢alismada, akis siniflandiricilar1 ve ii¢ siniflandirma
katman1 kullamilarak  kayitlarin  6zellik sayisinda bir azalma olmadan
siniflandirilmistir.  Onerilen  sistem  tarafindan elde edilenler, digerleriyle
karsilastirilmis ve dogrulamak i¢in iki veri seti kullanilmistir. Literatiirde onerilen
modeller, 6nerilen sistem her durumda, dogrulukta su kadar kazang saglar: NSL-KDD
veri setleri kullanilarak %18,52 ve CIC-IDS2017 veri seti %3,55 elde edilmistir.
Smiflandirma siiresinde azaltma yapildiginda ise NSL-KDD kullanilarak %35,51°e
kadar ve CIC-IDS2017 veri seti %94,90’a kadar daha yiiksek bir sonug elde edilmistir
(Schuartz et al., 2022).

Otonom araglar dahil olmak iizere modern araglar, diinyamizda giderek artan bir
sekilde c¢esitli harici islevler ve hizmetler saglamaktadir. Fakat gelisen internet
baglantisi, internete bagli araglar (Internet of Vehicles-IoV) giivenlik agiklari, siber
tehditlerin saldir1 ¢esitliligini de artirir. Modern arag sistemlerini korumak i¢in kimlik

dogrulama ve sifreleme eksikligi nedeniyle ara¢ aglarindaki ag saldirilar,



prosediirlerden koruyan IDS’ler temel yaklasimlardir. Bu ¢alismada, makine 6grenme
yontemlerinden olan transfer 6grenme, topluluk 6grenme tabanli ve oV sistemleri i¢in
ise evrisimli sinir aglar1 (Convolutional Neural Networks-CNN) ve hiper parametre
optimizasyon teknikleri IDS Onerilmistir. Deneylerde, onerilen IDS %99,25’in
tizerinde saptama oranlar1 ve Fl-skorlar1 gostermistir. Bu caligmada en yaygin
kullanilan veri setlerinde olan loV giivenlik veri setlerinden olan Car-Hacking veri seti
ve CIC-IDS2017 veri seti kullanilmistir. Sonug olarak siber saldir1 tespiti i¢in hem arag
i¢i hem de harici ara¢ aglarinda 6nerilen IDS’nin etkinligi incelenmistir (Alhabshy et

al., 2022).

Hem makine 6grenimi hem de derin 6grenme izinsiz giris tespit sistemlerinin IDS’le
gelistirilmesinde biiyiik ilerleme kaydetmis olsa da iki kritik sorun devam etmektedir.
Birincisi, kotii niyetli etkinligin stirekli gelisen dogasidir. Veri akiglar1 ve paketler,
ayni anda birkac tiirde saldir1 icerebilirken; makine Ogrenimi ve derin 0grenme
algoritmalar1 ayn1 anda yalnizca tek bir gorevi 6grenebilir. Ikinci olarak, yalnizca bir
tiir saldirty1 degerlendirmek i¢in, halka acik veri kiimeleri olusturulur. Bu sorunlari
¢cozebilmek i¢in bu calismada, ayn1 anda birkag saldir tiiriinii tespit etme yetenegine
sahip derin sinir aglarina (Deep neural networks-DNN) dayali bir IDS i¢in ¢ok gorevli
ogrenme (Multi Task Learning-MTL) modeli 6nerilmektedir. Bunu yapmak i¢in hem
UNSW-NB15 hem de CIC-IDS2017 veri kiimelerindeki karsilik gelen her drnek tek
bir 6zellik vektoriinde birlestirilmistir. Bu durum hem egitim hem de test setlerindeki
veri akiglarinin bir kisminin ayni anda iki tehdit icerdigini garanti etmektedir. Deneysel
sonuglar, onerilen sistemin performansi maksimize ettigini gostermektedir (Albelwi,

2022).

Siber giivenlik, bilisim sektoriinde yiikselen bir alandir. Sirsiz iletisim
paradigmasinin yiikselisi ve son zamanlarda genisleyen aga bagl dijital cihaz
yelpazesi nedeniyle siber giivenlik konusunda endiseler artmistir. IDS, verileri veya
sistemin bakimini amaglayan iletisim teknolojisi ag giivenliginin 6nemli bir parcasidir.
Bilim adamlarinin ilgisini ¢eken IDS, uzmanlik olarak makine 6grenimi teknikleri son
zamanlarda yakalanmistir. IDS, 6ncelikle ag1 izler ve etkinlik ve giivenlik sorunlarinin
belirtilerini degerlendirir. Bu arastirma, izinsiz giris tespit Sistemlerinin gesitli veri
kiimelerini kapsar ve cesitli makine 6grenimi algoritmalaridir. Teknolojiler, IDS
sistemlerini olusturmak icin yaygin olarak kullanilir. Verimli sonuglari birgok alanda

elde edilmigtir. Literatlirde yayimlanan arastirmalar ve ayrica bu arastirma, KDD Cup



99 iizerinde deneysel analizler gergeklestirir ve ensemble ile birlikte CIC-IDS2017
veri kiimeleri kullanilmistir. Dogruluk, kesinlik, geri cagirma ve F1 skoru sonuglari
gorlntiilenir. Arastirmanin  gelisimi, hesaplama teknolojilerine dayali IDS

sistemlerinin makine 6grenmeye yardimci olmasi beklenmektedir (Gosai et al., 2022).

Insansiz hava araci kolonilerinin uyumu, bir agda yiiksek hareket kabiliyeti ve
manevra kabiliyetlerine atfedilen zaman agisindan giivenlik gozetimi, afet yonetimi,
arama ve kurtarma operasyonlar1 gibi kritik operasyonlar i¢in konuglandirilabilir hale
getirir. Bu agin giivenlik durumunun 6nemli 6lgiide ihmal edilmesi, isgalcilerin
saldirilarini tesvik eder. Boylece ag bunun misyonunu engeller. Bu ¢alismada, mobil
u¢ bilgi islem (Mobile Edge Computing-MEC) teknolojisi ve anormallik tabanli
izinsiz giris tespit semast ve makine 6grenme yontemlerinden olan rastgele orman ve
UAV-MEC sunucularina gomiili model kullanarak bu zorluklarin {istesinden
gelinmistir. Se¢im modellemek igin 6ne ¢ikan 6zelliklerin ve hiperparametrelerin
optimize edilmis saldir1 tahmincisi, Pearson korelasyon katsayisi ve rastgele arama
capraz dogrulama teknikleri tarafindan etkinlestirilmistir (Pearson Correlation
Coefficient-PCC). Ayrica, 6nerilen modelin egitimi ve degerlendirilmesi i¢in izinsiz
giris tespit veri seti olan CIC-IDS2017 verileri kullanilmistir. Simiilasyon tespitinde
ve siniflandirilmasinda model tarafindan elde edilen sonuglar, agdaki farkl: saldirilar
dogruluk = %99,87, kesinlik = %99,32 ve F1 puant = %99,06 diger optimize edilmis
makine 6grenimi modellerine gore iistiinliik ve onceki arastirmalarda kullanilan bazi

mevcut modellerdendir (Ihekoronye et al., 2022).

Son yillarda kaydedilen tiim ilerlemelere ragmen, ag sistemlerindeki anormalliklerin
tespitinde goriinmeyenlerin tespit edilmesinde sifirinct glin  saldirilart  gibi
anormallikler hala zorlu bir sorun olmaya devam etmektedir. Geleneksel imza tabanl
ag tabanli izinsiz giris tespiti sistemleri (Network Intrusiin Detection System-NIDS),
higbir anormallik olmadig1 igin bu tiir anormallikleri tespit edemez. Makine Ogrenimi
tabanli NIDS, normal denetimli 6grenimle farkli bir kaynaktan geldikleri icin egitilmis
ve yontem onlar1 tespit edememistir. Etki alan1 uyarlama teknikleri, etiketli bir kaynak
etki alanindan etiketlenmemis bir hedef etki alanina edinilen bilgilerin aktarilmasina
yardimci1 olur. Bu tiir teknikler, iizerinde egitilmis bir model yapma potansiyeline
sahiptir. Yeni tiirleri tespit etmek igin birkag ag saldiris1 igeren bir veri kiimesi,
gelecekte olabilecek anomalilerin ancak son zamanlarda etki alani uyarlama

yontemleri ¢gogunlukla goriintiiler i¢in tasarlanmistir ve ag trafiine uygulandiginda



cok smurli faydalar saglar. Bu yazida, orantili agamali s6zde etiketleme (Proportional
Progressive Pseudo Labeling-PPPL), daha fazlasini olusturmak igin etkili bir yaklagim
kullanilabilecek genel etki alan1 uyarlama teknigi ag sistemlerindeki goriinmeyen
anormallikleri tespit etmistir. Baslangigta egitim asamasinda, PPPL kademeli olarak
hedef alani modeli dogrudan sozde etiketli ile egiterek smiflandirma hatasi ile
ornekleri hari¢ tutarken; hedef etki alan1 6rnekleri egitimden yanlis olma olasilig1 daha
yiiksek olan s6zde etiketler, bu tiir numuneler iizerinde egitim ayarlamak ve ertelemek
azaltir. Degerlendirmemiz CIC-IDS2017 veri seti lizerinde yapilan c¢alismalar,
PPPL’nin sunlar1 yapabilecegini gostermektedir: goriinmeyenleri tespit etmede diger
temel ¢izgilerden 6nemli dlgiide daha iyi performans gosterir. Ortalama F1’e gore

%58’e varan iyilestirme ile anormallikler amaglanmigtir (Hashemi et al., 2022).

Saldirganlar tarafindan yapilan saldirilar ve izinsiz girisler, internet aginin birincil
giivenlik konusu haline gelmistir. Bu saldirilar, sistem arizasi, ag arizasi, veri
bozulmasi veya ¢alinmasina neden olabilir. Bir ag saldir1 tespit sistemi, kullanilan
bilgisayar aginda yetkisiz ve kotli niyetli davranislar1 belirlemek i¢in ag trafigi
gozlemleyen bir aragtir. Son teknolojiler, saldir1 tespit sistemlerinin tamamini
inceleyerek bir saldiriy1 tespit etmek icin tasarlanmistir. IDS’nin yalnizca sistemde
calistiktan sonra bir saldiriy1 tespit edebilmesi, saldir1 altinda ve sisteme zarar vermis
olabilir. Bu ¢alismada, uctan uca bir ag saldirilarin1 daha fazla zarara neden olmadan
once Onlemek i¢in Ongoriillemeyen saldirilar1 Onlerken; sisteme zarar vermeden ve
kesinti olmadan erken izinsiz giris tespit sistemi onermislerdir. Saldir1 tanimlama i¢in
siniflandiric1 ve makine 6grenim yontemlerimden derin sinir ag1 tabanl kullaniyoruz.
lgili 6zellikleri ham dosyadan ¢ikarmak i¢in denetimli bir sekilde manuel bir 6zellige
giivenmek yerine, ag trafigi verileri ilgili yaklagimlarin ¢ogunda kullanilan se¢im
stireci uygulanmistir. Ayrica ne kadar erken oldugunu degerlendirmek i¢in erkencilik
adi1 verilen yeni bir metrik tanitarak yaklagim saldirilari tespit etmistir. Calismada CIC-
IDS2017 veri seti kullanilarak nihayetinde yaklagimimizin iyi performans gosterdigi
ve genel bir 0,803 dengeli dogruluk orani yakaladigi belirtilmistir (Ahmad et al.,
2022).

Ag kullanilirken ¢esitli adreslerden saldir1 gergeklesir. Zarar verme eylemlerine
iletisim sistemleri gore ag isleyisi ve siber saldir1 6nemli bir konudur. Gizlilik,
Ozglinlik veya bir kaynagin erisilebilirligi, yetkisiz kisiler tarafindan tehlikeye

atilabilir izinsiz giris tespit sistemlerinin yapabilecegi etkinlik veya saldirilar



belirlemeye yardimci olur. Arastirmacilar, izinsiz giris tespitinin ge¢misi, bugiinii ve
potansiyeli hakkinda makaleler, kablosuz aglardaki sistemler, arastirma bulgularini
kesfetmektedir. Istatistiksel modelleme ve derin 6grenme giinliiklerin bulgularmni
analiz etmek i¢in kullanilir. izolasyon, dogru bilgi elde edebilen stratejilerden biridir.
Yani ag ol¢limleri yapar ve yiikselterek uygun secimler iiretir. Bu ¢aligmada, bir ag
izinsiz girislerinin tespiti i¢in karar agaci tabanli yontem gelistirilmistir. Veri kalitesini
tyilestirmek i¢in ve uygun egitim, ag veri 0n islemesi saglamak ve entropiye dayali
nitelik secimi 6zel olarak yiiriitiiliir. Daha sonra bir izolasyon ormani siniflandiricisi,
dogru saldirt tespiti i¢in insa edilmistir. Deneysel iki veri setinin analizi, Onerilen
modelin giivenilir sonuglar iiretme yetenegi kullanarak CIC-IDS2017 ve NSL-KDD
veri setleri, modelimizin dogrulugu sirasiyla %99,98 ve %99,82°dir. Mevcut
sistemlerden alarm orani, tespit orani ve dogruluk ile karsilastirildiginda modeller,

yeni yaklagimin yanlis agisindan birgok faydasi vardir (Singh & Deorari, 2022).

Son on yilda anomali tabanli IDS, bir¢cok c¢alisma ile kendini kabul ettirmistir.
Ozellikle derin 6grenme modelleriyle etkinligini kanitlamigtir. Bununla birlikte, bu
modeller daha karmasik hale gelmistir ve bu nedenle sistemin kararlarini agiklamak
insanlar i¢in zordur. IDS’lerin seffafligin1 artirmaya yonelik arastirmalar, arastirma
toplulugundan yetersiz kalmaktadir. Bu calisma, dogru bir sekilde yapabilen
aciklanabilir bir NIDS o6nermektedir. Saldirilar1 tespit etmek ve bunun i¢in agik
aciklamalar saglamak kararlar. IDS, Shapley Katki Maddesini IDS kararlarin1 hesaba
katmak ic¢in agiklamalar (Shapley Additive exPlanations-SHAP) c¢ergevesi kullanir.
IDS’mize kararlarin1 hem yerel hem de global diizeyde kendi kendine agiklama
konusunda kiiresel seviyeler de yardimcei olur. Yerel agiklama, IDS kararlarini agiklar
ve her bir spesifik numune i¢in global seviye ise 6zelligin 6nemini ve saldirilarin
ozelliklerini gosterir. Etkinligi gostermek i¢in teklifimizi iki veri setinde
degerlendiriyoruz. lyi bilinen IDS veri kiimeleri, KDD Cup 99 ve CIC-1DS2017 dir.
Icinde ek olarak, sadece makineyi yorumlamakla kalinmamis; 6grenme modeli degil,
ayni zamanda derin 6grenme modeli tanimlanmistir. Bu arastirmanin, giivenlik
uzmanlar1 i¢in daha derin tespit yontemi ve anomali tabanli IDS’nin seffafligim

artirmasi beklenmektedir (Nguyen et al., 2022).

Bu calismada, DDoS ve DNN akis tabanli ag bilgilerine dayali ag kullanan saldir
tespit yontemi kullanilmistir. Yontemde Ozellik i¢in radyal temel fonksiyon

benimsenmistir. DNN’nin dogrulugunu artirmak icin CIC-IDS2017 veri kiimesi
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kullanilarak akis tabanli algilamay1 egitmek ve test etmek icin kullanilir. Deneysel
sonuclar, DDoS tespitinin Onerilen yontemin veri kiimesi altindaki dogrulugu

%99,37°dir (Leung & Lee, 2022).

Makine 6grenimine dayali ag akisi i¢in anormallik algilama modelleri, son derece
dengesiz egitim verileri kosullarinda zayif algilama performansina ve ayrica ag ug
cihazlarma dagitirken yavas algilama hizina ve biiyiikk kaynak tiiketimine sahiptir.
Anormallik tespitine ¢oklu 6gretmen bilgi distilasyonunu (Multi Teacher Knowledge
Distillation-MKD) yerlestirmek, bilgiyi birden ¢ok modelden tek bir modele
aktarabilir. Bu ¢alismada, algilama performansini iyilestirmek icin son teknoloji bir
model olan MKDNAD’1 ¢alismislardir. MKDNAD, kiigiik 6rnek siniflarinin algilama
dogrulugunu gelistirmek i¢in ag akisinda yer alan tek boyutlu sekans ve iki boyutlu
goriintli bilgisini arastirir ve entegre eder. CIC-IDS2017 veri kiimesindeki deneyler,
yontemimizin kiigiilk 6rnek siniflarla basa ¢ikmada algilama hizi ve algilama

dogrulugundaki iyilestirmelerini dogrulamaktadir (Yang & Liu, 2022).

Dijital olarak birbirine bagli diinyamizda veri aglari, iletisim alaninda 6nemli bir rol
oynamaktadir. Veri aligverisi, islemler ve diger alanlarda biiyiikk biliylime hassas
verilerin korunmasi gerekir. Aglar arasinda kusursuz veri iletimi i¢in kotii amagh
yazilim saldirilarindan cihazlar ile korunulabilir. K6tii amagh yazilim saldirilarinin
bazi zararli sonuclari, idari kontrol ve veri ihlallerine sebep olmaktadir. K&tii amach
yazilim tespiti, bunlardan kurtulmak i¢in 6nemli bir gorev haline gelmistir. Bu
calismada, kotii amagh yazilimlara karsi makine 6grenimi algoritmalari kullanilmakta
olup algilama veri kiimeleri NetML ve CIC-IDS2017 iken; trafik siniflandirma veri
kiimesi vpn2016 olmayan veri kiimesidir. Sonuglar ¢ok iimit vericidir ve elde edilen
sonuglarla dogrulanmistir. NetML Network Traffic Analytics Challenge 2020
ACANETS tarafindan CIC-IDS2017 ve nonvpn2016°daki veri kiimeleri, temel
sonuglardan bes parganin tiimiine daha iyi performans gostermistir (Katherasala et al.,
2022).

Siber diinyada uygun giivenlik ¢oziimleri, ger¢ek zamanl ag giivenlik aciklarina ve
verilerine kars1 ag korumasi saglayarak ag giivenligini saglamak ¢ok dnemlidir. Etkili
bir izinsiz giris tespit stratejisi, kritik sistemleri korumak icin yetkisiz erisime veya
saldirtya kars1 biitlinciil bir yaklasim benimsemek gerekmektedir. Bu ¢alismada,
makine 0grenimi tabanli kapsamli bir giivenlik ¢oziimii, topluluk denetimli makine

Ogrenimi kullanarak ag izinsiz giris tespiti i¢in ¢erceve ve topluluk ozellik se¢im
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yontemleri kullanilmistir. Ek olarak, birka¢ makine 6grenimi modelinin 6zellik se¢im

yontemleri ile karsilastirmali bir analizi yapilmistir.

Bu arastirmanin amaci, tasarim genel bir algilama mekanizmasi ve minimum yanlis
pozitif oranlar (FPR) ile daha yiiksek dogruluk elde etmektir. NSL-KDD, UNSW-
NB15 ve CIC-IDS2017 veri setleri kullanilmistir. Algilama modelimizin izinsiz
girislerin %99,3’linli tanimlayabildigini gostererek yanlis alarmlarin en diisiik %0,5’1
ile basarili bir sekilde mevcut ¢oziimlere kiyasla daha iyi performans gosterdigi

sonucuna ulasilmistir (Das et al., 2021).

Ag saldir1 tespit sistemi, karmasik ve degisken ag ortaminda 6nemli bir savunma
aracidir. Bu g¢alismada, ¢oklu saldirilar1 belirlemek igin derin 6grenme modeli ve
agdaki izinsiz girisler incelenmistir. Model Pareto iizeri 6rnegi ile ayrilmistir (Pareto
Over Sample-PAOS). Sinif dengesizligi isleme modiilii ve derin artik evrigimli sinir
ag1 (Deep Residual Convolutional Neural Network-DRCNN) saldir1 tespit modiilii
azaltmak icin kullanilir. Asir1 6rneklenmis veriler tarafindan ortaya ¢ikan giiriiltiiler
ve ikinci olarak tek boyutlu evrisimli sinir sisteminin kalint1 yapisi, ¢esitli saldirilar
ogrenmek ve tanimlamak amaglanmistir. Bu g¢alismada CIC-1DS2017 veri seti
kullanilmistir.  Siniflandiricinin - ulagabilecegi 15 smif siniflandirma  dogrulugu
%99,86’ya ulasilmistir.  Sonu¢ olarak PAOS-DRCNN modelinin  sunlar
yapabilecegini gostermektedir: DOS, DDoS, botnet ve port taramasi gibi ¢esitli farkll
saldirilar etkili bir sekilde tanimlamustir (Dang & Li, 2022).

Ag trafigindeki hizli biiyiime ve artan giivenlik tehditleri nedeniyle siber glivenlik
alaninda giivenlik saglamak i¢in saldir1 tespitinde IDS’ nin 6nemi giderek daha kritik
hale gelmistir. Saglam bir yerel ag tasarlamakta birgok zorluk vardir. Ozellikle
ongoriilemeyen yiiksek boyutlu anomali saldirilarin verileriyle ugrasirken verimli ve
dogru IDS 6n plana ¢ikmaktadir. Bu ¢alismada, doniisiim tabanli izinsiz giris tespiti
sistemini Onermekte, boyut azaltma arasinda bir denge kurmak ig¢in 0&zellik
gosterimlerini yeniden yapilandirmakta ve dengesiz veri kiimelerinde 6zellikler ortaya
¢ikarilmaktadir. CIC-IDS2017 ve CIC-DD0S2019 adli veri kiimeleri ile klasik makine
Ogrenimi algoritmalart olan destek vektdr makinesi ve derin ile karsilastirmali bir
calisma tekrarlayan sinir ag1, bulanik sinir ag1 ve uzun 6nerilen yontemin gegerliligini
gostermek icin kisa siireli bellek ag1 uygulanmistir. Sonug olarak RTIDS’in halka ag¢ik
iki gercek trafik izinsiz giris tespiti lizerindeki etkinligini ortaya cikararak, sirastyla

%99,17 ve %98,48 F1 Puani degerlerine ulasiimigtir (Wu et al., 2022).
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2.2. Ag Giivenlik Duvarlar

Internet agindaki veriler istemci bilgisayar kullanicisina gonderilen ve hangi
kaynaktan gelip, hangi hedefe ulagsmasi1 gerektigine iliskin bilgileri igermektedir. Ag
giivenlik duvarlart ise istemci bilgisayar kullanicilarini internet agindaki kotii huylu
saldirgan veri trafiklerinden savunan donanim ve yazilim araglart olarak
tanimlanabilirler. Ag yoneticisi tarafindan ag giivenlik cihazi iizerinde veri akis
trafigini denetlemek i¢in kurallar tanimlanir. Ag yoneticisi tarafindan tanimlanmis
olan kurallar yetkisiz kisilerin ve istenmeyen verilerin yerel aglara girmesini engeller;
bu sayede aglar arasindaki giivenli veri trafigi diizenlenir ve ag cihazlar1 kotii amagh
saldirilara karst korunmus olur. Bu kurallar dizisinde zararsiz oldugu tanimlanan
verilerin gecisine miisaade edilirken zararli veri oldugu tespit edilenlerin ag disinda
kalmas1 saglanir. Ag iizerindeki saldirilart tespit etmek ve onlemek i¢in kullanilan

sistemler literatiirde temel olarak IDS ve IPS olmak iizere iki ana baglikta incelenir.

2.2.1. Saldir1 Tespit Sistemi

IDS’ler 6zel bir ag aygit1 veya bir sunucu iizerine kurulabilen giivenlik duvarlarindaki
kotli amach trafikleri tespit etmek i¢in kullanilir. Temelde bu trafiklerin kotii amagh
olup olmadigi, kural tabanli ve imza tabanli olmak tizere iki farkli analiz yontemi ile
gergeklestirilir (Taner, 2019). IDS tarafindan s6z konusu kotii amagh trafikler giinlitk
olarak tespit edilir, yapilan tespitler sisteme kaydedilir ve ag yonetiCisine uyar1 mesaji
gonderilir. Ozellikle, IDS tarafindan kotii amagh trafiklere reaksiyon gosterilmez ve
onlem alinmaz. Dolayisiyla, IDS’nin temel gorevi saldirilari 6nlemek degil saldirilar:

tespit edip kaydetmek ve ag yoneticisine raporlamak olarak ifade edilir.

IDS’nin en 6nemli dezavantajlarindan birisi ger¢eklestirdigi taramalar nedeniyle ag1
yavaglatmasidir. Genellikle gecikme siiresi olarak da ifade edilen bu yavaslamay1
engellemek amaci ile IDS’nin ¢evrim dist galistirildigi durumlar da s6z konusudur
(Taner, 2019). Bu yontemde, sistemden gecis yapacak veriler kopyalanarak ag
yoneticisi tarafindan belirlenmis kurallar kapsaminda degerlendirilmesi maksadiyla
cevrimdist ¢alisan IDS’ye iletilir. Bunlarin disinda sunucu bilgisayarindaki isletim
sisteminin (Linux ve Windows vb.) iizerine yiiklenebilecek bir uygulama olarak da

kullanilan IDS’ler mevcuttur.

13



2.2.2. Saldir1 Onleme Sistemi

IPS’de IDS’de ifade edilen gorevlere ilave olarak ag gilivenligini saglayacak aktif
¢oziimler bulunmaktadir (Taner, 2019). IPS, ayn1 IDS’de oldugu gibi ag yoneticisince
belirlenen kurallar 1s181nda veri trafigini analiz ederek kotii amagh trafikler tespit eder.
Ancak, ilaveten kotii amach trafiklerin sistemlere girisinin engellenmesi de saglanir.
Tiim bunlarin yaninda IPS’nin yaptig1 islemler sisteme kaydedilerek ag yoneticisine
raporlanir ve bu sayede daha efektif performans analizi yapilmasina imkan saglanmis

olur.

2.3. Bilgisayar Ag Saldirisi

Bilgisayar ag saldirisi, yerel agdaki bir veya daha fazla istemci bilgisayar, sunucu veya
ag cihazlarimi kullanim dig1 birakmak maksadiyla yapilmaktadir. Bu saldirilarda ag
yOneticisinin veya kullanicinin izni olmadan cihazlara erisim saglamak, cihazlarda
kullanilan uygulamalari bozmak ya da kullanim dis1 birakmak amaciyla bilingli olarak

yapilir.

Kotii niyetli kisiler veya siber suglular tarafindan gerceklestirilen bu saldirilar, yerel
ag giivenliginin acgiklarini kullanan viriisler, zararli ve casus yazilimlar ile yapilir.
Ozellikle, bu tiir saldirilar ile ag cihazlar devre dis1 birakilarak kurumsal isletmeler

veri hirsizlig1 gibi maddi ve manevi biiyiik zararlara ugratilabilir.

2.3.1. Saldirganlarin Amaglari

Uluslararas1 Cisco Ag Akademisi tarafindan bilgisayar ag saldirilarinin hangi amagla

yapildig1 asagida sunulmustur (Cisco Ag Akademisi):

e Bilgi hirsizligi: Genellikle kotii amagli bir yazilim, oltalama (Phishing) ve kaba
kuvvet (brute force) gibi yontemlerle bir yerel aga veya bir istemci kullaniciya
erigsim saglayarak verilerini ele ge¢irmek olarak tanimlanmaktadir (Gupta et
al., 2016; Tams et al., 2015)

e Veri kaybt: Genellikle kullanicilarin izni olmadan bir viriis araciligr ile yerel
agda bulunan bilgisayar sabit diskindeki verileri degistirmek veya yok etmek
olarak aciklanmaktadir. Bu 6nemli verilerin kayiplarmin yani sira finansal
kayiplara, kurumlarin itibar eksikliklerine ve hukuki sorunlara sebep

olabilmektedir.
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2.3.2.

Kimlik hirsizhigr: Genellikle kisisel bilgilerin ele gecirilmesi olarak
tanimlanmaktadir. Bu bilgiler sahislarin kendisine ait kimlik bilgileri, kredi
kart1 bilgileri ve ¢evrimici iglemlerde kullanilan parola islemleri ile ilgili
degerli verilerin ele gecirilmesi olarak bilinmektedir. Saldirgan bu bilgilerle
saldirtya ugrayan kisi veya kurumlar birgok siirecte (bankacilik islemleri ve
yasal iglemler vb.) maddi ve manevi zararlara ugratabilmektedir.

Hizmet kesintisi: Genellikle yerel agda bulunan istemci bilgisayarin ag
sisteminden, sunuculardan veya ilgili web sayfalarindan hizmet almalarini
devre dis1 birakarak sistemin ¢alismasini engellemek olarak tanimlanmaktadir.
Son zamanlarda devletler tarafindan sunulan ¢evrim i¢i hizmetler ve bankacilik
islemleri kurumsal sirketler icin ciddi tehditler icermektedir. Bunlar DoS veya

DDoS saldirilaridir (Sharafaldin et al., 2018; Akgun et al., 2022).

Kotii Amach Yazilimlar Belirtileri

Bilgisayar virtisii, solucan, truva ati, fidye viriisii, casus yazilim olarak bilinen kotii

amacli yazilimlarin belirtileri asagidaki gibidir (Taner, 2019):

Bilgisayarin islemci kullaniminda hizli bir yiikselme ve performansinda bir
yavaglama olmasi,

Bilgisayar stiriiclisiindeki verilerin degistirilmis veya yok edilmis olmast,
Bilgisayarin web tarayicisindaki baslangi¢ sayfasi ve tarayici ayarlarinin
degistirilmis olmas1 ya da bilinmeyen ara¢ ¢gubuklarinin eklenmesi,

Antiviriis programlarina erisilememesi ya da devre dis1 birakilmasi,

2.4. Bilgisayar Ag Ortaminda Gergceklesen Saldir: Tiirleri

2.4.1.

Hizmet Reddi Saldirisi

DoS saldirisi, bir saldirganin masum bir son kullanicinin bilgisayarini ve yerel ag

kaynagini kullanamamasina sebep olmasi olarak tanimlanmaktadir (Sharafaldin et al.,

2018). DoS saldirilart uygulamada iki ana baslik altinda incelenmektedir:

Yogun trafik miktari: Saldirgan tarafindan bir aga, sunucu bilgisayarlarina
veya uygulamalara cevap veremeyecegi kadar hizda ¢ok biiyiik miktarlarda
veri gonderilmesidir. Bu durum iletimin ve yanit siirelerinin yavaglamasina

veya bir cihazin ya da hizmetin kilitlenmesine neden olmaktadir.
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o Kotii amagh bigimlendirilmis paketler: Saldirgan tarafindan bir aga, sunucu
bilgisayarlarina veya uygulamalara bir veri paketi gonderilir, ancak alic1 bu
veriyi isleyememesi nedeniyle istemci bilgisayarinin yavas ¢alismasi veya

kullanim dis1 kalmasi gibi sonuglar dogmaktadir.

DoS saldirilar1 bilgisayar aglarindaki veri iletisiminde aksamaya sebep olduklarinda
bireyler ve kurumsal sirketler i¢in zaman ve para kaybina neden olacaklar1 i¢in biiyiik
bir risk faktorii olarak goriilmektedir (Sharafaldin et al., 2018). Genellikle bu
saldirllarin  profesyonel olmayan yeni baglamis saldirganlar tarafindan yapilmasi

oldukca kolaydir.

DosS saldirilari genelde agik sistem ara baglantis1 (Open System Interconnection-OSI)
katmanlarindan ger¢eklesmektedir (Ajayi et al., 2022). Bunlardan 6zellikle uygulama
katmaninda yapilan DoS saldirilar1  genellikle kendilerini ag diizeyinde
gostermediginden geleneksel ag katmani tabanli saldir1 tespit sistemlerinden
kacinabilmektedir. Bu nedenle siber giivenlik arastirma toplulugu, 6zel olarak
uygulama katmani DoS saldirilarin1 algilama ve azaltma mekanizmalarina
odaklanmaktadir. Ancak, bu saldirilara karsi giivenilir ve verimli savunma
mekanizmalariin olusturulmas: icin, siber giivenlik arastirmacilar1 tarafindan
uygulama katmaninda yapilan DoS saldirilarinin kapsamli bir sekilde anlagiimasi

gerekmektedir. Sekil 2.1°de 6rnek bir DoS saldiris1 gosterilmistir.

P F'T‘ ) PC-PT
@ internet Adi stemci isayar 1 Istemci Bllgisayar 3

Heating Element
Saldirgan

)
PC-PT
Kali Linux

~ Laptop-PT Laptop-PT
istemci Bilgisayar 2 Kurban Bilgisayar

Sekil 2.1:Ornek bir DoS saldir1 senaryosu.

Sekilde goriildiigii iizere gibi Kali Linux bilgisayarina sahip bir saldirgan internet ag1

tizerinden IDS’yi gecerek yerel agda bulunan dért masum kullanici bilgisayarindan bir
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tanesine saldirmaktadir. Bu sayede kurban bilgisayar kullanicisinin i yapamaz ve

calisamaz duruma gelmesi ve devre dist kalmasi saglanmustir.

2.4.2. Dagitik Hizmet Reddi Saldirisi

DDoS genellikle biiyiik 6lgekte gerceklestirilen ve anlik istekler gondererek servis
saglayicisinin kaldirabilecegi yiikiin ¢ok lizerinde kaynaklar tiiketerek sundugu
servislerin tamamen durmasina neden olan bir saldir1 olarak tanimlanmaktadir (Akgun

etal., 2022).

DDoS saldiris1 saldirganlar tarafindan bireysel kullanicilar, kurumsal sirketler ve
devlet kurumlarina ait web sunucusu kaynaklarina karsi yapilarak son kullanici
istemcilerinin erisimini azaltmak veya engellemek amaciyla zombi adi verilen birden
cok istemci bilgisayar ile yapilmaktadir. Bu siirecte virlis bulasmis istemci
bilgisayarlar zombi olarak adlandirilir. Zombi bilgisayarlar, her zaman yerel agda
viriis bulastiracak istemci bilgisayarlar arayarak ve bu bilgisayarlara viriis bulastirarak
daha fazla zombi bilgisayarlar yaratmakta ve agimi genisletmektedir. Bu nedenle
yiizlerce hatta bazen binlerce bilgisayar tarafindan gerceklestirilen DDoS saldirilarini
zamaninda tespit edip engellemek oldukga zor bir siirectir (Taner, 2019). Sekil 2.2°de

ornek bir DDoS saldiris1 gosterilmektedir.

-—
—

—
@ @ internet Agi Web S

Heating Element Heating Element
Zombi 1 Zombi 3
[
PC-PT
. G Istemci Bilgisayar 1
. PG-PT PGPT 4
Heating Element Wind 101 Wind 103 S

2950-2 [

5505 Switch

Saldirgan

A8 Saldin Tespit Sistemi Laptop-PT
PC-PT =, =, Istemci Bilgisayar 2
Kali Linux PC-PT PC-PT
Windows 10-2 Windows 10-4

Heating Element Heating Element

Zombi 2 Zombi 4 Semver-PT

Posta Sunucusu (Kurban Sunucu)
Sekil 2.2: Ornek bir DDoS saldir1 senaryosu.

Sekilde goriildiigii tizere Kali Linux bilgisayara sahip bir saldirgan internet agi
izerinden s1zma araciligiyla ele gecirdigi bilgisayarlar ile kendisine yeni bir zombi ag1
olusturmustur. Daha sonra bu zombi bilgisayarlar farkli zamanlarda IDS’yi gegerek

yerel agda bulunan web sunucusu veya mail sunucusuna tasiyamayacagi kadar veriyi
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gonderip sunucunun devre dis1 kalmasini saglayarak agda bulunan istemci bilgisayar
kullanicilarinin sunuculardan hizmet alamamasina ve web/mail sistemlerinin devre

dis1 kalmasina neden olmustur.

Web sunuculari bir¢ok nedenden dolay1 gevrimdisi olabilmektedir (Singh et al., 2018).
Bunun en 6nemli nedenlerinden biri de web sunucusuna yapilan DDoS saldirilaridir.
Bu saldirilar yalnizca sunucu kaynaklarini tiiketmekle kalmaz, ayn1 zamanda normal
istemcilere de zarar verebilir. Bu nedenle, DDoS saldirilarinin tespiti mevcut

arastirmacilarin birincil hedeflerinden biri haline gelmektedir.

Web sunucularinda yapilan DDoS saldirilar1 genel olarak OSI katmanlarindaki ag
katmani ve tagima katmanina yapilan saldirilar olmak iizere ikiye ayrilmaktadir. Ag
katmanindaki ~ DDoS saldiris1  internet  kontrol =~ mesaji  protokolii
(Internet Control Message Protocol-ICMP) veya kullanic1 datagram protokolii (User
Datagram Protocol-UDP) portlarindan yapilirken tasima katmanindaki ise tagima
kontrol protokolii  (Transmission Control Protocol-TCP) portlarindaki  sistem

acikliklarindan sizarak gerceklestirilmektedir.

Son yillarda internete baglanan cihazlarin sayis1 giderek artmaktadir. Ancak bu artigi
sadece bilgisayar kullaniminin yayginlagmasi ile ifade etmek yaniltici olabilir. Ciinkii
giiniimiizde bilgisayarlarin yani sira nesnelerin interneti (Internet of Things-10T)
olarak tanimlanan cihazlarin kullanimindaki artig yadsinamayacak kadar biiyiiktiir. Bu
yayginlasma, DDoS saldirilarinin da kendi iginde yiiksek ve diisiik oranli DDoS
saldirilart olarak ayrilmasina neden olmustur. Yiiksek oranli DDoS saldirilari
genellikle sunucu sistemlerine yapilirken diisiik oranli DDoS saldirilar ise diger

internete bagli nesnelere yonelik ger¢eklestirilmektedir (Toklu & Simsek, 2018).

DDoS saldirilari, en yaygin siber tehdit bigimi haline gelmekte olup her gegen yil hem
sayt hem de hacim olarak artmaktadir. Temel motivasyon kaynagmin finansal
kazanglar oldugu ifade edilen DDoS saldirilarinin 6zellikle kurumsal web siteleri veya
bankalarin internet servis saglayicilari {izerinde odaklandigi sdylenebilir (Kumari &

Jain, 2023).

2.4.3. Botnet Saldirisi

Botnet saldiris1 bir birey veya bir grup saldirgan tarafindan kontrol edilen ve internet
tizerinden birbirine baglanmis bilgisayarlar vasitasi ile yapilmaktadir. Botnet

saldirisina maruz kalan bilgisayarlar, viriislii bir medya dosyasini veya bir spam e-
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posta ekini acarak ya da zararli bir web sitesini ziyaret ederek enfekte olurlar. Bir baska
deyisle, botnet, bir komuta ve kontrol bilgisayar1 ile botnet agindaki diger
bilgisayarlarin yonetilmesi olarak tanimlanmaktadir (Rumsey, 2016). Saldirgan
oncelikli olarak masum kullaniciya ait bilgisayarin kullanici adi ve sifresini ele
gecirerek kendi agindaki komuta ve kontrol sistemindeki botnet agina dahil eder.
Saldirgan kendi agindaki bilgisayarlari komuta ve kontrol bilgisayar1 araciligi ile ayni
anda bir DDOS veya kaba kuvvet saldiris1 yapmak i¢in kullanabilir. Hatta siber
suclular botnet bilgisayarlarini siber saldirilar gergeklestirilmesi i¢in {i¢iincii sahislara

kiralayabilirler.

Bot bilgisayarlar kullanicilarin bilgisi olmadan ve kullanict farkina varmadan
calismalari nedeniyle genellikle tespit edilemezler. Botnet saldirilarina kars1 anti viriis
programlar1 kullanilarak ve web tarayicilarinin agikliklarini kapatarak onlem

alinabilir. Genellikle botnet saldirilar1 asagidaki 6zellikleri sergilerler (Taner, 2019):

m  Zararh yazilim barindiran bilgisayarlar internet ag1 aracilig ile bir komuta ve
kontrol bilgisayarina baglidir,

= Web/posta sunucusu ¢okmeden dnce sistem yoneticisine IDS ile uyar1 loglari
gonderilir,

= Web/posta sunucusu lizerinde veya kurban bilgisayarda bilinmeyen dosyalar,
programlar veya masaiistli simgeleri vardir,

=  Web/posta sunucusu iizerinde veya kurban bilgisayarda bulunan uygulamalar
kendilerini kapatiyor ya da yeniden kendilerini konfigiire ediyorlardir,

= Kullanicinin izni olmadan spam e-postalar gonderiliyordur.

Sekil 2.3 te 6rnek bir botnet saldiris1 gosterilmistir.

19



@ @ internet Adi Web Suplicusu (Kurban Sunucu)

Heating Element Heating Element
@ Zombi 1 Zombi 3
H El Heating Element I'stemc::’E(l:\Elzayar 1
eating Element Saldirgan Sunucusu d 3
Saldirgan s PGPT PGPT 4
Wind 101 ‘Wind 10-3 .
f/

_ Laptop-PT
Istemci Bilgisayar 2

2960-2
5505 Switch
Saldin Tespit Sistemi

—
PC-PT
Kali Linux

Server-PT
Komuta Kontrol Sunucusu

Ay 1
PC-PT PC-PT
Windows 10-2 Windows 104
Heating Element Heating Element
Zombi 2 Zombi 4 ServerPT

Posta Sunucusu (Kurban Sunucu)

Sekil 2.3: Ornek bir Botnet saldir1 senaryosu.

Sekilde gosterildigi gibi Kali Linux bilgisayarina sahip bir saldirgan internet aginda
sizma ile ele gecirdigi bilgisayarlar tizerinden kendisine yeni bir botnet ag1 kurmustur.
Saldirgan, komuta kontrol sunucusu iizerinden botnet aginda bulanan aktif zombi
bilgisayarlarina web/posta sunucusuna atak yapilmak iizere ayni anda saldiri emri
verir. Bu siirecte IDS’yi asarak agda bulunan sunucularin kaynaklarmi tiiketerek

istemcilerin hizmet alamamasina sebep olur.

2.4.4. Kaba Kuvvet Saldirisi

Internet a1 iizerinden web tarayicilari araciligi ile kurumsal sirketlerin ve devlet
kurumlarmin hizmet verdigi web sayfalarinin yonetim paneli giris bilgilerinin, siber
saldirganlar tarafindan deneme ve yanilma yontemi ile ¢ok sayida kombinasyon
denenerek ele gecirilmesidir. Web sayfasi yoneticileri tarafindan olusturulan yonetim
paneli kullanici ad1 ve parola bilgileri harf, rakam ve 6zel karakterlerden olusmaktadir.
Bu bilgiler ne kadar karmasik ve zor olursa kaba kuvvet ataklarina kars1 daha dayanikli
olurlar. Bu saldirganlar basarili olduklarinda sirket hakkinda hassas bilgilere erisirler.
Ayrica web sayfasi araciligi ile reklam spam’lerine ve sirket saygmliginin zarar

gormesine neden olurlar.

Kaba kuvvet saldirisi, siber saldirganlar tarafindan en fazla kullanilan ataklardan
biridir. Genelde bu atak tiirli oturum a¢gmak i¢in gerekli olan kullanici ad1 ve sifreyi
desifre etmek icin kullanilmaktadir. Ek olarak web sayfas1 uygulamalar1 aracilig ile
gizli sayfalarda kullanilan bilgileri kesfetmek i¢in de kullanilmaktadir (Sharafaldin et
al., 2018).
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Eyliil 2017 yilinda McAfee Labs tarafindan yayimlanan ti¢ aylik raporda, kaba kaba
kuvvet saldirisinin kuvvet saldirilarinin toplam ag saldirilarinin igerisinde yaklagik
olarak %20’sini olusturdugu ve bu saldirilarin web sayfasi tabanl giivenlik agiklariyla
yapildig1 belirtilmistir (Salamatian et al., 2019). Sekil 2.4’te 6rnek bir kaba kuvvet

saldiris1 gosterilmistir.

f—\ Kaba Kuwet Saldins
)
L]
Kullanict Adi-
admin

Internet Ag administrator

Web Spfiucusu (Kurban Sunucu) )
Sifre:
admin
administrator

Heating Element password
Saldirgan 123456
*_d__g secret
= 2960-24TT = deneme
PC-PT 5505 Switch PRt
Kali Linux Istemci Bilgisayar

Saldin Tespit Sistemi

Sekil 2.4: Ornek bir kaba kuvvet saldir1 senaryosu.

Sekilde gosterildigi tizere Kali Linux bilgisayarina sahip bir saldirgan, internet ag1
tizerinden IDS’yi gecerek yerel agda bulunan web sunucuna ait web sayfasi yonetim
paneli kullanic1 ad1 ve sifresi i¢in algoritmik kombinasyonlar deneyerek bilgileri ele
gecirmistir. Bu bilgiler ele gecirildikten sonra sunucu iizerinde yonetici yetkisine sahip
olan saldirgan sunucuda bulunan verileri farkli bir sisteme aktarabilir ve sunucuyu

kotii niyetleri ig¢in kullanabilir.

2.45. Port Tarama Saldirisi

Port tarama saldiris1 gergeklestirmek isteyen saldirgan, internet ag1 lizerinden istemci
bir bilgisayarin web sayfasi araciligi ile agik olan bir portu kullanarak aga girer.
Ardindan ag igerisinde istemci bilgisayarlar veya hizmet veren sunucularin igerisinde
port taramast1 yaparak acik olan portlari tespit eder. Genellikle bilgisayar sistemlerinde
bilgisayar portlar1 agik, kapali ya da filtrelenmis olarak gruplandirilirlar. Port tarama
saldiris1 yaygin olarak web tarayicilarinda tasima katmani giivenliginde kullanilan
giivenli sifreleme yontemi olan OpenSSL sifreleme uygulamasi agikliklarindan
gerceklestirilmektedir (Jacob et al., 2022). Sekil 2.5’te 6rnek bir port tarama saldirisi

gosterilmistir.
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Sekil 2.5: Ornek bir port tarama saldir1 senaryosu.

Sekilde gosterildigi gibi Kali Linux bilgisayarina sahip bir saldirgan internet agi
tizerinden IDS’yi gegerek yerel agda bulunan istemci bilgisayar veya web sunucusuna
ait acik portlar1 bulmaktadir. Istemci bilgisayar veya web sunucusu igerisine girip
kendisine yonetici yetkileri vererek istemci bilgisayar veya web sunucusunda bulunan

verileri farkli bir sisteme aktarabilir ve bu sistemleri kotii amaclari igin kullanabilir.

2.4.6. Web Uygulama Saldirisi

OWASP (Open Web Application Security Project) web uygulamalarindaki giivenlik
aciklarinin tespit edilerek kapatilmasi ve web uygulamalarin glivenli bir sekilde
korunmasini saglamak i¢in ¢alismalar yapan bagimsiz bir kurulustur. OWASP 2018
yilinda yaymnladigt OWASP Top 10 raporunda yer alan bilgilere gore SQL enjeksiyon
(SQL Injection) ve komut dosyasi ¢alistirma (Cross Site Scripting-XSS) saldirisi, en
riskli glivenlik agikliklaridir (https://owasp.org ).

XSS saldirisinda, saldirgan yogun olarak kullanilan bir web sayfasina kotii amagl kod
ilave eder ve kurbanin web tarayicisinda farkinda olmadan kotii amacli komut
dosyalar1 ¢alistirmasina neden olur (Tariq et al., 2021). Saldiri, kurbanin k&tii amaglh
kodu vyiiriiten web sayfasini ziyaret etmesi ile gerceklesir. Boylece web sayfasi kotii
amacli komut dosyasini kullanicinin tarayicisina iletmek icin bir arac¢ haline gelmis
olur. Forumlar, mesaj panolar1 ve yorumlara izin veren web sayfalar1t XSS saldirilar
i¢in kullanilan savunmasiz araglara 6rnek olarak verilebilir. Sekil 2.6’da 6rnek bir XSS

saldiris1 gosterilmektedir.
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Sekil 2.6: Ornek bir XSS saldir1 senaryosu.

Sekilde goriildiigii izere Kali Linux bilgisayarina sahip bir saldirgan internet agi
tizerinden IDS’yi ge¢mektedir. Agda bulunan web sunucusu iizerinde hizmet veren
web sayfasinda saldirgan tarafindan yerlestirilmis zararli kodlar bulunmaktadir.
Masum olan bilgisayar kullanicis1 web sayfasindan hizmet almak istediginde sayfa
igerisine gizlenmis zararli kodu calistirir ve zararli kodlarda bulunan viriisii kendi
bilgisayaria enjekte etmis olur. Boylece kullanici, bilgisayarinda bulunan verileri

kendi rizas1 ve bilgisi olmadan digartya aktarmig olmaktadir.

SQL enjeksiyon, web uygulamalarinda bulunan veri tabanlarin1 hedefleyen bir saldirt
turidir (Kasim, 2021). Bu saldin tiri SQL komutlarii kullanilarak
gerceklestirilmektedir. SQL sorgulari ile web uygulamalarinin arkasindaki veri tabani
sunucular kontrol edilmektedir. Genellikle saldirganlar, web sunucusu veri tabaninda
yer alan verileri degistirebilir veya silebilir, bu da uygulamanin iceriginde veya
davraniginda kalict degisikliklere sebep olur. Sonug¢ olarak devlet kurumlar1 ve
kurumsal isletmeler itibar kaybina ve finansal kayiplara ugrayabilir (Crespo-Martinez

etal., 2023). Sekil 2.7°de 6rnek bir SQL enjeksiyon saldiris1 gosterilmistir.
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Sekil 2.7: Ornek bir SQL enjeksiyon saldir1 senaryosu.

Sekilde gosterildigi gibi Kali Linux bilgisayarina sahip bir saldirgan internet agi
tizerinden IDS’yi gecerek yerel agda bulunan web sunucusu lizerinde bulunan web
veri tabanina sizmaktadir. Saldirgan kendisine yonetici yetkilerini vererek veri
tabaninda bulunan verileri degistirebilir ve silebilir. Bunun sonucunda hizmet alan
istemci bilgisayarlar veri tabanindan hizmet almak istediginde degismis veya silinmis

bilgilerle karsilagarak hizmet eksikligine yol agilmis olur.

XSS, web uygulamalarii kullanan kullanicilar1 hedefleyen giivenlik agig1 iken SQL
enjeksiyon, web uygulamalar tarafindan kullanilan veri tabanlarindaki giivenlik

agikliklarin1 hedeflemektedir.

2.4.7. Sizma Saldirisi

S1zma saldirist (infiltration), aga sizma olarak bilinen ve savunmasiz bir yazilimdan
yararlanilarak gerceklestirilen bir saldiri tiiriidiir. Ornegin saldirganlar tarafindan
adobe acrobat reader veya dropbox gibi yaygin olarak kullanilan programlarin
kullandig1 portlar tizerinden sizma gergeklestirilir. Saldirganlar sizma gergeklestikten
sonra bilgisayarin tespit edilen portlarindan kolaylikla 6nce bilgisayara daha sonra
yerel aga giris ve ¢ikis yapabilir. Bu portlar araciligi ile bilgisayar iizerinden farkli
saldirilar gerceklestirebilir. Ayrica saldirganlar, NMap kullanarak yerel ag tizerinde IP

taramast yapabilir, ag icerisindeki diger acikliklar1 tespit edebilir ve ag
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cihazlarma/sunuculara ataklar gerceklestirebilir. Sekil 2.8’de 6rnek bir sizma saldirisi

sunulmaktadir.
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Sekil 2.8: Ornek bir sizma saldir1 senaryosu.

Sekilde gosterildigi gibi Kali Linux bilgisayarina sahip bir saldirgan, internet agi
tizerinden IDS’yi gecerek yerel agda bulunan istemci bilgisayarlardan bir tanesine
liclincii paket programlarin kullandig1 port ile sizmis olup, daha sonra agda bulunan

diger masum bilgisayarlari ele gecirmek istemektedir.

2.5. Giivenlik Araclari ve Yontemleri

IDS, Kullanic1 Tabanli Saldir1 Tespit Sistemi (Host Intrusion Detection System-HIDS)
ve Ag Tabanli Saldir1 Tespit Sistemi (Network Intrusion Detection System-NIDS)
olmak tizere iki tiirliidiir. Yani istenen sonucun tipine gore sisteme farkli sekilde
yerlestirilebilir. HIDS ve NIDS i¢in farkli sonuglar mevcuttur ve buradan su sonuca
varilabilir: sadece bir IDS aracinin konumunu degistirerek cesitli verimli sonuclar elde
edilebilir (Singh & Singh, 2014). Bu bdéliimde, izinsiz giris tespit sistemlerinin
algilama acisindan smiflandirilmasi sunulmustur. Bunlar, yaklasim ve veri

kaynaklarina gore alt kategorilere ayrilirlar.

2.5.1. Saldir1 Tespit Yaklasimlar:

Tespit yaklasimi agisindan IDS, temel olarak kategorize edilebilir. Bunlar, imza

tabanli ve anormallik tabanli izinsiz giris olarak ikiye ayrilmaktadir. Bununla birlikte
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hibrit bir yaklagim da ortaya ¢ikmistir. Bu yaklasim, imza tabanli ve anormallik tabanl

yaklagimlarin birlesimidir.

Saldir1 tespit yaklasimlarindan olan imza tabanli teknikler, trafigi iyi huylu veya kétii
niyetli olarak siiflandirmak i¢in mevcut tehdit bilgisine dayanirken; anomali tabanli
sistemler, saldirilar tespit etmek igin trafik modellerine giivenir (Ahmad & Alsmadi,
2021).

Saldir1 tespit yaklagimlari, iki grup agisindan karakterize edilebilir (Singh & Singh,
2014):

A. Imza (Kural) tabanli izinsiz giris saldir1 tespit sistemi

B. Anomali tabanli izinsiz giris saldir1 tespit sistemi

2.5.1.1. imza Tabanh Saldir1 Tespit Sistemi

Kural Tabanli IDS, yerel agdaki paketleri arar ve veri tabaninda tanimlanan 6dnceden
tanimlanmis kurallar veya imzalarla bunlar karsilagtirir. Uyarilar, karsilagtirmanin
sonucuna gore olusturulur. Kurallar, uygulama yazilimiin web sitesinden indirilebilir

ve dinamik olarak giincellenebilir (Singh & Singh, 2014).

Bazen imza tabanli algilama olarak da adlandirilan kural tabanli algilama yaklagimlari,
saldir tespitleri i¢in bilinen saldirilarin veri tabanina tanimlanmis kurallara dayanir.
Asagida goriildiigii gibi test verileri, kural tabanli karar motorundan akar ve veri
tabanindan olas1 bir eslesmenin tespiti yapilmis olup Sekil 2.9 gosterilmistir.
Halihazirda yakalanan saldirilara karsi iyi performans gosterme egilimindedirler.
Tespit edildiginde ya ¢ok az yanlis alarm vardir ya da yoktur. Iyi performans
gostermeye devam etmelerini saglamak i¢in imza veri tabanina yeni kurallarin manuel
olarak eklenmesi gerekmektedir. Veri tabaninda tanimlanmasi yapilmamis kurallara

kars1 yapilan saldirilara kars1 giigsiizdiirler.
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Sekil 2.9: Anomali ve imza tabanl test veri setinin diyagram iizerinde
gosterilmesi.

Imza tabanli sistemler, mevcut ve iyi bilinen saldirilarda harika calisir. Ancak imza
tabanli yaklasimin sorunlarindan biri, imza veri tabanini siirekli giincellemenin zaman
alict olmasidir. Veri tabani boyutu biiyiidiikce girdiyi biiylik bir veri tabaniyla
karsilastirmak, hesaplama agisindan pahalidir. Bu yaklasim, 6nceden bilinen saldiri
imzalarina dayandigindan sifir giin veya bilinmeyen saldirilar tespit edemez (Singh &

Singh, 2014).

Imza tabanl saldir tespit sistemleri (Signature Based Intrusion Detection Systems-
SIDS), bilinen bir saldirtyr bulmak i¢in model eslestirme teknikleri ile bilgi tabanl
tespit veya kotiiye kullanim tespiti olarak tanimlamistir. SIDS’te eslestirme yontemi,
onceden yapilmis benzer bir saldirty1 bulmak i¢in kullanilir. Bagka bir deyisle, saldiri
ile izinsiz giris imzasi ile eslestiginde, zaten var olan Onceki izinsiz girisin imzas1 Veri
tabaninda oldugunda sistem yoneticisine bir alarm sinyali olusturur. SIDS, sistem veri
tabaninda bulunan asagidaki dizileri bulmak icin incelenir: dnceden tanimlanmis
komutlar veya eylemler, kotii amacgli yazilim olarak veri tabanina tanimlanmistir.
SIDS, ayrica literatiirde bilgiye dayali tespit veya kotliye kullanim olarak tespit olarak
da gegmektedir (Khraisat et al., 2018; Khraisat et al., 2019; Modi et al., 2013).

2.5.1.2. Anomali Tabanh Saldir1 Tespit Sistemi

Anomali tabanli saldir1 tespit sistemi (Anomaly Intrusion Detection System-AIDS)
gecmiste tanimlanmis olan kullanicilardan veya kullanici gruplarindan kaliplar
belirleyerek ¢alisir. Bu tiir bir teknik, yerel agda bulunan farkli ve istenmeyen verilerin
davranis degisikliklerini arar. Anomali detektorii tarafindan sistemin davranigini
denetimlerinden incelemek i¢in kullanilan artan miktarda iglemi igerir (Singh & Singh,
2014).
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Anomali tabanli saldir1 tespit modellerinin, zararsiz bir yerel ag1 vardir ve sistem, yerel
agda bulunan verilerin davranislarini siniflandirilarak agda beklenmeyen farkli bir veri
oldugunda anomali olarak bunlardan sapmalar oldugunu tespit eder. Sekil 2.14’teki
anomali algilama motoru, yalnizca normal ornekler {izerinde egitilmistir. Anomali
tabanli saldir1 tespit sisteminin en Onemli avantaji, bu yaklagimin sifirincir giin
saldirilarini tespit etme yeteneklerine sahip olmasidir. Ancak yanlig alarmlar tiretmeye
egilimlidir. Ciinkii bilinmeyen yerel agda ve sistemde davranislart kolayca
siiflandirilabilir ve anormallikler olarak gosterebilir. Anomali tabanli saldir1 tespit
uygulamalari tizerine ufuk agici ¢aligmalarin gogu yaklasim aslinda hibrit bir yaklagim

almistir (Ahmad & Alsmadi, 2021).

Anomali tabanli algilama, tercih edilen bir yaklasimdir. Ciinkii iyi huylu trafik
modellerine bakar ve anormal bir trafik modeli algilandiginda bir alarm iiretir veya
trafigi bloke eder. Anomali tabanli sistemler kullanmanin faydalarindan biri, sifir giin
ve bilinmeyen saldirilar tespit etmede iyi olmalaridir. Bununla birlikte yiiksek oranda
hatal1 pozitif sonuglar liretebilmektedirler. AIDS’ler, biiyiik 6l¢ekli, sifirmcr giin ve
bilinmeyen saldirilara yonelik giiclii tespit yeteneklerine odaklanan sistemlerden

biridir (Singh & Singh, 2014).

AIDS, sahip oldugu 6zellikler nedeniyle pek ¢ok bilim insaninin ilgisini ¢ekmistir.
AIDS’te bir bilgisayar sisteminin davranisinin normal modeli ¢alisilarak makine
ogrenimi kullanilarak olusturulan, istatistiksel tabanli veya bilgiye dayali yontemler
kullanilarak yerel agda herhangi bir 6nemli sapma gozlenen davranis ve model tespit
edildiginde izinsiz giris olarak yorumlanip bir anormallik oldugunu sdylemistir. Bu
teknikte yerel agda varsayim, tipik kullanici davramigindan farkli davramisin koti

niyetli kabul edilmesidir (Butun et al., 2013; Khraisat et al., 2019).

2.5.1.3. Hibrit Tabanh Saldir1 Tespit Sistemi

Hibrit tabanli saldir1 tespit yaklasimi, imza tabanli saldir1 tespiti ve anomali tabanli
saldir1 tespit sisteminin giiciinii birlestiren bir yaklasimdir. Béylece anomali tabanli
saldir1 tespit sisteminin tespit orani seviyeleri iyilestirilerek yanlis pozitif oranlart

azaltilmis olur (Ahmad & Alsmadi, 2021).
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2.5.2. lzinsiz Giris Tespiti Veri Kaynaklari

Saldirt tespit sistemlerini kategorize etmenin bir bagka yolu ise hedef altyapidan
gecmektedir. Tespit etmeye calisilan saldirilarin sayis1 6nemlidir. Bu bakis agisinda
iki IDS kategorisi bulunmaktadir: Bunlar NIDS ve HIDS dir. HIDS e ek olarak, bir
yerel ag iginde farkli konumlarda dagitilan NIDS ve giivenlik duvarlari, saldirilara

kars1 saglam bir koruma saglayabilir (Ahmad & Alsmadi, 2021).

IDS, saldirilart tespit etmek i¢in kullanilan girdi veri kaynaklarina gore
siniflandirilabilir. Anormal aktiviteler, veri kaynaklar1 agisindan genellikle iki tiir IDS

teknolojisi vardir: Bunlar NIDS ve HIDS olarak ikiye ayrilirlar (Khraisat et al., 2019).

2.5.2.1. Ag Tabanh Saldir:1 Tespit Sistemi

Yaygin olarak kullanilan ¢ogu IDS, ag tabanlidir. Bu IDS’ler, yerel agda bulunan
istenmeyen verileri yakalayip analiz ederek saldirilar1 tespit ederler. Ag tabanli bir
IDS, ag anahtarlama cihazlar1 katmanlarinda bulunan agamalara gore ag1 dinleyip yerel
agda bulunan bilgisayarlarin veri akis trafigini izleyebilir ve bdylece yerel agin

korunmasini saglamis olur.

Ag tabanli IDS’ler, genellikle bir dizi tek amagli sensorlerden olusurlar veya bir agda
cesitli noktalara yerlestirilmis bilgisayarlardir. Bu bilgisayarlar, yerel ag trafigini
izleyip analiz ederek saldirilart merkezi yonetim konsoluna bildirirler. Sensorler,
calismakta sinirli oldugundan IDS ile saldirilara kars1 daha kolay bir sekilde emniyete
almabilir. Bu sensorler, gizli modda agda calisacak sekilde tasarlanmistir. Bir

saldirganin, yerel agdaki sensorlerin varliklarini ve konumlarini belirlemesi zordur.
Ag Tabanli IDS’lerinin Avantajlari:

=  Yerel agda lokasyonlari iyi yerlestirilmis IDS’ler, biiyiik bir yerel ag trafigini
rahat bir sekilde izleyebilir.

= Ag tabanli IDS’lerin yerel aga dahil edilmesi kolaydir. Yerel aga dahil
edilirken ag kesintisine veya aksamasina neden olmazlar. IDS’ler, yerel agda ilave
ag trafik yiikii olusturmazlar.

= Ag tabanl IDS’ler, saldirilara kars1 ¢ok giivenli hale getirilebilir ve hatta IDS

varlig1, cogu zaman saldirganlar tarafindan bilinemez.

Ag Tabanli IDS’lerinin Dezavantajlari:
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= Ag tabanli IDS’ler, yerel agdaki tiim paketleri islemekte zorluk yasayabilirler.
Biiyiik ve yogun bir yerel agda, hatta veri trafiginin yogun oldugu zamanlarda
yapilan bir saldiriy1 tespit edemeyebilirler.

= Ag tabanli IDS’ler, sifrelenmis bilgileri analiz edemezler.

=  Ag tabanli IDS’ler, yerel agda bir saldirt olup olmadigini1 bilemezler; sadece
bir saldirmin bagladigini1 anlayabilirler. Bunun anlami, ag tabanli bir IDS bir
saldirty1 tespit ettikten sonra sistem yoneticileri, saldiriya ugrayan her bilgisayari
manuel olarak kontrol etmelidir.

= Ag tabanli paketlerin par¢alanmasini igeren saldirilar veya hatali olarak
bicimlendirilmis paketler, IDS’lerin kararsiz hale gelmesine ve hizmet disi

kalmasina neden olur.

NIDS, bir sistemi ag tabanl tehditlerden korumak i¢in ag trafigini izlemek ve analiz
etmek i¢in kullanilir. NIDS, gelen tiim veri paketlerini okur ve siipheli olanlar1 tespit
eder. Tehditler tespit edildiginde ciddiyetine bagli olarak sistem yoneticilerine
bildirimde bulunmak veya kaynak IP adresinin aga erisimini engellemek gibi 6nlemler

alabilir (Singh & Singh, 2014).

NIDS, ag trafigindeki izinsiz girisleri belirlemek icin yerel agin farkli noktalarinda
bulunur. Yerel agda paket yakalama, Netflow ve diger ag veri kaynaklarin izleyerek
saldir1 olup olmadigini tespit eder. Bir NIDS nin avantajlari, ag i¢indeki harici kotii
amagli olaylarin, bu tiir tehditler baska bir sisteme yayilmadan 6nce tespit edilebilmesi
ve Onlem alimabilmesidir. Ancak NIDS, biiyiik hacimlerde veri igeren yiiksek bant
genisligine sahip aglarda saldirilar1 tespit etmekte zorlanabilir (Ahmad & Alsmadi,
2021).

NIDS, ayiklanan ag trafigini izleyerek NetFlow araciligiyla bir agdan ve diger ag veri
kaynaklar1 paket yakalamak olarak tanimlamistir. Ag tabanl IDS, yerel bilgisayar
agina bagli bircok bilgisayar1 izlemek i¢in kullanilir. NIDS, harici kotii amagh
yazilimlar1 izleyebilir ve harici bir tehditten baslatilabilecek faaliyetler daha erken bir
asamada, tehditler bilgisayar sistemine yayilmadan once tespit edebilir. NIDS, yerel
bilgisayar aginda belirli bir ag topolojisi i¢inde farkli pozisyonlarda
konuslandirildiginda HIDS giivenlik duvarlari hem dis hem de iceriden kaynaklanan
dis etkenlere karst somut, dayanikli ve cok katmanli bir koruma saglayabilirler

(Bhuyan et al., 2013; Khraisat et al., 2019).
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2.5.2.2. Istemci Tabanh Saldir1 Tespit Sistemi

Istemci tabanli IDS, 6ncelikli olarak yerel agda bulunan sunucu ve bilgisayarlara
kurulur. Bu IDS’de yerel agda bulunan kurulu bilgisayar, kendi veri trafigini izleyip
kendine kars1 yapilan saldirilar1 analiz ederek saldirilar tespit eder. Istemci tabanli
IDS, normalde iki tiir bilgi kaynagini kullanir: isletim sistemi denetimi izleri ve sistem
giinliikleridir. Isletim sistemi denetimi izleri, isletim sisteminin c¢ekirdek yapisinda
oldugu i¢in anlagilmasi daha zordur. Sistem giinliikleri ise daha genistir ama
kullanicilar tarafindan anlasilmasi daha kolaydir. istemci tabanli IDS, bazen tek bir
sunucuya izin verilebilen merkezi bir IDS yonetimi ve raporlama altyapisini
desteklemek iizere tasarlanmistir. Istemci tabanli IDS veri trafigini izlemek icin bir

yonetim konsolu bulunmaktadir.
Istemci Tabanli IDS’lerinin Avantajlart:

= Yerel agda bulunan Ag tabanl IDS tarafindan tespit edilmeyen bir saldiri,
Istemci tabanl1 IDS tarafindan tespit edebilirler.

=  Yerel agda bulunan istemciler, direkt olarak sunucudan hizmet aldiklarindan
sunucuya yapilan bir saldirt oldugunda Istemci tabanli IDS, bunu tespit eder.

=  Sunucular anahtarlanmis olan verileri ¢ozdiiklerinden dolayr kendisine karsi

sifrelenmis olan bir saldiriy1 ¢6zmesinden dolayi saldiriy1 tespit ederler.
Istemci Tabanli IDS’lerinin Dezavantajlart:

= Jsletilmesi daha zordur. Ciinkii yerel agda bulunan her sunucu veya istemci,
bilgisayara kurularak her birinin yapilandirilmasi ve yonetilmesi gerekmektedir.

= IDS kurulu olan bilgisayar, saldirganlar tarafindan tespit edilip devre dis1
birakilabilir.

= Sunucu veya istemci lizerinde kurulu oldugundan sadece kendi ag paketlerini
izleyebilirler; agdaki veri trafigini izleyemezler.

=  Yerel agda bulunan sunucu veya istemci, DDoS saldiris1 ile devre disi
birakilabilir.

= Yerel agda bulunan sunucu veya istemcinin kendi fiziksel kaynaklarini

kullanmasindan dolay1 ilave olarak maliyetin ylikselmesine neden olurlar.

HIDS, IDS’nin ilk tiirtidiir ve ilk islevi, yerel agda bulunan sunucu ve istemci
bilgisayar icinde yerel agi izlemektir. Ancak giliniimiizde yerel ag1 izlemek igin

kullanilabilecek bir¢ok HIDS ¢esidi gelistirilmistir. HIDS, bir sunucunun veya istemci
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bilgisayarin giivenliginin ihlal edilip edilmedigini belirler ve buna gore sistem

yoneticilerini uyarir (Singh & Singh, 2014).

HIDS, sistemdeki etkinlik verilerini inceleyerek bireysel sunucu ve istemci
bilgisayarlar1 izler, kaynaklar1 denetler ve siipheli faaliyetler tespit edildiginde
kullaniciy1 uyarir. HIDS, kotli amaglt saldirilar veya izinsiz girisler i¢in tek bir sistem
tizerinde uygulanmak iizere olusturulmustur. Saldirganlar, genellikle igletim sistemine
zarar verebilir veya giinliik kayit defterinde degisiklik yaptiginda veriler algilanabilir.
HIDS tiirleri: Denetim verileri isletim sistemi diizeyinde HIDS ve denetim verileri
uygulama yazilimi diizeyinde HIDS vardir. Isletim sistemi diizeyinde HIDS, sistem
dosyalari, dosya sistemi degisiklikleri ve kullanici oturum agma islemleriyle ilgilidir

(Ahmad & Alsmadi, 2021).

HIDS, ana bilgisayar igletim sisteminden kaynaklanan verileri inceler. Isletim sistemi
bu siiregte sunucu giinliikleri, giivenlik duvari giinliikleri, veri tabani giinliikleri,
uygulama yazilimi sistemi denetimlerini siirekli kontrol eder. Ayrica HIDS, ag

icerisinden gelen saldirilar tespit edebilir (Creech & Hu, 2013; Khraisat et al., 2019).

2.5.2.2.1. Uygulama Tabanh Saldir1 Tespit Sistemi

Uygulama tabanli IDS’ler, genelde Istemci tabanli IDS’lerin bir alt kiimesi olarak
bilinir. Yerel agda bulunan sunucu veya istemci, bilgisayar lizerinde calisan yazilim
uygulamasinda meydana gelen olaylar1 analiz eder. Bu siiregte yazilim uygulamasina

ait dosyalarda veya islem giinliigiinde izinsiz olarak yapilan degisiklikler izlenir.
Uygulama Tabanli IDS’lerinin Avantajlari:

= Kullanicilarin yazilim uygulamasinda yaptig1 degisiklikler, diger kullanicilar

tarafindan goriilebilir.
Uygulama Tabanli IDS’lerin Dezavantajlari:

= Uygulama tabanli IDS, genellikle kullanic1 diizeyinde olaylar izlediginden
soyutlama yapamaz. Genellikle Truva at1 veya diger saldirilar tespit edemez. Bu
sebepten dolay1 Oncelikli olarak Ag tabanli IDS’ler daha sonra istemci tabanli

IDS’lerin kullanilmasi tavsiye edilir.
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2.5.2.3. Hibrit Tabanh Saldir1 Tespit Sistemi

Diger bir tiir, hibrit tabanli saldir1 tespitidir. Bu tiir sistemlerde daha fazla esneklik ve
giivenlik saglamak icin hem istemci tabanli hem de ag tabanl saldir1 tespiti birlikte
kullanilir. Bu tiir sistemler, genellikle trafik, IDS yerlesimi ve uyari tiirii a¢isindan
gelismis Ozelliklere sahiptir ve bu dzellikler ihtiyaca gore degistirilebilir (Singh &
Singh, 2014).
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3. MALZEME VE YONTEM

3.1. Kullanilan Veri Seti

Siber saldirganlar tarafindan yapilan yeni saldirilari tespit etmek, birgok arastirmacinin
odaklandig1 ana nokta olmustur. Ancak ger¢ek diinya uygulamalarina uyarlanmasi,
sistemin karmagsikligi nedeniyle engellenmistir. Ciinkii bu sistemler devreye
alinmadan 6nce dnemli miktarda test ve degerlendirmeden ge¢mesi gerekmektedir. Bu
sistemleri izinli ve izinsiz girisler veya normal ve anormal davranislar iceren gercek

etiketli ag izleri lizerinde calistirmak, test etmek ve degerlendirmek, en iyi yontemdir.

Arastirmacilar tarafindan kullanilan veri setleri, son derece az sayida olmasi veya
gizlilik sorunlar1 nedeniyle paylasilamamaktadir. Diger taraftan internet aginda
bulunan veri setleri biiylikk Olclide anonimlestirildigi icin mevcut durumu
yansitmadigindan gergeklikten uzaklagsmaktadir. Bu nedenle aragtirmacilar genellikle
yetersiz olan veri setleri ile ¢alismak zorunda kalmaktadirlar (Canadian Institute for
Cybersecurity, 2018).

Buna ¢oziim iiretme adina, Kanada Iletisim Giivenligi Kurulusu (Canada
Communications Security Establishment-CSE) ve Kanada Siber Giivenlik Enstitiisii
(Canadian Institute for Cybersecurity-CIC) arasindaki ortak bir proje ile CIC-IDS2017
saldir1 tespit sistemi veri seti gelistirilmistir (Canadian Institute for Cybersecurity,
2018).

2016 yi1linda McAfee raporunda yer alan ve siber saldirganlar tarafindan yaygin olarak
kullanilan hizmet reddi saldiris1 (DoS), dagitik hizmet reddi saldiris1 (DDoS), botnet,
kaba kuvvet, port tarama, web uygulama ve sizma saldirilarina, CIC-1IDS2017 veri

setinde yer verilmistir (Canadian Institute for Cybersecurity, 2018).

CIC-IDS2017 veri seti, gercek diinya verilerinden yakalanmis veri paketlerine (Packet
Capture-PCAP) benzeyen zararsiz ve en glincel yaygin saldirilari igerir. Ayrica zaman
bilgisi, kaynak ve hedef IP adresleri, kaynak ve hedef baglant1 noktalari, protokoller

ve saldir1 temelinde etiketlenmis akislarla bir¢ok veriyi ger¢ek zamanda akan ag trafigi
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(CICFlowMeter) kullanilarak ag trafigi analizinin sonuglarini icermektedir (Canadian

Institute for Cybersecurity, 2018).

Bu veri seti olusturulurken aragtirmacilarin en biiyiik 6nceligi, ger¢ekgi zararsiz arka
plan veri trafigini olusturmak olmustur. Bu yontem, bir grup insan kullanicinin soyut
davranigini ayiklamak {izere tasarlanmistir. Makine 6grenimi ve istatistiksel analiz
teknikleri ile kullanicilar tarafindan iiretilen ag olaylar1 kapsanmaya caligilmistir. Bu
Ozellikler, bir protokoliin paket boyutlarinin dagilimi, akis basina paketin sayisi,
yiikteki  belirli modeller, yiikiin boyutu ve protokollerin istek zamani
dagilimidir. Kuruluglar ve arastirmacilar, bu yaklagimi kolayca gergekei veri setleri
olusturmak icin kullanabilir; bu nedenle veri kiimelerini anonimlestirmeye gerek
yoktur. Bu veri seti i¢in HTTP, HTTPS, FTP, SSH ve e-posta protokollerine dayali
olarak 25 kullanicinin soyut davranisi gozlemlenmistir (Canadian Institute for
Cybersecurity, 2018).

Bu siiregte veri toplama siiresi, 3 Temmuz 2017 Pazartesi sabah 09.00’da baslayip 7
Temmuz 2017 Cuma gilinii saat 17.00’de bitmis ve toplamda 5 giin

stirmiistiir. Uygulanan saldirilar giinlere gore soyledir:

e Pazartesi: Normal giin olup sadece iyi huylu veri trafigi igermektedir.

e Sali: Kaba kuvvet ataklarindan olan FTP ve SSH saldirilart yapilmistir.

e (arsamba: Sadece DoS ataklar1 yapilmustir.

e Persembe: Sabahtan web saldirilarindan olan web kaba kuvvet, SSH ve Sql
enjeksiyon yapilmis; 6gleden sonra sizma saldirilart yapilmastir.

e Cuma: Sabahtan botnet saldirilar1 yapilmis iken 6gleden sonra DDoS ve

portscan ataklar1 yapilmistir (Canadian Institute for Cybersecurity, 2018).

Arastirmacilar, bu veri setinde giivenilir bir kiyaslama veri seti olugturmak icin gerekli
kriterler belirlemislerdir. Bu kriterleri kisaca 6zetlemek gerekirse(Canadian Institute

for Cybersecurity, 2018):

o Eksiksiz bir ag yapilandirmasi: Eksiksiz bir ag mimarisi, bu mimaride modem,
giivenlik duvari, yonlendiriciler, anahtarlama cihazlar1 ve Windows, Ubuntu
ve Macintosh gibi ¢esitli isletim sistemlerinin varlig1 olmustur.

o Eksiksiz trafik: Saldirgan ve kurban agda bulunan tiim veri akist kullanilmastir.
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e Etiketli veri kiimesi: Her giin i¢in iyi huylu veya koétii huylu saldirt etiketleri
ile gosterilmistir. Ayrica, saldir1 zamanlamasinin bilgi detaylar1 da veri setinde
yer almistir.

o Eksiksiz etkilesim: iki farkli aga ve internet iletisimine sahip olarak genis bir
agda hazir bulunulmustur.

e Eksiksiz yakalama: Yerel agda dinleme sistemi gibi ikiz baglanti noktasi
kullanildig1 i¢in tiim trafikler yakalanmis ve depolama sunucusuna
kaydedilmistir.

e Kullanilabilir protokoller: HTTP, HTTPS, FTP, SSH ve e-posta protokolleri
gibi tlim yaygin kullanilabilir protokollerin varligi saglanmaistir.

e Saldin ¢esitliligi: Bu veri seti, web tabanli kaba kuvvet, DoS, DDoS, Sizma,
botnet ve portscan gibi 2016 McAfee raporuna dayali en yaygin saldirilari
icermektedir.

e Heterojenlik: Ana anahtarlama cihazi, saldirilarin yiiriitiilmesi sirasinda ag
trafigindeki tiim kurban makinelerden gelen bellek dokiimiinii ve sistem
cagrilarini yakalamistir.

e Ogzellik seti: CICFlowMeter kullanilarak olusturulan ag trafiginden 80’den
fazla ag akis1 6zelligi ¢ikarilmis ve ag akisi veri kiimesinin CSV uzantili bir
veri dosyas1 olusturulmustur.

e Veri bilgileri: Yayimlanan veri setinde veri ile ilgili elde edilen saldirilari,
akislar1 ve etiketleri iceren veri seti, higbir degisiklik yapilmadan tamamen

aciklanmustir.

Bu veriseti ile ilgili glinlerde elde edilen bilgilerin boyutlar1 Tablo 3.1°de sunulmustur.

Tablo 3.1:CIC-IDS2017 veri setinde elde edilen verilerin giin ve boyutlari

Glin Saldirt Durumu Boyut

Pazartesi Normal 11 GB
Sali Saldirilar 11 GB
Carsamba Saldirilar 13 GB
Persembe Saldirilar 7,8 GB
Cuma Saldirilar 8,3 GB
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3.2. Makine Ogrenme Yontemleri

3.2.1. Bayes Siniflandiricisi

Bayes siniflandiricilar: nedir? Bayes siniflandiricilar, istatistiksel siniflandiricilardir.
Belirli bir sinifa ait demetin, ait olma olasilig1 gibi sinif {iyeligi olasiliklarin1 tahmin

edebilirler.

Bayes smiflandirmasi, asagida aciklanan Bayes teoremine dayanmaktadir.
Karsilastiran ¢alismalar siniflandirma algoritmalari, Naive olarak bilinen basit bir
Bayesci smiflandirici bulmustur. Bayes siniflandiricisi, performans agisindan karar
agaci ve segilen noral ile karsilastirilabilir. Ag siniflandiricilari, Bayes siniflandiricilar:
biiyiik veritabanlarina uygulandiginda yiiksek dogruluk ve hiz sergilemistir (Han et al.,
2012).

Naive Bayesci siniflandiricilar, bir 6znitelik degerinin verilen bir sinif tizerindeki
etkisinin diger niteliklerin degerlerinden bagimsizdir. Bu varsayima bagimsizlik sinif
kosulu da denir. Tlgili hesaplamalar1 basitlestirmek i¢in kullanilir (Han et al., 2012).
Bayes teoremi, adin1 konformist olmayan bir ingiliz din adam1 olan Thomas Bayes’ten

almistir. Kendisi 18. ylizyilda olasilik ve karar teorisi iizerine ¢alismalar yapmaistir.

Bu calismalarda veri grubundaki X, Bayes terimlerinde "kanit" olarak kabul edilir. Her
zamanki gibi n, 6znitelik kiimesi iizerinde yapilan dl¢iimler tarafindan tarif edilir. H
veri grubu X, belirtilen bir C simifina aittir. Boyle bir hipotez olsun. Siniflandirma
problemleri i¢in P(H\X) “kanit” verildiginde H hipotezinin tutma olasihigi veya
gbzlemlenen veri kiimesi X olarak kabul edilir. Diger bir deyisle, X kiimesinin olma
olasiligi aranir. X’in 6znitelik tanimi bilindigine gore, C sinifina aittir (Han et al.,

2012).

P(H\X), H kosullunun sonsal olasilig1 veya X’te bir posteriori olasihigidir. Ornegin,
veri gruplar1 dilnyamizin agiklanan miisterilerle sinirli oldugunu varsayalim. Sirasiyla
yas ve gelir 6zelliklerine ve X’in 35 yasinda bir miisteri olduguna gore 40.000 $ geliri
oldugunu ve H’nin, miisterimizin bilgisayar satin alacagi hipotezi oldugunu
varsayalim. Ardindan P(H\X), X misterisinin bir bilgisayar satin alma olasiligi,

miisterinin yasini ve gelirini bildigimiz i¢in alma olasiligini yansitir (Han et al., 2012).

Buna karsilik, P(H), H’nin &nceki olasiligi veya dncelik olasiligidir. Ornegimiz igin

bu herhangi bir miisterinin gelir ve yasina bakmaksizin, bu konuda bagka herhangi bir
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bilgi olmadan bir bilgisayar satin alma olasiligidir. Son olasilik, P(H\X) onceki
olasiliktan daha fazla bilgiye yani X’ten bagimsiz olan P(H)’ye dayanmaktadir (Han
etal., 2012).

Benzer sekilde, P(X\H), X’in H iizerinde sartlandirilmis son olasihigidir. Bir
miisterinin, X’in, 35 yasinda olmasi ve 40.000 $ kazanmasi olasiligi, miisterinin bir

bilgisayar satin alma olasiligidir (Han et al., 2012).

P(X), X’in onceki olasiligidir. Ornegimizi kullanirsak, bir miisteri grubumuzdan bir
kisi 35 yasindaydi ve 40.000 $ kazaniyordu (Han et al., 2012).

"Bu olasiliklar nasil tahmin ediliyor?" P(H), P(X\H) ve P(X) tahmin edilebilir. Daha
sonra gorecegimiz gibi, verilen verilerden, Bayes teoremi sagladig icin yararlidir.
P(H), P(X\H) ve P(X)’ten sonsal olasilik P(H\X)’yi hesaplamanin bir yoludur. Asagida

Bayes teoremi formiilii gosterilmektedir (Han et al., 2012).

P(X\H)P(H)

P(H\X) = =

3.1)

3.2.2. Destek Vektor Makinesi

Bu boliimde, siniflandirma igin bir yontem olan destek vektdr makineleri (Support
Vector Machine-SVM) incelenecektir. Ozetle hem dogrusal hem de dogrusal olmayan
verilerin incelendigi bir algoritmadir. Orijinal egitim verilerini doniistiirmek i¢in daha
yiiksek bir boyuta dogrusal olmayan bir haritalama kullanir. Bu yeni boyutta dogrusal
optimali arayarak ayiric1 hiper diizlemdir (yani bir sinifin demetlerini ayiran bir "karar
sinir1"). Yeterince yiiksek bir boyuta uygun bir dogrusal olmayan esleme ile iki siniftan
gelen veriler her zaman bir hiper diizlemle ayrilabilir. SVM destek vektorlerini (temel
egitim demetleri) ve kenar bosluklarini (tarafindan tanimlanan) kullanan hiper diizlem
destek vektorleri bulur. Son zamanlarda DVM’ler biiytik ilgi gérmektedir. Peki ama
neden? diye soracak olursak; destek vektor makineleri hakkindaki ilk makale 1992°de
Vladimir Vapnik ve meslektaslart Bernhard Boser ve Isabelle Guyon tarafindan
sunulmustur. Ancak SVM’nin temeli olan istatistiksel 6grenme teorisi 1960°1ara kadar
dayanmaktadir. En hizli SVM’lerin bile egitim siiresi son derece yavas olabilir.
Dogrusal olmayan karar smirlarindan dolayi, karmasik modelleme yetenekleri
sayesinde oldukc¢a hassastirlar. Bulunan destek vektorleri ayrica Ogrenilenlerin
kompakt bir tanimini saglar. SVM’ler, simiflandirmanin yani sira genellikle sayisal

tahmin ic¢in de kullanilabilir. El yazis1 rakam tanima, nesne tanima ve konusmaci
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tanimlamanin testlerinin yani sira kiyaslama zaman serisi tahmini dahil olmak tizere

bir dizi alana uygulanmiglardir (Han et al., 2012).

3.2.3. Lojistik Regresyon

Lojistik Regresyon istatistiksel model (logit modeli olarak da bilinir), genellikle
siniflandirma ve tahmine dayali analitik i¢in kullanilir. Lojistik regresyon, belirli bir
bagimsiz degisken veri kiimesine dayali olarak, oy verilmis veya verilmemis gibi bir
olayin meydana gelme olasiligin1 tahmin eder. Sonug bir olasilik oldugu i¢in bagimh
degisken, O ile 1 arasinda smirlanir. Lojistik regresyonda olasiliklara bir logit
doniigiimii uygulanir. Yani basari olasiliginin basarisizlik olasiligina boliimiidiir. Bu
ayni zamanda giinliik olasiliklar veya olasiliklarin dogal logaritmasi olarak da bilinir

ve bu lojistik fonksiyon agagidaki formiillerle temsil edilir:

Logit(pi) = 1/(1+ exp(-pi))
In(pi/(1-pi)) = Beta_ 0+ Beta 1*X 1+ ...+ B k*K_k (3.2)

Bu lojistik regresyon denkleminde logit(pi), bagimli veya yanit degiskeni; x ise
bagimsiz degiskendir. Bu modeldeki beta parametresi veya katsayisi, genellikle
maksimum olasilik tahmini (MLE) araciligiyla tahmin edilir. Bu yontem, giinliik
oranlarinin en iyi sekilde uymasi i¢in optimize etmek iizere birden fazla yineleme
yoluyla farkli beta degerlerini test eder. Tiim bu iterasyonlar, log olabilirlik
fonksiyonunu iiretir ve lojistik regresyon, en iyi parametre tahminini bulmak i¢in bu
fonksiyonu maksimize etmeye ¢alisir. Optimal katsay1 bulundugunda her gézlem i¢in
kosullu olasiliklar hesaplanabilir, giinliige kaydedilebilir ve tahmini bir olasilik elde
etmek igin birlikte toplanabilir. Ikili siniflandirma igin 0,5’ten kiiciik bir olasilik 0’1
tahmin ederken; 0’dan biiyiik bir olasilik 1’1 tahmin etmektedir. Model hesaplandiktan
sonra modelin bagimli degiskeni ne kadar iyi tahmin ettigini degerlendirmek, en iyi

uygulamadir.

3.2.4. k-En Yakin Komsu Algoritmasi

Yontem, biiylik egitim veri setleri verildiginde yavas calistigindan popiilerlik
kazanamamigtir. 1960°1ardan sonra artan bilgi islem cihazlarinin giicii sayesinde tekrar
kullanilmaya baglanmistir. 1960’lardan gilinlimiize kadar genellikle Oriintii tanima

alaninda yaygin olarak kullanilmaktadir (Han et al., 2012).
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En yakin komsu siiflandiricilar, analoji yolunu kullanir. Yani kendisine benzer egitim
gruplart olan belirli bir test grubunu karsilastirarak 0grenmeye dayanir. Egitim
demetleri n nitelikle tanimlanir. Her demet, n boyutlu uzayda bir noktay1 temsil eder.
Icinde bu sekilde, tiim egitim demetleri n boyutlu bir desen uzayinda saklanir.
Bilinmeyen bir demet, bir k-en yakin komsu smiflandirici, k igin driintii uzayini arar.
Bilinmeyen demete en yakin egitim demetleri, bu k egitim grubu, k bilinmeyen

demetin en yakin komsularidir (Han et al., 2012).

“Yakinlik”, Oklid mesafesi gibi bir mesafe 6l¢iisii cinsinden tanimlanir [99]. Bu Iki

nokta veya demet arasindaki Oklid mesafesidir. Bir 6rnek verecek olursak;
X1 D Xa1, X1z, 0 1 1, Xan/ Ve

Xo D Xo1, X22, : & ¢, Xonl, gibidir.

dist(X,,X;) = \/Z?=1 (x1; — x24)? (3.3)

Bagka bir deyisle, her bir sayisal 6zellik i¢in karsilik gelen 6zellikler arasindaki fark
alinir. X1 demetindeki ve Xz demetindeki bu 6zniteligin degerleri, bu farkin karesini
alir ve biriktirir. Toplam birikmis mesafe sayisinin karekokii alinir. Tipik olarak,

esitligi kullanmadan 6nce her 6zelligin degerleri normallestirilir (Han et al., 2012).

Baslangicta genis araliklara sahip niteliklerin (6r. gelir) niteliklere agir basmasinm
Oonleme baslangigta daha kii¢iik araliklarla (6r. ikili nitelikler). Min-maks
normallestirme, ornegin, A sayisal Ozniteliginin v degerini [0, 1] araliginda v 0’a

dontistirmek i¢in hesaplama ile kullanilabilir (Han et al., 2012).

v—ming
pl = A 3.4)
maxap—ming

Burada minA ve maxA, A 6zelliginin minimum ve maksimum degerleridir. Bir veri

dontigtiirme bigimi olarak veri normallestirme i¢in diger yontemleri agiklar [99].

k-en yakin komsu siniflandirmasi igin, bilinmeyen demet k-en yakin komsular
arasinda sinifta en yaygin olarak atanir. k D 1 oldugunda, bilinmeyen demet r desen
uzayinda kendisine en yakin olan egitim demetinin siifina atanir. En yakin komsu
siiflandiricilar sayisal tahmin igin, yani gercek degerli bir tahmin dondiirmek igin
belirli bir bilinmeyen demet i¢in de kullanilabilir. Bu durumda, bilinmeyen demetin k-
en yakin komsusuyla iligkili gercek degerli etiketler siniflandirici ortalama degeri

déndiiriir (Han et al., 2012).
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"Fakat sayisal olmayan, ancak nominal olan nitelikler i¢in veya kategorik olan renk
icin mesafe nasil hesaplanabilir?” Onceki tartisma, kullanilan dzniteliklerin demetleri
tanimlamak i¢in hepsi sayisaldir. Nominal nitelikler i¢in basit bir yontem, Xi
demetindeki 6zniteligin ilgili degeri X, demetindeki degerle karsilastirilir. Eger ikisi
ayni ise (0rnegin, X1 ve Xz demetlerinin her ikisi de mavi renge sahiptir) o zaman fark
ikisi arasindaki deger O olarak alinir. Ikisi farkli ise (6rnegin, X1 demeti mavi, ancak
Xz demeti kirmizi) o zaman fark 1 olarak kabul edilir. Diger yontemler daha fazlasini
icerebilir. Diferansiyel derecelendirme i¢in karmasik semalar da kullanilir. Ornegin,
daha biiyiik bir fark puaninin 6rnegin mavi ve beyaz yerine mavi ve siyah olarak

atanmustir (Han et al., 2012).

"Kayip degerler ne olacak?" Genel olarak, belirli bir A 6zelliginin degeri eksikse X1
demetinde ve/veya Xz demetinde olas1 maksimum fark varsayilir. Ozniteliklerin her
birinin [0, 1] araligina eslendigi ve nominal nitelikler igin A’nin karsilik gelen
degerlerinden biri veya her ikisi birden ise fark degeri 1 olarak alinir. A sayisal ise ve
hem X1 hem de X2 demetlerinde eksikse o zaman fark degeri de 1 olarak alinir (Han
etal., 2012).

Bu, deneysel olarak belirlenebilir. K=1 ile baslayarak, hata oranini tahmin etmek i¢in
bir test seti kullanilir. Smiflandiricinin bu islem, izin vermek icin k artirilarak her
seferinde tekrarlanabilir ve bir komsu daha minimum hata oranin1 veren k degeri
secilebilir. Iginde genel olarak egitim demetlerinin say1si ne kadar fazlaysa k'nin degeri
de o kadar biiyiik olacaktir. Yani siniflandirma ve sayisal tahmin kararlarinin daha
bliylik bir kismima dayandirilabilecegi saklanan demetlerdir. Egitim demetlerinin
say1s1 sonsuza ve k=1’e yaklastiginda hata orani, Bayes hata oraninin iki katindan daha
kotii olamaz. Eger k de sonsuza yaklasirsa hata orani, Bayes hata oranina yaklagir (Han

etal., 2012).

En yakin komsu siniflandiricilar, 6zlinde atayan her 6zellige esit agirlik mesafeye
dayal1 karsilastirmalar kullanir. Bu nedenle, verildiginde zayif dogruluktan giiriiltiili
veya alakasiz 6zellikler muzdarip olabilirler. Bununla birlikte, yontem, dahil etmek
icin  Oznitelik agirhiklandirma ve giiriiltiili  veri demetlerinin  budanmasi
degistirilmistir. Bir mesafe metrigi secimi kritik olabilir. Manhattan (sehir blogu)

mesafesi veya diger mesafe dlglimler de kullanilabilir (Han et al., 2012).
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En yakin komsu siniflandiricilar, test gruplarini siniflandirirken asirt derecede yavas
olabilir. Eger D IDI demetlerinin bir egitim veri tabanidir ve D 1, sonra O (IDI)
karsilastirmalari gereklidir. Belirli bir test grubunu siniflandirin ve saklanan demetleri
Onceden siralayarak ve arama agaclarma yerlestirerek karsilastirma sayisi
O(log(IDl)’ye diisiiriilebilir. Paralel uygulama sunlar1 yapabilir: ¢aligsma siiresini bir

sabite, yani IDI’den bagimsiz O(1)’ye diisiiriin (Han et al., 2012).

Simiflandirma siiresini hizlandirmak icin diger teknikler, hesaplamalar ve saklanan
demetleri diizenleme kismi mesafe kullanimini igerir. Kismi mesafe yonteminde n
ozelligin bir alt kiimesine dayali mesafe hesaplanir. Bu mesafe bir esigi asarsa daha
sonra verilen depolanan demet i¢in daha fazla hesaplama ve islem devam eder; bir
sonraki saklanan kayit grubuna durdurulur. Diizenleme ydntemi, yararsiz oldugu
kanitlanan egitim demetlerini kaldirir. Bu yontem, toplam depolanan demet sayisindan
dolayr ayn1 zamanda budama veya yogunlastirma olarak da adlandirilir (Han et al.,

2012).

3.2.5. AdaBoost

Adaptive Boosting (AdaBoost), popiiler bir boost algoritmasidir. Ornegin bir §grenme
yonteminin dogrulugunu artirmak istiyoruz. Bize bir veri seti olan D verildi, d sinifi
etiketli demetler, (X1, y1), (X2, ¥2), : : :, (X4, Yd), burada ki Xi demetin sinif etiketidir.
AdaBoost, baslangicta her egitim grubuna 1/d’lik esit bir agirlik atar. Olusturma
topluluk i¢in k siniflandirici, algoritmanin geri kalaninda k tur gerektirir. iginde i
turunda, D’deki demetler, d boyutunda bir egitim seti Di olusturmak i¢in 6rneklenir.
Degistirmeli ornekleme kullanilir. Ayni demet birden fazla secilebilir. Her demet
secilme sans1 agirligina baglidir. Bir siniflandirict model olan M; tiiretilmistir. Di’nin
egitim demetleri, hatasi daha sonra test seti olarak Dj kullanilarak hesaplanir.
Agirliklari egitim demetleri daha sonra nasil siniflandirildiklarina gore ayarlanir (Han

etal., 2012).

Bir demet yanlis siniflandirilmigsa agirhigi artar; bir demet dogru simiflandirilmigsa
agirhigr azalir. Bir demetin agirligi, smiflandirmanin ne kadar zor oldugunu yansitir.
Agirlik ne kadar yiliksekse o kadar siklikla yanlis simiflandirilir. Bu agirliklar olacak
sonraki turun siniflandiricist igin egitim ornekleri olusturmak i¢in kullanilir. Temel
fikir bir siniflandirict olusturuldugunda, onun yanlis siniflandirilmis demetlerine daha

fazla odaklanmasi istenir. Onceki tur bazi smiflandiricilar, bazi zor demetleri
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simiflandirmada daha iyi olabilir. Bu sekilde birbirini tamamlayan bir dizi siniflandir
olusturulur (Han et al., 2012). Algoritmada yer alan bazi matematik iglemlerine
bakildiginda;

Hesaplamak M; modelinin hata orani, Mj’deki Di’deki demetlerin her birinin

agirliklarini toplanir yanlis siniflandirilmis. Yani,
error(M;) = Zj-l:l W; x err(X;) (3.5)

burada hata (Xj), Xj demetinin yanls siniflandirma hatasidir: Eger demet yanlis
siiflandirilmigsa o zaman hata (Xj)=1"dir; aksi takdirde, 0’dir. M; siniflandiricisinin
performansi o kadar zayifsa hatasi 0,51 gegerse o terk edilir. Bunun yerine, yeni bir

Di egitimi olusturarak tekrar denenir ve buradan yeni bir M; tiiretilir (Han et al., 2012).

Mi'nin hata orani, egitim demetlerinin agirliklarinin nasil giincellendigini etkiler. i
turundaki bir demet dogru bir sekilde siniflandirildiysa agirligi hatayla carpilir. Hata
(Mi)/(1- Hata (Mi)) olur. Tim dogru smiflandirilmis demetlerin agirliklar
giincellendikten sonra yanlis siniflandirilmig olanlar dahil tiim demetler i¢in agirliklar
normallestirilir. Boylece toplamlar1 daha once oldugu gibi kalir. Bir agirhig
normallestirmek i¢in toplamiyla c¢arpilir. Yani eski agirliklarin yeni agirliklarin
toplamina boliimiidiir. Sonug olarak, daha 6nce agiklandigi gibi yanlis simiflandirilan
agirliklar demetler artirilir ve dogru siniflandirilan demetlerin agirliklar azaltilir (Han

etal., 2012).

Yiikseltme tamamlandiginda siniflandiricilar toplulugu sinif etiketini tahmin etmek
icin nasil kullanilir? Her smiflandiriciya esit oy atanan torbalamanin aksine,
siniflandiricinin ne kadar 1y1 performans gosterdigine bagli olarak her siniflandiricinin
oyu i¢in bir agirlik atanir. Bir siniflandiricinin hata orani ne kadar diisiikse o kadar
dogru olur ve dolayistyla agirlig1 oylama i¢in siniflandirict Mi’nin oylariin agirhigi o

kadar yiiksek olmalidir (Han et al., 2012).

1—error(M;)
error(M;)

(3.6)

Her c sinifi i¢in, ¢ smifin1 X’e atayan her siniflandiricinin agirliklari toplanir. Yani en
yiiksek toplam kazanan olur ve X grubu i¢in smif tahmini olarak dondiiriliir.
Yiikseltme, torbalamayla nasil karsilagtinllir? diye diisiiniiliirse, Boosting’in
odaklandig1 yol nedeniyle yanlis siniflandirilmis demetler, ortaya ¢ikan bilesik modeli

bu tiir verilere fazla uydurma riskini tasir (Han et al., 2012).
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Algoritma: AdaBoost, yiikseltme algoritmasi bir siniflandirict grubu olusturun [99].

Her biri agirlikli oy verir.

Girdi:
e D, bir dizi d sinifi etiketli egitim demetleri;
e Kk, tur sayisi (her turda bir siniflandirici tiretilir);
e Dbir siniflandirma 6grenme semast.

Cikt1:

Metot

(1) D’deki her demetin agirligini 1=d olarak sifirlayn;

(2) fori D 1to k do // her tur igin:

(3) Di elde etmek i¢in demet agirliklarina gore degistirilerek 6rnek D;

4) bir Mi modeli tiiretmek i¢in Dj egitim setini kullanin;
(5)  hesaplama hatasi(M;), Mi’nin hata orani

(6)  eger hata (M;) > 0,5 ise 0 zaman

(7) 3. adima geri doniin ve tekrar deneyin;

(8) son

9) Di’de dogru sekilde siniflandirilan her demet igin

(10) demetin agirhi@ini error ile ¢arpin (M;)/(1 hata(M;));

giincelle

(11)  her demetin agirligini normalize edin;

(12) son

Toplulugu, X grubunu siiflandirmak tizere kullanmak i¢in:
(1) her smifin agirligin1 0 olarak baglat;

(2) for i =1 to k do // her siniflandirici i¢in:

(3)  wi=log1 - hata(Mi) / hata(Mj) ; // stniflandiricinin oy agirligi

(4) ¢ =Mi(X); // Mi’den X i¢in sinif tahmini alin

(5) ¢ sinifi i¢in agirliga M; ekleyin
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(6) sonu
(7) en biiyiik agirliga sahip sinift dondiiriir;

* AdaBoost, bir artirma algoritmasidir.*

3.2.6. Karar Agaci

Karar agaci indiiksiyonu, smif etiketli demetler egitiminden karar agacglarinin
Ogrenilmesidir. Karar agaci, akis semas1 benzeri bir aga¢ yapisidir. Burada her bir
dahili diigiim (yaprak olmayan diiglim), bir 6znitelik {izerinde bir testi belirtir; her dal
bir sonucu temsil eder. Test ve her yaprak diigiim (veya terminal diigiim), bir siif
etiketine sahiptir. En listteki diigiim, aga¢ kok diigiimdiir. Tipik bir karar agaci asagida
gosterilmistir. Ornegin bilgisayar satin almasi, yani elektronik firmasidaki bir
miisterinin bilgisayar satin alip almayacagmi tahmin eder. Dahili diiglimler
dikdortgenler ve yaprak diigiimlerle, ovallerle gosterilir. Bazi karar agaci algoritmalari
yalmzca ikili agaclar iiretir iken; digerleri, ikili olmayan agagclar iiretebilir Ornek bir

karar agac1 Sekil 3.1°de gosterilmektedir. (Han et al., 2012).

Y y
‘ X<30 30 X>30

Sekil 3.1: Karar agaci diyagraminin sekil iizerinde gosterilmesi.

Mliskili oldugu X demeti verildiginde sinif etiketi bilinmiyorsa, demetin dznitelik
degerleri karar agacina karsi test edilir; kokten, simifi tutan yaprak diigiime giden bir
yol izlenir. Karar agaglari, kolayca siniflandirma kurallarina doniistiiriilebilir (Han et

al., 2012).

"Karar agact smiflandiricilar1 neden bu kadar popiler?" Karar agact
siiflandiricilarinin yapisi herhangi bir alan bilgisi veya parametre ayar1 gerektirmez
ve bu nedenle kesfedici bilgi kesfi i¢in uygundur. Sonug olarak karar agaglar1 verileri
cok boyutlu isleyebilir. Edinilen bilgiyi aga¢ biciminde temsil etmeleri sezgiseldir ve

genellikle insanlar tarafindan asimile edilmesi kolaydir. Karar agaglar1 6grenme ve
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simiflandirma adimlar1 aga¢ indiiksiyonu basit ve hizlidir. Genel olarak, karar agaci
siiflandiricilart iyi bir dogruluga sahiptir. Ancak basarili kullanim eldeki verilere
bagli olabilir. Karar agaci indiiksiyonu, algoritmalar, imalat ve iiretim, finansal analiz,
astronomi ve molekiiler biyoloji ve tip gibi bir¢ok uygulama alaninda siniflandirma

icin kullanilmistir (Han et al., 2012).

3.2.7. Rastgele Orman

Rastgele ormanlar adi verilen baska bir topluluk yontemi daha vardir. Her bir
topluluktaki simiflandiricilar, bir karar agacit smiflandiricisidir; siniflandiricilar
toplulugu ise bir "orman"dir. Bireysel karar agaglari, boliinmeyi belirlemek i¢in her
diigiimdeki 6znitelikler rastgele bir se¢im kullanilarak olusturulur. Daha resmi olarak,
her agac bagimsiz olarak ve ayni dagilimla 6rneklenmis rastgele bir vektoriin degerleri,
ormandaki tiim agaclardir. Siniflandirma sirasinda her aga¢ oy verir ve en popiiler

smifa geri doner (Han et al., 2012).

Rastgele ormanlar, rastgele ormanlarla birlikte torbalama 6znitelik se¢imi kullanilarak
olusturulabilir. D demetlerinden olusan bir egitim seti verilir ve olusturmak i¢in genel
prosediir topluluk i¢in k tane karar agaci asagidaki gibidir. Her yineleme i¢in, i (i= 1, 2,
.11, k), d demetlerinden olusan bir egitim seti Di, D’den degistirilerek 6rneklenir. Yani,
her Dj bir D’nin 6nyiikleme 6rnegi, béylece baz1 demetler bir defadan fazla olusabilir
Di’de, digerleri harig tutulabilir. Kullanilacak 6zelliklerin sayist F olsun. F’nin mevcut
sayidan ¢ok daha kii¢lik oldugu her diigiimdeki boliinmeyi 6znitellikler belirleyin. Bir
karar agaci siiflandiricis1 Mi olusturmak i¢in her diiglimde rasgele se¢im yapin. F
diigiimdeki bdlme i¢in aday olarak nitelik gosterir. CART metodolojisi, agaclarin
biiyiitiilmesi i¢in kullanilir. Agaclar maksimum boyuta biiyiitiiliir ve azaltilmaz.
Rastgele giris se¢imi ile bu sekilde olusturulan ormanlara Forest-RI denir (Han et al.,
2012).

Forest-RC ad1 verilen bagka bir rastgele orman bi¢imi, giris 6zniteliklerinden rastgele
dogrusal kombinasyonlar kullanir. Niteliklerin bir alt kiimesini rastgele segmek yerine
mevcut niteliklerin dogrusal bir kombinasyonu olan yeni nitelikler segilir. Yani bir
Oznitelik, kullanilacak orijinal 6zniteliklerin sayist olan L belirtilerek olusturulur.
Kombine belirli bir diigimde L nitelikleri rastgele se¢ilir ve sunlarla birlikte eklenir:
[-1, 1] tizerinde tekdiize rastgele sayilar olan katsayilardir. F dogrusal kombinasyonlari

olusturulur ve bunlar {izerinden en iyi dagilim i¢in arama yapilir. Bu rastgele orman
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bicimi, korelasyonu azaltmak i¢in yalnizca birkag¢ 6zellik mevcut oldugunda bireysel

simiflandiricilar arasinda kullanishidir (Han et al., 2012).

Rastgele ormanlar, dogruluk acisindan AdaBoost ile karsilastirilabilir ancak, hatalar
ve aykir1 degerler olabilir. Bir orman icin genelleme hatasi, say1 oldugu siirece
yakinsayarak ormandaki agaclarin sayis1 biiyiiktiir. Bu nedenle, asir1 uyum bir sorun
degildir. Dogrulugu bir rastgele orman, bireysel smiflandiricilarin giicline ve
arasindaki bagmmlilik ile ilgilidir. Ideal olan, bireysel siniflandiricilarin
korelasyonlarini  arttirmadan giliciini  korumaktir. Rastgele ormanlar, sayiya
duyarsizdir ve her bélmede dikkate alinmak {izere secilen niteliklerdir. Tipik olarak,
log2d>+1 segilir. Ilging bir ampirik gdzlem, tek bir rastgele girdi 6zelligi kullanmanin
genellikle birka¢ 0Ozellik kullanildiginda daha yiiksek olan i1yi bir dogrulukla
sonuclanabilir. Rastgele ormanlar her bélme icin ¢ok daha az Ozniteligi dikkate
aldigindan ¢ok biiyiik veritabanlarinda verimlidirler. Torbalama veya giiclendirmeden
daha hizli olabilirler. Rastgele ormanlar, degisken oneme sahip dahili tahminler

verirler (Han et al., 2012).

3.2.8. Bagging

Dogrulugu artirmanin bir yontemi olarak torbalamanin (bagging) nasil c¢alistigina

sezgisel bir bakis icin asagidaki senaryo kullanilabilir.

Farz edin ki bir hastanizin belirtilerine ve durumuna gore bir teshis konulmasim
istiyorsunuz. Bir doktora sormak yerine birka¢ doktora sormay1 secebilirsiniz. Eger
belirli teshis, digerlerinden daha fazla gerceklesirse bunu nihai veya en iyi teshis olarak
secebilirsiniz. Yani nihai teshis, her doktorun aldigi oy cokluguna gore yapilir.
Sezgisel olarak, biiyiik bir doktor grubu tarafindan verilen ¢ogunluk oyu, kiigiik bir

grup tarafindan yapilan ¢ogunluk oylamasindan daha giivenilirdir (Han et al., 2012).

D demetlerinden olusan bir D kiimesi verildiginde torbalama su sekilde calisir.
Yineleme i¢ini (i=1, 2, : : :, K), d demetlerinden olusan bir egitim seti, Dj orijinal
setten degistirilerek 6rneklenir. D torbalama teriminin dnyiikleme toplamasi anlamina
geldigini unutmayin. Cilinkii degistirme ile 6rnekleme kullanildiginda D’nin orijinal
demetlerinden bazilar1 Di’ye dahil edilmeyebilir. Oysa digerleri birden fazla meydana
gelebilir. Her egitim seti D; i¢in bir siniflandirict modeli M; 6grenilir. Bilinmeyen bir
grup X1 siniflandirmak igin her siniflandirict M, kendi sinif tahminini dondiirerek bir

oy olarak sayilir. Torbali siniflandirict M, oylar1 sayar ve sinifi atar; en ¢ok oyu X’e
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verir. Torbalama, siirekli degerlerin tahminine uygulanabilir belirli bir test demeti i¢in

her tahminin ortalama degerini alir (Han et al., 2012).

Torbal1 simiflandirici, genellikle tek bir siniflandiricidan 6nemli 6lgiide daha fazla
dogruluga sahiptir. Orijinal egitim verileri olan D’den tiiretilmis ve 6nemli 6l¢lide daha
kotii olmayacak ve giiriiltiilii verilerin ve fazla uydurmanin etkilerine karsi daha
saglam olacaktir. Artan dogruluk olusur ¢iinkii Dbilesik model, bireysel

smiflandiricilarin varyansini azaltir (Han et al., 2012).
Girdi:
e D, bir dizi d egitim demeti,

e Kk, topluluktaki model sayisi,

e bir siniflandirma d6grenme semasi (karar agaci algoritmasi, Naive Bayes, vDb.).

Ciktr:

Metot

(1) for i =1 ila k yapmak // k model olusturmak ig¢in;

(2) degistirme ile D’yi 6rnekleyerek dnylikleme 6rnegi Dj olusturun;
(3) bir model, M; tiiretmek i¢in Dj ve 6grenme semasini kullanin;

(4) bitis;

Bir demet X’1 siniflandirmak {izere grubu kullanmak i¢in:

k modelin her birinin X’i siniflandirmasina ve ¢ogunluk oyu vermesine izin verin;

3.3. Yontem

3.3.1. Kullanilan Yazilim

WEKA, veri madenciliginde yaygin olarak kullanilan Waikito Universitesi tarafindan
gelistirilen bir uygulama programidir. Asagida WEKA uygulamasi ekranina ait bir
ekran goriintlisii Sekil 3.2°te sunulmustur. Bu tez ¢aligmasinda tamamen WEKA

uygulamasi kullanilarak sonuglara ulasilmistir.
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&) Weka Explorer = m] X

Preprocess Classify Cluster Associate Select attributes Visualize Forecast

Open file... Open URL... Open DB... Generate... Undo Edit... Save...
Filter
Choose |None Apply
Current relation Selected attribute
Relation: 3_Wednesday-workingHours.pcap... Attributes; 79 Name: Label Type: Nominal
Instances: 692703 Sum of weights: 692703 Missing: 0 (0%) Distinct: 6 Unique: 0 (0%)
Soblites No. Label Count Weight
All MNone Invert Pattern 1 BENIGN 440031 440031
2 DosS slowloris 5796 5796
No. Name 3 DoS Slowhttptest 5499 5499
59 act data_pkt fwd 4 DosS Hulk 231073 231073
. - 5 DoS GoldenEye 10293 10293
70 min_seg_size_forward
71 Active Mean 6 Heartbleed 11 11
72 Active Std Class: Label (Nom) ~ Visualize All
73 Active Max
74 Active Min 440031
75 Idle Mean
76 Idle Std
77 Idle Max
78| Idle Min et
79 [ Label
s796  sag9 10293 "
Status
oK Log w x0

Sekil 3.2: WEKA uygulamasinin kesif ekran goriintiisii.
3.3.2. Gercekleme Ortaminin Ozellikleri

WEKA uygulamasinin ¢aligmasi i¢in donanim 6zellikleri, HP Gen 10 model Vsphere
sanallastirma programi lizerinde c¢alisan Windows 10 Pro isletim sistemine sahip,
donanim bilgileri Intel ® Xeon ® Gold 5218R CPU @ 2,10Ghz islemci, 128 GB Ram
ve 512 GB disk siiriiciiye sahip bilgiler ile uygulama programi ¢alistirilmigtir.

3.3.3. Veri Bolme Yontemi

Bu tez caligmasinda ii¢ test yontemi kullanilmistir. Birincisinde bdlme yontemi
kullanilarak veri seti %80 egitim-%20 test oraninda boliinmiis; ikincisinde 5-kat

capraz dogrulama; ii¢linciisiinde ise 10-kat ¢capraz dogrulama yontemi kullanilmaigtir.

Bolme yonteminde veri setinin tamami %80 egitim ve %20 test veri seti olarak
modellenmistir. CIC-IDS2017 Carsamba giinii olan DoS veri setinde toplam 692703
adet verinin 554162 tanesi, modelin egitilmesi i¢in kullanilirken; 138540 tanesi, test

verisi olarak kullanilmustir.

5-kat gapraz dogrulama tekniginde her bir adimda 692703 adet verinin 554162 tanesi

modelin egitilmesi i¢in kullanilirken; 138540 tanesi test verisi olarak kullanilmistir.
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10-kat gapraz dogrulama tekniginde ise her bir adimda 692703 adet verinin 623432
tanesi modelin egitilmesi igin kullanilirken; 69270 tanesi test verisi olarak

kullanilmustir.

3.3.4. Tez Kapsaminda Kullanilan Metotlar

Bu tez ¢alismasinda, CIC-IDS2017 Carsamba giinii olan DoS veri setinin tamaminda
hicbir degisiklik yapilmadan ilk olarak orijinal hali ile bir sonuca ulasilmis ve tabloda
sunulmustur. Ikincisinde temel bilesen analizinden &zellik ¢ikarimi yapilarak bir
sonuca ulasilmis ve tabloda sunulmustur. Uciinciisiinde ise yedi adet dzellik segimi

yapilarak yedi sonuca ulagilmig ve bunlar tablolarda sunulmustur.

3.3.4.1. Orijinal Veri Setinin Kullanimina Dayah Metot

Bu tez calismasinda CIC-IDS2017 orijinal veri setinde higbir degisiklik yapilmadan
%380 egitim-%20 test yiizdelik orani ve 5-kat veya 10-kat ¢apraz dogrulama modeli
olmak tizere 3 farkli metot kullanilmistir. Bu metotlar Naive Bayes, destek vektor
makinesi, lojistik regresyon, k-en yakin komsu, karar agaci (J48), AdaBoost, rastgele
orman ve bagging makine 6grenme yontemleri kullanilarak, saldirinin var veya yok
seklinde gosterildigi orijinal veri setinin kullanimina dayali metodun akis diyagrami

Sekil 3.3’te gosterilmektedir.
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|
CIC-IDS2017
Veri Seti

Yiizdelik Oran
Egitim Verisi Test Verisi

%80

%20

Capraz Dogrulama

5-Kat

Capraz Dogrulama

10-Kat

L

Makine Ogrenmesi Algoritmalan ile Simflandirma Yapilmas:

|

'

{

'

'

!

!

!

Naive Bayes

SVM

Lojistic Regresyon

148

AdaBoost

Rastgele
Orman

Bagging

l

Saldirn Durumu

C

)

Yok

Sekil 3.3: Orijinal veri setinin kullanimina dayali metodun akis diyagrama.

3.3.4.2. Temel Bilesen Analizine Dayali Metot

Bu tez ¢aligmasinda CIC-IDS2017 orijinal veri seti ilizerinde temel bilesen analizi
(Principal Component Analysis-PCA) yontemi uygulanarak veri setinde bulunan en
degerli 21 tane 6zellik ¢ikarimi elde edilmistir. Bu veriler tizerinde %80 egitim-%20
test yiizdelik oran1 ve 5-kat veya 10-kat ¢apraz dogrulama olmak tizere 3 farkli metot
kullanilmistir. Bu metotlar Naive Bayes, destek vektor makinesi, lojistik regresyon, k-

en yakin komsu, karar agaci (J48), AdaBoost, rastgele orman ve bagging makine
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o6grenme yontemleri kullanilarak, saldirinin var veya yok seklinde gosterildigi temel

bilesen analizine dayali metodun akis diyagrami Sekil 3.4’te gosterilmektedir.

|
CIC-IDS2017
Veri Seti

PCA Kullamilarak Ozellik
Cikarma

Yiizdelik Oran Capraz Dofirulama Capraz Dogrulama

Egitim Verisi Test Verisi
5-Kat 10-Kat

%80 %20

¥

Makine Ogrenmesi Algoritmalan ile Simiflandirma Yapilmasi

|
' ! ' vy ' v

Rastgel
Naive Bayes SVM Lojistic Regresyon KNN J48 AdaBoost SSEE:HE Bagging
iy
Y i Y /
\j

Saldinn Durumu

Sekil 3.4: Temel bilesen analizine dayali metodun akis diyagramu.
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3.3.4.3. Ozellik Secimine Dayali Metot

Bu tez ¢aligmasinda, CIC-IDS2017 orijinal veri seti iizerinde WEKA uygulamasinda
yaygin olarak kullanilan yedi adet Ozellik se¢imi yontemlerinden olan altkiime,
siniflandirma, korelasyon, kazang orani, bilgi kazanci, OneR ve simetrik belirsizlik
yontemleri uygulanarak veri setinde bulunan en degerli 10 tane 6zellik se¢imi elde
edilmistir. Bu veriler iizerinde %80 egitim-%20 test yiizdelik oran1 ve 5-kat veya 10-
kat capraz dogrulama olmak tizere 3 farkli metot kullanilmistir. Bu metotlar Naive
Bayes, destek vektor makinesi, lojistik regresyon, k-en yakin komsu, karar agaci (J48),
AdaBoost, rastgele orman ve bagging makine 6grenme yontemleri kullanilarak,
saldirinin var veya yok seklinde gosterildigi 6zellik se¢imine dayali metodun akis

diyagrami Sekil 3.5’te gosterilmektedir.
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|
A T T T T T S

Rastgel
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\)
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Sekil 3.5: Ozellik secimine dayali metodun akis diyagrami.
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4. BULGULAR

4.1. Orijinal Veri Setinin Kullanihmina Dayali Metodun Sonuglar:

Bu tez ¢alismasinda, CIC-IDS2017 orijinal veri setinde higbir degisiklik yapilmadan

veri setinin tamami1 kullanilmastir.

Veri bolme %80 egitim-%20 test yilizdelik orani, 5-kat ve 10-kat ¢apraz dogrulama
modeli olmak iizere 3 farkli metot kullanilmistir. Makine 6grenme yontemlerinden
olan Naive Bayes, destek vektor makinesi, lojistik regresyon, k-en yakin komsu, karar
agact (J48), AdaBoost, rastgele orman ve bagging lizerinde WEKA uygulamasi

tizerinde ¢alistirilmgtir.

Sonug olarak bu tez caligmasinda orijinal veri setinin kullanilimina dayali metot
kullanilarak makine 6grenme yontemlerinden olan karar agaci (J48) yontemi ile 10-
kat capraz dogrulama teknigi, saldirinin var olup olmadigina dair en iyi sonucu veren
yontem olmuslardir. Ikinci ve iigiincii sirada ise makine 6grenme yontemlerinden birisi
olan bagging yontemi ile 10-kat ¢capraz dogrulama ve %80-%20 bolme yontemi ile en

1yi sonuglara ulagilmistir.

Orijinal veri setinin kullanilimina dayali metodun kullanilmasi sonucunda elde edilen

bilgiler, Tablo 4.1°de sunulmustur.
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Tablo 4.1: Orijinal veri setinin kullammina dayalh metodun sonuglari.

Siniflandirici Veri Bélme Yontemi | Kesinlik | Duyarlilik F-Olgiiti | Dogruluk (%)
%80 - %20 0,950 0,916 0,927 91,6075
Naive Bayes 5-Kat 0,949 0,914 0,926 91,4415
10-Kat 0,949 0,915 0,926 91,4552
%80 - %20 0,977 0,977 0,977 97,6837
SVM 5-Kat 0,977 0,977 0,977 97,6657
10-Kat 0,977 0,977 0,977 97,6837
Lojistik %80 - %20 0,997 0,997 0,997 99,668
Regresyon 5-Kat 0,997 0,997 0,997 99,6573
10-Kat 0,997 0,997 0,997 99,6602
%380 - %20 1,000 1,000 1,000 99,9509
KNN 5-Kat 0,999 0,999 0,999 99,9477
10-Kat 0,999 0,999 0,999 99,9485
%80 - %20 0,930 0,936 0,952 93,5824
AdaBoost 5-Kat 0,930 0,947 0,894 93,6033
10-Kat 0,930 0,965 0,894 93,6035
Karar Agaci %80 - %20 0,999 0,999 0,999 99,9437
(348) 5-Kat 1,000 1,000 1,000 99,9526
10-Kat 1,000 1,000 1,000 99,9558
%80 - %20 0,999 0,999 0,999 99,9444
Rastgele Orman 5-Kat 0,999 0,999 0,999 99,9391
10-Kat 0,999 0,999 0,999 99,9415
%80 - %20 1,000 1,000 1,000 99,9545
Bagging 5-Kat 1,000 1,000 1,000 99,9526
10-Kat 1,000 1,000 1,000 99,9551

4.2. Temel Bilesen Analizine Dayali Metodun Sonuglari

Bu tez caligmasinda, CIC-IDS2017 orijinal veri setinde temel bilesen analizi (Principal

Component Analysis-PCA) yontemi kullanilarak 21 tane 6zellik ¢ikarim yapilmustir.

Veri bolme %80 egitim - %20 test yiizdelik orani, 5-kat ve 10-kat ¢apraz dogrulama
modeli olmak tizere 3 farkli metot kullanilmistir. Makine 6grenme yontemlerinden
olan Naive Bayes, destek vektor makinesi, lojistik regresyon, k-en yakin komsu, karar
agac1 (J48), AdaBoost, rastgele orman ve bagging iizerinde WEKA uygulamasi

tizerinde caligtirilmistir.

Sonug olarak bu tez caligmasinda temel bilesen analizine dayali metot kullanilarak
makine 0grenme yontemlerinden olan k-en yakin komsu yontemi ile 10-kat ¢apraz
dogrulama teknigi, saldirinin var olup olmadigina dair en iyi sonucu veren yontem
olarak ortaya ¢ikmistir. Ikinci ve iigiincii sirada ayn1 makine dgrenme yontemi %80-
%20 bolme yontemi ve 5-kat capraz dogrulama metodu ile en iyi sonuglara

ulasilmustir.
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Temel bilesen analizine dayali metodun kullanilmasi sonucunda elde edilen bilgiler

Tablo 4.2°de sunulmustur.

Tablo 4.2: Temel bilesen analizine dayali metodun sonuglari.

Simiflandirici | Veri Bélme Y6ntemi Kesinlik Duyarlihk | F-Olgiitii | Dogruluk (%)
%380 - %20 0,783 0,600 0,601 60,0328
Naive Bayes 5-Kat 0,782 0,596 0,598 59,7999
10-Kat 0,782 0,598 0,597 59,7848
%80 - %20 0,938 0,968 0,836 96,7952
SVM 5-Kat 0,940 0,968 0,839 96,797
10-Kat 0,940 0,968 0,839 96,8034
Lojistik %80 - %20 0,978 0,978 0,978 97,8346
Regresyon 5-Kat 0,978 0,978 0,978 97,8188
10-Kat 0,978 0,978 0,978 97,817
%80 - %20 0,999 0,999 0,999 99,9271
KNN 5-Kat 0,999 0,999 0,999 99,9219
10-Kat 0,999 0,999 0,999 99,9267
%80 - %20 0,891 0,902 0,909 90,2296
AdaBoost 5-Kat 0,891 0,902 0,908 90,1916
10-Kat 0,902 0,902 0,820 90,1916
Karar Agaci %80 - %20 0,999 0,999 0,999 99,8838
(J48) 5-Kat 0,999 0,999 0,999 99,8979
10-Kat 0,999 0,999 0,999 99,9000
Rastgele %80 - %20 0,999 0,999 0,999 99,9401
orman 5-Kat 0,999 0,999 0,999 99,9438
10-Kat 0,999 0,999 0,999 99,9467
%80 - %20 0,999 0,999 0,999 99,8925
Bagging 5-Kat 0,999 0,999 0,999 99,9018
10-Kat 0,999 0,999 0,999 99,9075

4.3. Ozellik Secimine Dayali Metodun Sonuclari

4.3.1. Altkiime Tekniginin Kullanilmasi

Bu tez ¢aligmasinda, CIC-IDS2017 orijinal veri setinde WEKA uygulamasi ile 6zellik
secimi yontemlerinden birisi olan altkiime (CfsSubsetval) teknigi kullanilarak 6zellik
secimi yapilmis olup 4 tanesi secilmistir. Ozellik secimi sonucunda elde edilen bilgiler,
“Destination Port, Total Length of Bwd Packets, Init Win_bytes forward, Idle Max,
Label” bilgileridir.

Veri bolme %80 egitim - %20 test yiizdelik orani, 5-kat ve 10-kat ¢apraz dogrulama
modeli olmak tizere 3 farkli metot kullanilmistir. Makine 6grenme yontemlerinden
olan Naive Bayes, destek vektor makinesi, lojistik regresyon, k-en yakin komsu, karar
agac1 (J48), AdaBoost, rastgele orman ve bagging iizerinde WEKA uygulamasi

tizerinde ¢alistirilmistir.

57



Sonug olarak bu tez ¢alismasinda altkiime 6zellik se¢imi metodu kullanilarak makine
ogrenme yontemlerinden olan rastgele orman ile 10-kat capraz dogrulama teknigi,
saldirinin var olup olmadigina dair en iyi sonucu veren yontem olarak ortaya ¢ikmistir.
Ikinci ve iigiincii sirada ayn1 makine 6grenme yontemi 5-kat capraz dogrulama ve

%80-%20 bolme yontemi ile en iyi sonuglara ulagilmistir.

Altkiime 6zellik se¢imine dayali metodun kullanilmas: sonucunda elde edilen bilgiler

Tablo 4.3’te sunulmustur.

Tablo 4.3: Altkiime ozellik secimine dayali metodun sonuglari.

Siniflandirict Veri Bolme Yontemi Kesinlik Duyarlibik | F-Olgiitii | Dogruluk (%)
%80 - %20 0,922 0,873 0,891 87,2637
Naive Bayes 5-Kat 0,926 0,887 0,889 88,7149
10-Kat 0,923 0,888 0,900 88,8353
%380 - %20 0,853 0,822 0,802 82,1533
SVM 5-Kat 0,853 0,822 0,802 82,1885
10-Kat 0,853 0,822 0,802 82,1885
o %380 - %20 0,682 0,827 0,645 82,7011
Lojistik 5-Kat 0,535 0,828 0,496 82,7697

Regresyon

10-Kat 0,685 0,828 0,648 82,751
%380 - %20 0,994 0,994 0,994 99,4045
KNN 5-Kat 0,994 0,994 0,994 99,4091
10-Kat 0,994 0,994 0,994 99,4153
%380 - %20 0,849 0,835 0,822 83,4829
AdaBoost 5-Kat 0,850 0,835 0,823 83,5489
10-Kat 0,850 0,835 0,823 83,5489
5 %80 - %20 0,994 0,994 0,994 99,4269
Karg;;)ga“ 5-Kat 0,994 0,994 0,994 99,4413
10-Kat 0,994 0,994 0,994 99,4422
%80 - %20 0,994 0,994 0,994 99,4413
Rastgele Orman 5-Kat 0,994 0,995 0,994 99,4513
10-Kat 0,994 0,995 0,994 99,4519
%80 - %20 0,994 0,994 0,994 99,4319
Bagging 5-Kat 0,994 0,994 0,994 99,4467
10-Kat 0,994 0,994 0,994 99,4431

4.3.2. SmiflandirmaTekniginin Kullanilmasi

Bu tez calismasinda, CIC-IDS2017 orijinal veri setinde WEKA uygulamasi ile 6zellik
secimi yontemlerinden birisi olan simiflandirma (ClassifierAttributeEval) teknigi
kullanilarak 6zellik secimi yapilmis olup ilk 10 tanesi secilmistir. Ozellik segimi

sonucunda elde edilen bilgiler, “Fwd IAT Std, Fwd IAT Max, Fwd IAT Min, Bwd
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IAT Total, Bwd IAT Mean, Bwd IAT Std, Bwd IAT Max, Bwd IAT Min, Bwd PSH
Flags, Idle Min, Label” bilgileridir.

Veri bolme %80 egitim - %20 test yiizdelik orani, 5-kat ve 10-kat ¢apraz dogrulama
modeli olmak iizere 3 farkli metot kullanilmistir. Makine 6grenme yontemlerinden
olan Naive Bayes, destek vektor makinesi, lojistik regresyon, k-en yakin komsu, karar
agac1 (J48), AdaBoost, rastgele orman ve bagging iizerinde WEKA uygulamasi

tizerinde calistirilmistir.

Sonug olarak bu tez ¢alismasinda smiflandirma 6zellik se¢cimi metodu kullanilarak
makine dgrenme yontemlerinden olan rastgele orman ile 10-kat ¢apraz dogrulama
teknigi, saldirinin var olup olmadigina dair en iyi sonucu veren yontem olarak ortaya
cikmustir. Ikinci sirada ayni: makine dgrenme yontemi 5-kat ¢apraz dogrulama teknigi
ile tigiincii sirada ise bagging makine 6grenme yontemi 5-kat ¢apraz dogrulama teknigi

ile en iyi sonuglara ulasilmistir.

Siniflandirma 6zellik secimine dayali metodun kullanilmasi sonucunda elde edilen

bilgiler Tablo 4.4’te sunulmustur.

Tablo 4.4: Siniflandirma o6zellik secimine dayali metodun sonuglari.

Siniflandirict Veri Bélme Yontemi Kesinlik Duyarlilik | F-Olgiitii | Dogruluk (%)
%80 - %20 0,788 0,778 0,775 77,7791
Naive Bayes 5-Kat 0,784 0,774 0,771 77,3773
10-Kat 0,786 0,777 0,774 77,6717
%80 - %20 0,901 0,837 0,537 83,7117
SVM 5-Kat 0,904 0,838 0,545 83,7841
10-Kat 0,904 0,838 0,545 83,7948
Lojistik %80 - %20 0,857 0,838 0,824 83,8019
Regresyon 5-Kat 0,857 0,839 0,825 83,8823
10-Kat 0,857 0,839 0,825 83,8808
%80 - %20 0,961 0,960 0,961 96,0337
KNN 5-Kat 0,961 0,960 0,960 96,0163
10-Kat 0,961 0,960 0,961 96,035
%80 - %20 0,876 0,829 0,811 82,9372
AdaBoost 5-Kat 0,876 0,830 0,812 82,9797
10-Kat 0,876 0,830 0,664 82,9797
Karar Agact %80 - %20 0,963 0,962 0,962 96,1744
(148) 5-Kat 0,963 0,962 0,962 96,1878
10-Kat 0,963 0,962 0,962 96,2102
%80 - %20 0,963 0,962 0,962 96,2242
Rastgele Orman 5-Kat 0,963 0,962 0,963 96,2347
10-Kat 0,964 0,962 0,963 96,2451
%80 - %20 0,963 0,962 0,962 96,2177
Bagging 5-Kat 0,963 0,962 0,962 96,2262
10-Kat 0,963 0,962 0,963 96,2346
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4.3.3. Korelasyon Tekniginin Kullanilmasi

Bu tez ¢aligmasinda, CIC-IDS2017 orijinal veri setinde WEKA uygulamasi ile 6zellik
secimi yoOntemlerinden birisi olan korelasyon (CorrelationAttributeEval) teknigi
kullanilarak 6zellik segimi yapilmis olup ilk 10 tanesi secilmistir. Ozellik secimi
sonucunda elde edilen bilgiler, “Bwd Packet Length Max, Bwd Packet, Length Mean,
Bwd Packet Length Std, Flow IAT Max, Fwd IAT Std, Fwd IAT Max, Packet Length
Std, Avg Bwd Segment Size, Idle Mean, Idle Max, Label” bilgileridir.

Veri bolme %80 egitim - %20 test yiizdelik orani, 5-kat ve 10-kat ¢apraz dogrulama
modeli olmak tizere 3 farkli metot kullanilmistir. Makine 6grenme yontemlerinden
olan Naive Bayes, destek vektor makinesi, lojistik regresyon, k-en yakin komsu, karar
agac1 (J48), AdaBoost, rastgele orman ve bagging iizerinde WEKA uygulamasi

tizerinde calistirilmistir.

Sonug olarak bu tez calismasinda korelasyon Ozellik se¢imi metodu kullanilarak
makine 6grenme yontemlerinden olan bagging ile 10-kat ¢apraz dogrulama teknigi,
saldirinin var olup olmadigina dair en iyi sonucu veren yontem olarak ortaya ¢ikmistir.
Ikinci ve iigiincii sirada ayn1 makine 6grenme yéntemi %80-%20 bélme yontemi ve 5-

kat ¢apraz dogrulama teknigi ile en iyi sonuglara ulasilmistir.

Korelasyon ozellik se¢imine dayali metodun kullanilmasi sonucunda elde edilen

bilgiler Tablo 4.5’de sunulmustur.
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Tablo 4.5: Korelasyon 6zellik secimine dayali metodun sonuglari.

Siniflandirici Veri Bolme Y 6ntemi Kesinlik Duyarlilk | F-Olgiitii | Dogruluk (%)
%80 - %20 0,843 0,801 0,807 80,0803
Naive Bayes 5-Kat 0,844 0,802 0,809 80,2026
10-Kat 0,844 0,802 0,809 80,201
%80 - %20 0,871 0,860 0,848 86,0179
SVM 5-Kat 0,874 0,861 0,850 86,1209
10-Kat 0,877 0,863 0,853 86,292
Lojistik %80 - %20 0,851 0,847 0,837 84,6515
Regresyon 5-Kat 0,853 0,848 0,839 84,7987
10-Kat 0,853 0,848 0,839 84,8019
%80 - %20 0,971 0,970 0,971 97,05
KNN 5-Kat 0,971 0,970 0,971 97,0397
10-Kat 0,971 0,970 0,971 97,0464
%80 - %20 0,890 0,857 0,844 85,6548
AdaBoost 5-Kat 0,891 0,857 0,845 85,7092
10-Kat 0,891 0,857 0,845 85,7092
Karar Agaci %80 - %20 0,971 0,971 0,971 97,0579
(348) 5-Kat 0,971 0,971 0,971 97,0563
10-Kat 0,972 0,971 0,971 97,0641
%80 - %20 0,972 0,971 0,971 97,0673
Rastgele Orman 5-Kat 0,972 0,971 0,971 97,0628
10-Kat 0,972 0,971 0,971 97,0705
%80 - %20 0,972 0,971 0,971 97,0796
Bagging 5-Kat 0,972 0,971 0,971 97,0774
10-Kat 0,972 0,971 0,971 97,0823

4.3.4. Kazan¢ Oram Tekniginin Kullanilmasi

Bu tez ¢alismasinda, CIC-IDS2017 orijinal veri setinde WEKA uygulamasi ile 6zellik
secimi yOntemlerinden birisi olan kazang orani (GainRatioAttributeEval) teknigi
kullanilarak &zellik se¢imimyapilmis olup ilk 10 tanesi se¢ilmistir. Ozellik se¢imi
sonucunda elde edilen bilgiler, “Destination Port, Total Length of Bwd Packets, Fwd
Packet Length Min, Bwd Packet Length Min, Bwd Packet Length Mean, Min Packet
Length, Avg Bwd Segment Size, Subflow Bwd Bytes, Init_ Win_bytes_forward, Init
Win bytes backward, Label” bilgileridir.

Veri bolme %80 egitim - %20 test yiizdelik orani, 5-kat ve 10-kat ¢capraz dogrulama
modeli olmak tizere 3 farkli metot kullanilmistir. Makine 6grenme yontemlerinden
olan Naive Bayes, destek vektor makinesi, lojistik regresyon, k-en yakin komsu, karar
agac1 (J48), AdaBoost, rastgele orman ve bagging iizerinde WEKA uygulamasi

tizerinde caligtirilmistir.

Sonug olarak bu tez c¢alismasinda kazang orani 6zellik se¢imi metodu kullanilarak
makine 6grenme yontemlerinden olan rastgele orman ile 10-kat ¢apraz dogrulama

teknigi, saldirinin var olup olmadigina dair en iyi sonucu veren yontem olarak ortaya
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cikmustir. Ikinci sirada ayni makine dgrenme ydntemi ile 5-kat gapraz dogrulama

teknigi ile iiclincii sirada ise bagging makine Ogrenme yontemi 10-kat ¢apraz

dogrulama teknigi ile en iyi sonuglara ulasilmistir

Kazang¢ oranmi 6zellik se¢imine dayali metodun kullanilmasi sonucunda elde edilen

bilgiler Tablo 4.6’da sunulmustur.

Tablo 4.6: Kazang oram ozellik secimine dayalh metodun sonuglari.

Siniflandirici Veri Bolme Y 6ntemi Kesinlik Duyarlihk | F-Olgiitii | Dogruluk (%)
%80 - %20 0,048 0,792 0,853 79,2199
Naive Bayes 5-Kat 0,049 0,811 0,866 81,0892
10-Kat 0,949 0,801 0,860 80,1011
%80 - %20 0,037 0,926 0,663 92,6311
SVM 5-Kat 0,733 0,926 0,656 92,6211
10-Kat 0,034 0,927 0,657 92,7416
. %80 - %20 0,042 0,953 0,945 95,3415
RL""s“k 5-Kat 0,042 0,954 0,945 95,3884

egresyon

10-Kat 0,042 0,954 0,945 95,3811
%80 - %20 0,995 0,995 0,994 99,4666
KNN 5-Kat 0,995 0,995 0,995 99,4802
10-Kat 0,995 0,995 0,995 99,481
%80 - %20 0,882 0,851 0,840 85,1228
AdaBoost 5-Kat 0,882 0,852 0,835 85,1636
10-Kat 0,882 0,852 0,840 85,1636
] %80 - %20 0,995 0,995 0,994 99,4673
K"‘%Z‘g)ga“ 5-Kat 0,995 0,995 0,995 99,4755
10-Kat 0,995 0,995 0,995 99,4761
%80 - %20 0,995 0,995 0,995 99,4738
Rastgele Orman 5-Kat 0,996 0,995 0,995 99,4861
10-Kat 0,996 0,995 0,995 99,4871
%80 - %20 0,995 0,995 0,994 99,4623
Bagging 5-Kat 0,995 0,995 0,995 99,4809
10-Kat 0,995 0,995 0,995 99,4815

4.3.5. Bilgi Kazanci Tekniginin Kullanilmasi

Bu tez ¢aligmasinda, CIC-IDS2017 orijinal veri setinde WEKA uygulamasi ile 6zellik

secimi yontemlerinden birisi olan bilgi kazanci (InfoGainAttributeEval) teknigi

kullanilarak 6zellik segimi yapilmis olup ilk 10 tanesi secilmistir. Ozellik secimi

sonucunda elde edilen bilgiler, “Flow Duration, Total Length of Bwd Packets, Bwd
Packet Length Mean, Flow IAT Max, Max Packet Length, Packet Length Mean,

Average Packet

Size, Avg Bwd Segment Size,

Init Win_bytes forward, Label” bilgileridir.
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Veri bolme %80 egitim - %20 test yiizdelik orani, 5-kat ve 10-kat ¢apraz dogrulama
modeli olmak tizere 3 farkli metot kullanilmistir. Makine 6grenme yontemlerinden
olan Naive Bayes, destek vektor makinesi, lojistik regresyon, k-en yakin komsu, karar
agac1 (J48), AdaBoost, rastgele orman ve bagging iizerinde WEKA uygulamasi

tizerinde ¢alistirilmistir.

Sonug olarak bu tez ¢alismasinda bilgi kazanci 6zellik se¢imi metodu kullanilarak
makine 6grenme yontemlerinden olan bagging ile 10-kat ¢apraz dogrulama teknigi,
saldirinin var olup olmadigina dair en iyi sonucu veren yontem olarak ortaya ¢ikmistir.
Ikinci sirada aym1 makine dgrenme ydntemi ile 5-kat ¢apraz dogrulama teknigi ile
ticiincii sirada ise rastgele orman makine 6grenme yontemi 10-kat ¢apraz dogrulama

teknigi ile en 1yi sonuglara ulagilmistir.

Bilgi kazanci 6zellik se¢imine dayali metodun kullanilmasi sonucunda elde edilen

bilgiler Tablo 4.7’de sunulmustur.

Tablo 4.7: Bilgi kazanci 6zellik secimine dayali metodun sonuglari.

Simiflandirict Veri Bolme Yontemi Kesinlik Duyarlihk | F-Olgiitii | Dogruluk (%)
%380 - %20 0,899 0,234 0,256 23,3743
Naive Bayes 5-Kat 0,900 0,235 0,258 23,499
10-Kat 0,900 0,236 0,259 23,5651
%80 - %20 0,941 0,852 0,824 85,2296
SVM 5-Kat 0,919 0,853 0,803 85,3432
10-Kat 0,919 0,853 0,804 85,3441
- %80 - %20 0,833 0,829 0,817 82,8715
RL""St'k 5-Kat 0,834 0,830 0,819 82,9738

egresyon
10-Kat 0,834 0,830 0,819 82,9803
%80 - %20 0,998 0,998 0,998 99,8232
KNN 5-Kat 0,998 0,998 0,998 99,8256
10-Kat 0,998 0,998 0,998 99,8286
%380 - %20 0,882 0,851 0,840 85,1228
AdaBoost 5-Kat 0,882 0,852 0,840 85,1636
10-Kat 0,882 0,852 0,840 85,1636
5 %80 - %20 0,999 0,999 0,999 99,86

Kar&‘g)gam 5-Kat 0,999 0,999 0,999 99,875
10-Kat 0,999 0,999 0,999 99,8735
%80 - %20 0,999 0,999 0,999 99,8708
Rastgele Orman 5-Kat 0,999 0,999 0,999 99,8743
10-Kat 0,999 0,999 0,999 99,875
%80 - %20 0,999 0,999 0,999 99,8708
Bagging 5-Kat 0,999 0,999 0,999 99,8796
10-Kat 0,999 0,999 0,999 99,8803
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4.3.6. OneR Tekniginin Kullanilmasi

Bu tez ¢aligmasinda, CIC-IDS2017 orijinal veri setinde WEKA uygulamasi ile 6zellik
secimi yontemlerinden birisi olan OneR (OneRAttributeEval) teknigi kullanilarak
ozellik se¢imi yapilmis olup ilk 10 tanesi segilmistir. Ozellik secimi sonucunda elde
edilen bilgiler, “Destination Port, Flow Duration, Flow IAT Mean, Flow IAT Max,
Fwd IAT Max, Fwd Packets/s, Max Packet Length, Packet Length Mean, Average
Packet Size, Init Win bytes forward, Label” bilgileridir.

Veri bolme %80 egitim - %20 test yiizdelik orani, 5-kat ve 10-kat ¢apraz dogrulama
modeli olmak tizere 3 farkli metot kullanilmistir. Makine 6grenme yontemlerinden
olan Naive Bayes, destek vektor makinesi, lojistik regresyon, k-en yakin komsu, karar
agac1 (J48), AdaBoost, rastgele orman ve bagging iizerinde WEKA uygulamasi

tizerinde calistirilmistir.

Sonug olarak bu tez ¢alismasinda OneR 6zellik se¢imi metodu kullanilarak makine
O0grenme yontemlerinden olan rastgele orman ile %80-%20 bolme yontemi saldirinin
var olup olmadigina dair en iyi sonucu veren ydntem olarak ortaya ¢ikmustir. Ikinci ve
tiglincii sirada ayn1 makine 6grenme yontemi ile 10-kat ve 5-kat ¢apraz dogrulama

teknigi ile en iyi sonuglara ulagilmistir.

OneR ozellik se¢imine dayali metodun kullanilmasi sonucunda elde edilen bilgiler

Tablo 4.8’de sunulmustur.
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Tablo 4.8: OneR ozellik se¢imine dayali metodun sonuclari.

Siniflandirict Veri Bolme Y 6ntemi Kesinlik Duyarlihk | F-Olgiitii | Dogruluk(%)
%80 - %20 0,962 0,846 0,893 84,6233
Naive Bayes 5-Kat 0,963 0,847 0,894 84,6872
10-Kat 0,963 0,847 0,893 84,6719
%80 - %20 0,915 0,920 0,861 91,9901
SVM 5-Kat 0,916 0,920 0,860 92,0073
10-Kat 0,915 0,920 0,859 92,0041
- %80 - %20 0,924 0,924 0,921 92,416
RLOJ'S“" 5-Kat 0,925 0,925 0,922 92,5034

egresyon

10-Kat 0,925 0,925 0,922 92,4978
%80 - %20 0,999 0,999 0,999 99,9285
KNN 5-Kat 0,999 0,999 0,999 99,9153
10-Kat 0,999 0,999 0,999 99,9174
%80 - %20 0,867 0,843 0,830 84,2819
AdaBoost 5-Kat 0,868 0,844 0,831 84,3523
10-Kat 0,868 0,844 0,831 84,3523
] %80 - %20 0,999 0,999 0,999 99,9365
Karg@f“‘ 5-Kat 0,999 0,099 0,099 99,941
10-Kat 0,999 0,999 0,999 99,9423
%80 - %20 1,000 1,000 1,000 99,9617
Rastgele Orman 5-Kat 1,000 1,000 1,000 99,9577
10-Kat 1,000 1,000 1,000 99,959
%80 - %20 0,999 0,999 0,999 99,948
Bagging 5-Kat 0,999 0,999 0,999 99,9434
10-Kat 0,999 0,999 0,999 99,9453

4.3.7. Simetrik Belirsizlik Tekniginin Kullanilmasi

Bu tez ¢alismasinda, CIC-1DS2017 orijinal veri setinde WEKA uygulamasi ile 6zellik
se¢imi yontemlerinden birisi olan Simetrik Belirsizlik (Symmetrical Uncert Attribute
Eval) teknigi kullanilarak dzellik se¢imi yapilmus olup ilk 10 tanesi secilmistir. Ozellik
se¢imi sonucunda elde edilen bilgiler, “Destination Port, Total Length of Bwd Packets,
Bwd Packet Length Max, Bwd Packet Length Mean, Min Packet Length, Max Packet
Length, Avg Bwd Segment Size, Subflow Bwd Bytes, Init Win_bytes forward,
Init Win_bytes backward, Label” bilgileridir.

Veri bolme %80 egitim - %20 test yiizdelik orani, 5-kat ve 10-kat ¢apraz dogrulama
modeli olmak tizere 3 farkli metot kullanilmistir. Makine 6grenme yontemlerinden
olan Naive Bayes, destek vektor makinesi, lojistik regresyon, k-en yakin komsu, karar
agac1 (J48), AdaBoost, rastgele orman ve bagging iizerinde WEKA uygulamasi

tizerinde caligtirilmistir.
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Sonu¢ olarak bu tez caligmasinda simetrik belirsizlik 06zellik se¢imi metodu
kullanilarak makine 6grenme yoOntemlerinden olan rastgele orman 10-kat ¢apraz
dogrulama teknigi ile saldirinin var olup olmadigina dair en iyi sonucu veren yontem
olarak ortaya ¢ikmustir. Ikinci sirada ayn1 makine 6grenme yontemi ile 5-kat ¢apraz
dogrulama teknigi ile liglincii sirada ise bagging 10-kat ¢apraz dogrulama teknigi ile

en iyl sonuglara ulagilmistir.

Simetrik belirsizlik 6zellik se¢imine dayali metodun kullanilmasi sonucunda elde

edilen bilgiler Tablo 4.9’da sunulmustur.

Tablo 4.9: Simetrik belirsizlik 6zellik secimine dayali metodun sonuclari.

Smiflandirict Veri Bolme Yontemi Kesinlik Duyarlilik | F-Olgiitii | Dogruluk (%)
%80 - %20 0,947 0,791 0,852 79,0863
Naive Bayes 5-Kat 0,949 0,791 0,853 79,1355
10-Kat 0,949 0,791 0,853 79,1328
%80 - %20 0,803 0,928 0,641 92,8303
SVM 5-Kat 0,746 0,928 0,636 92,8011
10-Kat 0,743 0,929 0,636 92,9101
- %80 - %620 0,940 0,953 0,944 95,2678
Lojistik 5-Kat 0,939 0,053 0,044 95,2521

Regresyon

10-Kat 0,939 0,953 0,944 95,2519
%80 - %20 0,997 0,996 0,996 99,6247
KNN 5-Kat 0,997 0,996 0,996 99,646
10-Kat 0,997 0,996 0,996 99,6482
%80 - %20 0,882 0,851 0,840 85,1228
AdaBoost 5-Kat 0,882 0,852 0,840 85,1636
10-Kat 0,882 0,852 0,835 85,1636
5 %80 - %20 0,997 0,996 0,996 99,6312
Karg@f“‘ 5-Kat 0,997 0,997 0,996 99,6501
10-Kat 0,997 0,997 0,996 99,6524
%80 - %20 0,997 0,996 0,996 99,6398
Rastgele Orman 5-Kat 0,997 0,997 0,997 99,6586
10-Kat 0,997 0,997 0,997 99,6605
%80 - %20 0,997 0,996 0,996 99,6297
Bagging 5-Kat 0,997 0,997 0,996 99,6521
10-Kat 0,997 0,997 0,996 99,6524
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5. SONUC

Bu tez calismasi i¢in yapilan literatiir taramasinda, son yillarda siber saldirilarin
sayisinda ve cesitliliginde onemli bir artis oldugu goriilmiistiir. Bu nedenle siber
ataklar tlizerinde g¢alismalar yapilmaya devam edilmektedir. Arastirmalarda siber
saldirilarin daha ¢ok kritik alt yapilar, devlet kurumlari ve kurumsal isletmelerin
bilgisayar aglarina karst yapildigi goriilmiistir. Bu siber saldirilari, aglara ciddi
zararlar vermeden Once tespit etmek cok Onemlidir. Bu amagla siber giivenlik
arastirmacilar1 ve profesyonelleri tarafindan gercek zamanli savunma araglarindan

olan IDS ve IPS sistemleri gelistirilmektedir.

Gilintimiizde siber giivenlik, toplumda 6nemli bir endise kaynagi olmustur. Devlet
kurumlarn ve kurumsal isletmelere ait bilgiler, hayati derecede 6nemli olmasindan
dolay1 giivenli bir sekilde muhafaza edilmelidir. Saldirganlar tarafindan giivenlik ihlali
yapilma riski her zaman oldugundan bu bilgileri muhafaza etmek zordur. Bu riski
ortadan kaldirmak i¢in arastirmacilar, kendilerini siber saldirganlarin yerine koyarak
onlar gibi diisliniip onlemler gelistirmek dahil pek ¢ok calisma yiiriitmektedirler.
Arastirmacilar, ¢alismalarinda siber giivenligin temelini olusturan {i¢ ilkeyi (gizlilik,
biitiinliik ve erisilebilirlik) etkin bir sekilde uygulamaya 6zen gostererek ¢aligmalarina

devam etmektedirler.

Bu tez calismasinda, CIC-IDS2017 veri setinde ag giivenligi ve izinsiz giris tespiti i¢in

kullanilan saldir1 senaryolarina yer verilmistir.

Ikinci boliimde, genel kisimlar bashig1 altinda saldir1 tespit sistemleri ve saldir1 dnleme
sistemleri ele alinmistir. Saldirganlarin amaglari ile kotii amagh yazilimlarin belirtileri
incelenmis; ag ortaminda gerceklesen saldirt tiirleri (hizmet reddi saldirisi, dagitik
hizmet reddi saldirisi, botnet saldirisi, kaba kuvvet saldirisi, port tarama saldirisi, web
uygulama saldirist ve sizma saldirisi) hakkinda detayli bir inceleme yapilarak 6rnek

senaryolar ile anlatilmistir.

Ucgiincii béliimde, kapsamli bir literatiir calismalarindan sonra ulasilan CIC-1DS2017

veri seti ile ilgili detayli bir incelemeye yer verilmistir. Gliniimiizde yaygin olarak
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kullanilan makine 6grenme yontemlerinden olan Naive Bayes, destek vektdr makinesi,
lojistik regresyon, k-en yakin komsu, karar agaci (J48), AdaBoost, rastgele orman ve
bagging algoritmalar1 incelenmistir. Veri madenciliginde yaygin olarak kullanilan
WEKA uygulamasi kisaca tanimlanmis ve WEKA uygulamasmin kullanildigi
bilgisayarin teknik 6zelliklerine yer verilmistir. Daha sonra CIC-1DS2017 veri seti
iizerinde farkli yontemler ile kullanilan akis diyagramlar gosterilmistir. {1k olarak,
orijinal veri setinde hi¢bir degisiklik yapilmadan; ikinci olarak, temel bilesen analizi
yontemi kullanilarak 6zellik ¢ikarimi yapilarak; iicilincii olarak ise WEKA {izerinde
yaygin olarak kullanilan 6zellik se¢imi yontemlerinden yedi tanesine yer verilmistir.
Bu {i¢ ana yontemin hepsinde %80 egitim-%20 test yiizdelik oran1 ve 5-kat veya 10-
kat ¢apraz dogrulama modeli olmak tizere 3 farkli metot kullanilmigtir. Bu metotlar
Naive Bayes, destek vektor makinesi, lojistik regresyon, k-en yakin komsu, karar agaci
(J48), AdaBoost, rastgele orman ve bagging makine 6grenme yontemleriyle saldirinin

olup olmadigin1 gdsteren akis diyagramlari sunulmustur.

Dérdiincii boliimde ise yukarida bahsedilen ii¢ ana yontemin hepsinde %80 egitim-
%20 test yiizdelik orani ve 5-kat veya 10-kat ¢apraz dogrulama modeli olmak tizere 3
farklt metot kullanilmistir. Bu metotlar Naive Bayes, destek vektdr makinesi, lojistik
regresyon, k-en yakin komsu, karar agaci (J48), AdaBoost, rastgele orman ve bagging
makine 6grenme yontemleri sonucunda ulasilan sonuglar tablolarda sunulmustur. Bu
tablolarda, yaygin olarak kullanilan makine 6grenme metriklerinden olan kesinlik,
duyarlilik, F-Olgiitii ve dogruluk degerlerinin hepsine yer verilmistir. Sonug olarak
CIC-IDS2017 wveri seti Carsamba giini DoS saldirilar1 sonucunda elde edilen
verilerden WEKA uygulamasi lizerinde OneR (OneRAttributeEval) 6zellik se¢ciminin
en iyi yontem oldugu ortaya ¢ikmustir. Ozellik se¢imi sonucunda elde edilen bilgiler,
“Destination Port, Flow Duration, Flow IAT Mean, Flow IAT Max, Fwd IAT Max,
Fwd Packets/s, Max Packet Length, Packet Length Mean, Average Packet Size,
Init Win_bytes forward, Label” bilgileridir.

Bu tez ¢aligmasinda, makine 6grenme yontemlerinden olan rastgele orman %80-%20
bolme yontemi kullanarak saldirinin var olup olmadigini dogruluk degeri 99,9614 ile
en iyi sonucu veren en iyi ydntem olarak ortaya ¢ikmistir. Ikinci ve iigiincii sirada ise
aynt makine 6grenme yontemi ile 10-kat capraz dogrulama ile dogruluk degeri
99,9590’a ve 5-kat capraz dogrulama ile dogruluk degeri 99,9577 teknigi ile en iyi

sonuglara ulasilmstir.
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Bu tez ¢alismasi sonucunda elde edilen en iyi sonuglar Tablo 5.1°de sunulmustur.

Tablo 5.1: Tez kapsaminda elde edilen en iyi sonuglar (OneR 6zellik se¢cimi
yontemi).

Smiflandirict Veri Bolme Yontemi Kesinlik Duyarlilik | F-Olgiitii | Dogruluk (%)

%80 - %20 1,000 1,000 1,000 99,9617
Rastgele Orman 5-Kat 1,000 1,000 1,000 99,9577
10-Kat 1,000 1,000 1,000 99,959

Bu tez calismasi1 kapsaminda, CIC-IDS2017 veri seti Carsamba giinli DoS saldirilar
kullanilarak, farkli makine Ogrenme yontemleri kullanilarak basarili bir IDS
gelistirilebilecegi ongoriilmiistiir. Gelistirilen IDS modelinin kesinlik, duyarlilik, F-
Olgiitii, dogruluk degerleri ve performanslarin artirilmasi igin veri madenciliginde

kullanilan farkli algoritmalarin da kullanilabilecegi goriilmiistiir.

Bu tezin devaminda, CIC-IDS2017 veri seti igerisinde yer alan DDoS, botnet, kaba
kuvvet, port tarama, web uygulama ve sizma saldirilari i¢in de ayn1 makine 6grenme
yontemleri kullanilarak ve aymi boliimleme teknikleri ile ayni 6zellik segimleri

yapilarak alinan sonuglarin degerlendirilmesi yapilacaktir.
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