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OZET

INGILiZCE BiLGI ERiSIMi VERI KUMELERINDE LATIN DISI ALFABELERLE
YAZILMIS ICERIGIN ANALIZi

Ahmet ALKILINC
Bilgisayar Miihendisligi Anabilim Dali
Eskisehir Teknik Universitesi, Lisansiistii Egitim Enstitiisii, Mayis, 2019
Danigsman: Dr. Ogr. Uyesi Ahmet ARSLAN

Yiizyillardir insanlar arsivleme ve bilgi bulmanin 6neminin farkinda olmuglardir. Bilgisa-
yarlarin gelisiyle birlikte, biiyiik miktarda bilgiyi depolamak miimkiin olmustur ve bu tiir
koleksiyonlardan yararl bilgiler bulmak bir gereklilik haline gelmistir. Bilgi erigimi alani
1950’1erde bu gereklilikten dogmustur. Bilgi erisimi kullanicilarin ihtiyag duyduklari bilgi
ile ilgili kaynaklar biiyiik koleksiyonlardan bulma islemidir. Bilgi erisim sistemlerinin
bagaris1 bulunan dokiimanlarin ne kadarinin kullanicinin aradig bilgi ile ilgili olmasiyla
dogru orantilidir. Bilgi erisim sistemlerinin bagarimini 6l¢mek, performanslart karsilag-
tirmak icin yillik olarak Text Retrieval Conference diizenlenmektedir. Bu organizasyon
tarafindan standart veri setleri olusturulup yayinlanmaktadir. Bu ¢alismada Internet’ten
toplanan ve Ingilizce Web sayfalarindan olusan ClueWeb09, ClueWeb12 ve Gov2 veri
setleri kullanmilmistir. Her ne kadar bu Web sayfalarindaki kelimelerin ¢ogu Latin alfabe-
siyle yazilmis olsa da veri setleri ayrica Latin dig1 alfabelerde (Japon, Kiril, Yunan, Arap,
vb.) yazilmis kelimeleri de icermektedir. Ayrica, bu veri kiimeleriyle iligkilendirilmis olan
sorgu kiimeleri, tamamen Latin alfabesinde yazilmig sozciiklerden olusmaktadir. Bu kap-
samda, bu tezin amaci, Latin dis1 alfabelerle yazilmis kelimelerin Ingilizce veri setleri
tizerindeki dagilimi incelemek ve Latin dis1 kelimelerin indekse dahil etmenin veya hari¢

tutmanin bilgi erisim basarimi tizerindeki etkisini aragtirmaktir.

Anahtar Sozciikler: Bilgi Erisimi, ClueWeb12, Tokenization, Latin Dig1 Alfabeler
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ABSTRACT

ANALYSIS OF NON-LATIN CONTENT ON THE ENGLISH INFORMATION
RETRIEVAL DATASETS

Ahmet ALKILINC
Computer Engineering Department
Eskisehir Technical University, Institute of Graduate Programs, May, 2019
Supervisor: Assist. Prof. Dr. Ahmet ARSLAN

For centuries people have been aware of the importance of archiving and finding infor-
mation. With the advent of computers, it is possible to store large amounts of information
and finding useful information from such collections became a necessity. The field of In-
formation Retrieval emerged from this requirement in the 1950s. Information retrieval is
the process of finding resources that are relevant to an information the users need from
large collections. The success of information retrieval systems is directly proportional to
the fact that the documents found are related to the information the user is looking for.
The Text Retrieval Conference is organized annually to measure the success of informa-
tion retrieval systems and to compare their performances. Standard data sets are created
and published by this organization. In this study ClueWeb09, ClueWeb12 and Gov2 data
sets, which consist of English web pages collected from the Internet, are used. Although
the majority of the words in these web pages are written in the Latin alphabet, datasets
also include words written in non-Latin alphabets (Japanese, Cyrillic, Greek, Arabic, etc).
Moreover, the query sets associated with these datasets consist of words written entirely
in Latin alphabet. In this context, the objective of this thesis is to examine the distribution
of words written in non-Latin alphabets on English data sets and to investigate the effect

of including or excluding non-Latin words in index on information retrieval effectiveness.

Keywords: Information Retrieval, ClueWeb12, Tokenization, non-Latin Scripts
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Calismalarim sirasinda bilgisi ve tecriibesiyle bana yol gosteren, degerli bilgilerini
benimle paylasan, kendisine ne zaman danigsam bana kiymetli zamanini ayirip sabirla ve
biiyiik bir ilgiyle bana faydali olabilmek icin elinden gelenden fazlasini sunan, gelecek-
teki mesleki hayatimda da bana verdigi degerli bilgilerden faydalanacagimi diistindiigiim,
degerli danisman hocam Dr. Ogr. Uyesi Ahmet ARSLAN’a tesekkiirii bir borg biliyor ve

stikranlarimi sunuyorum.
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ETIK ILKE VE KURALLARA UYGUNLUK BEYANNAMESI

Bu tezin bana ait, 6zgiin bir ¢calisma oldugunu; ¢alismamin hazirlik, veri toplama,
analiz ve bilgilerin sunumu olmak {iizere tiim asamalarinda bilimsel etik ilke ve kurallara
uygun davrandigimi; bu calisma kapsaminda elde edilemeyen tiim veri ve bilgiler i¢in
kaynak gosterdigimi ve bu kaynaklara kaynakg¢ada yer verdigimi; bu calismanin Eskisehir
Teknik Universitesi tarafindan kullanilan “bilimsel intihal tespit programi” ile tarandigin1
ve higbir sekilde “intihal icermedigini” beyan ederim. Herhangi bir zamanda, caligmamla
ilgili yaptigim bu beyana aykir1 bir durumun saptanmasi durumunda, ortaya ¢ikacak tiim

ahlaki ve hukuki sonuglara razi oldugumu bildiririm.

Ahmet ALKILINC
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1. GIRIS

Bilgi ve iletisim teknolojilerindeki ilerlemeler, elektronik cihazlarin ve sosyal agla-
rin kullaniminin artmasi ile dijital ortamdaki veri miktar1 her gecen giin artmaya devam
etmektedir. Baz1 tahminlere gore, diinya ¢apinda iiretilen veri miktar iki yilda bir ikiye
katlanmaktadir. Ayrica Internet kullaniminin yayginlasmasi da Web ortamina gonderilen
farkli dil ve alfabelerde yazilmis dijital icerik miktarini siirekli arttirmaktadir. Olugan bu
devasa boyut ve cesitlikteki veri miktariyla birlikte bazi ihtiya¢lar ve buna bagl olarak da
farkli calisma alanlar1 ortaya ¢ikmaktadir. Bunlardan bir tanesi ¢ok dilli bilgi alma, ya-
zim denetimi vb. uygulamalar i¢in dokiimanlarda gecen dillerin belirlenmesi ihtiyacidir.
Bu ihtiyac1 gidermek icin Dogal Dil Isleme’nin bir alt calisma alan1 olan Dil tanimlama
(Language identification) ortaya ¢ikmigtir. Dil tanimlama, belgenin icerigine gore bir bel-
gede bulunan dilleri otomatik olarak tespit etme islemidir [32]. Dil tanimlama, oncesinde
dil tanimlamasi gerektiren makine cevirisi, bilgi alma, 6zetleme ve soru cevaplama sitem-
leri gibi dogal dil isleme uygulamalarinda kullanilan genis bir arastirma alanidir.

Olusan bu devasa veri y1gin1 i¢erisinden dogan diger bir ihtiyag ise bu veriler arasin-
dan istenilen dogru bilgiye nasil ulasilacagidir. Bu noktada devreye Bilgi Erisim sistemleri
girmektedir. Bilgi Erisimi, iligkisel veri tabanlarinda, belgelerde, metinlerde, multimedya
dosyalarinda ve Web sitelerinde bilgi aramada kullanilan bir bilimdir [20]. Bilgi Erisimi,
metin belgeleri {izerinde kullanicilarin bilgi ihtiyaglarina cevap vermeyi amaclamakta-
dir. Bilgi Erisim uygulamalari, biiylik belgelerden bilgi ¢ikarma, dijital kiitiiphanelerde
arama, bilgi filtreleme, spam filtreleme, goriintiilerden nesne ¢ikarma, otomatik 6zetleme,
belge simiflandirma ve Web aramasi gibi konular1 icermektedir.

Bilgi Erisimi indeksleme ve arama olmak iizere iki kisimdan olusur. Indeksleme
asamasinda belgeler bir on islemden gecirilir. Bu 6n igslem sirasinda tokenization, kii-
ciik harfe ¢evirme, govdeleme (stemming) gibi islemler yapilir. Bu 6n iglem adiminin ilk
adimu olan tokenization az dikkat cekmis bir ¢alisma alanidir. Tokenization, alana 6zgii
bir olaydir. Bu adim i¢in ilk bakista bosluklara gore ayirmanin yeterli olacag: diisiiniilse
bile, farkli alanlardan gelen diizensiz metinler i¢in daha karmagik yontemler gereklidir.
Bu duruma, harf ve rakamlardan olusan marka isimleri (SD500), biiyiik kiigiik harf iceren
tiriin adlar1 (iPhone), tire ile ayrilmis {irtin isimleri (wi-fi), Twitter verisi icindeki 6zel bi-
cimlemeler (#hashtag, @mention), programlama dilleri (C++, C#), noktalama isaretleri,
IP adresleri (192.168.1.1), kisaltmalar (T.C.), Web URL ve e-posta adresleri gibi drnekler

verilebilir. Ayrica ¢alismalarda kullanilan tokenization yontemlerinin deneysel sonugla-



rin tekrarlanabilirligi (reproducibility) iizerinde 6nemli bir etkisi vardir [30]. Ornegin, bir
belgenin hangi boliimlerin tokenlara ayrilacagi, belgede hangi karakterlerin tutulup han-
gilerinin atilacagi gibi kullanilan tokenization yontemlerine gore Bilgi Erisim bagarimi
degismektedir.

Bilgi Erisim alaninda yapilan ¢alismalarda tokenization’in 6nemi pek fark edile-
memigstir. Cogu calismada ne tiir tokenizer kullanildig1 bile belirtilmemistir [1]. Bunun
sebebi bu bilesenin ya da adimin g6z ardi edilip 6nemsenmediginin belirtisidir. Bu du-
rum Jimmy Lin ve ¢calisma arkadaslar tarafindan fark edilip, bir calismalarinda: “Tek bir
bilesenin (0r. Tokenizer) sistemin genel performansi iizerindeki etkisi hakkinda ¢ok az
sey biliyoruz." demistir [7]. Bu tezin amaci tam olarak anlasilamayan bu belirsizligi or-
tadan kaldirmaktir. Bu kapsamda, bu ¢alismada 6zellikle Web dokiimanlarindan olugan
veri kiimelerinin iceriginde gecen Latin dig1 alfabelerle yazilmis iceriklerin tokenization
asamasinda nasil ele alinacag iizerine calisilmistir. Ozellikle, bu tez asagidaki arastirma

sorularini ele almaktadir:

* Bilgi erisiminde kullanilan Ingilizce veri setleri tamamen Latin alfabesi ile yazilmis

iceriklerden mi olugsmaktadir?
» Icerikte bulunan Latin dis1 alfabeler nelerdir?

* Veri seti indekslenirken Latin dis1 alfabelerle yazilmis icerikler ters indekste tutul-

mal1 m1 yoksa tutulmamali mi1?

* Latin dig1 alfabelerle yazilmig bu igeriklerin Bilgi Erisim basarimu {izerinde etkisi

var midir?

1.1. Tezin Organizasyonu

Bu tezin icerigi su sekilde devam etmektedir: ikinci kistmda Bilgi Erisim ve toke-
nization alanlarinda yapilan ilgili calismalardan bahsedilmektedir. Ugiincii kisimda Bilgi
Erisim sistemi ile ilgili genel bilgiler anlatilmaktadir. Dordiincii kisimda karakter kodla-
masindan bahsedilmektedir. Begsinci kisimda deneysel degerlendirme i¢in kullandigimiz
veri setleri, araclar ve yontemleri iceren deneysel metodoloji anlatilmistir. Altinct kistmda
elde edilen deneysel sonuglar gosterilmistir. Yedince ve son boliimde elde etti§imiz bul-

gularin genel degerlendirmesi yapilmistir.



2. ILGILI CALISMALAR

Tokenization, metin igleme barindiran (Bilgi Erisimi, metin siniflandirma, dogal dil
isleme vb.) konularda kritik bir 6neme sahiptir. Tokenization, bir metnin “belirli bir anlami
olan herhangi bir karakter dizgisi (token)” yani anlamli kistmlara boliinmesinin prosedii-
ridiir. Bagka bir deyigle bir metni par¢alama bi¢imidir ve hem dokiimanlar hem de sor-
gular lizerinde calistirilan ilk adimdir. Uysal ve Giinal (2014) iki farkli tokenization yon-
temini metin siniflandirma baglaminda degerlendirmislerdir [48]. Kullandiklar1 tokeniza-
tion tiirlerden birisi sadece harflerden olusan (6r. biyomedikal) karakter dizisini dikkate
alindig1 alfabetik tokenization yontemidir. Digeri ise harf ve rakamlarin (6r. ISO14001)
dikkate alindig1 alfa numerik tokenization yontemidir. Bu ¢alismada alfabetik tokeniza-
tion yontemi kullanildigr durumda, "1st, 2nd ve 3rd" gibi sayisal terimleri "st, nd, rd"
seklinde tokenlara ayirarak terimlerin anlamsal giiclerinin yitirilmesine sebep oldugunu
ama alfa niimerik tokenization kullanildig1 durumda bdyle bir problemin olmadigin1 goz-
lemlemiglerdir. Biyomedikal Bilgi Erisimi alaninda tokenization’in etkisi Jiang ve Zhai
(2007) tarafindan incelenmistir [25]. Bu alandaki veri enzim adlari, Latince kimyasal ve
organik bilesenlerden olugmaktadir (6r. 1,25-dihydroxyvitamin ve dead/h). Kuskusuz bu
tiir veri iizerinde tokenization daha da 6nem kazanmaktadir. Yaptiklar1 ¢calismada biyome-
dikal metinlerin normal metinler gibi sadece bosluklara gore tokenlara ayirmanin, sorgu-
belge eslesmesinde olumsuz etkilerinin oldugunu, bu yiizden biyomedikal metinler i¢in
uygun tokenization yontemleri kullanmanin daha iyi oldugunu gézlemlemislerdir.

D.Roy ve arkadaslar1 (2018) WT10G, GOV2 ve ClueWeb gibi Web dokiiman ko-
leksiyonlar: iizerinde yaptiklar1 ¢aligmada, dokiimanlarda bulunan HTML ve meta etiket
verilerinin indekse dahil edilmesi veya edilmemesi durumlarinda standart Bilgi Erisim
modellerinin bagarim sonuglarina etkisini incelemislerdir [44]. Calismalarinda, her ko-
leksiyon i¢in "Full indeks" ve "Clean indeks" olmak tizere iki farkli indeks olusturmusg-
lardir. "Full indeks", koleksiyondaki tiim dokiimanlarin orijinal halleri (tim HTML ve
meta etiketleri de dahil ) indekse eklenerek olusturulmustur. "Clean indeks" ise, dokii-
manlardaki HTML ve meta etiket verilerini kaldiran bir 6n isleme metodu uygulanarak
olusturulmustur. Olusturulan bu iki farkli indeks, farkli Bilgi Erisim modelleri (Language
model-Jelinek-Mercer smoothing, Language model-Dirichlet smoothing, BM25, Diver-
gence from Randomness) iizerindeki basarim sonuglarina gore kiyaslanmistir. Elde ettik-
leri sonuglarda, cogu Bilgi Erisim modelinde dokiimanlarin indekslenmeden énce HTML

ve meta etiketlerden temizlenmesinin daha iyi oldugunu ancak bazi modellerde bu isle-



min basarima olumsuz etki yaptigin1 gdzlemlemislerdir. Giiriiltii olarak goriilen HTML
ve diger meta etiketler, bir sorgu-belge eslesmesine katilamayabilirler, ancak belgenin
uzunlugunu artirarak dolayl olarak belge siralamasini degistirebilmektedirler.

Terrier’in! varsayilan Ingilizce tokenizer'1 [a — 24 — Z_0 - 9] kuralina gore ¢ali-
sir. Terrier’in Bilgi Erisimi aracini kullanan akademik ¢alismalarda bu varsayilan toke-
nizer’mn kullanildigin1 (aksi yazarlar tarafindan belirtilmemisse) soyleyebiliriz. Ornegin
Ilker Kocabas ve arkadaslar1 (2013) yaptiklar1 otomatik terim agirliklandirma yonteminin
deneylerinde Terrier’in varsayilan tokenizer’im1 kullanmislardir [26]. Yine M. Catena ve
arkadaglar1 (2014) farkli modern tam say1 sikistirma algoritmalarin1 deneyerek modern
bir Bilgi Erisimi sistemine entegre ettikleri calismada Terrier’in varsayilan tokenizer’ini
kullanmuslardir [13].

Yaptigimiz aragtirmalar kadariyla, Web Bilgi Erisim derlemleri iizerinde [a — zA -
Z_0-9] dis1 icerigin olup olmadigint kontrol eden bir ¢caligma bulunmamaktadir. Dahas,
bu igerik [a — zA — Z_0 - 9] gibi bir tokenization yonteminde yok edilmektedir. Web say-
falarindan olusan veri setlerinin iceriginde her sey olabilmektedir. Web sayfalari, makale
ozetleri gibi kontrollii/diizenli bir alan degil, aksine kaotik bir yapiya sahiptir. Bir sayfa
birden fazla dilde icerik bulundurabilir ya da sadece rakamlardan olusmus sayfalardan
olusabilmektedir. Bu ¢alismada Web dokiimanlarindan olusan Ingilizce veri setlerinde
bulunan Latin dis1 alfabelerle yazilmis icerigin nasil ele alinacag tizerine ¢alisilmistir ve
bunun Bilgi Erisimi basarimi iizerindeki etkisi incelenmistir. Gortildiigii gibi tokenization
gbdzden kacan bir bilesen oldugu i¢in bu bilesenle ilgili cok fazla bir caligma bulunma-

maktadir.

'mttp://terrier.org/



3. BILGI ERISIMI

Bu boliimde, geleneksel bir Bilgi Erigsim sisteminin yontemleri, modelleri ve deger-
lendirmesi anlatilmaktadir. Daha spesifik olarak, boliim 2.1°de tipik bir Bilgi Erisim sis-
teminin genel yapis1 ve asamalarindan bahsedilmektedir. Indeksleme asamas1 ve bu asa-
mada yapilan 6n iglem siirecleri; tokenization, kiiciik harfe doniistiirme (lowercase con-
version), durak kelimeleri ayiklama (stopword removal) ve govdeleme (stemming) gibi
on islemler boliim 2.2°de anlatilmaktadir. Boliim 2.3’te sorgu formiilasyonundan bahse-
dilmektedir. Boole modeli, vektor uzayr modeli ve cesitli olasilik yaklasimlari dahil olmak
tizere boliim 2.4’de Bilgi Erisim modelleri tanitilmaktadir. Boliim 2.5°te yeniden siralama
anlatilmistir. Bilgi Erisimi’nin degerlendirilmesi ve degerlendirme Slgiitleri boliim 2.6’da

ele alinmagtir.

3.1. Giris

Bilgi Erigimi, bilgisayar tarihinde koklii bir aragtirma alanina sahiptir. "Bilgi Eri-
sim" terimi, Mooers tarafindan 1950’lerin baglarinda tiretilmistir. Bilgi Erisimi, genel-
likle geleneksel veri alimina paralel bir esdeger olarak goriilmektedir, ancak bunun yerine
dogal dil sorgularin1 kullanarak yar1 yapilandirilmis veya yapilandirilmamis bilgi kiime-
lerinden bilgi almakla ilgilenmektedir. Bilgi Erisimi, biiyiik koleksiyonlardan bir bilgi
thtiyacim kargilayan yapisal olmayan bir materyali (genellikle dokiimanlari) bulma isle-
midir [35]. Burada asil amag kullanicinin ihtiya¢ duydugu bilgiye ulagsmasini saglamaktir.
Kullanicinim bilgi ihtiyacinin karsilayan belgelere ilgili (relevant) belge denir. Ideal bir
Bilgi Erisim sisteminin yalnizca ilgili belgeleri getirmesi beklenmektedir. Ancak, bunun
gibi mitkkemmel Bilgi Erisim sistemleri mevcut degildir, ¢linkii arama ifadeleri mutlaka
eksiktir ve alaka diizeyi kullanicinin 6znel goriisiine baghdir. Iki kullanic1 ayn1 sorguyu
bir Bilgi Erisim sistemine yonlendirebilir ve alinan belgeler tizerinde farkli kararlar vere-
bilir.

Bir Bilgi Erisim sistemi birbiriyle etkilesime giren birka¢ iglemden olusur: (7) in-
deksleme, (i7) sorgu formiilasyonu, (:2) eslestirme ve (¢v) yeniden siralama. Sekil 3.1°de

bu siire¢ gosterilmektedir.
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Sekil 3.1. Bilgi Erisim siireci

3.2. Indeksleme

Bir dosya sisteminde, belgeler arasinda dogrusal arama yapmaktan kagcinmak icin
verilerin 0zel olarak tasarlanmig veri yapilarinda saklanmasi gerekir. Belgelerin dogrusal
taranmas1 ¢ok yavas bir islem oldugundan, eslestirme iglemini hizlandirmak icin belge-
lerin ters bir dizine kaydedildigi ¢evrimdis1 bir islem gerekmektedir. Ters indeks, kolek-
siyon iizerinde hizli arama yapilmasim saglayan en cok kullanilan veri yapisidir. Ters
indeks koleksiyondaki tiim benzersiz kelimeleri iceren terimler sozliigiinii tutmaktadir.
Ters bir indeksin temel yapis1 Sekil 3.2’de gosterilmistir. Her terim i¢in, hangi belgelerde

bulundugunu ve belgedeki pozisyonlarimi kaydeden bir kayait listesi vardir.
3.21 Onisleme

Indeksleme islemi oncesinde belgeler, Bilgi Erisim basarim iizerinde 6nemli bir
etkisi olan bazi 6n isleme adimlarindan gecmektedir. On isleme, genellikle belgedeki gii-

riltilyli gidermek i¢in yapilir, boylece metin terimler listesine doniistiiriiliir.



DI k Terim |Frekans Dokiiman
agaci 1 D2: <23>
Elma yemek ¢ok sagliklidir. — | burada 1 D2: <1>
¢ok 2 D1: <12>;D2<8>
D2 elma 2 D1: <1>;D2: <18>
B fazla 1 D2: <12>
Burada ¢ok fazla elma agaci var. ___, |saglikhdir 1 D1: <16>
yemek 1 D1: <6>
var 1 D2: <29>
Dokiiman Sozliik ve kayit listesi

Sekil 3.2. Ters indeks ornegi

Metin 6n isleme genel olarak su adimlardan olusur: tokenization, kiigiik harfe do-
niistiirme (lowercase conversion), durak kelimeleri ayiklama (stopword removal) ve gov-

deleme (stemming).

3.2.1.1 Tokenization

Tokenization, bir metnin igerik akisini sozciiklere, terimlere, sembollere veya token
olarak adlandirilan diger anlamli 6gelere bolme iglemidir. Bilgi Erisim siirecinde onemli
bir adimdir. Tokenization, metinsel bilgilerin birbirinden ayr1 kelimelere boliinmesine yar-
dimc1 olur.

Bazi sistemlerde, ciimleleri sadece bosluklara gore bolmek yeterli olurken, baz1 sis-
temlerde daha sofistike bir tokenizera ihtiya¢ duyabilir (0r., e-posta adreslerinin taninmasi
ve bunlarin bir token olarak tutulmasi gibi). Ancak, tokenization islemi, kelime sinirla-
rinda bosluk kullanmayan diller i¢in daha sikintili olabilir (6r., Cince, Japonca, Tayca).
Bu dillerde, tokenization’in gorevi i¢in kelime segmantasyonu (word segmentation) kul-

lanilmalidir.

3.2.1.2  Kiiciik harfe cevirme (Lowercase Conversion)

Kiiciik harfe cevirme, tiim alfabetik belirtecleri kiiciik harfe doniistiirme iglemidir.
Her zaman kii¢iik harfleri kullanmak en 1yisidir, ¢linkii kullanicilar genellikle dogru yazim
kurallarindan bagimsiz olarak kiiciik harf kullanmaktadirlar. Ornegin, bir ¢ok kullanici

"Ferrari" arabasina arayacaklar1 zaman "ferrari" seklinde yazarak bir arama gerceklesti-



receklerdir. Ayrica, bir ciimlenin baglangicindaki "Otomobil" 6rneklerinin bir "otomobil"

sorgusuyla eslesmesini de saglamaktadir.

3.2.1.3 Durak kelimelerin kaldurilmas: (Stop words removal)

Bir belgede binlerce kelime vardir ve kullanic1 bakis agisina gore her kelime esit
derecede oneme sahip degildir. Kelimelerin bazilari, sadece gramer gereksinimlerinden
dolay1 kullanilmaktadir. Genel olarak, bu kelimeler siklikla belgede goriiliir ve belgenin
hicbir bilgisine katkida bulunmaz (6r., edatlar, zamirler, baglaclar). Yiiksek siklikta olma
nedeniyle, Bilgi Erisim’deki varliklar1 belgelerin igeriini anlamada engel teskil edebil-
mektedir. Bu son derece sik kullanilan kelimeler (6r., “ for”, “the”, “of”) durak kelimeler
(stop words) olarak adlandirilmaktadir. Bu kelimeler genellikle indeks iglemi 6ncesinde
yapilan 6n islem siirecinde igerikten ¢ikarilip indekse dahil edilmemektedir. Bu igslemin
indeks ve arama siirecini hizlandirmasi gibi avantajlar1 olmasina ragmen, baz1 dezavantaj-
lar1 da olabilmektedir. Ornegin, “Let it be”, “To be or not to be” gibi durak kelime iceren

sorgularin aranmasinda problem teskil etmektedir.

3.2.1.4 Govdeleme (Stemming)

Govdeleme, kelimelerin morfolojik koklerine indirgenmesidir. Govdeleme’nin ar-
kasindaki hipotez, ayn1 kok veya sozciik kokiine sahip kelimelerin genellikle metin icin-
deki ayn1 veya nispeten yakin kavramlari tanimlamasidir. Bu, Bilgi Erisimi i¢in metin
islemede yaygin olarak kullanilan bir islemdir. Cogul ve ge¢cmis zaman ekleri, bir sorgu
terimi ile ilgili bir belge terimi arasinda miikemmel bir eslesmeyi Onleyen soz dizimsel
varyasyon Ornekleridir. Govdeleme algoritmalari, morfolojik tiirevleri tanimlayarak ben-
zer terimleri ortak bir kok formuna indirger. Ornegin, “likes, liked, likely, liking” hepsi
“like” kelimesine indirgenir. Bilgi Erisim de kullanilmak iizere pek ¢ok govdeleme al-
goritmasi onerilmistir, en yaygin kullanilant Porter stemmer [38] *dir. KStem [28], Porter
stemmer igin daha az agresif bir alternatif olan Ingilizce icin yaygin olarak kullanilan bir

diger govdeleme yontemidir.



3.3. Sorgu Formiilasyonu (Query Formulation)

Sorgu formiilasyonu, bagarili bir Bilgi Erisim’inin énemli bir parcasidir. Bilgi ih-
tiyaci ile Bilgi Erisim sistemine gonderilen gercek sorgu arasinda bir farklilik vardir.
Mesela bilgi ihtiyact: “Ev dekorasyonu i¢in hangi iriinler var?” sorgusu “ev dekoras-
yon iirlinler” seklinde sorgulanabilir. Baz1 arama sistemleri, kullanicilarina geri bildirim
saglayarak sorgu formiilasyonlarinda rehberlik eder; 6rnegin, ticari arama motorlarinin

“bunu mu demek istediniz?" ozellikleri gibi.

3.4. Bilgi Erisim Modelleri

3.4.1 Boolean modeli (Boolean Model)

Boolean modeli, en eski Bilgi Erisim modellerinden biridir. Bu model, Boole cebri
ve kiime teorisine dayanmaktadir. Boolean modeli, sorgu terimlerini birlestirmek icin Ge-
orge Boole’nin matematiksel mantik operatorlerini (VE, VEYA, DEGIL) kullanmaktadir.
Bu modelde, koleksiyondaki bir belgede, sorgu terimlerinin belgede goriiniip goriinme-
digi goz oniine alinarak, verilen sorgu ile alakali veya alakasiz oldugu degerlendirilir.

Bu model siralama mekanizmasindan yoksundur. Belgeler alinir veya alinmaz, an-
cak sonu¢ kiimesindeki belgeler siralanmaz. Bu nedenle, tiim belgelerin esit derecede
onemli oldugu kabul edilir. Ikili karar sistemi kullandig1 igin, alaka diizeyi arasindaki farki
ayirt edemez ve kismi eslesmeleri geri getiremez. Bu nedenle, Baeza-Yates ve Ribeiro-
Neto tarafindan bir bilgi alma modelinden cok veri alma modeli olarak kabul edilmektedir

[39].

3.4.2 Vektor uzay modeli (Vector Space Model)

Vektor Uzay Modeli, belgeleri belirli bir sorguya uygunluk sirasina gore siralamak
icin ikili olmayan bir agirliklandirma sistemine dayanmaktadir. Her terime, her belgeye
gore bir agirlik verilmekte ve her belge daha sonra bu agirliklarin n-boyutlu bir vektorii
ile temsil edilmektedir. Burada n, belge koleksiyonundaki tekil terim sayisidir.

Salton ve McGill [45] belge gosterimlerini ve sorguyu yiiksek boyutlu bir Oklid

uzayinda tanmimli vektorler olarak kabul etmistir. Her bir terim ayr1 bir boyutla temsil



edilir, boylece uzayin boyutu, indeksteki toplam benzersiz terim sayisina esittir. Bir sorgu
ve bir belge arasindaki benzerlik daha sonra kendi vektorleri arasindaki aginin kosiniisii
olarak hesaplanir. Denklem 3.1, iligkiyi tahmin etmek i¢in kullanilan iki vektor d ve q

arasindaki ¢ acisinin kosiniistidiir.

—

- g N g «q
score(d,q) =cos(f) = _)d q Yim1 di x g

= 3.1)
(d| x| 7] VIN(d)? x VI (4:)?2

Burada cos(0°) = 1 ve cos(90°) = 0 oldugu dikkat edilmelidir. Vektor uzay mode-
linde, vektor bilesenlerinin degerleri tanimlanmamigtir. Vektor bilesenlerine uygun agir-
liklarin atanmasi sorunu, terim agirhklandirma (term weighting) olarak bilinir. Muh-
temelen en iinlii terim agirliklandirma, belge ici terim frekansi ¢ f ve ters belge frekansi
tdf’nin bir birlesimi olan ¢ f - idf agirliklaridir. tf-idf agirliklandirma semasi tarafindan
D belgesinde ¢ terimine verilen agirlik Denklem 3.2°de verilmistir. /V, koleksiyondaki

toplam belge sayis1 ve df (t) ise belge sikligidur.

N
weight(t, D) =tf(t,D) x log, 70 3.2)

3.4.3 Olasilik modeli (Probabilistic Model)

Olasilik modeli, belgeler alakaya uygunluk olasiliklarina gore siralandiinda, opti-
mum performansin elde edildigini belirten Olasilik Siralama ilkesine (OSI) (Probability
Ranking Principle) dayanmaktadir [41]. Bu da, ilgili ve ilgisiz belgelerde terimlerin da-
gilimina dayanarak tahmin edilir. Bu nedenle, bu model belge kiimesi iizerinde en uygun
siralamay1 saglamakla ilgilenmektedirler. Bu model, koleksiyonlardaki belgeleri P(R|D)
alaka diizeyini azaltmak igin siralar, yani belge D ’ye verilen alaka R olasiligidir. OSi'nin
genel formu, Robertson ve Jones [42] tarafindan Onerilen ve RSJ modeli olarak adlandi-

rilan model Denklem 3.3’te verilmistir.

3.3)

B ~ P(D;=1|R)- P(D; = 0|R)
S@ D)y =los PURIDY = 2. D, =0lR) P(D = 117)

Burada R, {R, R} degerlerini alan , R= ilgili ve R= ilgisiz olan, rastgele bir degis-
kendir. P(R) , ilgililik olasihgm gosterirken, P(R) ise ilgisizlik olasihgim gostermek-

tedir. Dy, {0, 1} degerlerini alan rastgele bir degiskendir; D; = 0, D belgesinin ¢ terimini
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icermedigi ve D, = 1 ise D belgesinin ¢ terimini icerdigi anlamina gelmektedir. Dola-
yisiyla, P(D; = 1|R), D belgesinin alaka diizeyi verilen t terimini icerme olasiligidur.
Robertson ve Walker [43] bu dagitimlar i¢in 2-Poisson modelini benimsemistir ve halen
en iyi performans gosteren terim agirliklandirma algoritmalarindan biri olan iinlii Okapi
BM25 terim agirliklandirma modelini gelistirmiglerdir.

BM25 modeli, asagidaki formiilii kullanarak bir belge-sorgu ¢iftini puanlar:

score(D, Q) = Z IDF(t). tfip- (ki+1)

teQnD tft,D+k1'(1‘b+b'a|£iu)

3.4

Burada k; ve b, sirasiyla terim-frekans etkisini ve belge uzunlugu normalizasyonunu kont-
rol eden serbest parametrelerdir. BM25 iki serbest parametre (k; ve b) icerdiginden, as-

linda her durumda bir dizi agirliklandirma semasini temsil etmektedir.

3.4.4 Dil modeli (Language Model)

Dil modeli [37], terim olusumlariyla ilgili olasiliklar1 kullandigindan olasilikli Bilgi
Erisim modelleri ailesinin bir pargasi olarak goriilebilir. Bununla birlikte, verilen 6rnek
bir sozlii climlede en olas1 kelime sirasini tahmin etmeye ¢alisan konugma tanima teknik-
lerinden elde edilir. Bilgi Erisim alaninda, bu model belgeleri dil modelleri olarak goriir
ve belirli bir dil modelinin verilen sorguyu tiretme olasiligini tahmin eder.

Dil modellerinin Bilgi Erisimine uygulanmasi [22, 29, 37], aslinda otomatik ko-
nusma tamima alanindan alinan bir yeniliktir. Bilgi Erisim’de, dil modeli yaklagiminda
her belgenin kendi dil modeli vardir. Ardindan sorgunun bu dokiiman tarafindan olustu-
rulma olasilig1, her dokiiman i¢in dil modeli ile hesaplanir. Bir unigram modelinde, bu
islem, Denklem 3.5’de verilen, bireysel terimlerin olasiliklarinin ¢arpimidir. Daha sonra

bu olasilik verilen bir sorgu icin belgeleri siralamak i¢in kullanilir.

P(teQ|D)=]]P(t:D) where P(tD)= tfp

3.5)
te@ |D|

Ancak bu denklem, tiim sorgu terimlerini icermeyen bir belgeye sifir olasilik atar
(t € Q). Sifir olasiliktan kaginmak i¢in genellikle piiriizsiizlestirme (smoothing) ad1 veri-
len bir yontem kullanilir, burada sifir olmayan bir olasilik, puanlanan belgede olusmayan

herhangi bir terime atanir.
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3.4.5 Rastlantisalliktan farkhihik (Divergence from randomness)

Bilgi edinmenin olasiliksal modellerini tiiretmek icin Amati ve Van Rijsbergen [6]
tarafindan bir cergeve sunulmustur. Bu modeller, dil modeli yaklasiminda elde edilen
parametrik olmayan Bilgi Erisim modelleridir. Terim agirliklandirma modelleri, gercek
terim dagiliminin, rastgele bir iglem altinda elde edilenden farkliliginin Sl¢iilmesiyle tii-
retilir. Rastlantisalliktan Farklilik modelinde, bir belgenin 6nemli terimlerinin, frekans-
lar1 Poisson, Hyper-Geometric, Bose-Einstein gibi temel bir rastgelelik modeli tarafindan
Onerilen frekanstan ayrilan terimler oldugu varsayilmaktadir. En popiiler Rastlantisallik-
tan Farklilik modellerinden biri, 6zellikle yiiksek hassasiyetli islerde etkili olan PL2’dir.
PL2, normalize edilmis terim frekansi (¢ fn) dagilimlari i¢in bir Poisson dagilimini varsa-
yar ve Denklem 3.6’da verilen Normalizasyon 2’yi, belge i¢i terim frekansi (¢ f; p). olarak

kullanir.

tfn=tft7D-log2(1+c-a|Ule) 3.6)

Burada c, serbest bir parametredir ve avdl, koleksiyondaki ortalama belge uzunlugudur.

PL2 modeli, asagidaki formiilii kullanarak bir belge-sorgu c¢iftini puanlar:

PL2(D,Q)= > (tfn-log, thn+()\—tfn)-log2e+0.5-10g2(27r-tfn)) 3.7)

teQnD tfn +1

Burada ) bir Poisson dagiliminin varyansi ve ortalamasidir. A, koleksiyon icindeki terim

sikliginin koleksiyondaki toplam dokiiman sayisina boliinmesiyle elde edilir.
3.4.6 Bilgi tabanh modeller (Information-based models)

Bilgi Erisimi icin bilgi tabanli modeller ailesi, Clinchant ve Gaussier [16—18] tara-
findan ortaya koyulmustur. Bu modeller, bir kelimenin belgedeki davranislarindaki ve ko-
leksiyon seviyelerindeki fark, belgedeki kelimenin anlamiyla ilgili bilgi getirir hipotezine
dayanmaktadir. Modelin en basarili 6rneklemesi Denklem 3.8’de verilen, normallestiril-

mis terim frekansi (¢ fn) dagilimlart icin bir log-lojistik dagilim varsayan LGD’dir.
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At avdl
LGD(D,Q) = tE;D—log( N tfn) where tfn==tfp-log,(1+c- W) 3.8

3.4.7 Bagmmsizhiktan farkhilik (Divergence from independence)

Kocabas, Dinger ve Karaoglan [26], belgelerin terimlerden bagimsizlik derecesini,
bunlarin ortaya ¢ikma sikliklar: bakimindan 6l¢gmelerine dayanan, otomatik bir terim agir-
liklandirma yontemi ortaya koymuslardir. Bagimsizliktan farklilik, saglam temelli bir is-
tatistiksel teoriye sahiptir. Bu model, verilen bir belgede D, ¢ teriminin beklenen terim
frekansini hesaplar. Dokiiman koleksiyonu, dokiiman uzunlugu |C| olan tiim koleksiyo-
nun toplam terim sayisi olan biiyiik bir dokiiman C' olarak kabul edilir. ¢ terimi, uzunlugu
|C| olan yapay belgede tf(¢,C') kez goriiliir. Oran orant1 kullanilarak, beklenen bir terim
siklig1 , Denklem 3.9°daki gibi hesaplanir. Daha sonra, beklenen terim frekansi e, gercek
belge i¢i terim siklid1 tf(¢, D) ile karsilagtirilir. Eger ¢ f(t,D) < e ise, sifir puan verir.

tf(t,C) e

F ___ 3.9
D 39

Her biri farkli temellere dayanan ti¢ temel Bagimsizliktan farklilik 6l¢timii vardir:

* DFIB= log, (% + 1) doymus bagimsizlik modeline dayali (saturated model
of independence)

* DFIC= log, (M + 1) normallestirilmis ki kare mesafesine dayanan (nor-

malized chi-squared distance from independence)

* DFIZ=log, (% + 1) standardizasyona dayanan (standardization)
3.5. Yeniden Siralama

Yeniden siralama, eslestirme isleminden sonra uygulanan bir islemdir. Eslestirme
stirecinde, standart terim agirliklandirma modeli (PL2, BM25 vb.), belirli bir sorgu icin
bir belge listesi dondiiriir. Referans terim agirliklandirma modeli tarafindan dondiiriilen
listedeki en 1yi K belgelerinin makine 68renme tekniklerini kullanarak yeniden siralan-

masina, Siralamay1 Ogrenme (Learning to Rank) [31] denir. Siralamay1 6§renme, bir 6r-
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nek belge i¢in ¢ikarilan cesitli 6zelliklerin etkin 6grenilmis modellere dagitilmasini igerir
ve bu daha sonra yeniden siralamak i¢in kullanilir [34]. Etkili bir 6grenme modelinde
bir¢ok ozellik bir araya getirilmistir. Bunlar hem sorgudan bagimsiz belge ozellikleri (ge-
len baglantilar, URL derinligi, vb.), hem de sorguya bagli olan belge 6zellikleri (baslik,
govde, baglanti metni vb.) [34]. Siralamay1 68renme, Bilgi Erisim toplulugunda dnemli
bir ilgi kazanmugtir, verilen bilgiyi siralama yontemleriyle gelistirmek ve karsilastirmak

icin bir ¢ok arastirma yapilmistir [47].

3.6. Bilgi Erisiminde Degerlendirme

Bilgi Erisim sistemlerinin degerlendirilmesi, bir sistemin, kullanicilarinin bilgi ge-
reksinimlerini ne kadar 1yi karsiladigin1 degerlendirme siirecidir [51]. Bilgi Erisim deger-
lendirme forumlari, test koleksiyonlar1 olusturur ve Bilgi Erisim sistemlerinin standart bir
sekilde degerlendirilmesini saglar. Bunlardan bazilar1 Tablo 3.1°de listelenmigtir. Bun-
lardan en popiileri, NIST ve ABD Savunma Bakanlig1 tarafindan ortaklasa diizenlenen
TREC’dir [52].

Bilgi Erigim sistemlerini karsilastirmali olarak degerlendirmek icin, geleneksel TREC
stili (Cranfield paradigmasi olarak da adlandirilir) degerlendirme metodolojisi benimsen-
migtir. Degerlendirme metodolojisinde, bir belge koleksiyonu, bir dizi bilgi gereksinimi
(konular veya sorgular) ve hangi belgelerin hangi konularla alakali oldugunu gosteren bir

dizi uygunluk degerlendirmesi (dogru cevaplar) olmasi gerekmektedir.

Tablo 3.1. Bilgi Erisim degerlendirme forumlari

Forum | Isim Referans
TREC | Text Retrieval Conference trec.nist.gov
CLEF | Conference and Labs of the Evaluation | www.clef—-initiative.eu
Forum
FIRE | Forum for IR Evaluation fire.irsi.res.in
NTCIR | NII Testbeds and Community for ntcir.nii.ac.jp
Information Access Research

Bir bilgi ihtiyacinin bir 6rnegi ve ornek konunun sorgu alaka diizeyi kararlarindan
bir kismi sirastyla Tablo 3.2 ve Tablo 3.3’te verilmistir.

Sorgu alaka diizeyi kararlar1 dosyas1 dort siitundan olusur: TOPIC #, ITERATION,
DOCUMENT # ve RELEVANCY.
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1. TOPIC# konu numarasidir.

2. ITERATION geri besleme yinelemedir. (neredeyse her zaman sifirdir ve kullanil-

maz)
3. DOCUMENT# resmi belge tanimlayicisidir.

4. RELEVANCY 1°den kii¢iik oldugu zaman ilgisiz oldugunu ve 0’dan biiyiik oldugu

zaman ilgili oldugunu gosterdigi bir tam say1 kodudur.

Alaka diizeyi etiketleri (Relevance labels), ikili (1= ilgili veya 0= ilgisiz) veya de-
recelendirilmis (2= yiiksek derecede alakali; 1= alakali; O= alakali olmayan; -2= spam /

Onemsiz) olabilmektedir.

Tablo 3.2. Bilgi Ihtiyaci 6rnegi

<topic number="250" type="single">
<query>ford edge problems</query>
<description>
What problems have afflicted the Ford Edge car model?
</description>
</topic>

Tablo 3.3. Sorgu alaka diizeyi karar ornegi (Query Relevance Judgements)

250 0 clueweb12-0704wb-77-25051 1

250 0 clueweb12-0705wb-39-02251 0

250 0 clueweb12-0813wb-43-02321 0

250 0 clueweb12-0815wb-63-08988 2

3.6.1 Degerlendirme olciimleri

Bilgi Erisim etkinligini 6lgmek icin cesitli degerlendirme Olciimleri Onerilmistir.

Kesinlik (precision) ve hassasiyet (recall) Bilgi Erisim etkinliginin iki ana ol¢iisiidiir.

15



Kesinlik, alinan ilgili belgelerin, alinan tiim belgelere orani iken, hassasiyet, alinan ilgili
belgelerin, koleksiyondaki ilgili belgelere oranidir. Yani kesinlik, "getirilen bilginin ne
kadari, istenilen bilgiyle ilgilidir?" sorusunun, hassasiyet ise, "getirilmesi gereken bilginin
ne kadari getirilmistir?" sorusunun cevabidir. Ornegin, bir sistem yalnizca bir tanesi ilgili
olan iki belge verirse, o sistemin kesinlik %50 (1/2) olur. Ancak, s6z konusu koleksiyonun
toplamda 10 ilgili dokiiman varsa, hassasiyet %10 (1/10) olacaktir.

# konuyla tlgili alinan belgeler (3.10)

kesinlik (precision) = 4 alinan belgeler

# konuyla ilgili alinan belgeler (3.11)

h et i) =
assasiyet (recall) # koleksiyondaki ilgili belgeler

F-measure, kesinlik ve hassasiyetin harmonik ortalamasidir.

P 2 ~p7“e.ci'sz'0n -recall (3.12)
precision + recall

Mean Average Precision (MAP): Sabit bir siradaki kesinlik (precision) k (P@Fk), ilgili
belgelerin en 1yi sonuclar arasinda elde edilen oramdir, 6rnegin, ilk 20 siradaki Kesinlik
(P@20) seklinde ifade edilmektedir. Ortalama kesinlik (Average precision (AP)), alinan
her belgenin alinmasindan sonra hesaplanan kesinlik puanlarinin ortalamasidir, alinmayan

ilgili belgelerin kesinligi i¢in sifir kullanilir [10].

L Y PQrank(r), (3.13)

AP(q) = R
ql reRy

burada R, ¢ sorgusu ile ilgili belgeleri temsil eder.

Tiim sorgu kiimesinde (q € ()), AP ortalamasi alindiginda, MAP elde edilir. MAP,
ikili alaka diizeyi de8erlendirmeleri i¢in standart bir 6l¢iimdiir. Daha yakin zamanlarda,
NIST teki belge-sorgu ciftlerini degerlendirmek icin alti puanli derecelendirme 6lcegi (4,
3,2, 1,0, -2) kullamlmistir ve detayl aciklamalar1 TREC 2014 Web Track raporunda
anlatilmistir [19]. Burada ilgililik dereceleri 1, 2, 3, 4 ilgili, 0 / -2 dereceleri konuyla

ilgisiz olarak degerlendirilmektedir.

Normalized Discounted Cumulative Gain (NDCG@£k) : NDCG@F, dereceli alaka

kararlarini yerine getirebilen yaygin olarak kullanilan bir 6l¢iidiir [24]. & sirasindaki DCG
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Denklem 3.14’°deki gibi hesaplanir:

k
DCGak=Y ————

3.14
= 1092(1 + z) ( )

burada g, ¢. siradaki belgenin alaka derecesidir. NDCG, Denklem 3.14’in normallestiril-

DCGQk

mig stiriimiidiir ve ——=====

formiilii ile hesaplanir.
3.6.2 Olcii hesaplama icin degerlendirme komut dosyalar

TREC organizatorleri tarafindan saglanan diger bir nemli bilesen, bir Bilgi Erigim
etkinligini hesaplamak i¢in kullanilan standart degerlendirme araclaridir. Bu bilegen, Bilgi
Erisim etkinliginin 6l¢iimiiniin hesaplanmasinda, bir standart belirlemek icin 6nemlidir.
En yaygin degerlendirme araglar1 asagidaki gibidir:

trec_evall, verilen sonug dosyasi ve standart bir degerlendirilmig sonug kiimesi
(grels) g6z Oniine alindiginda, Bilgi Erisim calismasini degerlendirmek tizere TREC or-
ganizatorleri tarafindan yayinlanan ilk degerlendirme aracidir.

gdeval.pl, trec-web 20142 indirilebilen NDCG@F 6l¢iilerini hesaplamak i¢in
kullanilan bir degerlendirme aracidir.

statAP_MQ_eval_v4.pl3, TREC’in Million Query (MQ)* parcalarinda kul-
lanilan sorgu betigi kararlarinin geleneksel dort siitun grels dosya formati yerine bes
siitun prels dosya formati olarak yayinlandig1 degerlendirme script’idir. Prels dosya
formatinin beg siitunu sunlardir: TOPIC#, DOCUMENT#, ALGORITHM# ve INCLU-
SION_PROBABILITY.

'"http://trec.nist.gov/trec_eval/
http://github.com/trec-web/trec—web-2014
Shttp://ir.cis.udel.edu/million/statAP_MQ_eval_v4.pl
“http://trec.nist.gov/data/million.query.html
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4. KARAKTER KODLAMASI

Karakter kodlama, bir ¢esit kodlama sistemi kullanilarak olusturulmus karakter grup-
larii temsil etmektedir. Kullanildigi baglama bagli olarak karakterlere karsilik gelen kod
noktalart ve bunlarin olusturduklari kod alami seklinde tanimlanabilir. Bilgisayar orta-
minda her sey 0 ve 1 ile temsil edildiginden, bilgisayar ile metin islemleri yapabilmek
icin sayilarin belirli birer karakterlerle eslestirilmesi gerekmektedir. Bu yiizden metinsel
verilerin depolanmasi, islenmesi ve iletimi esnasinda karakter kodlamalar1 kullanilmakta-
dir. Karakterler kodlanirken, 6nceden belirlenmis uluslararasi standartlara uyulmasi, me-

tinlerin tiim diinyada elektronik olarak degistirilmesine olanak tanimaktadir.

ASCII (American Standard Code for Information Interchange)(Bilgi Degisimi I¢cin
Amerikan Standart Kodlama Sistemi): Harflerin bilgisayar ortaminda saklanmasi1 ve
taginmasi ile ilgili gelistirilen ilk sistem ASCII sistemi olmusgtur. Latin alfabesi tizerine
kurulu 7 bitlik bir karakter kiimesidir. 7 bit ile yazilabilen en biiyiik say1 127°dir ve 128
adet say1 (0 ile 127 aras1) temel noktalama isaretleri ve Amerikan Ingilizcesi harflerini
kodlamak i¢in yeterli olmustur. Latin alfabesi kullanan Avrupa iilkelerinin alfabelerindeki
"1,0,¢, 6 4, ®, £, ¥" gibi harflerin de kodlanmasi 1htiyaci ortaya ¢iktifindan genisletil-
mis ASCII denilen yeni bir sistem kullanilmustir. I¢inde binlerce farkli karakter barindiran
Cince veya Japonca gibi dillerin harfleri icin fazladan gelen 128 karakterlik kapasitenin

de yeterli olmas1 olanaksizdir. Bu yiizden ASCII sistemi yerini Unicode’a birakmugtir.

UNICODE : Unicode Konsorsiyum ! organizasyonu tarafindan gelistirilen ve her ka-
raktere bir say1 degeri karsilig1 atayan bir endiistri standardidir. Unicode’un amaci farkli
karakter kodlama sistemlerinin birbiriyle tutarli ¢calismasinm ve diinyadaki tiim yazim sis-
temlerindeki metinlerin bilgisayar ortaminda tek bir standart altinda temsil edilebilmesini
saglamaktir. Unicode, modern ve antik diinyanin tiim yazi sistemleri i¢in tiim karakterleri
kapsamakta ve ayn1 zamanda teknik semboller, noktalamalar ve metin yazarken kullanilan
bir¢ok karakteri de icermektedir.

Unicode da, karakterleri kodlamak icin birden ¢ok kodlama sistemi kullanmaktadir.
Unicode ile kullanilabilen en yaygin kodlama sistemleri UTF-8, UTF-16 ve UTF-32 dir.
UTEF-8, karakterleri temsil etmek i¢in 1 bayt ile 4 bayt arasinda degerler kullanmaktadir.

UTF-16, ek karakterler i¢in 4 bayt kullanirken bunun disindaki diger karakterler i¢in 2

'"http://unicode.org/consortium/consort.html
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bayt kullanmaktadir. UTF-32, tiim karakterler icin 4 bayt kullanmaktadir. Sekil 4.1°de

farkli karakter kodlama sistemleri gosterilmistir.

SSAN

2030 2063 2053 ZD4D /?,»'; ‘ux \
PPe———— \ :‘:@ﬁ (;,Q&(\
UTF-16 i 2D 30 2D 63 2D 53 2D 4D 00 21 é\

S
UTF-8 ) E2B480E2B5A3E2 85 93 £2 B5 8D 21

UTF-32 J.."j:- 00 00 20 30 00 00 2D 63 00 00 2D 53 00 00 2D 4D 00 00 00 21
v

Sekil 4.1. Karakter kodlama [23]

Unicode kendi bagina dilleri degil, diller i¢in grafik isaretler kiimesini (script) kod-
lamaktadir. Script, bir veya daha fazla yazi sisteminde metin bilgisini temsil etmek i¢in
kullanilan harflerden ve diger yazil isaretlerden olusan bir koleksiyondur. Ornegin, Rusca
Kiril script’inin bir alt kiimesi ile yazilirken, Ukraynaca farkli bir alt kiimesiyle yazil-
mistir. Japonca yazi sistemi birkac script kullanmaktadir. Birgok script (6zellikle Latin
script) ¢cok sayida dil yazmak icin kullanilmaktadir. Unicode, asagidaki script’lerle yazi-
labilecek tiim dilleri kapsamaktadir: Latin, Greek, Cyrillic, Armenian, Hebrew, Arabic,
Syriac, Thaana, Devanagari, Bengali, Gurmukhi, Oriya, Tamil, Telugu, Kannada, Ma-
layalam, Sinhala, Thai, Lao, Tibetan, Myanmar, Georgian, Hangul, Ethiopic, Cherokee,
Canadian Aboriginal Syllabics, Khmer, Mongolian, Han (Japanese, Chinese, Korean ide-
ographs), Hiragana, Katakana, and Yi.

Unicode karakter kodlamasinda her bir karaktere 16 bitlik birer kod verilmistir. Uni-
code kodlama sistemi kod bloklar1 seklinde diizenlenmistir. Tablo 4.1’te 6rnek unicode
kod blok araliklar1 verilmistir. Unicode karakter kiimesindeki ilk 65.536 kod noktas: Te-
mel Cok Dilli Diizlemi (Basic Multilingual Plane) olusturmaktadir. Unicode karakter seti
ayrica yaklasik bir milyon ek kod noktasi konumu i¢in alan icermektedir. Bu ikinci aralik-
taki karakterlere ek karakter (supplementary characters) denilmektedir ve "surrogate" bir
UTF-16 kod degeridir. UTF-16 i¢in, tek bir ek karakteri temsil etmek i¢in bir "surrogate
pair" gereklidir. I1ki (high surrogate), U + D800 ila U + DBFF araligindaki 16 bitlik bir
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kod degeridir. Ikinci (low surrogate), U + DCO0 ila U + DFFF araliginda bir 16 bit kod
degeridir. Surrogate mekanizmasini kullanarak, UTF-16 1.114.112 potansiyel Unicode

karakterlerini destekleyebilmektedir.

Tablo 4.1. Ornek Unicode kod bloklar

Kod blogu | Alfabe
0020 — 007F | Temel Latin
0100 — 017F | Latin Genisletilmis-A
0180 — 024F | Latin Genisletilmis-B
0370 — O3FF | Yunanca ve Kipti
0400 — O4FF | Kiril
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5. DENEYSEL METODOLOJI
5.1. Giris

Bu boliimde deneysel degerlendirme icin benimsedigimiz metodoloji aciklanmak-
tadir. Ayrica kullanilan veri setlerini, sorgu setlerini, analiz i¢in kullanilan degerlendirme

oOlciitlerini, terim agirliklandirma modellerini ve Apache Lucene anlatilmaktadir.

5.2. Veri Setleri

Deneysel analizler i¢in, ¢esitli boyut ve igerikte ¢ok sayida standart TREC Web ko-
leksiyonu lizerinde deneylerimizi gerceklestirdik. Metzler ve Kurland [36] tarafindan 6ne-
rilen ClueWeb(09 ve ClueWebl12 veri setleri ve GOV2 veri setini kullandik. ClueWeb09
veri seti, Ocak ve Subat 2009°da toplanan yaklasik 1 milyar Web sayfasindan olugsmak-
tadir. ClueWeb(09B, ClueWeb09A’ nin "Kategori B" kismi olan tiim veri kiimesinin ilk 50
milyon Ingilizce sayfasindan olusmaktadir. ClueWeb09B ve ClueWeb09A ayni1 konu se-
tini kullanmaktadir. ClueWeb12 veri seti, 10 Subat 2012 ve 10 Mayis 2012 tarihleri ara-
sinda toplanan 733,019,372 1ngilizce Web sayfasindan olugsmaktadir. ClueWeb12, Clu-
eWeb09 Web veri setinin tamamlayicis1 veya halefidir. ClueWeb12’nin dagitimi Ocak
2013’te baglanmistir. ClueWeb12-B13 veri kiimesi, tiim veri seti icerisinde bulunan her
bir dosyadan 14.belgeyi alarak olusturulmustur. Bu yiizden tiim veri setinin %7’sini tem-
sil eden bir 6rnegidir. GOV?2 veri seti, Bilgi Erisimi ve ilgili teknolojiler {izerinde yapilan
arastirmalar1 desteklemek icin yaklasik 25 milyon Web sayfasindan olugsmaktadir. Cogun-
lukla Ingilizce dili ile yazilmis .gov uzantili Web sayfalarindan 2004 yilinin baglarinda
toplanarak olusturulmustur [3]. Veri setlerine ait istatistiksel bilgiler Tablo 5.3 ve Tablo

5.4’de gosterilmektedir.

5.3. Sorgu Setleri

Bu boliimde deneysel ¢alismalarimizda kullandigimiz sorgu setleri anlatilmaktadir.

Kullanilan sorgu setleri TREC ve NTCIR organizasyonlari tarafindan olusturulmustur.
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5.3.1 Terabyte track

Terabyte Track’in temel amaci, terabayt 6lgekli belge koleksiyonlari i¢in bir deger-
lendirme metodolojisi gelistirmektir. Bu amag icin ilk olarak 2004 yilinda TREC 2004
[14] de 49 adet yeni sorgu olusturulmustur. Daha sonra TREC 2005 [15] ve TREC 2006
[11] da 50 ser adet yeni sorgu daha eklenerek toplamda 149 adet sorgu olusturulmustur.

Bu sorgu kiimeleri belge koleksiyonu olarak Gov2 veri setini kullanmaktadir.

5.3.2 Million query

Million Query(MQ), ilk olarak TREC 2007°de iki amaca hizmet etmek i¢in tasar-
lanmistir [3]. Bunlardan birincisi, genis bir belge koleksiyonunda gegici bilgi aliminin
(ad-hoc retrieval) kesfetmek, ikincisi ise bircok yiizeysel veya daha az kapsamli karar
kullanarak degerlendirmenin daha iyi olup olmadigim ve kii¢iik karar gruplarinin tekrar
kullanilabilir olup olmadigini arastirmak amaciyla yapilmistir.

TREC 2007 Million Query (MQO7') [3] , belge koleksiyonu olarak GOV2 veri
setini kullanmaktadir. MQO7 , 1524 adet sorgu icermektedir. TREC 2008 Million Qu-
ery (MQO82) [2], belge koleksiyonu olarak GOV2 veri setini kullanmaktadir. MQOS , 564
adet sorgu icermektedir. TREC 2009 Million Query (MQO09?) [12], belge koleksiyonu ola-
rak ClueWeb(09B veri setini kullanmaktadir. MQO9 koleksiyonu, ilk 50 tanesi Web Track
2009 (WT09) dan alinmig 561 adet sorgu icermektedir. MQO09’un sorgu alaka diizeyi ka-
rarlari, dort siitun grels dosyasi yerine bes siitun prels dosyasi olarak yayinlanmustir.

MQ’lerin degerlendirilmesinde stat AP_MQ_eval_v4.pl* script’i kullanilmaktadir.

5.3.3 Web track

TREC Web Track, Web bilgi alma teknolojisini biiyiik Web veri koleksiyonlari iize-
rinden incelemek ve degerlendirmek amaciyla 2009-2014 tarihleri arasinda olusturulmusg-
tur. Her y1l yaklasik 50 yeni sorgu olusturularak ClueWeb09 ve ClueWeb12 gibi biiyiik

Web veri koleksiyonlari tizerinde deneyler ve degerlendirmeler yapilmaktadir.

"https://trec.nist.gov/data/million.query07.html
nttps://trec.nist.gov/data/million.query08.html
3http://ir.cis.udel.edu/million/data.html
4http://ir.cis.udel.edu/million/statAP_MQ_eval_v4.pl
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5.3.4 Tasks track

TREC Tasks Track, kullanicinin bir sorgu gondermesini saglayan temel gorevi ne
kadar 1yi anlayabileceklerini ve kullanicilarin grevlerini tamamlamalarina yardimer ol-
mak i¢in ne kadar yararh olduklarina gore bilgi alma sistemlerinin kalitesini degerlendir-
mek amaciyla 2015 ve 2016 yillarinda olusturulmustur [50, 53]. Deney ve degerlendir-

melerini ClueWeb12 Web veri koleksiyonu iizerinde gerceklestirmislerdir.

5.3.5 NTCIR-13 we want web task

NTCIR-13 We Want Web Task Track [33], TREC’in Web Track isine son vermesi
tizerine NTCIR tarafindan, Web Bilgi Erisim probleminin tamamen ¢oziilmiis bir prob-
lem olmadigini diisiinerek, bunu devam ettirmek amaciyla 2017 yilinda olusturulmustur.
Cince ve Ingilizce olmak iizere iki farkli alt gorev iizerinde degerlendirme yapilmustir.
Ingilizce igin 100 sorgu olusturularak deneyleri ClueWeb12B-13 Web veri koleksiyonu
tizerinde gergeklestirmiglerdir. NTCIR-14 ve NTCIR-15’in de 2019 ve 2020 yillarinda
yapilmasi planlanmaktadir. Sorgularin istatistigi ve bunlara iligskin alaka diizeyleri Tablo

5.1°de verilmektedir.
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Tablo 5.1. Sorgu istatistikleri

Ortalama Ortalama
Veri Seti Track Yil | Sorgu Sorgu Sorgu Basima | Alaka
Sayist | Uzunlugu | Alakal Belge | Diizeyi
Terabyte 2004 49 3.1 216.7 (£ 172.1) 3
Terabyte 2005 50 3.1 208.1 (+ 148.0) 3
Gov2 Terabyte 2006 50 3.1 117.9 (£ 101.0) 3
Million Query | 2007 | 1524 3.8 12.3 (x 9.6) 3
Million Query | 2008 | 564 52 52 (x£6.7) 2
ClueWeb09B | Million Query | 2009 | 562 2.6 15.5 (£25.7) 3
Web 2009 | 49 2.1 140.0 (= 79.0) 3
ClusWeb09 Web 2010 | 48 2.0 109.0 (£ 70.7) 5
Web 2011 50 3.4 63.1 (£ 63.7) 5
Web 2012 50 2.3 70.5 (+ 55.3) 6
Web 2013 50 3.3 83.0 (= 65.1) 6
ClueWeb12 Web 2014 50 3.3 113.3 (£ 74.9) 6
Tasks 2015 35 3.7 28.7 (+ 14.8) 4
Tasks 2016 50 3.7 50.4 (+ 25.6) 4
ClueWeb12-B13 | We Want Web | 2017 | 100 2.2 145.3 (+ 66.4) 5

5.4. Terim Agirhklandirma Modelleri

Yaptigimiz deneylerin Bilgi Erisim basarim etkinligini sekiz terim agirliklandirma

modeli ile karsilagtirdik. Bu modeller Tablo 5.2°te siralanmustir:

Tablo 5.2. Terim agirliklandirma modelleri

Sira | Model | Aile Referans
1 BM?25 | Olasilik Robertson and Zaragoza [40]
2 Dirichlet | Dil modeli Zhai and Lafferty [54]
3 DFIC | Parametrik Olmayan Kocabag et al. [26]
4 DFRee | Hipergeometrik Amati [5]
5 DLHI13 | Hipergeometrik Amati [4]
6 DPH Hipergeometrik Amati [4]
7 LGD Bilgi Tabanl Clinchant and Gaussier [18]
8 PL2 Rastlantisalliktan Farklilik | Amati and Van Rijsbergen [6]
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5.5. Apache Lucene

Apache Lucene’, tamamen Java dilinde yazilmis, ol¢eklenebilir, yiiksek perfor-
manslt indeksleme ve gii¢lii, dogru ve verimli arama algoritmalar1 saglayan acgik kay-
nakl1 bir arama kiitiiphanesidir [9]. Lucene, tiim diinyaya yayilmis goniillii gelistiriciler
sayesinde, hizla gelismekte ve biiytimektedir. Bugiin Lucene’nin en popiiler ve en ¢ok
kullanilan agik kaynakli yazilimlardan biri oldugu sdylenebilir. Ayrica Apache Software
Foundation® ile de igbirligi yapmaktadir. Son zamanlarda, Lucene’nin akademik ¢aligma-
larda kullanimi1 da ivme kazanmaktadir [8].

Lucene, metin aramasi gerektiren ¢ogu uygulama i¢in uygun bir teknolojidir. Iceri-
sinde bir cok farkli 6zellik bulundurmaktadir. Ornegin, gelen icerik ve sorgularin analizi,
indeksleme ve depolama, arama ve sayisiz faydali modiiller gibi 6zellikler icermektedir.
Bu calismada ¢ogunlukla Lucene’nin analiz, indeksleme ve arama 6zellikleri kullanilmis-
tir.

Analiz, serbest bicimli metni en temel indekslenmis gosterimine yani terimlerine
doniistiirme islemidir. Analiz islemi Tokenizer ile baglar ve bir dizi TokenFilters ile de-
vam eder. Bir ¢oziimleyici (analyzer), analiz igsleminin enkapsiilasyonudur. Coziimleyici-
ler hem indeksleme hem de sorgu ayristirma i¢in kullanilir. Coziimleyicinin gorevi, ve-
rilen verileri token ad1 verilen temel indeks terimlerine doniistiirmektir. Bir ¢oziimleyici
iic boliimden olusur: (i) sifir veya daha fazla karakter filtresi (char filters), (i7) tek bir
tokenizer, (7i7) sifir veya daha fazla token filtresi (token filter). Bir ¢6ziimleyici zinciri

(analyzer chain) yapis1 Sekil 5.1°de gosterilmektedir.

Reader —— CharFilter — Tokenizer — TokenFilter —> TokenFilter — Tokens

Sekil 5.1. Coziimleyici zinciri (Analyzer chain)

ICUTokenizer: ICU’(International Components for Unicode - Unicode i¢in Uluslara-
ras1 Bilesenler), temeli IBM firmasi tarafindan atilmis, su anda bir¢ok firmanin destek

verdigi C/C++ ve Java programlama dilleri ile yazilan uygulamalar i¢in evrensel kod ve

5http://lucene.apache.org/
Shttp://www.apache.org
"http://site.icu-project.org/
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kiiresellesme destegi saglayan olgunlagsmig bir kiitiiphanedir. ICU, hem ticari yazilim-
larla hem de diger acik kaynakli ya da 6zgiir yazilimlarla kullanim i¢in uygun, kisitlayici
olmayan acik kaynakli bir lisans altinda yayimlanmaktadir. ICU tarafindan saglanan hiz-

metlerden bazilari agagida listelenmigtir:

* Kod Sayfasi Doniistiirme: Metin verilerini Unicode’a veya Unicode’lar1 metine
doniistiirebilir ve bunlar1 neredeyse diger tiim karakter kiimelerine veya kodlamaya

doniistiirebilir.

* Karsilastirma: Metinleri, belirli bir dil, bolge veya tilkenin standartlarina gore kar-

silagtirabilir.

* Bicimlendirme: Secilen bir yerel ayarin diizenine gore sayilari, tarihleri, saatleri

ve para birimlerini formatlayabilir.

e Zaman Hesaplamalari: Geleneksel Gregoryen takviminin 6tesinde birden fazla

takvim tiirli saglar.

« Iki yonlii (Bidirectional): Soldan saga (ingilizce) ve sagdan sola (Arapca veya

Ibranice) veri iceren bir metni isleme destegi sunar.

* Unicode Destegi: ICU, Unicode standardin1 yakindan takip ederek, bircok Unicode
karakter 6zelligine, Unicode Normalizasyonuna, Case Folding ve Unicode Standar-

dinda belirtilen diger temel iglemlere kolay erisim saglamaktadir.

ICUTokenizer, standart tokenizer ile ayn1 Unicode Metin Segmentasyonu algorit-
masint kullanmaktadir. Ancak Tayland, Laos, Cince, Japonca ve Korece kelimeleri ta-
nimlamak icin sozliik tabanl bir yaklagim kullanarak ve bazi kelimeleri ayirmak i¢in 6zel

kurallar kullanarak Asya dilleri i¢in daha iyi destek saglamaktadr.

5.6. Kullanilan Metodoloji

Deneysel calismalarimizda Apache Lucene 7.7.1 versiyonu kullanilmuistir. Veri set-
lerinde bulunan dokiimanlar Web belgesi oldugu i¢in Oncelikle bu belgelerde bulunan
HTML etiketleri jsoup? kiitiiphanesi kullanilarak temizlenmistir. Daha sonra her koleksi-

yon icin "ICU indeks" ve "ASCII indeks" olmak tizere iki farkli indeks olusturulmustur.

8https://jsoup.org
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ICU indeks, koleksiyonlardaki tiim dokiimanlarin orjinal igerikleri (Latin ve Latin dig1
icerikler dahil) indekse eklenerek olusturulmustur. ASCII indeks ise, bir 6n isleme yon-
temi uygulanarak dokiimanlardaki temel Latin alfabesi disindaki alfabelerle yazilmis ice-
rikler ¢ikarildiktan sonra, geriye kalan temel Latin alfabesiyle yazilmig icerikler indekse
eklenerek olusturulmustur. Yani ASCII indekste sadece kod noktasi O ile 127 arasinda
olan karakterlerle yazilmig icerikler tutulmaktadir. Sekil 5.3’de ASCII sisteminde bulu-
nan temel Latin karakterler gosterilmektedir. Sadece bu tablodaki karakterlerden olugsmus
kelimeler ASCII indekste yer almaktadir. Bu tablo disinda herhangi bir karakteri igeren to-
ken/kelimeler goz ardi edilmektedir. Her iki indeks i¢in On isleme asamasinda, tokenlara
ayirmak i¢in ICUTokenizer, govdeleme islemi icin KStem [28], kiiciik harflere doniis-
tirme islemi i¢cin LowerCaseFilter kullanilmistir. Sekil 5.2°de 6rnek indeksleme siireci

gosterilmektedir.

metin = "I love you , <kl Ul | kocham Cie , Je t'aime , F%:Z 1/ , 97 396 80Y3s0bs , Seni seviyorum"

ICUAnalyzer ASCIIAnalyzer
ICU indeks ASCII indeks
i i
love love
you you
U kocham
@l je
kocham taime
cie seni
s seviyorum
je
t'aime
REZMR
89
396
00Yy35Mbs
seni
seviyorum

Sekil 5.2. Indeksleme siireci




0 <NUL> |32 <SPC> |64 @ 96

1 <SOH> |33 ! 65 A 97 a
2 <STX> |34 " 66 B 98 b
3 <ETX> |35 # 67 C 99 C
4 <EOT> |36 $ 68 D 100 d
5 <ENQ> |37 % 69 E 101 e
6 <ACK> |38 & 70 F 102 f
7 <BEL> |39 ' 71 G 103 g
8 <BS> |40 ( 72 H 104 h
9 <TAB> |41 ) 73 I 105 i
10 <LF> |42 * 74 ] 106  j
11 <VT> |43 + 75 K 107 k
12 <FF> |44 76 L 108 |
13 <CR> |45 - 77 M 109 m
14 <S0> |46 . 78 N 110 n
15 <SI> |47 / 79 0] 111 o
16 <DLE> |48 0 80 P 112 p
17 <DC1> |49 1 81 Q 113 ¢
18 <bC2> |50 2 82 R 114 r
19 <DC3> |51 3 83 S 115 s
20 <DC4> |52 4 84 T 116 ¢t
21 <NAK> |53 5 85 u 117 u
22 <SYN |54 6 86 \Y 118 v
23 <ETB> |55 7 87 W 119 w
24 <CAN> |56 8 88 X 120 x
25 <EM> |57 9 89 Y 121 vy
26 <SUB> |58 : 90 Z 122z
27 <ESC> |59 ; 91 [ 123 {
28 <FS> |60 < 92 \ 124 |
29 <GS> |61 = 93 ] 125}
30 <RS> |62 > 94 n 126~
31 <Us> |63 ? 95 _ 127  <DEL>

Sekil 5.3. ASCII karakter tablosu
Sekil 5.4’de ClueWeb12A veri setinde en ¢ok gecen Latin dig1 alfabelerin terimleri

gosterilmektedir. Terimlere ait dokiiman frekans ve toplam terim frekans degerleri EK-1

de verilmisgtir.
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Arap Ermeni Kiril Devanagari Giircii
dyall hw)tptu PYCCKMii lewal ®
I J yKpaiHCbKa 13T JoGoo
ol n Benapyckas fedt @
9 G 6bArapcKu 3 n
o L " ELIK]] 0O
9 & B | n
3 w MaKe/OHCKM HERTY b
Wl n A [CER LodsGmgzgem
de fu c AaHRd 05RO MO0
Lo d e3uK SDAIHD VOO
Yunan Kore ibrani Japon Thai
MNVIKA ot=0f nMay BAE Ina
a ot LT R X e
T Z 1 B )
o fe|E v i 7
L T 9 ) Ussnalng
v o y B A1
w CHot 2= N 3 Tu
£ 23¢9l 1 3] 289
8 ot= 0 Iz Au
v = v x Ty

Sekil 5.4. ClueWeb12A veri setinde en ¢cok gecen Latin disi alfabelerin ilk 10 terimleri

Sekil 5.5°de GOV?2 veri setinde en ¢ok gecen Latin dis1 alfabeler gosterilmektedir.

Bu veri setinde en fazla gecen Latin dig1 alfabenin Kiril alfabesi oldugu goriilmektedir. Ki-

ril alfabesinden sonra sirayla Arap, Japon, Yunan, Ermeni alfabeleri gelmektedir. GOV2

veri setinde Latin alfabesi disinda toplam 113 farkli Latin dis1 alfabe bulunmaktadir.

GOv2

M Kiril ™ Arap ™ Japon

Yunan ®Ermeni ™ Diger (108)

Sekil 5.5. GOV2 veri setinde en ¢ok gecen Latin disi alfabelerin dagilimi
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CWO09A

M Japon MKiril ®Yunan ®Arap MKore M Diger(115)

Ccwo9B

M Japon MKiril ®Arap ®Kore MYunan M Diger(87)

Sekil 5.6. ClueWeb09 veri setinde en ¢ok gecen Latin dist alfabelerin dagilimi

Sekil 5.6’de ClueWeb09A ve ClueWeb(09B veri setlerinde en ¢ok gecen Latin dig1
alfabeler gosterilmektedir. Bu veri setlerinde en fazla gegen Latin dig1 alfabenin Japon
alfabesi oldugu goriilmektedir. Japon alfabesinden sonra ClueWeb09A’da sirayla Kiril,
Yunan, Arap, Kore alfabeleri, ClueWeb09B’de sirayla Kiril, Arap, Kore, Yunan alfabe-
leri gelmektedir. ClueWeb09A ve ClueWeb(09B’de en ¢ok gegen Latin dig1 alfabelerin
ayni alfabeler oldugu fakat farkli oran ve sirada bulundugu goriilmektedir. ClueWeb09A
veri setinde Latin alfabesi disinda toplam 120 farkli Latin dig1 alfabe, ClueWeb(09B veri
setinde Latin alfabesi disinda toplam 92 farkli Latin dis1 alfabe bulunmaktadir.
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CW12A

M Japon MKiril ®WArap ®Yunan MKore M Diger(139)

cwizs

M Japon MKiril WArap ®Yunan MKore M Diger(130)

Sekil 5.7. ClueWeb 12 veri setinde en ¢ok gecen Latin disi alfabelerin dagilimi

Sekil 5.7°da ClueWeb12A ve ClueWeb12B veri setlerinde en ¢ok gecen Latin dig1
alfabeler gosterilmektedir. Bu veri setlerinde en fazla gecen Latin dig1 alfabenin Japon al-
fabesi oldugu goriilmektedir. Japon alfabesinden sonra ClueWeb12A ve ClueWeb12B’de
sirayla Kiril, Arap, Yunan, Kore alfabeleri gelmektedir. ClueWeb12A ve ClueWeb12B’de
en cok gecen Latin dis1 alfabelerin aymi alfabeler oldugu goriilmektedir. ClueWeb12A
veri setinde Latin alfabesi diginda toplam 144, ClueWeb12B veri setinde Latin alfabesi
disinda toplam 135 farkli Latin dig1 alfabe bulunmaktadir.
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Dokiiman Sayisi

Dokiiman Sayisi

Dokiiman Sayisi
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Sekil 5.8. Veri setlerindeki Latin dist terimlerin frekans dagilimlar

Sekil 5.8°de veri setlerinde gecen Latin dig1 terimlerin frekans dagilimlar1 gosteril-

mektedir. Burada, belge uzunluklarin1 normallestirmek amaciyla goreceli terim frekans-

larim kullamiyoruz. Goreceli terim frekansi, bir belgedeki bir terimin ge¢me sayisinin

belgelerin uzunluguna oranini ifade etmektedir. Ham terim frekanslar1 ayrik bir dagilimi,

goreceli terim frekanslart siirekli bir dagilimi olusturmaktadir. Gerekli ayrik dagilimi elde

etmek i¢in, herhangi bir terimin hesaplanan goreceli terim frekans degerleri, sinirli sayida

1000 bin seklinde gruplandirilmistir. Goreceli terim frekanslar O ile 1 arasinda degise-
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bildigi icin 0’1n goreceli frekans degeri diginda, bu aralik esit uzunluktaki 1000 araliga
(0.000-0.001], (0.001-0.002], vb. boliinmiistiir. Grafiklere baktigimizda genel olarak La-

tin dis1 terimlerin en ¢ok %e2-%¢3 gectigi dokiiman oldugunu soyleyebiliriz.

Tablo 5.3. Veri seti istatistikleri

Toplam dokiiman Toplam terim Tekil terim En az bir terimi
Veri Seti
sayis1 sayis1 sayisl olan belge sayisi
ICU ASCII ICU ASCII ICU ASCII

GOV2 25,170,851 21,841,480,500 | 21,823,185,287 | 65,426,405 64,972,325 | 25,170,679 | 25,170,657

CW09A 503,892,674 334,431,387,594 | 333,647,417,315 | 679,815,158 | 671,349,893 | 503,892,225 | 503,892,214

CW09B 50,220,191 39,532,247,545 | 39,450,903,566 | 131,263,102 | 128,933,056 | 50,220,164 | 50,220,163

CWI2A 731,659,408 525,922,253,287 | 522,678,211,666 | 1,368,845,183 | 1,347,051,214 | 731,559,623 | 731,545,224

CWI12B 52,245,792 37,565,340,824 | 37,333,978,973 | 204,450,203 | 199,382,093 | 52,238,719 | 52,237,730

Tablo 5.4. Ortalama belge uzunluklar

Toplam
s . Latin dis1
Veri Seti Ortalama belge uzunlugu ]

terim orani

(%0)
ICU ASCII Fark

GOV2 867.7 867.0 0.726 0.23
CWO09A 663.7 662.1 1.555 0.45
CWO09B 787.2 785.6 1.619 0.32
CWI12A 718.9 714.5 4.420 2.11
CW12B 719.1 714.7 4.415 2.10

Tablo 5.3 ve Tablo 5.4°de, deneylerde kullandigimiz veri setlerine ait istatistiksel
bilgiler verilmistir. Burada, kullanilan tokenizer yontemine gore veri setlerinin toplam te-
rim sayisl, tekil terim sayis1 gibi istatistiksel bilgilerinin degistigi goriilmektedir. Terim sa-
yisindaki bu degisim belge uzunluklarim etkilemektedir. Belge uzunluklarinin degismesi
sonucunda ortalama belge uzunlugu degismektedir. ASCII indeks kullanildig1 zaman ICU
indekse gore veri setlerindeki terim sayisinin azaldigini, bunun sonucunda ortalama belge
uzunluklarinin ASCII de daha kii¢iik oldugu Tablo 5.4’de goriilmektedir. Kullanilan to-

kenization yontemine gore olusan bu degisiklikler sonucunda Bilgi Erisim bagsarimi da
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degismektedir. Ciinkii Bilgi Erisim bagarim hesaplamalarinda kullanilan terim agirliklan-
dirma modelleri tf, dokiiman sayisi, dokiiman uzunlugu, ortalama dokiiman uzunlugu,
token sayisi, terim frekansi, dokiiman frekansi gibi istatistiksel bilgiler iizerinden hesap-
lama yaptig1 i¢in bu bilgilerde olusan degisiklikler Bilgi Erisim basariminin degigsmesine

neden olmaktadir.

* tf: Bir terimin bir belgede goriinme frekansi
* Dokiiman sayisi: Koleksiyondaki toplam dokiiman sayisi
* Dokiiman uzunlugu: Koleksiyonda bulunan bir belgelenin uzunlugu

* Ortalama dokiiman uzunlugu: Koleksiyondaki toplam terim sayisinin, en az bir

terimi olan belge sayisina orani
* Token sayisi: Koleksiyondaki toplam token say1s1
* Terim frekansi: Koleksiyondaki terim frekansi

* Dokiiman frekansi: Koleksiyonda bir terimin farkli dokiimanlarda ge¢me frekansi
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6. DENEYSEL SONUC VE ANALIZ

Yaptigimiz deneylerde, geri kazanim etkinligini 6l¢cmek i¢in, NDCG @20 ve MAP
Olciimlerini kullaniyoruz. NDCG, derecelendirilmis alaka diizeylerinin oldugu durum-
larda akademik ¢alismalarda Onerilen ve yaygin olarak kullanilan bir 6l¢timdiir [21, 49].
Web veri kiimeleri iizerinde yaptigimiz deneyler icin NDCG @20 ve MAP sonuglari sira-
styla Tablo 6.1 ve Tablo 6.2°de gosterilmistir.

Burada Latin dis1 alfabelerle yazilmis icerigin Bilgi Erisim basarimina etkisini in-
celemek amaciyla, ICU ve ASCII indeks i¢in 8 farkli Bilgi Erisim modellerinin (BM25,
DFIC, DLH13, LGD, LM, PL2, DPH, DFRee), farkli Web veri ve sorgu kiimeleri {ize-
rindeki basarimlar1 gosterilmektedir. ICU indekste Latin ve Latin dig1 alfabelerle yazilmig
icerikler tutulurken, ASCII indekste sadece Latin alfabesi ile yazilmis icerikler tutulmus-
tur. Tablolarda ICU ve ASCII indeksten geri kazanim degeri biiyiik olanlar kalin olarak
belirtilmistir. Degerler arasindaki fark, z-test [27] (p < 0.05)’e gore anlamli olanlar ise "{"
isareti ile gosterilmistir. ICU ve ASCII i¢in veri seti ve sorgu setine gore ortalama olarak
en yliksek geri kazanim degerini veren modeller farkli renkte vurgulanmaistir.

Tablo 6.1°’deki NDCG @20 degerlerine baktigimizda basarimin modelden modele,
veri ve sorgu kiimelerine gore degisiklik gosterdigini gdzlemlemekteyiz. Sonuclarin co-
gunda ICU daha iyi basarim gosterirken, bazilarinda da ise ASCII daha iyi sonug¢ vermek-
tedir. Genel ortalamaya baktigimizda sonuglarin birbirine yakin oldugu goriilmektedir.
Ama ICU’nun BM25 modeli i¢cin MQO8 ve MQO09 da, DPH modeli i¢in NTCIR da (p <
0.05)’e gore anlamli olarak daha iyi degerler verdigi goriilmektedir. Bunun diginda higbir
yerde ASCII’nin daha iyi olup da aradaki farkin anlamli oldugu bir deger yoktur. Buradan
su sonuglart ¢ikartabiliriz: "§" isaretinin oldugu durum ¢ok fazla degil ama ICU’yu kul-
lanmanin herhangi bir riski yoktur. Ama ASCII i¢in ayn1 seyleri sdyleyemiyoruz. Ciinkii
BM25 ve DPH modelinde eger ASCII kullanirsak istatistiksel olarak daha kotii sonug

alabilmekteyiz.
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Tablo 6.1. NDCG @20 sonuglart

Model | indeks Gov2 MQO7 MQO8 MQO09 CWO09A | CW09B | CWI2A | CWI12B | NTCIR
ICU | 0.36876 | 0.22888 0.25911T 0.25276Jr 0.07100 | 0.14960 | 0.14184 | 0.08599 | 0.36857
BM25
ASCII | 0.36884 | 0.22881 | 0.25860 | 0.25220 | 0.07078 | 0.14933 | 0.14131 | 0.08572 | 0.36777
ICU | 0.36182 | 0.19982 | 0.19202 | 0.21537 | 0.04194 | 0.15083 | 0.15233 | 0.10841 | 0.34869
DFIC
ASCII | 0.36181 | 0.20009 | 0.19227 | 0.21536 | 0.04180 | 0.15081 | 0.15186 | 0.10836 | 0.34924
ICU | 0.31194 | 0.22348 | 0.24237 | 0.23322 | 0.06392 | 0.12941 | 0.11724 | 0.07803 | 0.32396
DLH13
ASCII | 0.31223 | 0.22332 | 0.24224 | 0.23357 | 0.06395 | 0.12925 | 0.11701 | 0.07794 | 0.32317
ICU | 0.35746 | 0.24917 | 0.27138 | 0.24503 | 0.06830 | 0.14878 | 0.18090 | 0.11009 | 0.36193
LGD
ASCII | 0.35727 | 0.24893 | 0.27123 | 0.24506 | 0.06827 | 0.14868 | 0.18042 | 0.10994 | 0.36350
ICU | 0.39153 | 0.24912 | 0.25720 | 0.20950 | 0.03964 | 0.14545 0.19978 0.13362 | 0.35247
LM
ASCII | 0.39149 | 0.24930 | 0.25722 | 0.20941 | 0.03969 | 0.14544 0.19962 0.13356 | 0.35211
ICU | 0.33314 | 0.19728 | 0.18209 | 0.23841 | 0.06721 | 0.13788 | 0.15698 | 0.10022 | 0.35788
PL2
ASCII | 0.33356 | 0.19742 | 0.18205 | 0.23830 | 0.06721 | 0.13781 | 0.15663 | 0.10041 | 0.35861
ICU | 0.39571 | 0.26025 0.27499 0.28448 | 0.09374 | 0.17941 | 0.19267 | 0.10760 0.3659ST
DPH
ASCII | 0.39574 | 0.26013 0.27474  0.28460 | 0.09386 | 0.17925 | 0.19304 | 0.10746 | 0.36386
ICU | 0.35526 | 0.24590 | 0.27337 | 0.27218 | 0.08096 | 0.15772 | 0.16719 | 0.09647 | 0.36733
DFRee
ASCII | 0.35519 | 0.24584 | 0.27320 | 0.27208 | 0.08104 | 0.15777 | 0.16691 | 0.09671 | 0.36678

Tablo 6.2’deki MAP sonuclarina baktigimizda yine benzer sonuglar oldugunu goz-

lemliyoruz. Burada da MQOS i¢in PL2 ve LGD modelinde, ClueWeb09B i¢in DLH13 ve

PL2 modelinde eger ASCII yi kullanacak olursak istatistiksel olarak koétii sonug almak-

tay1z. Her ne kadar ¢cogu sorgu icin ICU ve ASCII degerleri birbirine yakin olsa da yani

fark yaratmasa da, sonuglara baktigimizda ICU’yu kullanmak daha 1yi ve risksizdir. Bu

ylizden Web veri kiimelerinde ASCII yerine ICU’yu kullanmay1 6neriyoruz. Hem bunun

pratik bir agilimi da bulunmaktadir. Ornegin sorgu kiimelerinde, HTML veya Japonca ka-

rakter gecmiyor diye gergek hayatta bu boyle olacak diye bir sey yoktur. Gergek hayattaki

kullanicilar sorgulara Japonca karakter veya HTML etiketleri de girebilmektedir. Bu yiiz-

36




den genel olarak bu ¢calismanin sonucunda, Web dokiimanlarinin iceriginde bulunan Latin
ve Latin dis1 alfabelerle yazilmis biitiin icerigin oldugu gibi yani orijinal haliyle indekste

tutmanin daha iyi oldugunu soyleyebiliriz.

Tablo 6.2. MAP sonuclar

Model | Indeks Gov2 MQO7 MQO08 MQO9 | CW09A | CW09B | CWI2A | CWI12B | NTCIR
ICU | 0.24109 | 0.19057 | 0.26144 | 0.19756 | 0.06386 | 0.08794 | 0.09839 | 0.02724 | 0.25545
BM25
ASCII | 0.24100 | 0.19052 | 0.26120 | 0.19756 | 0.06371 | 0.08793 | 0.09855 | 0.02729 | 0.25522
ICU | 0.25040 | 0.16659 | 0.17449 | 0.20014 | 0.05481 | 0.10219 | 0.11336 | 0.03707 | 0.30645
DFIC
ASCII | 0.25039 | 0.16697 | 0.17445 | 0.20032 | 0.05484 | 0.10220 | 0.11345 | 0.03723 | 0.30658
ICU | 0.23007 | 0.18945 | 0.23367 | 0.19685 | 0.05265 0.07425;f 0.08701 | 0.02404 | 0.24243
DLH13
ASCII | 0.22985 | 0.18938 | 0.23370 | 0.19701 | 0.05265 | 0.07419 | 0.08697 | 0.02399 | 0.24183
ICU | 0.26336 | 0.20991 | 0.281157 | 0.20683 | 0.05921 | 0.09050 | 0.12466 0.03659 | 0.28793
LGD
ASCII | 0.26335 | 0.20991 | 0.28093 | 0.20696 | 0.05924 | 0.09047 | 0.12474 | 0.03663 | 0.28770
ICU 0.27773 | 0.20996 | 0.25347 | 0.19935 | 0.05124 | 0.09953 0.14485 0.04789 | 0.32168
LM
ASCII | 0.27770 | 0.21000 | 0.25336 | 0.19947 | 0.05124 | 0.09952  0.14500 0.04783 | 0.32171
ICU | 0.21252 | 0.16454 0.17663Jr 0.19083 | 0.05506 0.08341Jr 0.10904 | 0.03347 | 0.26497
PL2
ASCII | 0.21247 | 0.16451 | 0.17646 | 0.19096 | 0.05504 | 0.08337 | 0.10911 | 0.03347 | 0.26470
ICU | 0.27499 | 0.22241 | 0.28542 | 0.23636 | 0.07833 | 0.10325 | 0.13128 | 0.03469 | 0.28314
DPH
ASCII | 0.27495 | 0.22232 | 0.28529 | 0.23639 | 0.07834 | 0.10322 | 0.13150 | 0.03478 | 0.28275
ICU | 0.26157 | 0.21052 | 0.28068 | 0.22594 | 0.06915 | 0.09215 | 0.11494 | 0.03083 | 0.27794
DFRee
ASCII | 0.26148 | 0.21054 | 0.28057 | 0.22615 | 0.06917 | 0.09217 | 0.11506 | 0.03095 | 0.27784
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Sekil 6.1 ve Sekil 6.2 ’deki grafikler ICU ve ASCII arasindaki farkin istatistiksel
olarak anlamli oldugu sonuclara ait dagilimi gostermektedir. Bu grafikler, cogu sorguda
ICU ve ASCII degerlerinin esit geldigini ancak ICU’nun ASCII’den daha iyi oldugunu
gostermektedir. Ozellikle NDCG@20 de ICU’nun MQO8 ve MQO9 sorgularinda BM25
modeli i¢in ve NTCIR sorgularinda DPH modeli icin, MAP de MQO8 sorgularinda LGD
ve PL2 modelleri i¢in ve ClueWeb09B sorgularinda DLH13 ve PL2 modelleri i¢in grafik-

lerin sag tarafindaki sorgularda pozitif yonde puan farklari oldugu gozlemlenmektedir.
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7. DEGERLENDIRME

Bu tez kapsaminda yapilan ¢alismada Gov2, ClueWeb09 ve ClueWeb12 Web veri
kiimelerinde gecen Latin dig1 alfabelerle yazilmis igerigin Bilgi Erisim basarimi iizerin-
deki etkisi incelenmistir. Deneysel ¢alismalarda, tiim igeriklerin (Latin ve Latin dis1 ige-
rikler dahil) tutuldugu ICU indeks ve sadece Latin alfabesi ile yazilmis icerigin tutuldugu
ASCII indeks olusturularak, bu iki indeksin 8 farkli Bilgi Erisim modeli (BM25, DFIC,
DLHI13, LGD, LM, PL2, DPH, DFRee) iizerindeki basarimlar1 karsilagtirilmigtir.

Elde ettigimiz sonuglara gore Latin dig1 igeriklerin On isleme asamasinda dokii-
manlardan atmanin Bilgi Erisim bagarimini diistirdiigii gozlemlenmistir. Burada belgenin
orijinal iceriginde ne varsa onu korumak gerektigini, aksi halde bunu korumazsak belge-
nin igceriginde var olan bir seyi yapay bir sekilde atarak, belgenin boyunun kii¢iilmesine
sebep oldugumuzu gozlemliyoruz. Belgenin boyunu yapay olarak kiiciilttiigtimiizde bu
belgeleri daha kisa bir belgeye doniistiirmiis oluruz. Bu da ortalama belge uzunlugunu
diistirmemize neden olmaktadir. Bunun etkisini belge uzunluguna hassas olan BM25 mo-
deli iizerinde gorebiliyoruz. BM25 modelinde, ICU ile ASCII indeks kullanimina bagh
olarak iki bagarim degeri arasinda MQO8 ve MQO09 sorgu kiimeleri iizerinde istatistiksel
olarak anlaml bir fark olmaktadir. ICU indeks kullanildigi zaman BM25 modelinin daha
iyi sonug verdigi goriilmiigtiir.

Eger veri setleri diizenli bir yapiya sahip olan makale ozetleri veya gazetelerden
alinmus iceriklerden olusmus olsaydi, bunlar icin sadece Latin alfabesi ile yazilmis ice-
rigi tutan tokenization yontemleri kullanilirdi. Ama konu Web koleksiyonlar1 oldugunda,
Web’in kaotik yapisindan dolayr Web belgelerinin igeriginde her sey (Latin veya Latin
dis1 igerikler) olabilmektedir. Bu yiizden bu belgelerin iceriginde gecen her seyi tutan bir
tokenization yontemi kullanilmalidir.

Sonug olarak, eger Web koleksiyonlar: tizerinde ¢alisiyorsak, Latin dig1 alfabelerle
yazilan iceriklerin, 6n isleme asamasinda dokiimanlardan ¢ikarilmadan indekse dahil edil-
mesinin Bilgi Erigim bagarimi i¢in daha iyi oldugu goriilmektedir. Bagka bir deyisle, eger
bir Web sayfasinda Latin dig1 alfabelerle yazilmig bir icerik dogal olarak bulunuyorsa,
nasil olsa Latin alfabesi ile yazilmis sorgular geliyor diye, var olan bu igerigi atmamali-
yiz. Eger belge icerik uzayini, sorgu yazim uzayina indirgersek, drnegin sadece harflerle
yazilmig sorgu uzayindan rakamlar atarsak, aynt ASCII indeks de oldugu gibi belgeleri

yapay bir sekilde kisaltarak Bilgi Erisim basarimin1 olumsuz yonde etkilemis oluruz.
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EK-1. ClueWeb12A veri setinde en ¢ok gecen Latin dis1 alfabelerin ilk 10 terimlerinin

frekans dagilimlari

Terim Toplam Terim Dokiiman Terim Toplam Terim  Dokiiman
Frekansi Frekansi Frekansi Frekansi
Arap Ermeni
dpyall 1,678,706 1,361,264 hwjtntu 345,261 273,063
@ 1,258,457 1,180,296 4 332,409 124,273
e 610,295 494,041 n 373,150 122,916
9 1,229,051 259,128 & 643,316 116,659
) 977,297 231,882 L 284,374 110,130
9 289,659 212,683 & 260,598 103,860
3 933,659 205,725 w 276,145 99,957
il 574,433 191,560 n 248,088 99,041
de 465,411 149,290 tu 184,036 69,042
L 287,678 116,061 d 229,350 62,384
Kiril Devanagari
pyCccKuit 10,434,695 7,574,627 Tl 4,378,550 4,305,767
YKpaiHCbKa 4,046,817 3,951,376 RIST 545,780 536,021
6enapyckas 2,816,374 2,739,013 IGE] 159,700 135,707
6bArapckm 1,753,855 1,599,375 ) 138,693 69,994
" 7,533,056 1,528,168 E Il 52,168 42,187
B 6,128,249 1,331,034 ) 163,953 31,220
MaKeoHCKM 1,159,283 1,141,139 HERTY 34,862 29,858
A 3,870,214 1,127,176 [EERS 99,303 29,256
c 3,300,274 1,041,949 JIHRT 33,840 29,146
e3unk 1,034,403 970,139 ECEIiBCa 31,466 29,127
Glircii Yunan
o 2,236,440 336,100 EMNVIKA 5,291,740 5,102,781
JoGormmwo 305,660 291,773 a 7,934,439 1,161,069
& 167,825 52,960 1,609,219 881,235
n 50,494 24,369 o 4,220,593 666,927
oo 37,730 15,353 L 2,587,174 585,407
n 24,551 11,964 v 3,065,852 560,383
] 26,635 11,674 w 1,174,622 485,430
LsgsGoggam 8,391 7,946 € 2,298,971 343,703
Bs6a5wG0 6,399 6,388 5 872,332 336,515
0O 12,836 5,686 v 1,054,208 324,708
Kore ibrani
oh=1 0] 4,058,199 3,800,221 nMav 3,191,200 3,081,487
otz 146,354 108,785 W 165,414 157,102
Z 169,819 98,663 b 326,726 117,207
el 83,839 83,605 v 241,654 108,415
* 169,791 64,322 9 372,625 88,413
0| 133,229 60,124 y 372,946 77,451
CHtel= 66,348 57,113 NI 113,388 68,54
219l 70,978 54,883 1 222,77 65,488
ot= 58,567 51,359 o 160,18 62,634
2 226,305 49,281 v 390,184 61,235
Japon Thai
BAGE 9,485,692 8,695,239 e 2,750,046 2,534,289
22°¢ 13,116,422 7,302,308 M 1,772,757 1,648,403
ER% 5,533,573 5,317,053 A 108,501 55,147
e 4,407,343 4,252,783 1l 221,907 53,874
) 8,343,923 1,563,702 szinalne 53,803 43,307
SE 996,225 963,016 s 163,33 42,426
& 3,106,296 869,977 Tu 115,379 37,237
1 5,918,327 864,998 2a9 111,831 37,109
z 3,273,205 844,814 Al 64,033 35,462
% 3,780,648 840,659 T 62,109 34,777
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