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Tirkiye’de meydana gelen trafik kazalari her gegen giin Onemini korumaktadir.
Kazalarin olug nedenlerini belirlemek igin bazi ¢aligmalar yapilmakla beraber kazalarin
birden fazla degiskenden etkilenmesi, ¢ok degiskenli istatistiksel analizi gerekli
kilmaktadir.

Bu calismada, Tiirkiye’de meydana gelen trafik kazalari, trafik kaza tutanagi verileri
kullanilarak, ¢ok degiskenli zaman serileri, temel bilesenler analizi, yapay sinir aglari,
cok degiskenli regresyon analizi, poisson regresyonu yontemleri yardimiyla analiz
edilmistir. Zaman serisi analzilerinde Box-Jenkins (ARIMA(p,d,q)) ve VAR(p),
yontemleri kullanilmigtir. Mevcut verilerden, kazalari en c¢ok etkiledigi diisiiniilen
degiskenler ile 7 adet model olusturulmustur. Modellerde ARIMA(p,d,q) ve YSA
yontemleri istatistiksel olarak en anlamli yontemler olmustur. Niifus, arag¢ sayisi, siiriicii
sayist ve Agirlikli Ortalama Giinliik Trafik (AOGT) bagimsiz degiskenleri ile kaza
sayist bagimli degiskeni arasinda tek yonlii bir Granger Nedenselligi bulunmustur. Cok
degiskenli regresyonda, niifus, ara¢ sayisi, ve AOGT arasinda yiiksek korelasyon
gozlemlenmistir. Yol-km uzunlugu ve Gayri Safi Milli Hasila (GSMH), kaza sayisini en
az aciklayan bagimsiz degiskenler olmustur. Kaza sayist tahmini modellemelerinde
YSA yontemi istatistiksel olarak en anlamli ¢ikmastir.

2010, 165 sayfa

Anahtar Kelimeler: Trafik Kazalar1, Zaman Serisi Analizi, Cok Degiskenli Istatistik,
Yapay Sinir Aglari, Poisson Regresyonu, Temel Bilesenler Analizi



ABSTRACT

Ph. D. Thesis

MODELING OF TRAFFIC ACCIDENTS BY MULTIVARIATE STATISTICAL
METHODS

Halim Ferit BAYATA

Atatiirk University
Graduate School of Natural and Applied Sciences
Department of Civil Engineer

Supervisor: Assoc. Prof. Dr. Sinan HINISLIOGLU

Traffic accidents in Turkey are maintaining their importance each passing day.
Although some studies related to the reasons of accident occurrence are performed, the
multivariate statistical modeling is required since more than one variable have influence
on the traffic accidents.

In this study, traffic accidents in Turkey are analyzed by multivariate time series,
principal component analysis, multivariate regression, Poisson regression and Acrtificial
Neural Network (ANN) using the data obtained from traffic accident reports. Box-
Jenkins and VAR(p) methods are used in time series analysis. 7 models are constructed
with the variables thought to have most influence on the accidents. ARIMA(p,d,q) and
ANN models are, in general, more statistically significant than the other models. It is
found that there is one-way granger causality among the number of accidents,
population, number of vehicle and Annually Average Daily Traffic (AADT). In the
multivariate regression model, it is seen that there is high correlation among the
population, number of vehicle and AADT. Highway length and Gross National Product
(GNP) have least influence on the number of traffic accidents. ANN method has the
most significance among multiregression model, poisson regression model and ANN
model.

2010, 165 Pages

Keywords: Traffic Accidents, Time Series Analysis, Multivariate Statistics, Artificial
Neural Network, Poisson Regression, Principal Component Analysis
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1. GIRIS

1.1. Amac¢ ve Kapsam

Diinya genelinde yillik ortalama 1.3 milyonun iizerinde insan 6lmekte 50 milyonun
iizerinde insan yaralanmakta veya sakat kalmaktadir. Ulkemizde de kaza istatistikleri
pek i¢ acict degildir. Trafige kayithh motorlu arag sayist 13 milyon, ehliyetli siiriicii
sayisi ise 18 milyonun iizerindedir. Yillik ortalama 1.3 milyon 6liimli, yaralanmali ve
maddi hasarli trafik kazasi meydana gelmektedir. Her yil iilkemizde 5000 kisi trafik
kazalar1 nedeniyle 6lmektedir. Yani giinde ortalama 13 kisi 6lmekte ve her 1,2 dakikada
bir trafik kazas1i meydana gelmekte, yiizbinin {izerinde insanimiz da yaralanmakta veya
sakat kalmaktadir. 1980-2010 yillar1 arasinda trafik kazalarinda tilkemizde 40000 den
fazla insan Olmiistiir. Ayn1 yillar arasinda iilkemizde meydana gelen terdr olaylarinda,

trafik kazalarindan daha az insanimizi kaybetmis bulunmaktayiz.

Bu kadar biiyiik bir problem karsisinda trafik kazalarina iligkin istatistiksel bir takim
analizler yapmak ve bu analizlerle kaza sayilarini etkileyen degiskenleri tespit etmek ve
bu degiskenlerin kendi aralarindaki iliskileri ortaya incelemek, gelecek yillardaki kaza
sayilarini, bu kazalardaki 6liim ve yarali sayilarini tespit etmek bu ¢alismanin amaclar

arasinda yer almaktadir.

Bu caligmada yer alan veriler Karayollart Genel Midiirliigii, Karayollar1 12. Bolge
Miidiirligii, Emniyet Genel Midiirliigii Trafik Egitim ve Arastirma Daire Bagkanligy,
Tiirkiye Istatistik Kurumu (TUIK)’ten alinmistir. Tercan-Erzurum-Agri-Giirbulak sinir
kapisina kadar olan 422 km uzunlugundaki Kuzey Transit Yoluna iligkin (E-80 veya
D-100), yol genisligi, YOGT, serit sayisi, kaza sayisi, yarali sayisi, ortalama hiz,
uzunluk km, baglanti sayis1 ve kavsak sayisi, degiskenleri, Karayollar1 12. Bolge

Miidiirliigii’nden elde edilmistir.



Detay nitelikli degiskenlerimiz ile negatif binomial regresyon, ¢ok degiskenli regresyon,
yapay sinir aglar1 yontemleri kullanilmistir. Tiirkiye genelini kapsayan degiskenlerden
bagimli degisken olarak kaza sayisi, Olii sayisi ve yarali sayisi, bagimsiz degisken
olarak ise niifus, ara¢ sayisi, otobiis, kamyon, tir, agir tonajli arag sayisi, agirlikli
ortalama giinliik trafik (AOGT), karayollarinda enerji tikketimi, yol-km, yolcu-km, yiik-
ton kullanilmigtir. Modelleme asamasina girmeden once aralarinda yiiksek korelasyon
bulunan bagimsiz degiskenlere Temel Bilesenler Analizi (TBA) uygulanmustir.
Birbirleri ile korelasyonlu p kadar degisken yerine bir birleri ile korelasyonsuz p kadar
temel bilesen ile modeller olusturulmustur. Modeller olusturulurken, ¢ok degiskenli
regresyon, ¢ok degiskenli Zaman Serileri Analizi (VAR(p)), ARIMA(p,d,q), ve Yapay
Sinir Aglar1 (YSA) yontemleri kullanilmigtir.

Kullanilan modellerde bu yontemler, belirleme katsayisi (R?), ortalama karesel hata
(OKH), ve Akaike Bilgi Kriteri (AIC) kriterlerine gore siniflandirilmistir. Minimum
OKH ve minimum AIC degerini veren iki yontem arasinda en yliksek R? degerini veren

yontem en iyi yontem olarak belirlenmistir.

Cok degiskenli zaman serisi analizlerinde, Granger Nedensellik analizi belirleyici bir rol
almistir. Degiskenler arasindaki nedensellik, modeli olustururken parametre sayisini
etkilemistir. Ayn1 zamanda bu yontemde etki-tepki analizi yapilmis bagimli degiskene
verilecek bir birimlik bir sokun diger degiskenlerde nasil bir tepki verecegi grafiksel
olarak yorumlanmigtir. Varyans ayrigtirmast yapilarak serilerimizin Ongorii hata
varyansinin diger degiskenler tarafindan agiklanma oranlari belirlenmistir. Bagiml
degiskenin bagimsiz degiskenler trafindan etkilenme oranlar1 da varyans ayristirmasinda

tespit edilmistir.

2008-2009 yillarinda meydana gelen kaza sayilari, bu kazalardaki 6lii sayilar ve yarali
sayilart kullanilan modellerde ki tahmini degerlerle yakin ¢ikmistir. Bu yillarda
gerceklesen kaza sayilart ve modellerden tahmin edilen kaza sayilar1 %95 giiven

araliginda bulunmustur. Kazalar etkileyen degiskenlerin basinda niifus, ara¢ sayisi, km-



tasit, AOGT tespit edilmistir. Ayn1 zamanda bu degiskenlere iligskin tespitler Camkesen
(1998) ve Cribbins et al. (1967) tarafindan da ¢aligilmustir.

1.2. Kaynak Ozetleri

Trafik kaza modellemesi ile ilgili literatiirde bir ¢ok ¢alisma mevcut olup bunlardan

bazilar1 agagida sunulmustur.

Kihlberg et al. (1968) c¢alismasinda serit sayisi, orta refiij ve baglanti noktalarinin
kontrol durumuna gore simiflandirmis homojen yol kesimlerindeki kaza siddetini

modellemede lineer regresyon analizini kullanmislardir.

William et al. (1973) yaptiklar1 ¢alismada, tek basina kaza sayilarini modellemistir.
Calismada kaza analizden ziyade Bayesci bir yaklasim ile bir kesitteki kaza

potansiyelinin analiz edilmesi gerektigi 6nerilmistir.

Jovanis and Chang (1986) trafik kazalar1 gibi rastgele kesikli degiskenler igin,
geleneksel lineer regresyon modeli negatif olmayan olaylari agiklayamayacagindan

genellestirilmis lineer regresyon modelini kullanmiglardir.

Nakatsyii (1989), Altun vd (2005) yapay sinir aglar1 yardimiyla trafik akim kontrolii
isimli bir calisma yapmis, bu calismayr Tiirkgceye c¢evirmislerdir. Bu c¢alismada
stiriiclilerin karakteristik 6zellikleri (yas, cinsiyet, alkol durumu, emniyet kemeri), arag
tipi, hiz, bolge ozellikleri, aydinlik durumu gibi degiskenler girdi katmaninda yer
almistir. Cikis katmaninda ise kazanin hasarsiz, hafif hasarli, orta siddetli, agir ve
oliimciil olup olmadiklar1 yapay sinir aglari, fuzzy (bulanik mantik), probit model ile
modellenmeye calisilmis ve yontemler kiyaslanmistir. Ayni ¢calismada trafik akimi ve
hiz1 tahmin edilmeye ¢alisilmistir. Yogunluk, hava durumu, goriis, agiklik ve agir tasit
yiizdesi degiskenleri alinmig, 360.000 trafik kaydinin icinden 2688 adeti secilmis,

verilerin yaris1 agin egitimi yarisida agin testi i¢in kullanilmigtir.



Persaud (1991) YOGT ve kesim uzunlugu degiskenlerini kullarak, kaza sayisini NB

Regresyon yontemini kullanarak modellemistir.

Iyinam vd (1998), tek degiskenli zaman serisi analizi ile aylik trafik kaza sayilarim
modellemeye calismis kaza sayilarmin 20 yillik bir siiregte ne sekilde arttigimi

gozlemlemeye galismustir.

Camkesen (1998), trafik kazalarinin olusumunda birden fazla faktoriin rol aldigini ifade
etmektedir. Bu faktorlerin tamaminin birbirleri ile iligkileri, yollarin geometrik
ozellikleri, cevre kosullar1 ve siirlicii karakteristikleri, kazalarin meydana gelmesinde

biiyiik rol oynamaktadirlar.

YOGT kullanilan birgok modelde degisken olarak kabul edilmistir. Cribbins et al.
(1967) yapmis oldugu ¢alismada YOGT, refiij genisligi, hiz limiti, gibi 8 adet degiskeni

kullanarak kaza tahmin modeli gelistirmistir (Camkesen 1998).

Delen et al. (2006), YSA kullanarak hangi durumlarda siiriiciilerin ve yolcularin 6ldigii
veya yaralandigimi anlamak igin siiriis gilivenligini artirmaya yardimci olabilecek
parametreler gelistirmek i¢in ¢calismistir. Trafik kazalarinda yaralanmalari artiran riskler
bir¢ok unsur igerir. Bunlardan siiriiciilerin karakteristik 6zellikleri (davranig ve kisiligi),
cevresel faktorler, yol sartlari (kaza aninda), aracin teknik ozelliklerini, Yapay sinir

aglar1 kullanilarak trafik kazalarinda yaralanma siddetini tahmin etmeye ¢alismislardir.

Ferrer-Garcia et al. (2006), zaman serileri ile ayristirtlmis veriler kullanarak trafik kaza
tahmini yapmaya calismislardir. Kullanilan modellerde aylik olarak olgiilen farkli
karakteristik 6zellik gosteren trafik kaza verileri kullanilmustir. Ozellikle trafik giivenlik
kampanyalarinin degerlendirilmesinde zorunlu degiskenlerin etkileri goz Oniine

alinmistir.



Mohamed et al. (2000), trafik kazalarinin meydana gelis sekli ve iliskilerin
modellenmesi ¢aligmasinda NB regresyon yontemini kullanmiglardir. Yollarin
geometrik 6zellikleri ve siirlicii karakteristiklerini degisken olarak almiglardir. Hiz, orta
reflij genisligi, serit genisligi, serit sayis1 ve uluslar arasi yollarda yol baglanti
sayilarinin, kazalarla iligkili oldugunu gostermistir. Geng erkek siiriiciilerin bayan
stiriiclilere gore agir trafik hacmi olan yerlerde daha dikkatsiz olduklar1 ve daha hizli
gittiklerini tespit etmislerdir. Geng siiriiciilerin yash ve orta yash siiriiciilere gore
kurplarda daha hizli ara¢ siirdiiklerini ve bunun da kazalara neden oldugunu

belirlemiglerdir.

Miao et al. (2003), trafik kaza analizlerinde karar agac1 ve yapay sinir aglari kullanarak
kaza modellemesi yapmisglardir. Siiriiciilerin emniyet kemeri kullanimi, yol hava sartlar
ve siirliciilerin alkol durumlart degisken olarak alinmistir. Degiskenler oliimlii ve
yaralanmali kazalar olarak siniflandirmis, kazalar yapay sinir aglari ve bulanik mantik

ile modellenmistir.

Greibe (2003), Danimarka’daki sehirlerarasi yollar i¢in kaza tahmin modellemesi ile
cok degiskenli regresyon modeli gelistirmistir. Calismasinda 142 km ‘lik bir yol
kesiminde 1036 tali yol baglantisi iizerinde yaptigi ¢alismada, kaza sikligi, yillik
ortalama giinliik trafik, hiz limiti, yol baglant1 uzunluklari, serit sayisi, ¢ift tek yon, yol
genisligi, hiz azaltan o6l¢timler, ¢ikislar, yan yol sayilari, bisiklet imkani, yaya yolu, park

imkan ve refiij gibi degiskenleri ele alarak bir tahmin modeli gelistirmistir.

Lee et al. (2008), calismasinda yapisal denklem modeli kullanarak Kore
karayollarindaki trafik kaza biiytikliigii analizini yapmislardir. Kaza siddeti, toplam arag
say1s1, toplam hasarli arag¢ sayisi, toplam 6lii ve yarali sayisi ile ifade edilir denilmistir.
Giivenli ulagim 6zelliklerinin en 6nemli 6l¢lim indeksinin kaza biiyiikliigii oldugu yine

bu calismada belirtilmistir.



Quddus (2008), calismasinda kaza analizi uygulamalarinda yeni kullanilmaya baglanilan
Box-Jenkins (ARIMA) ve mevsimsel (SARIMA) zaman serisi metodu ile INAR
Poisson ve NB negatif binom yontemlerini kullanmig, 1985-2007 yillar1 arasinda kaza

sayilar1 km-yol uzunluklarin1t modelleyerek yontemleri karsilastirilmistir.

1.3. Trafik Kazalar1 ve Diinya Analizi

Diinyada her yil trafik kazalarindan 1.3 milyon insan 6lmekte 50 milyon insan da
yaralanmaktadir. Diinyada yaralanmali kazalarda trafik kazalari birinci sirada yer
almaktadir. Analizciler niifus arttikca ve trafige kayitli karadaki motorlu ara¢ sayisi
arttik¢a kazalarda ki artisin devam edecegini bildirmislerdir. Karayolu ulasimi, ulasim
sistemleri i¢inde en karmasik olan1 olmamasina ragmen en fazla olimli yaralanmali
kazanin oldugu sistemdir. Bugiine kadar bu sistem {iizerine yapilan g¢aligmalarda
kazalarin azaltilmasina iliskin somut bir gelisme olmamistir. Havayolu, demiryolu ve
denizyolu kazalarinda kazaya sebep olan bir veya iki degisken varken, karayollarinda
trafik kazalarina sebep olan birbirleri ile iliskili birden fazla karmasik iliski sz

konusudur.

Diinya Saglik Orgiitii 1990 yilinda evrensel felaket siralamasinda trafik kazalarmi 9.
sirada gostermistir. 2020 yilinda bu siralamanin {i¢iincii en biiyiik felaket olacagi sonucu

ongoriilmektedir (Miranda-Morendo 2006; Kibar 2008).

2007 yili verilerine gore Avrupa iilkelerinden Ingiltere’de kazalardaki 6lii sayilarmimn
kazaya oran1 %1.6, italya’da %2.8, Fransa’da ise %6.4’tiir. Gelismis iilkelerde de trafik

kazalar1 6nemini korumaktadir.

1.4. Trafik Kazalar: ve Tiirkiye Analizi

Ulkemizde trafige kayitli arag sayisi 14 milyonun iizerindedir. 2010 yilinda trafige

kayith arag¢ sayist aylik olarak bir dnceki aya gore ortalama %40 artis gostererek devam



etmistir. Ehliyetli siiriicli sayis1 da 18 milyonun {izerinde bulunmaktadir. Yillik
ortalama, oliimli, yaralanmali ve maddi hasarli 1.3 milyon trafik kazasi meydana
gelmektedir. Yine tlkemizde yillik ortalama 5000 kisi Olmektedir. Ortalama bir
ilgemizin niifus biiyiikliigii 5000 kabul edilirse yilda bir ilge niifusu 6lmektedir. 100 bin
kisi bir yilda trafik kazalarinda yaralanmaktadir. Son 10 yillik maddi kayip 100 milyar

dolarin lizerindedir.

Rakamlarin bu kadar biiyiik olmasindaki bazi sebepler; iilkemizdeki yollarin son
doneme kadar standartlara uymamasi, iilkemizde karayolu ulasiminin diger ulasim
tirleri igindeki kullanim oranmin %90’nin iizerinde yer almasi, trafik egitiminin
yeterince verilememesi, yolun geometrik 6zelliklerinden kaynaklanan kazalarda teknik
bilirkisi raporlarinin hazirlanamamasi ve bu raporlar dogrultusunda iyilestirilmelerin
yapilamamasi1 sayilabilir. Agir tonajli araclarin denetlenememesi sonucu yol
aplamasinda meydana getirdikleri deformasyonlarin  Onlenememesi, kurumsal
altyapilarin olmamasi, sorumluluk asamasinda higbir kurumun sorumlulugu {izerine

almamas1 bu ac1 tabloyu tetiklemektedir.

Insan 6liimlerinin sebepleri olarak siralandiginda iilkemizde trafik kazalar1 3. sirada yer
almaktadir. Bu kadar ac1 sonugclar karsisinda maalesef lilkemizde trafik kazalar ile ilgili

bir iist kurul veya iletisim saglayacak bir yap1 bulunmamaktadir.

Kaza analizleri yapilirken en fazla son 10 yillik verilere ulagilabilmekte, mevzuat geregi
velveya kurumlar kendilerinden emin olmadiklarindan baz1 verilere de hig
ulasilamamaktadir. Trafik kazalari ile ilgili en saglikli c¢alismalar Emniyet Genel
Miidiirliigii, Trafik Egitim ve Arastirma Daire Baskanlig1 biinyesinde yiiriitilmektedir.
Veri tabanlari, trafik kaza tutanaklarinm sayisallastiriimast ile olusmaktadir. Istege bagl
en fazla li¢ degiskenli veriler elde edilebilmektedir. Yoldan kaynaklanan sorunlarla ilgili

hicbir bilgiye erisilememektedir.



1.5. Trafik Kaza Analizleri ve Tahmin Modelleri

1.5.1. Cok degiskenli zaman serisi uygulamalari

Cok degiskenli zaman serisi analizinin kullanildig1 yontem VAR(p) vektorel otoregresif
zaman serileri yontemidir. Alt1 farkli model iizerinde bu yontem uygulanmistir. Veriler
TUIK ten elde edilmistir. Cok degiskenli uygulamalarim ilk modeli, kaza sayis1 bagimli
degisken olarak alinmis, bagimsiz degiskenler ise yiik-ton, km-tasit, kamyon sayisi, tir
sayisi, otobiis sayisi, karayollarinda enerji tiiketimi, yol-km uzunlugu, agirlikli ortalama

giinliik trafik (AOGT) degerleri alinmistir.

Biitin modellerimiz i¢in, zaman serilerinin varsayimlarindan olan normal dagilima
uygunluk igin degiskenler logaritmik doniisiime tabii tutulmuslardir. Birim kok
analizlerinden ADF (Gelistirilmis Dickey Fuller) istatistigi sonucu fark serileri alinarak

duragan hale getirilmislerdir.

Duragan seriler iizerinden Granger Nedensellik analizleri yapilmistir. Degiskenler
arasinda Granger nedeni olan seriler modellere katilmiglardir. Akaike (AIC), Shcwartz
(SCW), nihai sonug hatast (FPE), Hannan-Quin (HQ) istatisiklerine gére minimum olan
model belirleme derecesi alinmig ve modellere VAR(p) olarak uygulanmistir.

Modellerin hepsi i¢in model parametreleri ve sonuglar, tartisma kisminda verilmistir.

Cizelge 1.1. Cok degiskenli zaman serileri model dereceleri

Modeller VAR(p)
Model-I VAR(1)
Model-11 VAR(2)
Model-111 VAR(2)
Model-1V VAR(1)
Model-V VAR(1)




Etki-tepki analizi yapilarak bagimli degiskene verilecek bir birimlik sokun diger
degiskenler iizerindeki tepkileri analiz edilmistir. Kaza sayilarima 1. donemde verilen
soklarin bagimsiz degiskenlerde genellikle 4., 5. ve 6. donemde etkilerini kaybettikleri
gorilmistiir. Bu fonksiyonun verilerimize daha saglikli bir sekilde uygulanabilmesi igin
verilerin yillik degil de aylik veya haftalik olarak verilmesi, sonuglarin analizini daha
anlaml hale getirecektir. Kaza sayilar1 yilin belli aylarinda degisiklik gosterdiginden
mevsimsel bir dalgalanmaya sahiptirler. Yaz aylarinda ve bayram tatillerinde kaza
sayilarinda bir artis gozlemlenmekte ve bu artisin etki-tepki fonksiyonuna yansimasi
daha anlamli olmaktadir. Bu analiz yontemine iligkin sonuglar materyal ve yontem

kisminda grafiksel olarak verilmistir.

Varyans ayristirmas: yapilarak bir degiskene ait hata varyansinin diger degiskenler
tarafindan agiklanma oranlar tespit edilmistir. Modellerin hepsinde bulunan bagimli
degisken olan kaza sayisini agiklayan bagimsiz degisken birinci modelde otobiis sayisi,
ikinci ve t¢iincli modelde niifus, olmustur. Dordiincii ve besinci modellerde de bagiml
degisken yarali ve 6lii sayis1 oldugundan en fazla etkileyen degisken beklenildigi gibi

kaza sayis1 sonra da AOGT olmustur.

Biitiin VAR(p) modellerinin hata terimlerinde otokorelasyon olmadigi LM testi ile test
edilmistir. Ayn1 sekilde hata terimlerinin normal dagilima sahip olup olmadiklar1 da
Jarque Bera testi ile test edilerek normal dagilima uygun olduklar1 anlagilmistir. Hata
terimlerinin otokorelasyon fonksiyonu (ACF) ve kismi otokorelasyon fonksiyonu

(PACEF) grafikleri cizilerek otokorelasyonun olup olmadigi gézlemlenmistir.

Secilen modellerin parametrelerinin turtarliliklar1 analiz edilip en uygun model
belirlendikten sonra uyum grafikleri ve serpilme grafikleri ¢izilerek yorumlandi.
Modellere iliskin VAR(p) yOnteminin R%si, OKH’st ve AIC kriteri belirlenerek

tartisma ve sonuglar kisminda verildi.
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1.5.2. Yapay sinir ag1 uygulamalari

Yedi farkli model iizerinde YSA uygulamasi yapilmistir. Modelleme asamasina
gecmeden Once bagimsiz degiskenler i¢in korelasyon matrisleri hazirlanarak incelenmis
ve bagimsiz degiskenler arasinda ilk bes modelde yiiksek korelasyon gozlemlenmistir.
Bu modeller i¢cin YSA-TBA uygulamasi i¢in Matlab’te “prepca” kodu yardimiyla
egitim seti icerisinde %2’den daha az katkisi olan elemanlarin elendigi geri kalan

elemanlar kadar temel bilesen ile giris tabakasindaki néronlar olusturulmustur.

Cizelge 1.2. Cok degiskenli zaman serileri model dereceleri

Modeller | Temel Bilesen Sayis1 | Input Néron Sayist
Model-I 2 2
Model-11 2 2
Model-111 2 2
Model-1V 1 1
Model-V 1 1

Yine Matlab’te yazilan bir yazilim ile agin ezberlemesini engellemek i¢in minimum
parametre ile 3 tabakali aglar olusturuldu. Aktivasyon foksiyonu “trainbr” olarak
belirlendi. Gizli katmandaki néron sayisi 1-2-3 olarak siirlandirildi. Maksimum
iterasyon sayis1 1000 olarak belirlendi. Dordiincii ve besinci modellerde ¢ikis tabakasi
iki noronlu olarak (Glii sayisi-yarali sayis1) alindi. Transfer fonksiyonu logsig-purelin-
tansig olarak alinmistir. Verilerimiz, transfer fonksiyonunu 6zelliklerine gore [0-1] arasi
veya [+1,-1] aras1 bir 6lgeklemeye tabi tutulmustur. Egitim seti, verilerin %70’ini, test
seti ise verilerin %30’unu olusturulmustur. Program calistirildiginda birden fazla ag
yapist igerisinde minimum AIC kriterinin veren ag ile minumum OKH veren ag
mimarisi arasinda maksimum Rz‘yi veren ag mimarisi optimum olarak kabul edilmistir.
Biitiin modellere iliskin YSA uygulamalarinin test degerlerinin R%si, OKH’s1 ve AIC

kriterleri belirlenerek tartisma ve sonuglar kisminda verilmistir.
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1.5.3. Cok degiskenli regresyon (CDR)

Modellerde kullanilan degiskenlerin hepsi, logaritmik doniisiim uygulanarak normal
dagilima uygun hale getirilmistir. Bu modeller ic¢in biitiin degiskenleri kapsayan
korelasyon  matrisleri  olusturulmustur.  Tercan-Erzurum-Agri-Giirbulak  E-80
karayolunun 422 km uzunlugundaki verileri kapsayan modeller hari¢ diger 5 modeldeki
bagimsiz degiskenler icin yiiksek korelasyon, yiiksek R?, cok diisiik tolerans ¢ok yiiksek
VIF oranlar1 ¢ikmistir. Biitliin bu gostergeler ilk bes modelde Cok degiskenli regresyon

uygulamasinda ¢oklu baglant1 probleminin oldugunu gdstermistir.

Cok degiskenli regresyonun varsayimlarindan biri olan c¢oklu baglanti probleminin
kaldirilmasi i¢in TBA uygulamas1 yapilmistir. P kadar degisken yerine p kadar temel
bilesen bulunmustur. Bu temel bilesenlerin toplam varyansi agiklama orani, %95 ve
tizeri olarak kabul edilmis ve hemen hemen biitiin modellerde iki temel bilesen sayisi
bulunmustur. Bu temel bilesen sayisinin tespiti i¢in yamag¢ egimi grafikleri ¢izilmis ve

yorumlanmustir.

Yeni bulunan temel bilesen skorlari ile bagimli degisken, lineer regresyona tabii
tutulmus model parametreleri istatistiksel olarak anlamli bulunmustur. Fakat regresyona
giren bagimsiz degiskenlerin skorlar1 ile model olusturmak yerine, orjinal verilerin
kullanilmas1 daha anlamli olacagindan, en kiigiik kareler Kkestiricileri yardimiyla
ozvektorler kullanilarak ters doniislim uygulanmis ve coklu baglanti probleminin

olmadig1 regresyon modelleri olusturulmustur.

Modellerin hepsinde tahmin ve orijinal bagiml degiskenin uyum grafikleri ve serpilme
grafikleri ¢izilmistir. Biitiin modellere iliskin CDR uygulamalarinin R%si, OKH’s1 ve

AIC kriterleri belirlenerek tartisma ve sonuglar kisminda verilmistir.
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1.5.3. Poisson regresyonu ve negatif binomial regresyon uygulamalar

E-80 Karayolunun, Tercan-Erzurum-Agri-Giirbulak smir kapisina kadar olan 422 km’
lik yol uzunlugundaki kaza sayilarinin Poisson veya Negatif Binom Regresyon ile
modellemeleri yapilmistir. Bu yontem ile daha ¢ok sayma verileri ve kesikli rastsal
degiskenler kullanilmaktadir. Kaza sayilar1 da kesikli rastsal degiskenler oldugundan
trafik kazalar1 i¢in ¢ok uygun bir yontemdir. Literatiirde de bu yontemin kullanilmasi
sonucu birgok c¢alisma yapildigi gorilmistir. Veriler 2005-2008  yillarin

kapsamaktadir.

Bu giizergah ilk once Karayollar1 12. Bolge Mudiirliigi tarafindan kisimlara ayrilmis ve
kesimlerin baslangig km’leri tespit edilmistir. Uzunluk diye tabir edilen bu degiskenler
kesimlerin km’leridir. Diger degiskenler YOGT, kesimlere iliskin serit sayisi, serit
genisligi, kavsak sayisi, ortalama hiz ve baglanti sayisi, olarak alinmistir. Ayni
yontemde bagimli degisken olarak bir modelde kaza sayisi, diger modelde ise yarali

say1s1 alinmistir.

Modellerde bazi1 degiskenler istatistiksel olarak anlamli ¢ikmamis ve modelden
cikarilmiglardir. Poisson regresyonu uygulanmig, asir1 yayilim gostermesi durumda
negatif binom regresyon uygulamasi yapilmigtir. Uyum 1yiligi testi yapilmis, aragtirma
bulgular1 ve tartisma kisminda belirtilmistir. Yontem, YSA ve ¢ok degiskenli regresyon

yontemi ile karsilastirilmistir.
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2. KURAMSAL TEMELLER

2.1. Zaman Serileri

Bir zaman serisi, o serinin kapsadigi zaman igindeki hareketini gozlemler. (Bozkurt
2007). Tek bir serinin zaman i¢indeki hareketleri inceleniyor ve gelecek tahmini
yapiliyorsa, bu tip serilere ve analize tek degiskenli zaman serisi analizi denir. Birden
fazla serinin zaman ic¢inde hareketleri inceleniyorsa ve bu serilerin birbirleri ile olan
iligkileri de bu analiz icine giriyorsa, bu tip serilere de ¢ok degiskenli zaman serileri
denir. Zaman serileri, zaman igerisinde ara vermeden kaydedilebilen verilere sahip
seriler (elektrik sinyalleri voltaj vb.) olan siirekli zaman serileri ve zaman igerisinde
belli araliklarla verileri kaydedilebilen seriler (kaza verileri, faiz oranlari, doviz oranlar

vb.) olan kesikli zaman serileri olmak tizere iki tiirlidiir.

Zaman serileri analizine ge¢meden Once bazi varsayimlarin  kabul edilmesi
gerekmektedir. Bir zaman serisinin normal dagilima uygun ve duragan olmasi temel
varsayimlardan biridir. Duragan olan seri ile gelecek tahmini yapmak sahte regresyonu
onlemekte olusan modellerin istatistiksel olarak anlamli olmasini saglamaktadir. Zaman
serilerini olusturan bazi bilesenler mevcuttur. Ayrica zaman serileri; trend, mevsimsel
bilesen, ¢evrimsel bilesen ve diizensiz bilesen olmak iizere dort ana bilesenden olusur

(Kadilar 2005).

Zaman serilerinin trafik kaza analizinde kullanilmasi diisiiniilen modeli Box-Jenkins ve
VAR modelleridir. Box-Jenkins yontemi sirasiyla bir seriye uygun modeli belirleme,
modelin tahmini, tanisal denetimi ve tahmin islemlerini icermektedir. Serinin tamamiyla
kendi gecmis bilgisine dayanarak tahmin yapmaya yonelik bir metottur. Zaman
serilerinin analizi i¢in serinin duragan bir seri olmasi yani egilimden arindirilmasi

gerekmektedir.
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Zaman serileri analizlerinde iki o6nemli fonksiyon vardir. Bunlar otokorelasyon
fonksiyonu ve grafigi ACF(k) ile kismi otokorelasyon fonksiyonu ve grafigi PACF(k)
dir. Arastirmacilar, bu iki fonksiyonun grafiklerinden modelin derecesini ve
duraganligini test etmektedirler. Bunun yerine istatistiksel testlerin yapilarak yorumlarin

yapilmasi daha uygun olur.

Otokorelasyon, bir degiskenin birden fazla gecikmeli dénemi arasindaki iliski olarak
tanimlanmaktadir. Tek bir degiskenin kendi gecikmeli degerleri arasindaki

otokorelasyonu denklem 2.1. ile hesaplanabilir (Seviiktekin ve Nargilegekenler 2007).

T

= COV(Ytth—k) _ tgk(Yt _Y)(Ytik _Y) (2.1)

h, = A SY SY T _ T .
o \/Z(Yt _Y) \/Z(Ytk _Y)
t=1

t=1

Otokorelasyon kaysayisi, kovaryanslarin iki standart sapmasinin garpimlari oranina

esittir.

DY =YY, -Y)
ACF (K) = = — (2.2)
Z (Yt _Y)2

Kismi otokorelasyonlar ise diger zaman gecikmelerinin etkileri (t=1,2,....k-1) yok
edildiginde Y; ve Yk arasindaki birlikteligin derecesini 6lgmede kullanilir. Ayni
serilerin 1 (Y1) gecikmeli ve 2 (Yi.,) gecikmeli serileri arasinda da bir otokorelasyon
oldugunu varsayalim. Bu durumda serinin kendisi (Yy), 1 (Y1) gecikmeli degeri ve iki
(Yt2) gecikmeli degeri arasinda bir otokorelasyon iligkisi vardir. Serinin kendisi ile iki
(Yt2) gecikmeli degeri arasindaki bir korelasyonu 6lgmek i¢in aradaki 1 (Y1) gecikmeli
degerin etkisini bulma geregi ortaya ¢ikar. Bu iglem kismi otokorelasyon olarak ortaya

cikar (Seviiktekin ve Nargilecekenler 2007).
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k’ninct dereceden kismi otokorelasyon katsayisi ¢, olarak ifade edilirse, Yt.i,....... LYk

’ya kars1 Y¢'nin regresyon modeli olusturulursa otokorelasyon katsayisi hesaplanabilir.

(Seviiktekin ve Nargilecekenler 2007)
Yt* = ¢21Ytil + ¢22Ytt2 +& (2.3)

Burada Y ile Yy, arasindaki kismi otokorelasyon ¢,,’dir. Yukarida da bahsedildigi

gibi Y1’ in etkisinin kaldirilmas1 sonucunda Y ile Y., arasindaki korelasyondur. Ornek

biyiikliigii T ise gecikme sayisi belirlenitken T/4 sayida gecikme PACF ‘nin
bulunmasinda kullanilabilir. Her bir ACF(k) degeri %95 giivenirlik i¢in +1.96(1/ \/ﬁ)

degeri bulunarak yapilir. Eger ACF(k) degeri giiven araligi sinirlart disinda kaliyorsa
otokorelasyon vardir. Kismi korelasyon fonksiyonu gecikmeli degiskenler arasindaki

iligkiyi ifade eder.

k-1
Py — Z¢k—1,jpk—j
j=1

P = k=3,45,....... (2.4)

kL

1- Z¢k—lpj
j=1

Burada; ¢kj = ¢k711j _¢kk¢k—1,k—j ,)=1,2,3,.... .. k-1 dir. (2.5)

2.1.1. Birim kok testleri

Bir serinin duraganligini kontrol etmede kullanilan testlere birim kok testleri denir.
Calismalarimizda birim kok testlerinden Genisletilmis Dickey Fuller (ADF) Testi
kullanilmistir. Bu test Monte Carlo yontemi kullanilarak 1981 yilinda Dickey ve Fuller

tarafindan bulunmustur. Dickey Fuller (1981), duragan olmama H, : p =1yokluk
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hipotezinin bir deterministik trend etrafinda duragan olma H,:p<1 secgenek

hipotezine kars: testi ele almistir (Kadilar 2000).
Yo =B + B+, +& (2.6)
AY, = Bot+ B+, + &, (2.7)

Burada H,:p=1yokluk hipotezi H,:y =0 hipotezine doéniismektedir. Ciinkii
y = p—1 olmaktadir. y’nin t istatistigi, T seklinde gosterilmektedir. Fark serisi

alinmig serinin yine trende sahip oldugu goriliiyor ise en az kisith model olan

(2.7)’nolu (B, #0, B, #0)denklemden ise baslanmalidir. Yokluk hipotezi red

ediliyorsa islemlere devam etmeye gerek yoktur. Eger red edilmiyorsa trendin 6nemli

olup olmadiginin kontrolii gereklidir. Dickey-Fuller testi i¢in gelistirilen denklem (2.8)

p
Ay, =B+ Bt+r Y+ zyziAyt—i + & (2.8)

i=1

Burada p, ¢, hata terimlerinin akgiriiltii olabilmesi i¢in gerekli biytikliikteki bir

degerdir (Kadilar 2000).

Zaman serileri analizlerinde yorumcular serinin duragan olmasi1 gerektigi varsayimi
tizerinde durmuglardir. Duraganlik kavrami serinin degerlerinin belli bir degere
yaklagsmasint ya da beklenen degeri etrafinda dalgalanmasini ifade eder. Duraganlik

kosullar1 asagida verilmistir (Bozkurt 2007).

—E(y,) = u — ortalama
—Var(y,) = E(y, — )* = o> —>varyans

~ 7 = El(Y, — 1), — 42)]—>kovaryans
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Tiim gecikmeler i¢in ortalama, varyans ve kovaryans degerleri sabit olmalidir. Bir baska
ifade ile serinin duraganligi, zaman i¢inde varyansin ve ortalamanin sabit olmasi ve
gecikmeli iki zaman periyodundaki degiskenlerin ko-varyansinin degiskenler arasindaki
gecikmeye bagli olmasidir. Bu tip duraganliga zayif duraganlik denir. Gii¢lii duraganlik
ise degiskenlerin kosullu ihtimal dagilimlarinin zaman i¢inde degigsmedigi bir siireci

gosterir (Enders 1995; Bozkurt 2007).

Duraganlig1 tespit yontemlerinden biri de korelogramlardan faydalanmaktir. ACF eger
cok vyiiksek bir degerden baslaylp cok yavas kiiciiliiyorsa, bu serinin duragan

olmadiginin bir gostergesidir.

Diger bir ifade ile hesaplanan ‘t’” degerinin mutlak degeri Dickey-Fuller veya
McKinnon Dickey-Fuller kritik degerlerinin mutlak degerini asiyorsa, zaman serisinin
duragan oldugu hipotezini reddedemeyiz. ‘Ho: p=1" reddedilirse zaman serisi

duragandir (Simsek ve Halag 2003).

Dickey-Fuller’in ortaya koydugu {i¢ denklem tiirii bulunmaktadir;
Sabitsiz trendsiz Dickey-Fuller denklemi: AY: = vY 1) + Ut
Sabitli trendsiz Dickey-Fuller denklemi: AY:=a+ yY 1) + Ut

Sabitli trendli Dickey-Fuller denklemi: AY:=a+ b+ yY (1) + Ut

Birim kokiin varliginin denmesi igin kullanilan iki hipotez kullanilmaktadir. Bunlar;

H; : y<0 (p<1) (seride birim kok yoktur, seri duragandir.)

Ho : y=0 (p=1) (seride birim kok vardir, seri duragan degildir.)
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2.1.2. Model se¢im Kriterleri

Yapilan analizlerde bulunan bir¢ok model i¢inde en uygununun bulunabilmesi bazi
kistaslarin yerine gelmesine baghdir. Uygulamalarda birden ¢ok uygun model tespit
edilebilir. Bu uygun modeller iginde istatistiksel olarak en uygun olanini tespit etmek
gerekir. Zaman serileri analizlerinde, model se¢im kriteri en fazla kullanilan hata

terimleri varyansina bagli olan Akaike (AIC) bilgi Kriteridir.

Model segilirken gecikme sayisi, model derecesi olan p ve q ne kadar biiyiik olursa

hatalarin karelerinin toplami1 o kadar kiiciik olacaktir (Kutlar 2000).

AIC = NIn(c?) +2(p +9) (2.9)

Burada N, 6l¢ii sayist, a: hata terimlerinin varyansi, p ve q da model derecelerini temsil

etmektedir (Salas et. al.). Ayni kistasin bir baska gosterim sekli;

AIC=T.In( hata kareleri toplam1)+2n (2.10)
SBC=T.In (hata kareleri toplam1)+n In(T) (2.11)

seklindedir. Ikinci kistas ise Schwartz Bayesian kriteridir (SBC). Burada n, tahmin

edilen parametre sayisidir (Kutlar 2000).

AIC (2.9) Formiiliiyle hesaplanmaktadir. Modelde sabit terim oldugunda parametre
sayisina 1 eklemek gerekmektedir. Akaike Kriterine alternatif olarak gelistirilen
Schwartz Bayes kriteri (SBC) degeri

SBC=TInc%+MInT (2.12)
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formiiliiyle hesaplanmaktadir. Bu iki formiiliin aralarindaki tek fark Akaike bilgi kriteri
formiiliindeki 2 yerine InT teriminin gelmesidir ki bu terim kii¢iikk 6rneklemeler icin
(50<t<150) 4 ile 5 arasinda deger almaktadir. Bu fark Schwartz kriterinin Akaike bilgi
Kriterine gore daha az parametreli modelleri segme egilimli olmasini1 saglamaktadir. Bu
acidan bakildiginda Schwartz kriteri Akaike kriterine gore tercih edilebilmektedir
(Kadilar 2005).

Uygun olan modeller i¢inde bu kriter degerlerinin en kiigligline sahip olan model, seriye
en uygun model olmaktadir. Sonug¢ olarak ACF ve PACF grafikleriyle belirlenen uygun
modellerden incelenen seri i¢in en dogru modeli bulabilmek amaciyla Akaike ya da

Schwarzt bilgi kriterleri kullanilmaktadar.

Model secim kriterleri iginde {iciincii bir kriter de Nihai Ongériilen Hata Kriteri (Final
Prediction Error-FPE) dir.

FPE =1 N2 (2.13)
T-n

dir. Burada asil olan, hata kareleri toplaminin minimum olmasidr.

Belirleme kriterlerinin minimum oldugu degeri veren model en uygun model olarak
kabul goriir. Fakat bu da yeterli degildir. Modelin tahmininden sonra asagida belirtilen

maddelerin de yerine getirilmesi gerekmektedir (Himislioglu ve Bayata 2009).

e Modelin tahminlerinin orjinal seriye uyumu gorsel olarak goriilmelidir.

e Modelin tahmin edilen degerlerinin alt ve tiist gliven araliklarinin ig¢inde oldugu
goriilmelidir.

e Hata terimlerinin otokorelasyon ve kismi otokorelasyon grafikleri ¢izilmeli serinin
akgiiriiltii bir seri oldugu goriilmelidir.

e Hata terimlerinin normal dagilima uygunlugu test edilmelidir.
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e Orjjinal seri ile tahmin serisi arasindaki serpilme grafigi c¢izilmeli ve uyum
gbzlemlenmelidir.
e Modelin  karakteristik  koklerinin ~ birim ¢ember i¢inde kalip kalmadigi

gbzlemlenmelidir.

Bagka bir deyisle, model se¢im kriterleri model belirleme asamasinin son adimi
olmakta, dolayisiyla tanisal denetim asamasi model se¢im kriterleri uygulandiktan sonra

muhakkak yapilmalidir (Kadilar 2005).

2.1.3. Box-Jenkins yontemi

Box-Jenkins Modelleri mevsimsel ve mevsimsel olmayan, duragan ve duragan olmayan
modeller olmak tizere dort farkli duruma ayrilmaktadir. Mevsimsel olmayan modeller
ARIMA(p,d,q) seklinde gosterilmektedir. Burada p otoregresyon (AR) modelinin
derecesi, d fark alma islemi sayisi, q hareketli ortalama modelinin (MA) derecesi
olmaktadir. Mevsimsel Box-Jenkins modelleri ise ARIMA(p,d,q)(P,D,Q)s olmaktadir.
Burada ise P mevsimsel otoregresyon (SAR) modelinin derecesi, D mevsimsel fark
alma sayisi, Q mevsimsel ortalama (SMA) modelinin derecesi ve S ise periyot
olmaktadir. Bu modeller daha c¢ok tek degiskenli zaman serileri analizinde

kullanilmaktadir (Kadilar 2005).

Box-Jenkins 1970 yilinda gelistirmis oldugu bu yonteme kendi adini vermistir. Bu
yontemde ii¢ tip modelleme s6z konusudur. Otoregresif siire¢c [AR(p)], hareketli
ortalamalar siire¢ [MA(q) stireci] ve ikisinin birlesiminden olusan Otoregresif Hareketli
Ortalama (ARMA) siirecidir. Duragan olmayan bir seride fark alinmasi gerekiyor ise
fark alma derecesi olan d(I) siirece eklenir ve yontem ARIMA(p,d,q) haline doéner.
Yontemin en 6nemli 6zelligi en uygun modelin belirlenmesini saglamaktir. Yontemin
bazi asamalar1 vardir. Bozkurt (2000)’a goére belirleme, tahmin ve modelin testi,
asamalari mevcuttur. Serilerin ilk 6nce duraganliklari test edilir. Duragan olmayan

serilerin fark serileri alinarak analiz tekrar yapilir. Birim Kok Testi dedigimiz bu analiz
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ve fark serilerin ACF-PACF grafiklerinden yorumlamalar yapilir. AR(p), MA(q) veya
fark alma sayis1 kadar ARIMA(p,d,q) modelleri belirlenir ve modelin parametrelerinin

tutarliliklar analiz edilir.

Siire¢ belirlendikten sonra katsayilarin tahmini yapilir. En kiigiik kareler yontemi (EKK)
veya en ¢ok olabilirlik (Maksimum Likehood) yontemi kullanilir. Modelin seriyi iyi
aciklayip aciklamadigimi anlamak i¢in Q istatistikleri otokorelasyon katsayilarinin
anlamli olup olmadiklar1 ve hata terimlerinin normallik varsayimina uyup uymadiklari

analiz edilmelidir.

Modelin uygun bir model olduguna karar verilirse, ileriye doniik olarak tahmin amagh
kullanilabilir. Chatfield and Prothero (1973), Bozkurt (2007)’ye gore uygun modele
karar verdikten sonra eger tahmin sonuglar1 tatmin edici degil ise farkli ARIMA(p.d,q)
stiregleri denenmelidir. Bu alternatifler arasinda minimum Q istatistigine sahip yontem

segilebilir.

2.1.3.a. Otoregresif (AR(p)) siireci

Otoregresif siirecte, seri kendi gegmis degerlerinin agirlik toplami ile hata terimine
baglidir (Tar1 2008). Bu tip siirece AR(p) siireci denilmektedir. Burada p ‘nin ne
olacagina karar vermek i¢in degiskenin korelogram goriimiine bakmak veya minimum

AIC ve SC degerlerine bakmak gerekmektedir.

Ye =Yt hYio Y gt + ¢p Yiop T & (2.16)

(yt _5) = ¢1(yt—l _5) +¢2(yt—2 _5) +¢3(yt—3 _5) o +¢p(yt—p _5) + & (2-17)

AR(p) siirecinin agik hali (2.17) nolu denklemdir. Burada y; ortalamasi ¢ etrafinda ve p

gecikme ile ifade edilen bir siirece sahip olacaktir. PACF de anlamli bir p, ACF de ise
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agir agir azalan bir goriintii AR(1) konusunda bir fikir verebilir (Bozkurt 2007). Basit
bir AR(p) siireci grafiksel olarak analiz edilmek istenirse ACF grafiginin agir agir
azalmasi, PACF grafiginde ise ilk gecikmede ani bir azalma s6z konusu ise AR(p)

surecinden bahsedilebilir.

2.1.3.b. Hareketli ortalama (MA(Q)) siireci

Bir hareketli ortalama siireci, bagimli degiskenin beyaz giiriiltii slirecine sahip ge¢cmis

hata terimleri ile ifade edilmesidir. MA(q) modelinin agik bi¢imi asagida sunulmustur.

(2.18)

Bu esitlikte sag taraf anlamli q sayisi kadar hata terimini ifade etmektedir. Hata terimi
sifir ortalamaya ve sabit varyansa sahiptir. MA siirecinde ACF ve PACF grafikleri
analiz edilirken PACF’de geometrik bir azalma ACF’de ise anlamhi cikislar
gozlemlenerek gecikme sayisi olan (q) belirlenir (Gujarati 2004; Bozkurt 2007).

2.1.3.c. Otoregresif biitiinlesik hareketli ortalama (ARIMA(p,d,q)) siireci

ARIMA modelleri homojen ve duragan olmayan siireglerdir. Duragan olmayan seriler
ile ¢alisildigindan I(d) fark alma derecesi olarak kullanilir ve birinci fark ikinci fark d
dereceden duragan oluyorsa da I(d) olur (Tar1 2008). d kadar fark alindiktan sonra
duragan olan seriye d. dereceden fark duragan seri ad1 verilir. Daha 6nceki iki siiregtede
ACF ve PACF grafiklerine bakilarak model derecesi hakkinda bilgi sahibi
olunabiliyorken ARIMA modellerinde bu iki grafigin geometrik olarak beraberce
azaliyor olmasi gozlemlenebilir. Eger seri fark almadan duragan halde ise siireg
ARMA(p,q) yapisina doniisiir. ARIMA(p,d,q) modelleri zaman serileri ilgili {i¢ unsuru
da kapsamaktadir. Tar1 (2008)’e gore buradaki asil mesele p,d,q degerlerinin
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bulunmasidir. Bu durumda cimrilik prensibinin benimsendigi Box-Jenkins metodu

uygulanmaktadir.
p q

Y =y +Zai Yioi +Zﬁiet—i (2.19)
i=1 i=0

L =42+t PZ st QL E O, 06, — O 5 —....— O, ,(2.20)

Modelde tiim karakteristik koklerin birim ¢ember i¢inde kalmasi beklenir. ARIMA

stireci dort kisimdan meydana gelmektedir.

e Belirleme: Duraganlik icin fark serisi alinarak 1(d) derecesinin tespitinin Birim Kok
testi yapilarak analiz edilmesi, AR(p) ve MA(q) gecikmelerinin belirlenmesidir.

e Tahmin: Birinci asamada belirlenen parametrelerin istatistiksel tutarliligi ve
ARIMA(p,d,q) modellerinin tespiti yapilir. Birden fazla uygun model belirlenir.

e Uygunluk Testi (Ayirt Edici Kontrol) : Hata terimlerinin normal dagilima uygun olup
olmadigini test etmek igin Jarque-Bera testi ve Q testleri yapilir. Hata terimlerinin
korelogrami incelenir.

e Ongorii: Tahmin edilen ARIMA(p,d,q) modeli ile gelecek tahmini yapulir.

Stirecin bu dort asamasinda fark serisi alarak duraganlasan serimizin korelogrami
yardimiyla AR(p) ve MA(q) ya da ARMA(p,q) siireclerinin parametreleri p,q belirlenir.
Koklerin mutlak deger olarak birim ¢ember i¢inde kalmasi serinin duragan oldugunu
gostermektedir. Eger serinin birim kokii mutlak deger olarak 1°e esit ise 0 zamanda bu
tip serilere birim koklii seriler denir (Akdi 2003).

2.1.4. Cok degiskenli zaman serileri

Her bir degiskenin kendi gecikmeli degerleri ve sistemdeki diger tiim degiskenlerin

gecikmeli degerleri ile aciklanan ¢ok degiskenli bir model olmaktadir. Kisa adi VAR
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olarak ifade edilen vektor otregresyon modeli, Sims (1980) tarafindan gelistirilmistir.
Sistemde VAR(1) yerine VAR(p) kadar bir gecikmeye sahip bir model gelistirilirse
modeldeki parametre sayisi (d°p)+d tane bilinmeyen parametre olur (Kadilar 2000). X
ve Y gibi basit iki degiskenin VAR modeli;

p p
Yo =+ zallet—i + Zalzi X + Uy (2.21)
i—L i=1
p p
Xi =0+ ZazﬂYt—i + zazzi X +Uy (2.22)
i=1 i=L

Burada «;,sabit terimi, «; i’nci denklemdeki j'nci degiskenin k gecikmesine ait

parametre, uj; hata terimi, p gecikme sayisidir. Sabit terim, modele degiskenlerin
sifirdan farkli ortalamalara sahip olmasi durumunda dahil edilir (Tart 2008). Modelin

matrislerle ifadesi ise;
|:Yt } _ {alo}_'_zpl{alﬂ Ay :|{Yt—i }_ﬁ_{un} (2.23)
X, gy | | Aoy A || X Uy,

Bic¢iminde veya kisaca,

p

Y =C+ZAiyt—i +U, (2.24)
i=1

seklinde yazilabilir.

Bu model iki degiskenli oldugundan 2 boyutlu bir VAR modelidir. Daha genel bir ifade
ile k sayida degisken i¢in,

Ye=C+AY tAY ot t ALY, U, (2.25)
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VAR(p) olarak ifade edilen modelde p gecikme degeri modelin derecesini de belirler,

p’inci vektorel dereceden otoregresif model denir.

VAR modelleri, 6zellikle az sayida veri ile calisilacaksa ve nedensellik iliskisi
neticesinde karsilikli iligkiler saptanmis ise, uygundur. Ayrica degiskenlerin sadece
gecikmeli degerlerinin yer almasi gelecege yonelik tahminlerin basarisini artiracaktir

(Kumar vd 1995; Bozkurt 2007).

VAR(p) modellerinin analizi yapilirken sisteme giren biitiin degiskenlerin duragan
olmasi bir zorunluluktur. Bu durumda duragan degiskenin soku gegici bir etkiye sahip

olacaktir. Baslangictaki bir sokun etkisi bir siire sonra kalkacaktir (Tar1 2008).

VAR modellerinin dezavantajlar1 ise biitiin degiskenlerin duragan olmasinin
beklenmesidir. VAR modellerinin olusmasinda degiskenlerin se¢imi dnemlidir. Cok

fazla parametre icerdiklerinden serbestlik derecesi ¢ok biiyiik olmaktadir (Tar1 2008).

2.1.4.a. Vektor otoregresif modellerinin belirlenmesi

Degiskenlerin se¢imi, Ozelliklerinin belirlenmesi ve siralamasi 6nemlidir. Duraganlik
kosulunun da saglanmasi gerekmektedir. Gecikme uzunlugunun belirlenmesi ve

ongliriiniin yapilmasi1 VAR modeli asamalarini olusturmaktadir.

VAR(p) modelleri olusturulurken en 6nemli kistaslardan biri modelin derecesinin
belirlenmesidir. Eger gereginden kiiciik bir derece ile ¢alisilirsa model parametrelerinin
tahmini tutarli olmamakta ve tahminin varyansi gereginden biiyiik ¢gikmaktadir (Shibata
1976, Kadilar 2000). Model derecesinin tespiti i¢in en ¢ok olabilirlik yOnteminin
gelistirilmis bir seklini Akaike (1974)’te Onermistir. Farkli parametrelere sahip farkli
modeller i¢inde secim yapmak icin biitlin modellerin en ¢ok olabilirlik fonksiyonunu
bulup bu fonksiyon degerinin en biiyiik olan modelin en uygun model olarak segcmek

oldugu vurgulanmigtir (Schwarz 1978; Kadilar 2000).
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Degiskenlerin siralamasi ve normal dagilima uygunlugu test edilir. Birim kok
testlerinden Genisletilmis Dickey Fuller testi uygulanmasi tercih edilerek serilerin
duraganliklar1 analiz edilir ve duragan olmayan seriler duraganlastirilir. Normal
dagiima uygun olan verilerimiz duraganlastiktan sonra ortalama hatanin
minimizasyonu ile nihai tahmin hatas1 FPE, veya AIC Akaike bilgi kriterinin minimum
oldugu p degerini veren gecikme seviyesi belirlenir. Bir baska gecikme seviyesini
belirleme kriteri de Hannan-Quinn (HQ) kriteri ve Schwarz (SC) bilgi kriteridir. Bu son

iki kriter tutarli gecikme seviyesinin belirlenmesinde daha etkindir.

Duragan olan degiskenler tizerinde Granger nedensellik analizi yapilarak degiskenler
tizerinde birbirlerinin etkilesimleri analiz edilir. Gecikme sayist belirlenen VAR(p)
modelinin parametrelerinin uygunlugu igin hata terimlerine, LM testi yapilir ve hata
terimlerinde otokorelasyon olup olmadig test edilir. LM olabilirlik degerinin %5’den
biiyiik olmasi beklenir. Bu durumda Hy hipotezi kabul edilir.

Hy:P =P, =P, =...... = B,, = 0 = otokorelasyon yok

H P =P, =P #.... # P, # 0 = otokorelasyon var

Bu durumda modelin hata terimlerinde otokorelasyon yoktur denir. White testi
uygulamasi yapilarak modelde degisen varyanslik probleminin olup olmadig1 kontrol
edilir. Joint olabilirlik degeri %5 ten biiyiik ise modelde degisen varyans yoktur denir.

Hata terimleri sabit varyanshdir denir. Hy hipotezi reddedilmez.

H, = degisen varyans yok

H, = degisen varyans var

Hata terimlerinin normal dagilima uygun olup olmadigi ise uygulamalarimizda

kullanilan Jarque Bera testi ile analiz edilir. Bu testte olabilirliklerin %5’ten biiyiik
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olmas1 beklenir. Ayn1 zamanda bu test y°tablo degerinin test istatistik degerlerinden

kiiglik olmasi beklenir bu durumda Hy hipotezi reddedilmez.

H, := hata terimleri normal degisen varyans yok

H, :=degisen varyans var

Hatalarin  otokorelasyon grafikleri g¢izilerek akgiiriilti seri halini aldiklan
gozlemlenmelidir. Biitiin bu asamalardan sonra modelin uygun bir model oldugu kabul
edilir. Degiskenler arasindaki Granger nedenselligi analizi, etki-tepki analizi ve varyans

ayristirmasi, VAR(p) modellerinin 6nemli amagclari arasindadir.

2.1.4.b. Granger nedensellik analizi

Granger (1969) ve Sims (1972) tarafindan gelistirilen bu analizde degiskenler arasinda
karsilikli olarak bir nedenselligin olabilecegi diisiintilmiistiir. Bu nedenselligin tek yonlii
veya cift yonlii olabilecegi daha dogrusu nedenselligin yoniiniin gecikme sayisina bagh
olarak tespit edilebilecegini belirtmislerdir. Bu nedensellik testine de “Granger

Nedensellik Testi” adin1 vermislerdir.

Granger nedensellik testi i¢in serilerin duragan olmasi gerekmektedir. Nedesellik analizi
aslinda ekonomik veriler i¢in daha ¢ok 6nem arz etmektedir. Fakat bu ¢alisma da bir

yontem olarak kullanilmistir.

2.1.4.c. Etki-Tepki fonksiyonu

VAR(p) modellerinde katsayilarin yorumlanmasi oldukga giictiir. Bunun yerine
bagimsiz degiskenlere verilecek bir birimlik soklarin bagimli degisken ve diger
degiskenler tizerindeki etkileri analiz edilir. Sistemdeki degiskenlerin duragan olmasi

nedeniyle verilen bir birimlik soklarin (hata pay1) diger degiskenler iizerindeki etkileri
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bir siire sonra sona erecektir. Eger seriler duragan bir yapida degil iseler soklar devam

edecek ve verilen tepki saglikli dlgiilmeyecektir (Bozkurt 2007).

Etki tepki analizi, soklarin etkilerinin ve bunlara verilen tepkilerin 6l¢iildiigii bir analiz
oldugundan degiskenler arasinda bir Granger Nedenselliginin olmas1 gerekir. Eger bir
degisken digerinin nedeni degil ise birinin iizerine verilecek bir birimlik sok digeri

tizerinde bir etki yapmayacaktir.

2.1.4.d. Varyans ayristirmasi

Degiskenlerdeki degisimin, kendisi ve diger degiskenler tarafindan kaynaklanma
oranlarini arastirir. Baska bir deyisle varyans ayristirmasi bir degiskene iliskin 6ngorii
hata varyansmin diger degiskenler tarafindan aciklanma oranidir. Eger bir sok, bir
degiskene iliskin ileriye yonelik tahmin hata varyansini agiklayabiliyor ise, o degisken

i¢sel olarak kabul edilir (Liitkepohl 1993; Bozkurt 2007).

Varyans ayristirmast VAR modellerinde beklenen ikinci fonksiyondur. Varyans
ayristirmasi ile serinin varyansindaki degigsmeye sok siiresince her bir degiskenin katkisi

Olgiiliir.

2.2. Yapay Sinir Aglan (YSA)

YSA, beynin bir islevini yerine getirme yOntemini modellemek i¢in tasarlanan bir
sistem olarak tanimlanabilir. Bir YSA, yapay sinir hiicrelerinin birbirleri ile ¢esitli
sekillerde baglanmasindan olusur. YSA, 6grenme algoritmalar ile 6grenme siirecinden
gectikten sonra, bilgiyi toplama, hiicreler arasindaki baglanti agirliklar: ile bu bilgiyi
saklama ve genelleme yetenegine sahip olurlar. YSA, yapilarina gore farkli 6grenme
yaklagimlart kullanirlar. YSA, insan beyninin ¢alisma ve diislinebilme yeteneginden

yola ¢ikilarak olusturulmus bir bilgi islem teknolojisidir. YSA isleyis o6zelliklerine



29

dayanan ikinci tiir tanimi ise ilk ticari yapay sinir aginin gelistiricisi olan Sara¢ (2004)
tarafindan NIELSEN'e ait bir atifinda “Yapay sinir agi, disaridan gelen girdilere
dinamik olarak yanit olusturma yoluyla bilgi isleyen, birbiriyle baglantili basit
elemanlardan olusan bilgi islem sistemidir. YSA paralel olarak baglantili ve cok
sayidaki basit elemanin, gercek diinyanin nesneleriyle biyolojik sinir sisteminin benzeri

yolla etkilesim kuran, hiyerarsik bir organizasyonudur” (Sarag¢ 2004).

Biyolojik sinir aglarinda oldugu gibi yapay sinir aglarinda da temel unsur, yapay sinir
hiicresidir. Yapay sinir hiicresi, YSA’ nin calismasina esas teskil eden en kiigiik ve
temel bilgi isleme birimidir. Ag i¢inde yer alan tiim noronlar bir veya birden fazla girdi
alirlar ve tek bir cikti verirler. Bu c¢ikti yapay sinir agmin digina verilen ¢iktilar
olabilecegi gibi baska néronlara girdi olarak da kullanilabilirler. Genel 6zellikleri ile bir
yapay hiicre modeli 5 bilesenden olugmaktadir (Sarag 2004).

Bunlar;

o Girdiler

o Agirliklar

e Birlestirme Fonksiyonu

o Aktivasyon Fonksiyonu

e Cikt1
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Dogrusal Sigmoid/Tanjant-Hiperbolik/Purelin

Ara Katma

T (Hidden Layer)

Agirliklar

\ l"l"
","14/
Girdi Katmani / X X/ Cikti Katmani
(input Layer) v’?’r" 7 (Output Layer)
M
g
/4’/ ”,\
e /

Cok tabakali geri beslemeli en kiiglik kareler yontemi

Sekil 2.1. YSA’da bir ag mimarisi

Yapay sinir aglarinin 6zellikleri ve tstiinliikleri asagida belirtildigi sekildedir.

e Dogrusal olmama

e Paralellik

e Gergeklenme kolaylig
e Yerel bilgi isleme

e Hata tolerans

e Ogrenebilirlik

e Genelleme

e Uyarlanabilirlik

e Donanim hizi

¢ Analiz ve tasarim kolaylig1
V=) XW +6, y=F(v) (2.26)

Burada;
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w: Hiicrenin agirliklar matrisi
x: Hiicre giris vektori
v: Hiicre net girisi

y: Hiicre ¢ikigi’dir.

YSA’larin verilerin transfer fonksiyonunun 6zelligine gore belli bir 6lgeklemeye tabii
tutulmas1 gerekmektedir. Bunun i¢in veri setinde bulunan minimum ve maksimum
degerlerin bulunmasi ve asagida verilen Olgeklemelere tabii tutulmasi gerekmektedir.
Bir Y veri setinin [0,1] araliginda olgekleme i¢in (2.27) No’lu esitlikten [-1,1]
araliginda Olgekleme icin ise (2.28) No’lu esitlikten yararlanilmalidir. [a,b] gibi bir
aralikta dlgceklemek icin de dlgekleme icin (2.29) No’lu esitlikten yararlanilmalidir.

erni = Y — ymin (227)
Ymaks — Ymin
V=2t Ymn g (2.28)
Ymaks — Ymin
Y — ymin
Y= —2M_(h-a)+a (2.29)

maks — Y min

Egitim esnasinda normalize edilmis giris ve ¢ikis degerleri kullanilir. Islem sonunda ters
doniisiim yapilarak gercek degerlere doniisiim saglanmalidir. Ogrenme algoritmasini
etkileyen en 6nemli unsurlardan biri de performans fonksiyonudur. En ¢ok kullanilan

fonksiyonlar asagida belirtilmislerdir.

Ileri beslemeli aglarda ki performans fonksiyonu karesel ortalama hatadir. (MSE mean

square error);
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N
MSE = %Z(ti —td,)? (2.30)
i=1
Toplam karesel hata SSE ( sum square error)
N
SSE =) (t; —td;)’ (2.31)
i=1

Karesel ortalama hata karekokii RMSE ( root mean square error)

N
RMSE = \/%Z(ti —td,)? ile ifade edilir. (2.32)
i=1

Performans fonksiyonuna agin biaslarinin ve agirliklarinin karelerinin toplaminin
ortalama bir degerini ifade eden bir terim eklenerek genellestirme iyilestirilebilir. Bu ag1
daha hassas davranmaya zorlar ve agin 6grenme kiimesi haricindeki veriler i¢inde

ezberleme yapmasini engeller (Sagiroglu vd 2003).

Bazen aga giren degiskenler arasindaki iligki ¢ok yliksek olabilir. Ayn1 zamanda giris
vektoriiniin boyutlar1 da ¢ok yiiksek olabilir. Bu durumda giris vektoriiniin boyutlarini
azaltmak ve giris vektoriindeki degiskenler arasindaki korelasyonu kaldirmak ig¢in
YSA’da da kullanilan temel bilesenler analizini uygulamak gerekir. Bu yontem, giris
vektorlerini iligkisiz hale getirir, ortogonal bir siralama meydana getirir ve veri kiimesi
icinde en son tiire uyan bilesenleri eler. Temel bilesenler analizi Matlab’de “Principal
Component Analysis” kisaltilmis sekli ile ifade edilen “prepca” komutu ile

olusturulmaktadir (Sagiroglu vd 2003).
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2.2.1. Aktivasyon ve transfer fonksiyonu

Aktivasyon veya transfer fonksiyonlar1 bir YSA’da néronun ¢ikis genligini, istenilen
degerler arasinda sinirlar. Bu degerler ¢ogunlukla [0,1] veya [-1,+1] araligindadir.
YSA’larda kullanilan fonksiyonlarin tiirevi alinabilir olmali ve siireklilik arz etmeli.
Uygulamalarda daha c¢ok tanjant hiperbolik veya sigmoid fonksiyonu kullanilmaktadir.
Lineer ve dogrusal olmayan transfer fonksiyonlarmmin kullanimi YSA’larin ¢ok

karmasik problemlere uygulanmasini saglamistir (Sagiroglu vd 2003).

Dogrusal fonksiyon, YSA’larin ¢ikis katmaninda kullanilir. Basamak fonksiyonu ise
perseptron olarak bilinen islemci eleman bu fonksiyon ile islem goriir. Kutupsamali
basamak fonksiyonu, parcali dogrusal fonksiyon aktivasyon fonksiyonlarindan

bazilaridir (Sagiroglu vd 2003).

Sigmoid fonksiyonu YSA uygulamalarinda en ¢ok kullanilan aktivasyon fonksiyonudur
(2.33). Bu fonksiyonun en aktif bolgesinin 0.2 ile 0.8 arasinda oldugu bilinmektedir.

y=—2  —Ldanhwi2)-1) (2.33)
1+e” 2

Tanjant Hiperbolik fonksiyonu ise YSA’larda en ¢ok kullanilan ikinci fonksiyondur.

Giris uzayinin genisletilmesinde etkili bir fonksiyondur (Sagiroglu vd 2003).

1-e™®
y = — = tanh(4v) (2.34)
l+e
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2.2.2. Yapay sinir aglarinda 6grenme algoritmalari

Ogrenme algoritmasi bir YSA ana catisini olusturur. Birgok 6grenme algoritmas vardir
ama en ¢ok kullanilan trainlm ve trainbr dir. Bu iki algoritma Levenberg-Marguardt

algoritmasidir.

Trainlm, 6grenme kiimesi ¢ok biiyiik ise hafiza ihtiyacini alzaltan bir parametreye sahip
Levenberg-Marguardt algoritmasidir. Modern 6grenme algoritmalarinin en hizlisidir.
Trainbr ise bayesian diizenleyici Ogrenme metodur. Levenberg-Marguardt
algoritmasinin, genelleme yetenegini (ezberleme) iyilestirmek igin gelistirilmis bir
Ogrenme algortimasidir. Optimum ag yapisinin ne kadar olmasi gerektigi problemini

kismen azaltmaktadir (Sagiroglu vd 2003).

2.3. Cok Degiskenli Regresyon Analizi

Bagimli degisken ile bagimsiz degiskenler arasindaki iligkiyi matematiksel bir modelle
istatistik temellere oturtturularak agiklamak, bagimsiz degiskenler yardimiyla bagimh

degisken i¢in kestirimde bulunabilmek ¢ok degiskenli istatistik analizin amaclarindandir

(Alpar 2003).

Bayazit (2006)’ya gore bir rastgele degisken ile birden fazla rastgele degiskenler
arasinda istatistiki iligkinin belirlenmesi amaglanmaktadir. S6z konusu rastgele
degiskenin varyansinin olabildigince biiyiik kismini agiklayacak sekilde belirlenecek bu
iligki (regresyon denklemi) ile s6z konusu degiskenin bir olayda alacagi deger, bilinen
diger rastgele degiskenlere bagl olarak tahmin edilecek ve tahminlerin giiven araliklari

belirlenecektir.

Cok degiskenli regresyon analizinde degiskenler arasindaki iligkinin dogrusal oldugu

kabul edilmektedir. Tahmin edilen degerlerle bilinmeyen gergek degerler arasindaki
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farklar olan kalint1 terimlerinin bagimsiz, varyansi sabit ve normal dagilmis olduklar1 da
yapilan kabuller arasindadir. Son kabuller istatistik hipotezlerin kontroliinde ve giiven

araliklarinin belirlenmesinde gereklidir (Bayazit 2006).

Bagimli degiskeni bagimsiz degiskenlerden hangisinin daha ¢ok etkiledigini tespit
etmek, ¢ok degiskenli istatistigin amaglarindandir. Birden fazla bagimsiz degiskenle
aciklanabilen model iginde, bagimsiz degiskenlerin sayilarin1 azaltarak az sayida

parametre ile bagimsiz degiskeni aciklamakda bagka bir amacidir.

Y bagimh degiskeni ile X; (j=1,2,......k) bagimsiz degiskenleri arasindaki dogrusal
istatistiki iliski

y=Dby +bx +b,x, +....+b. X, +¢ (2.35)
denklemi ile ifade edilir. Bu denklemde b; (j=0,1,2,....,k) regresyon katsayilari, e kalinti

(hata) terimidir. Denklemde parametre sayisi (regresyon katsayilarmin sayisi) p=k+1

dir. Gozlemlerin say1si n ise serbestlik derecesi s.d.= n-p olur.

Y1 1 X Xppooeeo Xy bo &
.y2 _ I Xy X oo Xy bl n ?2 (2.36)
Yn 1 Xao Xz oo Xk bk €

Y degiskeninin alacagi deger, X; degiskenlerinin bilinen x;j degerlerine bagli olarak

tahmin edilebilir (Bayazit 2006).

2.3.1. Cok degiskenli regresyon analizi varsayimlari

Coklu dogrusal regresyon modellerinde varsayimlar;

e Normal dagilim
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e Dogrusallik
¢ Hata terimlerinde otokorelasyonun olmamasi
e Sabit varyans

e Bagimsiz degiskenler arasinda ¢oklu baglanti (kolinearite) olmamasi
olarak smiflandirilabilir.

Normal dagilima uygunluk i¢in istatistiksel testler ve grafiksel goriintiiler incelenebilir.
Istatistiksel testlerde Ki-kare uygunluk testi, Kolmogorov-Smirnov testi (K-S), Z testi
ve Shapiro-Wilks (W istatistigi) sayilabilir. Uygulamalarimizda genellikle Kolmogorov-
Smirnov testi uygulanmis ve bu testte olabilirlik degeri %5 anlamlilik diizeyinden
biiyiik ise Ho hipotezi reddedilmistir. Grafik testler ise histogram, gévde—yaprak, kutu,
Q-Q ve P-P grafikleridir.

Dogrusal olmayan etkiler i¢in hesaplanacak dogrusal korelasyonlar gergek iligkiyi her

zaman diisiik gosterebilir. iki degisken arasinda dogrusalligi saglamada birgok déniisiim

uygulanir. Bazi doniistimler logaritmik dontisim (log(x)), karekok donistimii (\/;),

hiperbolik ~ dontisim  ( %), kare  doniisimii  (x?), arcsin  doniisimii

(arcsin/x =sin+/x), logit doniisiimii {Logit(p) = O,5Iog(ﬁﬂ, fisher z
doniistimii {Fisherz =05 Iog(i'-’_—rﬂ olarak sayilmaktadir; (Albayrak 2006)
)

Hata terimlerinin bagimsizli§i, hata terimlerinin normal dagilima uygun, gecmis
degerleri ile iliskisi olmayan ak giiriiltii bir seri oldugudur. Bunun i¢in de Durbin-
Watson testine bagvurulur. Ayn1 zamanda hata terimlerinin otokorelasyon grafikleri

cizilerek gecikmelerin giiven araliklarini gecip gegmedigi goriilebilir.
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n

z (et - et—l)z

DW=2_ =201 p) (2.39)

2.@)°

t=1

Bu amagla DW hesaplanir ve genellikle 1.5-2.5 civarinda olan DW test sonucu

otokorelasyon olmadigini gosterir.

Tek degiskenli analiz durumunda kovaryans matrisi sabit bir say1 ve bagimli degiskenin
varyansi biitlin hiicreler i¢in esit oldugu zaman sabit varyanstan soz edilebilir (Albayrak

2006).

Coklu baglantt problemi (kolinearite) bagimsiz degiskenler arasindaki yiiksek
korelasyondur. Bir modelde ¢oklu baglant: olmasi durumunda modelin R*‘si ¢ok yiiksek
¢ikmasina ragmen modele giren bagimsiz degiskenlerin katsayilariin istatistiksel
anlamliliklar1 uygun olmamaktadir. Coklu baglantt olmast durumunda bagimsiz
degiskenlerin isaretleri ters isaretli olabilmektedir. Coklu baglanti halinde modele
katilan degiskenlerin varyans ve kovaryanslar: beklenmedik sekilde artabilir (Gujarati

1995; Kalayc1 2006).

Coklu baglanti problemini belirlemenin birkag yolu vardir. Bagimsiz degiskenlerin
korelasyon matrisleri incelendiginde yiiksek bir iligki s6z konusu ise ¢oklu baglantinin
varlig1 s6z konusu olabilir. Bu yiiksek iligkiye ragmen degiskenlerin katsayilarinin
olabilirliklerini test eden “t” testi sonuglari, istatistiksel olarak anlamli ¢ikmayabilir. Bir
diger parametre olan varyans artis faktorii denilen VIF (Variance Inflation Factor)
degerinin ¢ok yliksek toleranslarida ¢ok diistik ise modelde ¢oklu baglant1 probleminin

oldugu anlagilir (Kalayci 2006). Coklu baglanti probleminin diger bir tespit yontemi de
tolerans degeridir. Tolerans degeri T =1— R?seklinde hesaplanir. Daha kiigiik tolerans

daha biiyiik VIF demektir (Gujarati 1995).
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Bu durumda diger bagimsiz degiskenlerle korelasyonu yiiksek olan degiskenler
modelden ¢ikarilmalidir. Bunu yaparken fazla bilgi kaybedilmemesine dikkat
edilmelidir. Aralarindaki korelasyon katsayisi r olan iki bagimsiz degiskenden biri

modelden ¢ikarilirsa bilgi kayb1 orani 1-r? olur (Bayazit 2006).

Coklu baglant1 problemini ortadan kaldirmak i¢in temel bilesenler analizi uygulamasi

yapmak gerekir.
2.3.2. Cok degiskenli regresyon analizinde model belirleme kriterleri

Belirlilik katsay1 (R?) hemen hemen biitin istatistik modellerinde bir belirleyici
kriterdir. Coklu belirlilik katsayis1 olarak da isimlendirilen R? (multiple coefficient of
determination) birden ¢ok bagimsiz degiskenin bagimli degiskeni aciklama oranini
verir. 0-1 arasinda degisen R?, 0’a yaklasirsa verinin model verilere uygun degil
modelin verileri agiklamadigi anlasilir. R degerini analiz ederken dikkatli olunmalidir.
Ciinkii bagimsiz bir degiskenin eklenmesi bile R?*de artis meydana getirebilir.

Diizeltilmis R? ise bir bagimsiz degiskenin modele eklenmesiyle, artarak degisen R?
belli bir miktar azaltilarak diizeltilir ve diizeltilmis R” elde edilir. Bir modeli analiz

ederken R ile R arasmdaki fark belirli bir dereceden fazla ise Ezdegerine bakilmasi
gerekir (Alpar 2003).

n y T ~
ne ;(y‘ y) _RKT _ AXY-ny’
n — . —2
>yt <YYoy

i=1

§2=[R2— P j[ n-1 ] (2.39)
n-1)n-p-1

(2.38)
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Model belirleme kriterlerinden biri de (2.32) No’lu denklemde bahsedilen ortalama
karesel hatanin (OKH “MSE mean squer error”) minimum oldugu durumdur. AIC
Akaike bilgi kriteri de yine belirleyici bir kriterdir. Modelin tamaminin istatistiksel
olarak uygunlugunu test etmek i¢in F testi uygulanir. Fpesap™>Franio Ve olabilirlikleri % 5’
ten kiiciik ise modelin tamaminin uygun oldugu kabul edilir. Ayn1 sekilde model icinde
bulunan parametrelerin yani bagimsiz degiskenlerin ve sabit terimin katsayilarinin
istatistiksel olarak anlamliklari, t testi ile analiz edilir ve yine olabilirliklerin % 5°ten

kiiclik olmasi1 beklenir.

Ayrica; tahmin serisi ile tarihi serinin %95 giiven araliklari ile grafikleri cizilerek uyum
gozlenir. Ayni sekilde bagimsiz degiskenin tarihi degerleri ile tahmin degerleri arasinda

serpilme (sagilma) grafikleri cizilir. Iki seri arasindaki uyum Rile gozlemlenir.

2.3.3. Temel bilesen analizi (TBA)

Coklu baglant1 probleminin olmasi sahte regresyonu ortaya ¢ikarmakta modelden elde
edilen tahminlerin yaniltict olmasint saglamaktadir. Coklu baglanti problemini
¢ozmenin en iyi yolu temel bilesenler analizi uygulamaktir. Temel bilesen analizi
kisaca, bagimli degiskeni, birbirleriyle ¢ok iliskili biitiin bagimsiz degiskenler yerine
birbirleriyle iliskisiz daha az sayida temel bilesen ile agiklamaktir. Bu analize gegmeden
once temel bilesenler analizinin uygun bir yontem olup olmadigini analiz etmek i¢in

kiiresellik testi denilen bir test uygulanir. Bu teste Barlett testi de denir.

H, : R =1 Degiskenler arasindaki iliski dnemsizdir.

H, : R# | Degiskenler arasindaki iliski dnemlidir.

Olabilirlik P<0.05 ise Hp reddedilir yani kiiresellik varsayimi kabul edilmez.
Degiskenkler arasindaki iligkiler onemlidir. Bu ylizden TBA (temel bilesenler analizi)

uygulanabilir.
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Temel bilesen (principal component) aralarinda istatistiksel olarak iligki bulunan P adet

X;(1=1234..... , p) degiskenin aralarinda istatistiksel olarak ilisgki bulunmayan Z;

kadar temel bilesenle agiklanmasi olayidir (Bayazit 2006).

P
Z,=>a;X, j=123.......q q<p (2.42)
k=1

X, degiskenlerinin S kovaryans matrisinin yapisini agiklayarak anlamli temel bilesen

sayis1 q<p ise veri sayisinit azaltmak temel bilesenlerin amaglarindandir.

P boyutlu uzaydaki toplam varyans (6zdegerler toplami), her biri 6zvektorlerle
tanimlanan Oyle yeni degiskenlerle ifade edilir ki, en kiiciik varyans sonuncu 6zvektore

ait olur (4, >4, >4, > >A,). Bagimsiz degiskenler kiimesindeki toplam

degisimin biiyiik bir boliimii birinci 6zvektdr, ondan daha az bir boliimii ikinci 6z vektor

tarafindan aciklanir (Alpar 2003).

Temel bilesen sayisin1 belirlemede bazi kistaslar mevcuttur. Standart degiskenlerle

belirlenen  1;’lerden 1°den (ya da 0.7°den) kiigiik olanlara karsilik gelen temel
bilesenler gozoniine alinmayabilir. Bu kritere Kaiser kriteri denir. Cettell dokiintii
(scree) testi ise A;degerlerinin j’ye gore degisimini gdsteren ¢izginin yatiklagmaya
basladig1 j degeri q olarak alinir. Bu grafik ayn1 zamanda scree plot denilen bir grafik
yardimiyla analiz edilir. S; =4, +4; +1+........ + A, hesaplandiktan sonra 4, /S; daha
once temel bilesenlerin agiklamadig varyansin Z; tarafindan agiklanan oranini gosterir.
Bu oranin 0.1°den kiigiik oldugu Z;ve bundan sonraki temel bilesenler gbz Oniine

alinmayabilir (Bayazit 2006).

Temel bilesenler analizinde her yeni degisken, orjinal degiskenlerin dogrusal bir

bilesimidir. Birinci yeni degisken (temel bilesen) verilerdeki maksimum varyansi



41

aciklayici bir sekildedir. ikinci temel bilesen geriye kalan toplam varyansa maksimum
katkida bulunmaktadir. Maksimum sayida iretilebilecek temel bilesen sayisi orjinal

degisken sayis1 kadardir. Yeni bilesenler bagimsiz tiretilirler (Albayrak 2006).

Veri matrisinde yer alan p degiskeninin dogrusal bilesenlerini bulmak igin kovaryans
matrisinin ya da korelasyon matrisinin 6zdegerleri ve Ozvektorleri kullanilir. Eger
degiskenler ayn1 birim veya karsilastirilabilir birimlerdeyse ve degisken varyanslart ayni
boyutta ise varyans-kovaryans matrisi kullanilir. Bu durumlar saglanmadiginda varyans-

kovaryans matrisi yerine korelasyon matrisi kullanilir (Kocabag 2008).
TBA’nin 3 temel amaci vardir:

1. Verilerin boyutunu azaltmak,
2. Tahminleme yapmak,

3. Veri setini, bazi analizler i¢in goriintiilemek.

TBA uyguladigimizda siirecin sonunda bu p boyutlu uzayin gergek boyutu belirlenir.
Bu gergek boyuta temel bilesenler ad1 verilir.

TBA, sonug olarak p sayida bagimsiz degisken yerine p sayida temel bilesenle bagiml
degiskeni acgiklamaktadir. Bu temel bilesenler sirasiyla toplam varyansa maksimum
katkida bulunurlar. Yani, birinci temel bilesen en ¢ok, diger bilesenler ise gittikge
azalan miktarda toplam varyansa katkida bulunurlar. Bu nedenle az sayidaki temel
bilesen ile toplam varyansin biiylik bir cogunlugu aciklanmis olur. Temel bilesen analizi
aslinda bir boyut indirgeme teknigidir. Temel bilesenler analizinde kullanilan veriler
ortalamaya gore diizeltilmis veya standartlagtirllmig verilerdir. Ortalamaya gore
diizeltilmis veriler kullanilirsa temel bilesen agirliklari degiskenlerin varyanslaridan
etkilenmektedirler. Varyansi biliylik olan degiskenlere daha biiylik agirlhiklar
verilebilmektedir. Standart verilerle ¢alisilmasi durumunda degiskenlerin agirliklar

varyanslarindan etkilenmemektedirler (Albayrak 2006).
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2.4. Poisson Regresyonu (PR)

Bagimli degiskenin sayma verisi aldigi (0,1,2,3,4...... gibi) kesikli deger aldigi
kategorik olmadigi birka¢ durum vardir. Bu tiir degiskenlere kaza sayilari, yangin sayisi
patent sayis1 gibi ornekler verilebilir. Kesikli ve kategorik olmayan olaylarla iliskili
bagimli degiskenli model baz1 varsayimlar altinda Poisson regresyon modeli olarak
adlandirilir. Poisson regresyon modeli daha ¢ok sayma verilerini analiz etmek igin

kullanilir (Maddala 1983; Akin 2002).

P(Y, = ¥ Xi. Xiz, Xig e Xig) = Y, =012,....... (2.41)

A =el%

Greene (1993)’e gore verilen Poisson regresyon modelini kaza sayilarina gore

yorumlamak gerekirse;

P, =, |Xil,Xi2, Xigreerees » Xiq) : Kazalarm olma olasilig1
y;: Mevcut t zaman dilimi i¢inde olan kaza sayisi
A, : t zaman dilimi i¢indeki beklenen kaza sayisi

A, , logaritmik dogrusal olarak bagimsiz degiskenlere baghdir (Akin 2002).

N2, =% =By + iﬁj X; (2.42)

4 :e)@(ﬂlxi =5 +Z:Bjxij) (2.43)
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Poisson regresyonu dogrusal olmayan bir regresyondur ve parametrelerin katsayilari
maksimum olabilirlik metodu ile kolayca bulunabilir. Olabilirlik fonksiyonu 2.44 No’lu
denklemde ki gibi ifade edilir.

n qul efﬂ'l

L(ﬂ“i) :H

i=1 y|'

(2.44)

Parametreler, olabilirliin maksimizasyonu veya daha genel olarak, olabilirligin
logaritmasmin (log-olabilirlik diye belirtilir) maksimizasyonu ile tahmin edilir. Buna
esdeger olarak, tahmin, log-olabilirligin negatifinin minimize edilmesiyle de bulunabilir
(Kibar 2008).

Kazalar kesikli rastgele olaylar oldugundan bunlarin normal dagilim kullanilarak
modellemesi yapilamaz (Al-Ghirbal and Al-Ghamdi 2006). Poisson dagilimi, aralikli
olan ve negatif olmayan rasgele, kesikli olaylar olan kazalarin ifade edilmesi i¢in uygun
bir metotdur (Hadayeghi 2002). ilk defa Fransiz matematik¢i Simeon Denis Poisson
(1781-1840) tarafindan incelenmeye baglanan bu dagilim, daha sonra Bartkrewicz
tarafindan ender goriilen olaylara uygulanmis ve ¢ok uygun sonuglar elde edilmistir

(Comlekgi 1989; Filiz 1995; Kibar 2008).

Poisson regresyonunda karsilasilan sikintilardan biri de asir1 yayilimdir. Asirt yayilim
sonucunda tahmin edilen parametrelere iliskin katsayilarin varyansi ¢ok kiigiik degerlere
egilim gosterir ve tahmin edilen katsayilar yanli olurlar. Bu problem kaza verilerinin
analizinde Negatif Binom dagilimli oldugu kabul edilerek ¢oziilebilir (Hadayeghi 2002;
Kibar 2008)

Asirt yayilimin iki sebebi olabilir bunlardan biri kazalarin kesikli rassal degisken
olmalar1 miinasebetiyle veri setindeki ¢ok fazla sifir olmasidir. Digeri ise trafik
hacminin, dogru olmamasi, bilgi eksikligi, hava kosullarinda 6lgiisiiz varyans, gorsellik
ve siiriici davraniglar gibi etkilerin unutulmus olmasidir (Hauer 2001; Shankar 1997,

Qin vd. 2004; Lord vd. 2005; Kibar 2008).
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3. MATERYAL ve YONTEM

Kaza analizleri i¢in ¢esitli yontemler vardir. Girig bolimiinde bu yontemlerle yapilmis

arastirmalara yer verilmistir. Kullanilan bazi yontemler asagidaki gibidir.

1) Cok degiskenli regresyon yontemi

2) Zaman serisi yontemi
3) Yapay sinir aglar1 yontemi
4) Poisson regresyonu

Cok degiskenli regresyon, cok degiskenli zaman serileri analizi, yapay sinir aglari
yontemi, poisson regresyonu yontemleri ayni verilere uygulanmis sonuglar ortalama
karesel hata (OKH), belirlilik katsayis1 (R%) ve Akaike (AIC) bilgi kriterine gore

degerlendirilmistir.

Uygulamalarda kullanilan veriler Emniyet Genel Midiirliigl, Trafik Egitim ve Arastima
Daire Basanligindan, yol ve siiriicli karakteristiklerine iligkin detay nitelik veriler iicreti
karsihiginda, diger veriler ise yillik yayinlanan Trafik Istatistik Yilliklarmdan (1996-
2002) elde edilmistir. 2003-2010 yillar1 arasim1 kapsayan veriler ise Tiirkiye Istatistik
Kurumu’nun yaymladign Trafik Kaza Istatistikleri Karayolu, Motorlu Kara Tasitlar:

Istatistikleri, Ulastirma Istatistikleri Ozeti, kitaplarinda elde edilmistir.

Calismalarimizda kullanilan  bagimsiz  degiskenler arasinda lineer bir isliski
olmamasindan dolayi, lineer iliski olmayan degiskenlerin modellenmesinde kullanilan

ve en iyi sonucu veren YSA uygulamalarimizda tercih edilmistir.

YSA Uygulamasinda Matlab-2008’de bir program yazildi. Program transfer
fonksiyonlar1 (tansig-purelin-logsig), egitim fonksiyonlari (trainbr-trainlm), gizli

tabakadaki noron sayist (1,2,3,4.....), arasinda bir dongii yapabilen bir yazilim olarak
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gelistirildi. Yazilmin diger o6zelligi ise agmn performans belirmele kistasi olarak
ortalama karesel hatay1 almasi, iterasyon sayisini istege bagli olarak degistirebilmesi ve
agin egitiminin istenilen hasssasiyette sonladirabilmesidir. Alternatif ag yapilarini, girdi
tabakasindaki noron sayisi, gizli tabakadaki ndron sayisi, ¢iktr tabakasindaki ndron
sayisi, egitim fonkisyonu, tabakalardaki transfer fonksiyonlari, R2, OKH, AIC,

degerlerinin excell ortaminda okunabilmesi saglanmistir.

3.1. Cok Degiskenli Regresyon Analizi, Cok Degiskenli Zaman Serisi Analizi,
ARIMA ve Yapay Sinir Ag1 Modellemeleri

3.1.1. Model-I

Yillik kaza sayilariin; yiik-ton degeri, yolcu-km, km-tasit, kamyon sayisi, tir sayist,
otobiis sayisi, karayollaridaki enerji tiiketimi, yol-km uzunlugu, AOGT degerlerine gore

modellenmesi;

Y:Yillik Kaza Sayilari

Xi: Yik-Ton Degeri

X2: Yolcu-Km

Xs3: Km-Tasit

X4: Kamyon sayisi

Xs: Tir Sayist

Xe: Otobiis Sayisi

X7: Karayollarinda enerji tiiketimi (bin/ton)
Xg: Yol-Km Uzunlugu

Xg: AOGT

Cok degiskenli regresyon modellerinde normallik bir varsayim oldugu i¢in degiskenleri
modellemeden dnce normal dagilima uygunluk analizi yapildi. (Cizelge 3.1)

k, =log(X,)
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t, = log(Y,)

Cizelge 3.1. Degiskenler icin normallik test sonuglari

Degisken | Kolmogorov-Smirnov | Kolmogorov-Smirnov (Logaritmik)
[statistik | Sd | Olabilirlik | Istatistik | Sd Olabilirlik
Y 0221 |34 0.000 0.148 34 0.056
X1 0.215 | 34| 0.000 0.181 34 0.060
X2 0.143 | 34 0.078 0.143 34 0.074
X3 0.161 | 34 0.026 0.143 34 0.077
X4 0229 | 34 0.000 0.121 34 0.200
Xs 0.159 | 34 0.029 0.094 34 0.200
Xe 0.129 | 34 0.161 0.101 34 0.200
X7 0.093 | 34| 0.200 0.133 34 0.137
Xg 0132 | 34 0.142 0.129 34 0.129
Xg 0.092 | 34 0.168 0.08 34 0.200

Ho: Degiskenler normal dagilim gosterir.

Hi: Degiskenler normal dagilim gostemez.

Kolomogorov-Smirnov testinde olabilirlikler %5 ten kiigiik ise segenek hipotezi Hy ret

edilmez.

Cizelge 3.2. Korelasyon matrisi

Degis. t K1 Ko ks | ka|ks|ks|Kks|Kks|Kg
t 1
K1 099 | 1
Kz 0976 10973 | 1
Ks 0.988 10987 (0962 | 1
Ka 0.963 | 0.958 | 0.916 | 0.976 | 1




Cizelge 3.2. (devam)
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ks 0.953 10.947 | 0.936 | 0.959 | 0.982 | 1

Ke 0.985|0.980 | 0.977 | 0978 | 0973|0985 | 1

k7 0.952 | 0.956 | 0.967 | 0.944 | 0.936 | 0.967 | 0.983 | 1

ks 0.702 | 0.706 | 0.569 | 0.714 | 0.782 | 0.702 | 0.664 | 0.591 | 1
Ko 0.959 | 0.958 | 0.970 | 0.951 | 0.937 | 0.960 | 0.981 | 0.987 | 0.955

Bagimli ve bagimsiz degiskenlerimiz arasindaki yiiksek korelasyon géze carpmaktadir

(Cizelge 3.2).

TBA uygulamasi yapmadan Once verilerin bu yonteme uygunlugu analiz edildi.
Kiresellik Testi yapilarak olabilirlik P<0.05 oldugundan ve Kaiser-Meyer-Olkin test
statistik degeri 0.70 ve {izeri oldugundan, Hy segenek hipotezi red edilerek, degiskenler

arasi iliskinin 6nemli oldugu ve TBA’nin uygun bir yontem oldugu anlasild1 (Cizelge

3.3).

Cizelge 3.3. TBA Kiiresellik testi sonuglari

Coklu baglant1 problemini ¢ézmek i¢in TBA uygulamasi yapilarak p adet degisken

yerine p adet temel bilesenle modelimiz kuruldu. Ozdegerler ve 6z vektorler Cizelge

3.4’de sunulmustur.

Kaiser-Meyer-Olkin

0.834

Mikemmel

Barlet Test Istatistigi

869.684

Olabilirlik

0.000
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Cizelge 3.4. Temel bilesenler analizi, Ozvektorler

Degiskenler | Vektor-1 | Vektor—2 | Vektor-3 | Vektor-4 | Vektor-5 | Vektor—6 | Vektor-7 | Vektér—8 | Vektor-9
ki -0.3439 0.0181 0.4865 -0.0694 0.0442 -0.4639 0.4429 0.4293 -0.2055
ke -0.3373 0.2567 0.4295 -0.1121 -0.4881 0.4588 -0.1331 -0.2498 -0.3074
ks -0.3441 -0.0112 0.3482 0.4762 0.3280 -0.0058 -0.5630 0.0987 0.3150
Ka -0.3429 -0.1498 -0.2494 0.4701 0.2029 -0.1180 0.2333 -0.5143 -0.4501
ks -0.3428 0.0066 -0.5342 0.2481 -0.3451 0.1685 -0.0731 0.6074 -0.1175
Ks -0.3467 0.1016 -0.0811 0.0661 -0.2354 0.0243 0.4489 -0.2389 0.7375
ke -0.3395 0.2243 -0.2748 -0.4381 -0.1030 -0.5735 -0.4291 -0.2082 -0.0018
ks -0.2518 -0.8959 0.0494 -0.3204 -0.0736 0.1089 -0.0871 -0.0300 0.0554
ko -0.3399 0.2188 -0.1598 -0.4176 0.6485 0.4365 0.1274 0.0937 -0.0247

Ayni sekilde temel bilesenler analizi sonucunda bulunan 6zdegerler ve bunlarin toplam

varyansi agiklama oranlar1 Cizelge 3.5’te sunulmustur.

Cizelge 3.5. Temel bilesenlerin bulunmasi ve toplam varyansi agiklama oranlari

Temel Bilesenler Bagslangig Ozdegerler
Toplam | %Varyans | %Kimiilatif | Toplam | %Varyans | %Kim.
1 8.237 91.520 91.520 8.237 91.520 | 91.520
2 0.589 6.542 98.062 0.589 6.542 | 98.062
3 0.087 0.972 99.034
4 0.046 0.506 99.540
5 0.018 0.203 99.743
6 0.012 0.135 99.878
7 0.006 0.066 99.943
8 0.004 0.044 99.988
9 0.001 0.012 100.000

Oz degerler;

A, =8237,4, =0589, 4, =0.087, 4, =0.046, A, =0.018, 4, = 0.012 1, =0.006
A, =0.004 A, =0.001

olarak bulunmustur.
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m A.
Z_, 8'237+0'589:0.98>§

i=L

oldugundan 2 adet temel bilesen vardir. Bu oranin haricinde 6zdegerlerden (4;)1’in

altinda olanlar elenebilir. 9 Bagimsiz degisken yerine 2 temel bilesen ile devam
edilecektir. Cizelge 3.5 incelendiginde birinci temel bilesen toplam varyansin %
91.52’sini agiklarken, ikinci temel bilesen % 6.54‘Unl aciklamaktadir. Bu iki temel
bilesen toplam varyansin % 98.06°1ik oranini aciklamaktadir. Ayn1 sekilde yamag egimi
grafigi cizilerek de temel bilesen sayisi bulunabilir. Egimin bittigi noktada sol tarafta
kalan say1 temel bilesen sayis1 olarak kabul edilebilir. Sekil 3.1’de gortldigi gibi ikinci
temel bilesenden itibaren egim azalmaktadir. Bu durumda temel bilesen sayimiz 1 veya

2 olarak alinabilir.

e
1

Ozdegerler

Temel Bilesen Sayisi

Sekil 3.1. Temel bilesen sayisi i¢in yamag egimi grafigi (scree grafigi)
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Cizelge 3.6. Degiskenlerin temel bilesenler tarafindan agiklanma orani

Degiskenler Oran
k1 (yiik-ton) 0.974
ko (yolcu-km) 0.976
k3 (km-tast) 0.975
k4 (kamyon say1si) 0.982
Ks (tir say1si) 0.968
Ke (otobiis sayisi) 0.996
K7 (enerji tiiketimi ) 0.979
kg (yol-km uz) 0.995
ko (AOGT) 0.980

Degiskenlerin temel bilesenler tarafindan agiklanma orani Cizelge 3.6’da verilmistir.
Temel bilesenler tarafindan en ¢ok agiklanan bilesenler %99.5 ile yol-km uzunlugu ve
%99.6 ile otobiis sayisi, %97.9 ile enerji tilketimi, %97.6 ile yolcu-km ve km-tasit
sayilari, %96.8 ile tir sayis1, %97.4 ile de yiik-ton, %98 ile AOGT dir.

Cizelge 3.7. Temel bilesenler matrisi

Degiskenler Temel Bilesenler
1 2
Ke (otobiis sayisi) 0.995 -0.078
k3 (km-tasit) 0.987 0.009
ki (ylik-km) 0.987 -0.014
K4 (kamyon sayi1si) 0.984 0.115
Ks (tir say1si) 0.984 -0.005
K7 (enerji tiiketimi ) 0.975 -0.168
ko (yolcu-km) 0.968 -0.172
ks (yol-km uz) 0.723 -0.197
ko (AOGT) 0.975 0.687




o1

Birinci temel bilesenler matrisimizde, % 99.5 ile otobiis sayist %98.7 ile km-tasit,
%98.7 ile ylik-km ve kamyon sayisi, %98.4 ile tir sayisi, %97.5 ile enerji tiiketimi,
%96.8 ile yolcu-km, %72.3 ile yol-km uzunlugu, %97.5 ile AOGT etkili olmustur
(Cizelge 3.7).

TBA sonucunda birbirleri ile iliskili 9 bagimsiz degisken yerine birbirleriyle iligkisiz 2
adet temel bilesen ile model olusturulmustur. Bu model ile ilgili istatistiksel sonuglar

Cizelge 3.9, ve Cizelge 3.10°da sunulmustur.

Cizelge 3.8. Bagimsiz degisken ve temel bilesen skorlari ile korelasyon matrisi

Degiskenler Y Z1 Z
Y 1
Z; 0.890 1 0.000
Z 0.432 0.000 1

Goriildiigii lizere temel bilesen skorlar1 arasindaki korelasyon sifir olmustur (Cizelge

3.8). Ayni regresyonun diger parametreleri Cizelge 3.9’da gosterilmistir.

Cizelge 3.9. Regresyon modeli ¢iktilari

Model | R R? | Diizeltilmis R?
1 [0.988]0.977 0.975

Cizelge 3.10. Bagimsiz degisken ve temel bilesen skorlari ile regresyon modeli
parametreleri

Degiskenler | B (Katsay1) t Olab. P | Tolerans | VIF F Olab. P
Sabit 5.180 438.498 | 0.000 1.00 |1.00
Sz, 0.388 32.320 | 0.000 1.00 | 1.00 | 655.609 | 0.000
SZ, 0.196 16.330 | 0.000 1.00 |1.00
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Coklu regresyon modelleri, birinci temel bilesen i¢in y = S, + £,(Sz,) + &, ikinci temel

bilesen ic¢in

y = p, + B.(5z,) + p,(sz,) + & dir. (3.1)

Y orjinal bagimli degiskenimizin standartlagtirilmis hali ile (SY), ikinci temel bilesenin

standartlastirilmis Z;, Z, arasinda bir regresyon denklemi elde edildi (Cizelge 3.10).

SY=p*2,+5,%Z, (3:2)

Denklemimizde bulunan katsayilar (-0.344, 0.024) sirasiyla birinci ve ikinci temel

bilesenle carpilarak ilk iki temel bilesen icin regresyon katsayilari 51,62,63, ....... elde
edildi.
b, =V, * 4, (3.3)

Burada V, i’ninci temel bilesen vektoriinii, f,’de regresyon denklemindeki katsayry:

ifade etmektedir.
b, =b,(S, /S, ) (3.4)

Burada, S bagimli degiskenin standart sapmasini ifade etmekte S, bafimsiz

degiskenlerin standart sapmasini ifade etmektedir.

b :f—[blx_l+b2x_2+b3x_3+b4x_4+b5x_5+b6x_6] (3.5)

Ters doniisiim sonucunda model parametreleri agsagidaki gibi olmustur (Cizelge 3.11).
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Cizelge 3.11. Ikinci temel bilesen icin bulunan katsayilar ve en kiiciik kareler

kestiricileri

2. Temel Bilesen igin
Denklem
Degisken
b, b

0.118746 0.185252
0.122194 0.322975
0.118086 0.221942
0.114377 0.135824
0.118097 0.226115
0.121705 0.192535
0.122183 0.289786
0.065115 3.896268
0.122171 0.242882

bo -21.8063

R 0.975

Cok degiskenli zaman serisi analizinde logaritmik doniisiim ile normal dagilima uygun

olan degiskenlerimize birim kok testlerinden, Genisletilmis Dickey Fuller testi

uygulanmis ve Cizelge 3.12’deki sonuglar elde edilmistir.

Cizelge 3.12. Cok degiskenli zaman serisi analizi i¢in birim kok testi sonuglari

Fark Serisi Alimmadan Once 1. Fark Serisi Alindiktan Sonra
Degiskenler
Degiskenler is?a?iit}k %lge-gr:ll?ilo Olabilirlik is"?a?izt?k 7 (ci):eagglrlil ik Olabilirlik
t(kaza sayis) 273 -3,56 0,23 -357 -3,55 0,05
k1 (yiik-ton) 2,46 -3,57 0,34 -5,72 -3,55 0,003
k2 (yolcu-km) -1,32 -3,55 0,86 -4,43 -3,56 0,0069
ks (km-tasit) -2,85 -3,55 0,19 -4,24 -3,55 0,0107
ks (kamyon say1s1) 2,12 -3,59 0,51 -4,18 -3,60 0,004
ks (tir say1st) 2,11 -3,57 0,52 -5,56 -3,55 0,0028
ks (otobiis say1st) -2,59 -3,55 0,29 -4,79 -3,56 0,0004
k7 (enerji tilketimi
) 2,76 -3,55 0,22 -5,55 -3,60 0,005
ks (yol-km uz) -8,07 -3,60 0,00
ke (AOGT) -1.19 -3.60 0.88 -4.26 -3.60 0.01
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Mutlak deger olarak tapr >tgos olabilirlik degeri ise seri duragandir. Degiskenlerimiz,

birinci fark serisi alinarak duragan hale getirilmistir.

En uygun gecikme sayisinin tespiti i¢in gerekli olan kriterler ve sonuglari Cizelge
3.13’de verilmistir. Bu durumda nihayi tahmin hatasi, Akaike bilgi kriteri, Schwarz
bilgi

kriteri, Hannan-Quin bilgi kriterlerine bakilarak minimum olan degerler

karsilagtiritlmis olup biitiin bu kriterlerden AIC degeri 1. gecikmede minimum

oldugundan VAR(p) modelinin derecesi 1 olarak alinmustir.

Cizelge 3.13. Model derecesi belirleme kriterleri

Gecikme Sayis1 | FPE (NTH) AIC SC HQ
0 2.21e-32 | -47.34830 | -46.93198* | -47.21259
1 4.30e-32 | -51.18189* | -42.73413 -45.54022
2 2.93e-33* | -46.89732 | -43.27183 | -48.60341*

Model derecesi belirlendikten sonra degiskenler arasindaki Granger Nedensellik analiz

sonuclar1 Cizelge 3.14’de sunulmustur.

Fhesaplanan>Ftanlo iSe bir nedensellik var demektir.
H,:a, =0(Y > X) Y’den X’e nedensellik iligkisi yoktur

H,:a, #0(Y — X) Y’den X’e nedensellik iliskisi vardir
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Cizelge 3.14. Granger Nedensellik analiz sonuglari

Degiskenler F-Istatistik | Olabilirlik

Ton-Km {§ Kaza Sayisi 0.25635 0.7757

Kaza Sayis1 = Ton-Km 7.79298 0.0021

Yolcu-km { Kaza Sayisi
1.65671 0.2096

Kaza Sayis1 §§ Yolcu-km 1.14847 0.3321

Kaza Sayis1 ] Km-Tasit 0.14107 0.8691

Km-Tagit = Kaza Sayisi 10.7680 0.0004

Kaza S K S
aza Sayis1 {§ Kamyon Sayisi 0.37672 0.6897

Kamyon Sayis1 § Kaza Sayisi 0.97406 0.3904

Kaza Sayis1= Tir Sayisi 3.85538 0.0337

Tir Sayis1 {§ Kaza Sayisi 0.78179 0.4677

Kaza Sayis1 = Otobiis Sayisi 710407 0.0033

Otobiis Sayis1 § Kaza Sayisi 0.25459 0.7771

Karayollarinda En. Tiik. = Kaza Sayis1 4.99412 0.0253

Kaza Sayis1J Karayollarinda En. Tiik. 0.48498 0.6210

Yol-km {J Kaza Sayisi
1.33644 0.2796

Kaza Sayis1 §§ Yol-km 1.50170 0.2408

AOGT =K
OGT= Kaza Sayist 551035 | 0.02042
Kaza Sayis1 ] AOGT 2.14319 0.13681

Hata terimlerinin otokorelasyon ve kismi otorkorelasyon grafikleri ¢izilerek akgiiriiltii

bir seri olduklar1 goriildii (Sekil 3.2).
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Sekil 3.2. Hata terimleri otokorelasyon (a) ve kismi otokorelasyon (b) grafikleri

Cizelge 3.15. Hata terimleri normallik analizi

Kolmogorov-Smirnov
Istatistik | sd | Olabilirlik
&, Hata Terimi | 0.121 34| 0.704

Olabilirlik P>0.05 oldugundan seri normal dagilimlidir (Cizelge 3.15).

Beklenen Deger
1

T T T T T T
-0,050 -0,025 0,000 0,025 0,050 0,075

Goézlemlenen

Sekil 3.3. Hata terimleri normallik analizi Q-Q grafigi
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Cizelge 3.16. Hata terimlerinde otokorelasyon testi LM

Gecikme Sayisi ) M Olabilirlik
Istatistik

1 111.2789 0.0544
2 88.49305 0.2665
3 92.95525 0.1714
4 90.14755 0.2281
5 91.32902 0.2029
6 93.24808 0.1662
7 129.6872 0.5005
8 152.9377 0.6570
9 89.91583 0.2332
10 84.22255 0.3813
11 94.14238 0.1508
12 66.95759 0.8689

H,:R=P, =P, =...... = P,, = 0 = Otokorelasyon yok

H :R=P, =P =..... # P, # 0 = Otokorelasyon var

LMojapitiriik > 0.05 biitiin gecikmeler i¢in oldugundan H, reddedilmez.

Modelin hata terimleri analiz edilirken otokorelasyonun olup olmadigi LM testi ile test
edilmis ve olabilirliklerin 0.05 iizerinde olmasi miinasebetiyle otokorelasyon olmadigi
anlagilmistir (Cizelge 3.16). Hata terimlerinin normal dagilima uygun oldugu Q-Q
grafigi analiz edildi (Sekil 3.3). Karakteristik koklerin birim g¢ember icinde kalip

kalmadig1 da analiz edilmistir. Sekil 3.4’de karakteristik koklerin birim gember iginde

kalmas1 modelde birim kokiin olmadigint géstermistir.
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Sekil 3.4. VAR(1) Modeli i¢in karakteristik kdklerin gésterimi

Kaza Say. - Kaza Say.

Etki-Tepki Fonksiyonu

Kaza Say. - Yiik Ton

Kaza Say.- Yolcu Km

04 04 .04

03 03| .03

02 02| 02

01 01| 01

00 00 .00

-.01] -.01 -.01

-.02 ——— -.02 —— -.02 ——
3 4 5 6 7 8 9 10 2 3 4 5 6 7 8 9 1 1 2 3 4 5 6 7 8 9 10
Kaza Say. - Kamyon Say. Kaza Say.- Tir Say. Kaza Say.- Otobus Say.

04 04 04

03 03| 03

02 02| 02

01 01| .01

00 00 .00

-.01] -.01] -.01

~02 —rT T 1 1 70T 07T 7 711 %0771 T T 17
3 4 5 6 7 8 9 1 2 3 4 5 6 7 8 9 1 1 2 3 4 5 6 7 8 9 10
Kaza Say.- Enerji Tuk Kaza Say.- Yol Km uz. Kaza Say. - AOGT

04 04 .04

03 03| .03

02 02| .02

01 01| .01

00 00 00

-.01] -.01] -.01]

~02 S O 02 — T T T T T I -02 — T T T T T
3 4 5 6 7 8 9 10 2 3 4 5 6 7 8 9 1 12 3 4 5 6 7 8 9 10

Sekil 3.5. VAR(1) Modeli i¢in Etki-Tepki Fonksiyonu
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Cizelge 3.17. VAR(1) Modeli varyans ayristirmasi

Peryot SIZ 63112121 Ton-Km Ylilr(;]U- Km-Tasit ng?zn Tir Sayis1 OS:);::IS Ener;j. Tiik Yol-Km AOGT
1 100.0000 | 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
2 46.45062 | 2.296032 | 14.25545 | 0.370144 | 11.22103 | 1.523233 | 8.650276 | 12.75385 | 1.737083 | 0.742277
3 49.36089 | 2.830059 | 10.83301 | 0.616573 | 9.565389 | 1.700782 | 7.121807 | 15.1793 1.854336 | 0.937855
4 47.25326 | 2.956046 | 9.873576 | 1.164632 | 8.296411 | 3.743723 | 11.22064 | 13.07651 | 1.607587 | 0.807618
5 43.51109 | 2.908381 | 9.038587 | 3.154866 | 7.829557 | 7.030609 | 12.18661 | 12.01197 | 1.571993 | 0.756345
6 43.71823 | 2.858635 | 9.598183 | 3.109218 | 7.841626 | 6.88884 11.94406 | 11.748 1.547015 | 0.746191
7 41.23003 | 2.821452 | 10.66706 | 6.118685 | 7.629576 | 6.792952 | 11.46559 | 11.08041 | 1.490951 | 0.703286
8 38.81777 | 2.895803 | 10.46561 | 10.35776 | 7.468792 | 6.387718 | 11.11248 | 10.43328 | 1.400451 | 0.660335
9 35.62096 | 3.339571 | 12.75971 | 13.46533 | 7.043486 | 5.865724 | 10.17877 | 9.825281 | 1.294758 | 0.606415
10 32.06227 | 3.517501 | 17.364 13.5455 7.172323 | 5.304191 | 9.175033 | 10.0439 1.239487 | 0.575787

ARIMA(p,d,q) modelleri ile de bir analiz yapilmistir. Analiz yapilirken SPSS 15.0
kullanilmistir. Zaman serisi analizi meniisiinde bagimli degisken kismina kaza sayisi
(Y), bagimsiz degiskenler kismina da sirayla, yiik-ton (ki), yolcu-km (kz), km-tasit (ks),
kamyon sayist (ks), tir sayisi (ks), otobiis sayist (kg), enerji tikketimi (k7), yol-km (Ks),
AOGT (kg), degerleri girilerek birgok alternatif denenmistir. Modelde I(d) fark alma
derecesi 1 olarak belirlenmistir. Serinin duragan olmadig1 Dickey-Fuller birim kok testi
ile analiz edilmis ve birinci dereceden farki alinip duraganlastirildigindan d(1) olmustur.
Model parametreleri en tutarli olan model ARIMA(1,1,0) olarak bulunmustur. Model

hata terimleri analizi yapilmis Sekil 3.6’da sunulmustur.

1 D 1
B =g @ =g

N
]
O

=]

O
O
]
O
0

I

Il
O
O
I

Gecikme Sayisi Gecikme Sayisi

Sekil 3.6. ARIMA(1,1,0) Modeli i¢in hata terimleri ACF PACF Grafikleri
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Hata terimlerinin ACF ve PACF grafikleri ¢izildi. Grafiklerde gecikmeler giliven
araliklarinin ig¢inde kaldig1 goriildii (Sekil 3.6). Hata terimlerin akgiiriiltii bir seri oldugu
anlasildi. Hata terimlerinin normallik testi olarak Kolmogorov-Smirnov testi ile
yapilmis, serinin olabilirlik P degeri 0.093>0.05, %95 giiven seviyesinden biiyiik
oldugundan normal dagilima uygundur denilmistir (Cizelge 3.18). Son olarak modelin
karakteristik koklerinin birim ¢ember icinde kaldigmin grafigi cizilmis ve analiz

edilmistir (Sekil 3.7).

Cizelge 3.18. ARIMA(1,1,0) Modeli hata terimleri normallik testi

Degisken Kolmogorov-Smirnov
Istatistik | sd | Olabilirlik
Model ARIMA(1,1,0) | 0.149 |33| 0.061

1.5

1.0

0.5

0.0 o

AR Kok

-0.5

-1.0

-1.5 T T T T T
-1.5 -1.0 -0.5 0.0 0.5 1.0 1.5

Sekil 3.7. ARIMA (1,1,0) Model i¢in karakteristik koklerin gosterimi

Son yontem olarak YSA kullanilmistir. YSA’da 9 adet girdi kullanilmig bu giris

vektorlerinin daha Onceki yontemlerde birbirleri ile korelasyonlu olmasi nedeniyle
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YSA’da temel bilesenler analizi uygulanmistir. Birbirleri ile iliskisiz 2 temel bilesen

girdi olarak kabul edilmistir.

Aktivasyon fonksiyonu olarak trainbr kullanilmistir. Bu fonksiyonun ozelligi egitim
verisinden bagka test verisine ihtiyag duymamasidir. Eldeki veri tamamen YSA nin
egitimine kullanilmaktadir. YSA nin asir1 egitiminden dolay1 ezberleme olayina izin

vermemesidir (Can 2001).

Matlab’te yazilan bir yazilim, agin transfer fonksiyonu olarak logsig, purelin,
tanhiperbolik fonksiyonlarini alarak gizli tabakadaki ndéron sayisini 1-10 arasinda
iterasyon yapma 6zelligine sahiptir. R%, MSE, ve AIC kriterlerine gore ag mimarilerini
siralayan 1000 iterasyon yapma Ozelligine sahip program en uygun iki ag yapisi

arasinda bu belirtilen kriterlere gore tercih yapmayi saglamistir (Cizelge 3.19).

Cizelge 3.19. Optimum YSA ag mimarisi

Ortalama Gizli
Ag AlC Karesel R? Aktivasyon Transfer iterasyon | Tabaka | Tabakadaki
Yapist (Akaike) Hata Fonksiyonu | Fonksiyonu Sayisi Sayisi ndron
(MSE) saayist
Purelin-
Yonteml | -113.439 0.009 0.98 Trainbr purelin- 500 3 2
logsig
Purelin-
Yontem2 | -105.437 0.009 0.97 Trainbr purelin- 500 2 3
logsig

Sekil 3.8’de 6rnek ag mimarisi verilmistir.
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i
Dogrusal Sigmoid/Tanjant-hiperbolik

1974-2007 yillari yillik degerleri

Agirliklar

Agirliklar

Kaza Sayisi

Cikis
Tabakas!

Enerji
Tiketimi

— Bias

Girdi Bias

Tabakas|

Yontem: Cok tabakali geri beslemeli en kiiglik kareler ydntemi

Sekil 3.8. YSA 6rnek ag mimarisi

3.1.2. Model-11

I Numarali yaklagimda yillik trafik kazalarindaki yarali sayilari; niifus, yol-km degeri,
km-tasit, agir tonajli ara¢ sayisi, otomobil sayisi, otobiis sayisi, AOGT, GSMH

degerlerine gére modellenmistir.

Y:Yillik trafik kazalarindaki yarali sayilar
X1: Niifus
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X2: Yol-Km

X3! Km-Tagit

Xy4: Agir tonajli arag sayisi
Xs: Otomobil sayisi

Xg: Otobiis sayisi

X7: AOGT

Xg: GSMH

Model-Il i¢in normal dagilima uygunluk analiz edilmis, normal dagilima uygun
olmayan verilere dogal logaritmik donlisim uygulanmig ve test sonuglar1 Cizelge

3.20°de gosterilmistir.

Cizelge 3.20. Degiskenler i¢in normallik test sonuglar

£ Kolmogorov-Smirnov | Kolmogorov-Smirnov (Logaritmik)
%‘0 Istatistik | Sd | Olabilirlik | Istatistik | Sd Olabilirlik
A
Y 0.219 | 34 0.087 1.275 34 0.078
X1 0.082 | 34 0.142 0.522 34 0.948
X2 0.132 | 34 0.026 0.755 34 0.619
Xz | 0.161 |34| 0.002 0.832 34 0.493
Xy 0.197 | 34 0.007 0.561 34 0.912
Xs 0.179 | 34 0.161 0.698 34 0.714
Xe 0.129 | 34 0.200 0.587 34 0.881
X7 0.092 | 34 0.081 0.632 34 0.819
Xs 0.142 | 34 0.002 0.661 34 0.661

k. =log( X,)

t. =log(Y,)

Ho: Degiskenler normal dagilim gosterir.
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Hi: Degiskenler normal dagilim gostermez.

Cizelge 3.21. Korelasyon matrisi

Degiskenler | t Ky ko ks K4 Ks Ks k7 Ks
t 1
ky 0944 | 1
K, 0.397 | 0.645 | 1
ks 0.899 | 0.974 | 0.714 1
Ka 0.867 | 0.967 | 0.763 | 0.973 1
Ks 0.927 | 0.994 | 0.687 | 0.981 | 0.971 1
Ks 0.941 | 0.996 | 0.664 | 0.978 | 0.979 | 0.994 1
k7 0.950 | 0.987 | 0.595 | 0.951 | 0.945 | 0.981 | 0.981 1
Ks 0.831 | 0.981 | 0.695 | 0.912 | 0.922 | 0.911 | 0.914 | 0.968 1

Bagimli ve bagimsiz degiskenlerin korelasyon matrisinde bagimsiz degiskenler arasinda

yiiksek korelasyon goze carpmaktadir (Cizelge 3.21).

Cizelge 3.22. Temel bilesenler kiiresellik testi sonuglari

Keiser-Meyer-Olkin |  0.804 | Cok lyi

Barlett’s 750.150
Sd 21
Olabilirlik 0.000

Kiiresellik analizi yapilmis verilerin TBA uygulamasina uygun oldugu anlagilmistir

(Cizelge 3.22).
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Cizelge 3.23. TBA, Ozvektorler

Degigkenler | Vektor—1 | Vektor—2 | Vektor-3 | Vektor-4 | Vektor-5 | Vektor—6 | Vektor—7 | Vektor-8
ka -0.365607 | 0.198069 | 0.201418 | 0.087095 | 0.044218 | 0.437642 | 0.585893 | 0.492127
ke -0.276566 | -0.913289 | 0.196804 | 0.153364 | 0.130800 | -0.003366 | 0.084114 | -0.054477
ks -0.366216 | 0.040235 | 0.055641 | -0.822499 | 0.279122 | -0.299094 | 0.115778 | -0.062406
Ka -0.367405 | -0.059815 | 0.023557 | -0.119202 | -0.840925 | -0.152669 | -0.231841 | 0.249918
ks -0.368365 | 0.119199 | 0.121290 | 0.074806 | 0.365603 | 0.288275 | -0.751228 | 0.220634
Ks -0.367995 | 0.157765 | 0.070924 | 0.033703 | -0.179696 | 0.412552 | 0.058472 | -0.792222
ka -0.358933 | 0.283202 | 0.249872 | 0.499481 | 0.137186 | -0.664056 | 0.092609 | -0.103346
ks -0.347556 | -0.046626 | -0.913713 | 0.148211 | 0.105337 | -0.037710 | 0.078487 | 0.038925

TBA sonucunda bulunan 6zvektorler, 6zdegeler ve bunlarin toplam varyansi agiklama

orani Cizelge 3.23 ile Cizelge 3.24’te sunlumustur.

Cizelge 3.24. TBA ve varyansi agiklama oranlari

Temel Bilesenler Baslangig Ozdegerler
Toplam | %Varyans | %Kiimiilatif | Toplam | %Varyans | %Kim.
1 7.255 90.689 90.689 | 7.255 90.689 | 90.689
2 0.525 6.567 97.256 | 0.525 6.567 | 97.256
3 0.145 1.818 99.074
4 0.033 0.418 99.492
5 0.025 0.313 99.806
6 0.012 0.148 99.954
7 0.002 0.030 99.894
8 0.001 0.016 100.000
Oz degerler;

A =17.255,4,=0525, 1, =0.145, 1, =0.033, A, =0.025, 4, =0.012 A, = 0.002
4, =0.001

olarak bulunmustur.
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m A.
Z i 7.255+0.525 0973 >§

i=L

oldugundan 2 adet temel bilesen vardir. 8 Bagimsiz degisken yerine 2 temel bilesen ile
devam edilecektir. Cizelge 3.24 incelendiginde birinci temel bilesen toplam varyansin
% 90.689’unu aciklarken, ikinci temel bilesen % 6.567’sini agiklamaktadir. Bu iki temel

bilesen toplam varyansin % 97.256’lik bir oranini agiklamaktadir.

Sekil 3.9°da temel bilesen sayisimi tespit etmekte kullanilan yamag¢ egimi grafigi
cizilmistir. Grafikte egimin 2. temel bilesenden sonra yaklasik degisnedigi

goriildiigiinden temel bilesen sayis1 2 olarak kabul edilmistir.

Cizelge 3.25. Degiskenlerin temel bilesenler tarafindan a¢iklanma orani

Degiskenler Oran
ki (ntifus) 0.990
k (yol-km) 0.993
k3 (km-tasit) 0.974
K4 (agir tonajli arag) 0.981
ks (otomobil sayisi) 0.992
Ke (otobiis sayisi) 0.996
ks (AOGT) 0.977
ks (GSMH) 0.878

Temel bilesenler tarafindan en ¢ok agiklanan bilesen, %99.6 ile otobiis sayisi, %99.3 ile
yol-km uzunlugudur, %99.2 ile otomobil sayisi, %99 ile niifus, %98.1 ile agir tonajli
arag, %97.7 ile AOGT, %97.4 ile km-tasit, %87.8 ile GSMH temel bilesenler tarafindan
aciklanmaktadir (Cizelge 3.25).
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Cizelge 3.26. Temel bilesenler matrisi

Degiskenler Temel Bilesenler
1 2
k1 (ntifus) 0.985 -0.144
Kz (yol-km) 0.745 0.662
ks (km-tasit) 0.986 -0.029
K4 (agir tonajli arag) 0.990 0.043
ks (otomobil sayisi) 0.992 -0.086
Ke (otobiis sayisi) 0.991 -0.114
k7 (AOGT) 0.967 -0.205
ks (GSMH) 0.936 0.034

Cizelge 3.26’da birinci temel bilesenler matrisimize gore; kaza sayisi tizerinde, % 99.2
ile otomobil sayist %99.0 ile agir tonajli arag sayisi, %99.1 ile otobiis sayisi, %98.5 ile
niifus, %98.6 ile km-tasit, %96.7 ile AOGT, %93.6 ile GSMH, %74.5 ile yol-km

uzunlugu etkili olmustur.

Temel bilesenler analizi sonucunda birbirleri iliskili 8 bagimsiz degisken yerine
birbirleriyle iliskisiz 2 adet temel bilesen ile modelimiz olusturuldu. Bu model ile ilgli

istatistiksel sonuglar Cizelge 3.28 ve Cizelge 3.29°da sunulmustur.

Cizelge 3.27. Bagimsiz degisken ve temel bilesen skorlari ile korelasyon matrisi

Degiskenler Y Z1 Z
Y 1
Z; 0.986 1
Z 0.062 0.000 1

Gortildiigii tizere temel bilesen skorlar1 arasindaki korelasyon sifir olmustur (Cizelge

3.27). Regresyonun diger parametreleri, Cizelge 3.28’de verilmistir.
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Cizelge 3.28. Regresyon modeli ¢iktilar

Model | R R® | Diizeltilmis R®
1 [0.9880.976 0.975

Cizelge 3.29. Bagimsiz degisken ve temel bilesen skorlari ile regresyon modeli
parametreleri

Degiskenler | B (Katsay1) t Olab. P | Tolerans | VIF F Olab. P
Sabit 4.834 701.982 | 0.000 1.00 |1.00
Sz, 0.249 35.620 | 0.000 1.00 |1.00 | 636.849 | 0.000
Sz, 0.016 2.223 | 0.034 1.00 |1.00

y = 4.834+0.249(sz,) + 0.016(sz,)

Orjinal degiskenler ilizerinden kestirim yapabilecek denklemleri bulmak istatistiksel
acidan daha kullanighdir. Bu durumda en kiigiik kareler kestiricileri yardimiyla yapilan

bir ters doniistim ile orijinal verilerden elde edilecek model bulunmustur.

Y orjinal bagimli degiskenimizin standartlagtirilmis hali ile (SY), ikinci temel bilesenin
standartlastirilmis Z3-Z, arasinda bir regresyon denklemi bulunmustur. Denklem (3.2)
,(3.3) ve (3.4) yardimiyla

SY =-0.334*7, +0.567*Z,

denklemleri elde edilmistir. Orijinal verilerin modelde kullanilabilmesi ig¢in ters

doniisiim sonucunda bulanan model parametreleri Cizelge 3.30’da sunulmustur.



69

Cizelge 3.30. Ikinci temel bilesen icin bulunan katsayilar ve en kiiciik kareler
kestiricileri

2. Temel Bilesen Igin
Denklem
Degisken
b, b,
0.23442 0.68888
-0.42546 -14.6312
0.14513 0.15677
0.08880 0.07021
0.19206 0.12397
0.21236 0.19308
0.28046 0.32045
0.08965 0.11101
bO 67.23424
R? 0.975

Cizelge 3.31. Cok degiskenli zaman serisi analizi i¢in birim kok testi sonuglari.

ADF t %05 P ADF t %5 Olabilirlik ADF t %5 P
Degiskenler | istatistigi | Tablo istatistigi | olabilirlik istatistigi | olabilirlik
Degeri degeri degeri
Fark Serisi Alinmadan Once 1. Fark Serisi Alindiktan Sonra 2. Fark Serisi Alindiktan Sonra
t (yarali
say.) -1.40 -3.55 0.84 -3.97 -3.55 0.02
k1 (niifus) 1.68 -3.57 1.00 -3.42 -3.57 0.06 -6.58 -3.58 0.00
kz (yol-km) -8.07 -3.60 0.00
ks (km-tasit) | 285 -3.56 0.19 -4.24 -3.56 0.01
K4 (agur
0.07 -3.59 0.99 -4.40 -3.56 0.009
ton.arag)
ks (oto.say.) -1.55 -3.60 0.78 -3.42 -3.61 0.07 -6.09 -3.56 0.0001
Ks
-2.59 -3.56 0.28 -4.79 -3.56 0.003
(otob.say.)
k7 (AOGT) -1.19 -3.60 0.88 -4.79 -3.56 0.003
ks (GSMH) -3.65 -3.60 0.05

Mutlak deger olarak tapr >t o5 ise seri duragandir. Degiskenlerimiz birinci fark serisi ve

ikinci fark serisi alinarak duragan hale dontismiislerdir (Cizelge 3.31).

En uygun gecikme sayisinin tespiti i¢in gerekli olan kriterler ve sonuglar1 Cizelge

3.32°de verilmistir. Bu durumda nihai tahmin hatasi, Akaike bilgi kriteri, Schwarz bilgi
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kriteri, Hannan-Quin bilgi kriterlerine bakilarak minimum olan degerler karsilagtirilmisg
olup biitlin bu kriterlereden 2. gecikmeye ait degerler minimum oldugundan VAR(p)

modelinin derecesi 2 olarak alinmistir (Cizelge 3.32).

Cizelge 3.32. Model derecesi belirleme kriterleri

Gecikme Sayisi | FPE (NTH) | AIC sC HQ
0 7.04e-33 | -48.49315 | -48.07279* | -48.35868
1 2.18e-34 | -52.20417 | -48.00058 | -50.85941
2 7.14e-35% | -55.12923* | -47.14240 | -52.57418*

Model derecesi belirlendikten sonra degiskenler arasindaki Granger Nedensellik analiz

sonuclar1 Cizelge 3.33’te sunulmustur.

Fhesaplanan™Ftanlo 1S€ bir nedensellik var demektir.
H,:a, =0(Y > X) Y’den X’e nedensellik iliskisi yoktur

H,:a, #0(Y — X) Y’den X’e nedensellik iliskisi vardir

Cizelge 3.33. Model-1l Granger Nedensellik analiz sonuglari

Degiskenler F-Istatistigi P
Niifu Yarali S
Hius = Tarall Sayist 4.89959 | 0.0153
Yarali Sayis1 {§ Niifus 1.21476 | 0.3125
Yol-km{ Yaral: Sayisi
0.56606 | 0.5744
Yaral Sayisi{J Yol-km 417839 | 0.0262
Yarali Sayis1 § Km-Tagit
0.76293 | 0.4761
Km-Tasit Yaral1 Sayisi 1.28574 | 0.2928
Yaral1 S Agir Tonajli Arag S
arali Sayis1 {§ Agir Tonajli Arag Sayisi 104984 | 0.3638
Agir Tonajl Arag Sayis1J Yaral Sayis1 | 0.24562 | 0.7840
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Cizelge 3.33. (devam)

Yaral1 Sayis1J Otomobil Sayisi
0.96458 | 0.3939

Otomobil Sayis1 §§ Yarali Sayis1 | 2.18559 | 0.1319

Yarali Sayis1 {§ Otobiis Sayisi
1.32705 | 0.2820

Otobiis Sayis1{J Yarali Sayis1 | 0.28672 | 0.7530

AOGT = Yarali1 Sayis1 3.60660 | 0.0409
Yarali Sayis1 AOGT 0.75773 | 0.4784

GSMH (] Yarali Sayisi
0.83183 | 0.4461

Yarali Say1s1J GSMH 1.47328 | 0.2470

Cizelge 3.34. Hata terimleri normallik analizi

Kolmogorov-Smirnov
Istatistik | sd | Olabilirlik
&, Hata Terimi | 0.104 |34 | 0.200

Serinin olabilirlik P degeri 0.200>0.05, %95 giiven seviyesinden biiyiik oldugundan
normal dagilima uygundur (Cizelge 3.34). Serinin hata terimlerinin normal dagilima

uygunlugu Q-Q grafigi ilede tespit edilmistir (Sekil 3.9).
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Hesaplanan
i

T
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Goézlemlenen

Sekil 3.9. Var(2) modeli hata terimleri normallik analizi Q-Q grafigi

Karakteristik koklerin birim ¢gember iginde kaldigi analiz edilmistir (Sekil 3.10).
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Sekil 3.10. VAR(2) Modeli i¢in karakteristik koklerin gosterimi
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Etki-Tepki Fonksiyonu
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Sekil 3.12. VAR(2) Modeli igin hata terimleri ACF-PACF grafikleri

Cok degiskenli zaman serisi uygulamasinda ve ARIMA(2,1,0) uygulamasinda hata

terimlerinin ACF-PACF grafikleri ¢izildi. Biitin gecikmelerin giiven araligi iginde

kaldig1 ve serinin akgiiriiltii bir seri oldugu anlasildi (Sekil 3.12-3.13).
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Cizelge 3.35. VAR(2) Modeli varyans ayristirmasi

Yarali . Km- Agir Tonajli Otomobil Otobiis

Peryot | gl | Nifus | Yolkm | frac o, yJ Suyror Sayor AOGT | GSMH
1 100.00 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
2 86.222 3.6409 7.2299 0.3005 0.0107 0.6157 0.2194 0.0480 1.7121
3 69.664 8.3026 | 5.7872 | 3.7854 0.4857 1.5475 7.8305 0.6884 | 1.9076
4 66.717 8.6406 6.0758 4.9964 0.5019 2.2861 8.2043 0.7027 1.8739
5 62.231 8.0594 | 6.6041 | 7.8626 0.9058 3.2055 7.6736 1.5408 | 1.9159
6 58.518 7.7772 8.4587 7.2867 2.3285 3.9890 7.3276 2.3790 1.9342
7 56.092 7.4748 10.333 | 8.8976 2.3876 3.7201 6.6867 2.5388 | 1.8680
8 57.776 7.2503 | 9.7871 | 8.5453 2.2967 3.7102 6.3462 2.4655 | 1.8222
9 58.107 7.2123 9.7063 8.4245 2.2735 3.7841 6.2652 2.4206 1.8059
10 57.584 7.1703 | 9.6809 | 8.3150 2.2428 3.9887 6.2529 2.7812 | 1.9839

-
5 ml] | < =l i
g0 == | :'DD D = i T R [ DDDD L] ||

T T T T T T T T
4 5 6 7 8 9 10 11 12 13 14 15 1§

Gecikme Sayisi

Gecikme Sayisi

Sekil 3.13 ARIMA (2,1,0) Hata terimleri ACF ve PACF grafikleri

Cizelge 3.36 ARIMA(2,1,0) Modeli normallik testi

Degisken Kolmogorov-Smirnov
Istatistik | Sd | Olabilirlik
Model ARIMA(2,1,0) | 1.177 | 34 0.125

ARIMA(2,1,0) modelinin hata terimlerine normallik analizi uygulandi. Kolmogorov

Smirnov test sonucunda serinin normal dagilima uygun oldugu anlasildi (Cizelge 3.36).

Modelin karakterisitk kokleri birim gember i¢inde oldugu gorildi (Sekil 3.14).
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Sekil 3.14. ARIMA (2,1,0) Model i¢in karakteristik koklerin gosterimi

3.1.3. Model-I11

Model III’de yillik Trafik kazalarmda ki 6lii sayilari; niifus, yol-km degeri, km-tasit,
agir tonajl1 arag sayisi, otomobil sayisi, otobiis sayisi, AOGT, GSMH, degerlerine gore

modellenmistir.

Y:Yillik Trafik Kazalarindaki Olii Sayilar
Xi: Niifus

X2: Yol-Km

X3: Km-Tasit

Xa: Agir Tonajli Arag Sayist

Xs: Otomobil Sayisi

Xe: Otobiis Sayisi

X7: AOGT

Xg: GSMH
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K =log(X,)
t; =log(Y;)

Model-III igin normallik analizi yapildi. Normal dagilima uygun olmayan verilere dogal

logaritmik doniisiim uygulanmis ve test sonuglar1 Cizelge 3.37°de gésterilmistir.

Cizelge 3.37. Bagimsiz degisken i¢in normallik test sonucu

Degisken | Kolmogorov-Smirnov | Kolmogorov-Smirnov (Logaritmik)
Istatistik | sd | Olabilirlik | Istatistik sd Olabilirlik
Y 0.095 |34| 0.200 0.123 34 0.200

Ho: Degiskenler normal dagilim gosterir.

Hi: Degiskenler normal dagilim gostermez.

Cizelge 3.38. Korelasyon matrisi

Degiskenler t ky ko ks K4 ks Ks k; ks
t 1
Ky 0479 1
ko -0.864 | 0.645 | 1
ks -0.545 | 0.974 | 0.714 1
ks -0.607 | 0.967 | 0.763 | 0.973 1
ks -0.497 | 0.994 | 0.687 | 0.981 | 0.971 1
Ks -0.487 | 0.996 | 0.664 | 0.978 | 0.979 | 0.994 1
k; -0.407 | 0.987 | 0.595 | 0.951 | 0.945 | 0.981 | 0.981 1
ks -0.472 | 0.891 | 0.695 | 0.912 | 0.922 | 0.911 | 0.914 | 0.868 | 1

Bagimli ve bagimsiz degiskenlerimiz arasindaki korelasyon matrisinde, bagimsiz

degiskenler arasindaki yiiksek korelasyon gbze ¢arpmaktadir (Cizelge 3.38). Model-
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I‘de kullanmis oldugumuz bagimsiz degiskenler Model IlI’ten  farklilik
gostermediginden TBA uygulamalarindaki bazi tablolarda degisiklik yoktur. Cizelge
3.22, 3.23, 3.24, 3.25 ve 3.26 aynmidir. Ayn1 zamanda Sekil 3.9’daki yamag egimi grafigi
de aynidir. Model-I11 uygulamasinda da 8 bagimsiz degisken yerine iki temel bilesenle

model agiklanmaya ¢aligilacaktir.

Temel bilesenler analizi sonucunda birbirleri ile iligkili 8 bagimsiz degisken yerine,
birbirleriyle iliskisiz 2 adet temel bilesen kullanarak model olusturuldu. Bu model ile

ilgili istatistiksel sonuglar Cizelge 3.40 ve Cizelge 3.41°de sunulmustur.

Cizelge 3.39. Bagimsiz degisken ve temel bilesen skorlari ile korelasyon matrisi

Degiskenler Y Z1 Z
Y 1
Z; -0.182 1
Z -0.847 0.000 1

Gortildiigii lizere temel bilesen skorlar1 arasindaki korelasyon sifir olmustur (Cizelge

3.39).

Cizelge 3.40. Regresyon modeli ¢iktilart

Model | R R® | Diizeltilmis R?
1 [0.866|0.751 0.735

Cizelge 3.41. Bagimsiz degisken ve temel bilesen skorlari ile regresyon modeli

parametreleri

Degiskenler | B (Katsay1) t P | Tolerans | VIF F P
Sabit 3.690 340.743 1 0.000 | 1.00 |1.00
SZ; -0.022 -2.035 | 0.051| 1.00 |1.00 |46.684 |0.000
SZ, -0.104 -9.446 | 0.000 | 1.00 |1.00
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Orijinal verilerin modelde kullanilabilmesi i¢in ters doniisiim sonucunda bulanan model

parametreleri Cizelge 3.42°de sunulmustur.

Cizelge 3.42. Ikinci temel bilesen igin bulunan katsayilar ve en kiiciik kareler
kestiricileri

2. Temel Bilesen Icin
Denklem
Degisken
by b
0.10446 0.149225
-0.89105 -14.8667
-0.03948 -0.0207
-0.13097 -0.05159
0.03297 0.010132
0.06734 0.029724
0.18362 0.101859
-0.11481 -0.06903
bo 7411142
R° 0.735

Cok degiskenli zaman serisi analizinde logaritmik doniigiim ile normal dagilima uygun
olan bagimli degiskenimize birim kok testlerinden Genisletilmis Dickey Fuller testi
uygulanmis ve Cizelge 3.43’deki sonuglar elde edilmistir. Bagimsiz degiskenler Model-

IT uygulamasindakiyle ayni olmas1 miinasebetiyle Cizelge 3.31°de verilmisti.

Cizelge 3.43. Cok degiskenli zaman serisi analizi i¢in birim kok testi sonuglari

ADF t %>5 Tablo | Olabilirlik ADF t %5 Olabilirlik
Degiskenler | istatistik Degeri istatistik | olabilirlik
degeri
Fark Serisi Alinmadan Once 1. Fark Serisi Alindiktan Sonra
t -1.88 [ 356 | 063 383 [ 356 | 003

En uygun gecikme sayisinin tespiti i¢in gerekli olan kriterler ve sonuglar1 Cizelge
3.44°de verilmistir. Bu durumda nihai tahmin hatasi, Akaike bilgi kriteri, Schwarz bilgi

kriteri, Hannan Quin bilgi kriterlerine bakilarak minimum olan degerler karsilastirilmis



olup biitlin bu kriterlereden 2. gecikmeye ait degerler minimum oldugundan VAR(p)

modelinin derecesi 2 olarak alinmuistir.
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Cizelge 3.44. Model derecesi belirleme kriterleri

Gecikme Sayisi | FPE (NTH) | AIC sC HQ
0 5.99e-33 | -48.65383 | -48.23348 | -48.51936
1 1.77e-34* | -52.41472 | -48.21113 | -51.06996
2 8.476-36 | -57.22298* | -49.24305* | -54.67482*

Model derecesi belirlendikten sonra degiskenler arasinda ki Granger Nedensellik analiz

sonuclar1 Cizelge 3.45’te sunulmustur.

Fhesaplanan™Ftanlo 1S€ bir nedensellik var demektir.

H,:a, =0(Y > X) Y’den X’e nedensellik iligkisi yoktur

H,:a, #0(Y —» X) Y’den X’e nedensellik iliskisi vardir

Cizelge 3.45. Model Granger Nedensellik analiz sonuglari

Degiskenler F-Istatistik | Olabilirlik
Niifus = Olii Sayst 4.56670 | 0.0409
Olii Sayist { Nifus 208029 | 0.1596
Yol-km=>Olii Sayisi 4.49415 | 0.0424
Olii Sayis1 § Yol-km 1.29947 0.2633
Olii Sayis1 = Km-Tasit 9.94288 | 0.0037
Km-Tasit § Olii Sayisi 018462 | 06705
Olii Sayis1 = Agir Tonajl1 Arag Sayisi 5.10487 0.0313
Agir Tonajli Arag Sayis1 § Olii Sayisi 5.63889 0.2142
Olii Say1s1=> Otomobil Sayist 6.42133 0.0167
Otomobil Sayis1 { Olii Sayis1 0.56235 0.4592
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Cizelge 3.45. (devam)

- —
Olii Sayis1= Otobils Sayist | | .00 | ) 9395

Otobiis Sayis1 § Olii Sayis1 | 0.72426 | 0.4015

/?\OGT = Ol Sayisi 6.00818 | 0.0203
Olii Sayis1] AOGT 0.64804 | 0.4271

?SMH = Ol Sayst 2.77692 | 0.3022
Olii Sayisi § GSMH 1.06469 | 0.3104

Granger nedensellik analizi yapildiktan sonra model parameterleri belirlenmistir.
Modelin uygun bir model olup olmadigini anlayabilmek i¢in hata terimleri iizerindeki

varsayimlarin analizinin yapilmasi1 gerekmektedir.

Hata terimlerinin otokorelasyon ve kismi otokorelasyon grafikleri cizilerek akgliriiltii

bir seri olduklar1 goriildii (Sekil 3.15).

]

]
Kismi ACF

5 oo DDDD EUDD CID\:’ D DDDDDDDD ] ]

\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\
2 34 78 9 P p p 7 8 9 , s

(@) (b)
Sekil 3.15. Hata terimleri otokorelasyon (a) ve ksim1 otokorelasyon (b) grafikleri.

Hata terimleri normal dagilima uygunluklar test edildi.
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Cizelge 3.46. Hata terimleri normallik analizi

Kolmogorov-Smirnov

[statistik

Sd

Olabilirlik

¢; Hata Terimi | 0.118

33

0.200

Olabilirlik P>0.05 oldugundan hata terimleri normal dagilmhidir (Cizelge 3.46-Sekil

3.16).

Hesaplanan
i

T
-0,15 -0,10 -0,05 0,00

Gozlemlenen

Sekil 3.16. Hata terimleri normallik analizi Q-Q grafigi

Karakteristik koklerin birim ¢ember icinde kalip kalmadigr analiz

edildi.

Bitun

karakteristik koklar birim ¢ember i¢inde oldugundan modelde birim kok olmadigi

anlagild (Sekil 3.17).
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Sekil 3.17. VAR(2) Modeli i¢in karakteristik koklerin gosterimi
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Sekil 3.18. VAR(2) Modeli i¢in Etki-Tepki Fonksiyonu
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Cizelge 3.47. VAR(2) Modeli varyans ayristirmasi

. Agir . .
Peryot | W Nifus | YolKm | Km-Tasi | Tonan | OMOPIl | Owbis | sonr | ggyy
Sayist Say1s1 Say1s1
Arag Say.
1 100.0000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.0000
2 78.10667 | 4.622056 | 0.213871 | 7.153873 | 0.265287 | 0.504103 | 0.660243 | 8.187221 | 0.2866
3 6751323 | 3.997529 | 0.651505 | 9.044366 | 1.337053 | 0.501688 | 9.337100 | 7.068831 | 0.5487
4 63.78269 | 3.794757 | 0.994411 | 10.72341 | 2.079621 | 0.497605 | 10.29408 | 7.228576 | 0.6048
5 62.95964 | 3.780598 | 1.205117 | 11.37190 | 2.076007 | 0.491180 | 10.16355 | 7.267797 | 0.6842
6 62.80851 | 3.773967 | 1.330116 | 11.35701 | 2.075642 | 0509933 | 10.10272 | 7.254957 | 0.7871
7 62.67116 | 3.825031 | 1.392099 | 11.28427 | 2.064248 | 0576314 | 10.03351 | 7.287450 | 0.8659
8 6256947 | 3.833847 | 1.428448 | 11.26297 | 2.055719 | 0.633170 | 9.998842 | 7.300900 | 0.9166
9 62.48681 | 3.843595 | 1.446473 | 11.26629 | 2.051246 | 0.673503 | 9.983709 | 7.298012 | 0.9503
10 | 6243555 | 3.844987 | 1455140 | 11.27777 | 2.048992 | 0.699563 | 9.973139 | 7.292261 | 0.9725
Model parametreleri en tutarli olan model ARIMA(0,1,1) olarak bulunmustur. Model

hata terimleri akgiiriiltii bir seri oldugu gecikmelerin giiven araliklariin iginde kaldigi

Sekil 3.19°da goriilmiistiir.

_

ACF

il

[0

-

il I
[] BN o—=4d

-

Kismi ACF

UDD:D

I:ID‘:'

4 s 6 7 8 9 10 11 12 13 14 15 16

Gecikme Sayisi

9 10 11

Gecikme Sayisi

Sekil 3.19. ARIMA(0,1,1) Modeli i¢in hata terimleri ACF PACF Grafikleri

Cizelge 3.48. ARIMA(0,1,1) Modeli hata terimleri normallik testi

Degisken Kolmogorov-Smirnov
Istatistik | Sd | Olabilirlik
Model ARIMA(0,1,1) | 0.132 |34 | 0.139

Olabilirlik P>0.05 oldugundan seri normal dagilmlidir (Sekil 3.48).
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Sekil 3.20. ARIMA (0,1,1) Model igin karakteristik koklerin gésterimi

Hareketli ortalama modeli olan ARIMA(0,1,1) karakterisitk kokii birim ¢ember iginde
kalmistir (Sekil 3.20).

3.1.4. Model II-111 i¢cin yapay sinir ag1 uygulamasi

Modellerden Model-11 ve Model-III’iin yapay sinir ag1 uygulamasi beraber yapilmustir.
Ik &nce 8 bagimsiz degisken Sekil 3.22°deki gibi giris vektdriinii olusturmustur. Giris-
gizli ve ¢ikis tabakasi olmak iizere toplam ti¢ tabakadan olusan bir ag mimarisi tizerinde
cikis tabakasinda 2 noéron bulunmaktadir. Agin %60°1 egitim seti, %40’1da test seti
olmak tizere siniflandirilmistir. Cikis ndronlar 6lii sayis1 ve yarali sayisidir. Agin egitim
setinde R?=0.95 olarak tespit edilmistir. Aktivasyon fonksiyonu trainbr olarak

alimmustir. Transfer fonksiyonlari, logsig, purelin, tansig olarak tespit edilmistir.

Giris noronlar arasinda yiiksek korelasyon oldugundan 8 bagimsiz degisken iizerinde
TBA uygulamas1 yapilmis ve egitim setine %2’den daha az katkisi olan elemanlarin

elendigi yeni giris vektorleri olusturulmustur. Birbirleri ile iligkili 8 noéron yerine
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iligkisiz 2 ndron giris ndronlarin1 meydana getirmistir. Gizli tabakada da 2 néron kabul
edilmis ¢ikt1 tabakasinda ise Olii ve yarali sayilarinin oldugu 2 ndron alinmis Sekil
4.17°de ag yapist sunlmustur. Agin egitim setinde 6li sayilar igin R?= 0.95, yarali
sayilar1 iginde R?= 0.98 olarak bulunmustur. Egitim seti de 6lii sayis1 i¢in OKH= 0.001,
yaral1 sayisi igin isSe OKH= 0.002 olarak bulunmustur.

i
Dogrusal

1974-2007 yillari yillik degerleri T

Nufus Agirliklar

Sigmoid/Tanjant-hiperbolik

NN

“ v("’i,{/ Yillik kestirimler
Y‘X&%};‘{ \ Yarali Sayisi
m 3
' A Olii Sayis
[,,’"(nr\y ) L~
U
o il
= O

Girdi
Tabakasi

Yontem: Cok tabakali geri beslemeli en kiiglk kareler yontemi

Sekil 3.21. Model II-111 genel YSA ag mimarisi



86

3.1.5. Model-1VV

Bu modelde; yillik trafik kazalarindaki yarali sayilarinin, kaza sayisi, AOGT, GSMH

degerlerine gére modellenmesi yapilmustir.

Y:Yillik Trafik Kazalarindaki Yarali Sayilari
Xi: Kaza Sayisi

Xo: AOGT

Xs3: GSMH

ki = Iog(xi)
t; =log(Y;)

Cizelge 3.49. Bagimsiz degisken i¢in normallik test sonucu

Degisken | Kolmogorov-Smirnov | Kolmogorov-Smirnov (Logaritmik)
Istatistik | sd | Olabilirlik | Istatistik sd Olabilirlik
Y 0.819 |34 0.001 1.275 34 0.078
X1 1.289 | 34 0.007 0.864 34 0.444
X2 0.534 | 34 0.013 0.632 34 0.819
X3 0.827 | 34 0.045 0.730 34 0.661

Logaritmik donilisimden sonra yapilan Kolmogorov-Smirnov test sonuglar1 Cizelge

3.49’da sunulmustur.

Ho: Degiskenler normal dagilim gosterir.

Hi: Degiskenler normal dagilim gostermez.
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Cizelge 3.50. Korelasyon matrisi

Degiskenler | t Ky ko | ks
t 1
Ky 0915 1
ko 0.950 | 0.959 1
ks 0.831 | 0.903 | 0.868 | 1

Bagimli ve bagimsiz degiskenlerimiz arasindaki korelasyon matrisinde bagimsiz

degiskenler arasinda yiiksek korelasyon goze ¢arpmaktadir (Cizelge 3.50).

Cizelge 3.51. Temel bilesenler kiiresellik testi sonuglari

Keiser-Meyer-Olkin | 0.729 | Iyi
Barlett’s 131.270
Sd 3
Olabilirlik 0.000

Cizelge 3.52. Temel bilesenler analizi Ozvektorler

Degiskenler | Vektor—1 | Vektor-2 | Vektor—3
ki -0.586107 | -0.255629 | -0.768851
k2 -0.579017 | -0.531629 | 0.618151
ks -0.566761 | 0.807481 | 0.163578

Kiiresellik analizi sonucunda veriler TBA uygulamsina uygun oldugu sonucuna
varitlmigtir (Cizelge 3.51). Temel bilesenler analizi sonucunda bulunan 6zvektorlert

Cizelge 3.52°de, 6zdegeler ve bunlarin toplam varyansi agiklama orani Cizelge 3.53te
sunulmustur.
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Cizelge 3.53. Temel bilesenlerin bulunmasi ve toplam varyansi agiklama oranlari

Temel Baslangi¢ Ozdegerler
Bilesenler | Toplam | %Varyans | %Kiimiilatif | Toplam | %Varyans | %Kim.
1 2.821 94.017 94.017 2.821 94.017 94.017
2 0.143 4.755 98.772
3 0.037 1.228 100.000
Ozdegerler;

A, =2.821,1, =0.143, 4, =0.037

olarak bulunmustur.

m A.
Z_, 2'821+0'143:0.988>§

i=L

oldugundan 1 adet temel bilesenimiz vardir. 3 Bagimsiz degisken yerine 1 temel bilesen
ile devam edilecektir. Cizelge 3.53 incelendiginde birinci temel bilesen toplam
varyansin % 94.017°sini agiklarken, ikinci temel bilesen % 4.755’ini agiklamaktadir.
Yama¢ egimi grafigi incelendiginde 1 temel bilesenle modelin agiklanacag:

goriilebilmektedir (Sekil 3.22).
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Ozdegerler

T T T
1 2 3

Temel Bilesen Sayisi

Sekil 3.22. Temel bilesen sayisi i¢in yamag egimi (¢izgi) grafigi

Cizelge 3.54. Degiskenlerin temel bilesenler tarafindan agiklanma orant

Degiskenler Oran
ki (kaza sayisi) 0.969
ko (AOGT) 0.946
ks (GSMH) 0.906

Degiskenlerin temel bilesenler tarafindan acgiklanma orani Cizelge 3.54’te verilmistir.

Temel bilesenler tarafindan en gok agiklanan bilesenimiz %96.9 ile kaza sayisidir.

Cizelge 3.55. Temel bilesenler matrisi

Degiskenler | Temel Bilesenler
1
ki (kaza sayisi) 0.984
k, (AOGT) 0.972
k3 (GSMH) 0.952
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Temel bilesenler matrisine, % 98.4 ile kaza sayisi, %97.2 ile AOGT, %95.2 ile GSMH
etkili olmustur (Cizelge 3.55).

Temel bilesenler analizi sonucunda birbirleri iliskili 3 bagimsiz degisken yerine 1 adet
temel bilesen ile modelimiz olusturuldu. Bagimli degisken ile temel bilesen faktorii
arasindaki korelasyon matrisi Cizelge 3.56’da verilmistir. Bu model ile ilgili istatistiksel

sonuclar Cizelge 3.57 ve Cizelge 3.58’de sunulmustur.

Cizelge 3.56. Bagimsiz degisken ve temel bilesen skorlari ile korelasyon matrisi

Degiskenler Y Z;
Y 1
Z; 0.927 1

Cizelge 3.57. Regresyon modeli ¢iktilar

Model | R R? | Diizeltilmis R
1 [0.927 | 0.860 0.856

Cizelge 3.58. Bagimsiz degisken ve temel bilesen skorlari ile regresyon modeli
parametreleri

Degiskenler | B (Katsay1) t Olab. P | Tolerans | VIF F Olab. P
Sabit 4.834 293.902 | 0.000 1.00 |1.00
SZ; 0.234 14.025 | 0.000 1.00 |1.00

196.699 | 0.000
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Cizelge 3.59. Ikinci temel bilesen icin bulunan katsayilar ve en kiiciik kareler
kestiricileri

1. Temel Bilesen I¢in
Denklem
Degisken
b b

0.323531 0.185939
0.319617 0.365186
0.312852 0.387412

bo 1.356429

R 0.856

TBA sonucunda ters doniisim yapilmis ve modelin katsayilart Cizelge 3.59°da

sunulmustur.

Cizelge 3.60. Cok degiskenli zaman serisi analizi i¢in birim kok testi sonuglari.

ADF t %5 P ADF t %5 P
Degiskenler | istatistik | Tablo istatistik | olabilirlik
Degeri degeri
Fark Serisi Alinmadan Once 1. Fark Serisi Alindiktan Sonra
t (yarali
-1.40 -3.55 0.84 -3.97 -3.55 0.02
say.)
ki (kaza
-2.73 -3.56 0.23 -3.57 -3.55 0.05
sayisi1)
k2 (AOGT) -1.19 -3.60 0.88 -4.79 -3.56 0.003
ks (GSMH) -3.65 -3.60 0.05

Mutlak deger olarak tapr >t os ise seri duragandir. Degiskenlerimiz birinci fark serisi ve

ikinci fark serisi alinarak duragan hale getirilmistir (Cizelge 3.60).

En uygun gecikme sayisinin tespiti i¢in gerekli olan kriterler ve sonuglar1 Cizelge 3.61°
de verilmistir. Bu durumda nihai tahmin hatasi, Akaike bilgi kriteri, Schwarz bilgi
kriteri, Hannan Quin bilgi kriterlerine bakilarak minimum olan degeler karsilastirilmis
olup biitiin bu kriterlereden 1. gecikmeye ait degerler minimum oldugundan VAR(p)
modelinin derecesi 1 olarak alinmistir (Cizelge 3.61).
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Cizelge 3.61. Model derecesi belirleme kriterleri

Gecikme Sayis1 | FPE (NTH) | AIC SC HQ

0 8.89-11 | -11.79 | -11.61 | -11.73
1 1.26e-11* | -13.76* | -12.83* | -13.46*
2 1.91e-11 | -13.40 | -11.74 | -12.86

Model derecesi belirlendikten sonra degiskenler arasindaki Granger Nedensellik analiz

sonuglari Cizelge 3.62°de sunulmustur.

Fhesaplanan™Ftanlo i€ bir nedensellik var demektir.
H,:a, =0(Y > X) Y’den X’e nedensellik iligkisi yoktur.

H,:a, #0(Y — X) Y’den X’e nedensellik iliskisi vardir.

Cizelge 3.62. Model Granger Nedensellik analiz sonuglari

Degiskenler F-Istatistik | Olabilirlik

Kaza Sayis1 {§ Yarali Sayisi 0.00018 0.9893

Yarali Sayis1 = Kaza Sayis1 | 7.60745 0.0098

AOGT { Yarali Sayst 0.23826 | 0.6290

Yarali Sayisi=AOGT 2.08297 0.0159
Yaral Sayis1J GSMH

0.08772 0.7691
GSMH § Yarali Sayisi 1.25893 0.2708

Hata terimleri normal dagilima uygunluklari test edildi (Cizelge 3.63).

Cizelge 3.63. Hata terimleri normallik analizi

Kolmogorov-Smirnov
[statistik | Sd | Olabilirlik
¢, Hata Terimi | 0.512 | 31| 0.956
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Olabilirlik P>0.05 oldugundan seri normal dagilmhidir (Cizelge 3.63). Karakteristik
koklerin birim ¢ember i¢inde kaldigindan seride brim kok olmadigr anlagildi (Sekil
3.23).
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Sekil 3.23. VAR(1) Modeli igin karakteristik koklerin gosterimi
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Sekil 3.24. VAR(1) Modeli igin hata terimleri ACF-PACF grafikleri

VAR(1) modeline iligkin hata terimleri ACF ve PACF grafikleri ¢izilerek modelin hata
terimlerinin gliven araliklar1 i¢inde kaldigi goriildii. Hata terimleri otokorelasyon

olmadigi ve akgiiriiltii bir seri olduklar1 anlasildi (Sekil 3.24).
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Sekil 3.25. VAR(1) Modeli i¢in Etki-Tepki Fonksiyonu

Cizelge 3.64. VAR(1) Modeli varyans ayristirmasi

Olii

Kaza

Peryot AOGT GSMH
Sayis1 Sayis1
1 100.0000 | 0.000000 | 0.000000 | 0.000000
2 74.74605 | 0.611930 | 13.61899 | 11.02303
3 71.41362 | 0.600674 | 13.01725 | 14.96845
4 70.38023 | 0.667310 | 13.96429 | 14.98817
5 70.31579 | 0.781184 | 13.94552 | 14.95751
6 70.28618 | 0.810303 | 13.95477 | 14.94875
7 70.27411 | 0.814320 | 13.95464 | 14.95693
8 70.26859 | 0.815297 | 13.96063 | 14.95548
9 70.26597 | 0.815400 | 13.96209 | 14.95654
10 70.26468 | 0.815414 | 13.96170 | 14.95821
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Kismi ACF
]
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Sekil 3.26. ARIMA (1,1,0) Hata terimleri ACF ve PACF grafikleri

ARIMA(1,1,0) modeline iliskin hata terimleri ACF ve PACF grafikleri g¢izilerek

modelin hata terimlerinin giiven araliklar1 icinde kaldig1 goriildii. Hata terimleri

otokorelasyon olmadig1 ve akgiiriiltii bir seri olduklar1 anlasildi (Sekil 3.26).

Cizelge 3.65. ARIMA(1,1,0) Modeli normallik testi

Degisken Kolmogorov-Smirnov
Istatistik | Sd | Olabilirlik
Model ARIMA(1,1,0) [ 0.992 |34 | 0.278

Olabilirlik P>0.05 oldugundan seri normal dagilmhidir (Cizelge 3.65).
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Sekil 3.27. ARIMA (1,1,0) Model igin karakteristik koklerin gosterimi

Karakteristik koklerin birim ¢ember icinde kaldigi goriildii. Modelin birim kok
tasimadig1 anlasildi (Sekil 3.27).

3.1.6. Model-V

Model-V’de yillik trafik kazalarindaki olii sayilari, kaza sayisi, AOGT ve GSMH

degerlerine gére modellenmistir.

Y:Yillik Trafik Kazalarindaki Olii Sayilari
Xi: Kaza Sayist

Xz: AOGT

X3: GSMH

ki =log(X;)
t, = log(Y,)
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Cizelge 3.66. Bagimsiz degisken i¢in normallik test sonucu

Degisken | Kolmogorov-Smirnov | Kolmogorov-Smirnov (Logaritmik)
Istatistik | sd | Olabilirlik | Istatistik sd Olabilirlik
Y 0.095 | 34 0.200 0.123 34 0.200

Olabilirlik P>0.05 oldugundan seri normal dagilmlidir (Cizelge 3.66).

Ho: Degiskenler normal dagilim gosterir.

Hi: Degiskenler normal dagilim gostermez.

Cizelge 3.67. Korelasyon matrisi.

Degiskenler t Ky ko | ks
t 1
kq 0528 | 1
Ko -0.407 [ 0959 | 1
k3 -0.472 | 0.903 | 0.868 | 1

Bagimli ve bagimsiz degiskenlerimiz arasindaki korelasyon matrisinde Cizelge 3.67’de
bagimsiz degiskenler arasinda yiliksek korelasyon goze carpmaktadir. Model 1V‘de
kullanmis oldugumuz bagimsiz degiskenler, Model V‘de farklilik gostermediginden,
TBA uygulamalarindaki bazi tablolarda degisiklik yoktur. Cizelge 3.51, 3.52, 3.53, 3.54
ve 3.55 ile aynidir. Ayni zamanda Sekil 3.22°deki yamag egimi grafigide aynidir. Model
IV uygulamasinda 3 bagimsiz degisken yerine bir temel bilesenle model agiklanmaya

caligilacaktir.

Temel bilesenler analizi sonucunda birbirleri iliskili 3 bagimsiz degisken yerine 1 adet
temel bilesen ile model olusturuldu. Bu model ile ilgili istatistiksel sonuglar Cizelge

3.69 ve Cizelge 3.70’te sunulmustur.
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Cizelge 3.68. Bagimsiz degisken ve temel bilesen skorlari ile korelasyon matrisi

Model-V i¢in bagimli degisken ve TBA skoru arasindaki korelasyon negatif

Degiskenler Y Z1
Y 1
Z1 -0.484 1

bulunmustur (Cizelge 3.68).

Cizelge 3.69. Regresyon modeli ¢iktilari

Cizelge 3.70. Bagimsiz degisken ve temel bilesen skorlari ile regresyon modeli

parametreleri

Model

R

RZ

Diizeltilmis R

1

0.484

0.432

0.421

Degiskenler | B (Katsay1) t Olab. P | Tolerans | VIF F | Olab.P
Sabit 3.690 197.505 | 0.000 1.00 |1.00
9.784 | 0.000
SZ; -0.059 -3.128 | 0.051 1.00 |1.00

Model-V’te belirlilik katsayisi diizeltilmis R? oldukca kiiclik bulunmustur (Cizelge

3.69). Modelin diger parametreleri ise istatistiksel olarak anlamli bulunmustur (Cizelge

3.70).
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Cizelge 3.71. Temel bilesen i¢in bulunan katsayilar ve en kii¢iik kareler kestiricileri

Temel Bilesen i¢in Denklem
Degisken _
b, b
-0.16880 -0.0471
-0.16676 -0.0925
-0.16323 -0.0981
bo 4.570631
R 0.48

Cok degiskenli zaman serisi analizinde logaritmik doniisiim ile normal dagilima uygun
olan bagimli degiskenimize birim kok testlerinden Genisletilmis Dickey Fuller testi

uygulanmis ve Cizelge 3.71’deki sonuglar elde edilmistir.

Cizelge 3.72. Cok degiskenli zaman serisi analizi i¢in birim kok testi sonuglari

ADF t %>5 Tablo | Olabilirlik | ADFt %5 Olabilirlik
Degiskenler | istatistik Degeri istatistik | olabilirlik
degeri
Fark Serisi Alinmadan Once 1. Fark Serisi Alindiktan Sonra
t -18 | 35 | 063 383 | 356 | 0.3

Fark serisi alinarak duganlasan serilen ADF test sonuclar1 Cizelge 3.72’de sunulmustur.
En uygun gecikme sayisinin tespiti i¢in gerekli olan kriterler ve sonuglar1 Cizelge
3.73’de verilmistir. Bu durumda nihayi tahmin hatasi, Akaike bilgi kriteri, Schwarz
bilgi kriteri, Hannan Quin bilgi kriterlerine bakilarak minimum olan degeler
karsilastirilmis olup biitlin bu kriterlereden 1. gecikmeye ait degerler minimum

oldugundan VAR(p) modelinin derecesi 1 olarak alinmistir.

Cizelge 3.73. Model derecesi belirleme kriterleri

Gecikme Sayisi | FPE (NTH) AIC SC HQ
0 8.35e-11 | -11.85435 | -11.66932 | -11.79404
1 1.00e-11* | -13.98772* | -13.06257* | -13.68614*
2 1.82e-11 | -13.44685 | -11.78158 | -12.90402




Model derecesi belirlendikten sonra degiskenler arasinda ki Granger Nedensellik analiz

sonuclar1 Cizelge 3.74’te sunulmustur.
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Fhesaplanan>Ftanlo 1€ bir nedensellik var demektir.

H,:a, =0(Y > X) Y’den X’e nedensellik iligkisi yoktur

H,:a, #0(Y —» X) Y’den X’e nedensellik iliskisi vardir

VAR(1) modeline iliskin uygun gecikme sayisi tespit edilmistir. Gecikme sayisina bagli

olrak Granger Nedensellikleri bulunmustur (Cizelge 3.74).

Cizelge 3.74. Model Granger Nedensellik analiz sonuglari

Degiskenler

F-Istatistik | Olabilirlik

Kaza Sayis1t = Olii Sayisi

Olii Sayis1 = Kaza Sayist

6.84949

3.69149

0.0138

0.0542

AOGT = Olii Sayist
Olii Sayis1§ AOGT

6.00818 0.0203
0.64804 0.4271

GSMH g Olii Saysi

Olii Sayis1§ GSMH

2.77692 0.0226
1.06469 0.3104

Cizelge 3.75. Hata terimleri normallik analizi

Kolmogorov-Smirnov

[statistik

Sd

Olabilirlik

&, Hata Terimi

0.113

32

0.200

Olabilirlik P>0.05 oldugundan seri normaldir (Cizelge 3.75)
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Karakteristik koklerin birim ¢ember iginde kalip kalmadigi analiz edilmistir (Sekil
3.28).
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Sekil 3.28. VAR(1) Modeli i¢in karakteristik koklerin gosterimi

Etki tepki analizi yapilmustir. Olii sayilarinin hata terimleri varyansina bir birimlik bir
sok kaza sayisi, AOGT ve GSMH degiskenleri 4. donemde etkisini kaybetmektedir. O
halde degiskenlerimiz i¢in 4. donemde soklarin etkisi azalmaktadir (Sekil 3.29).
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Etki-Tepki Fonksiyonu

Olii Say. - Olu Say. Olii Say. - Kaza Say.
06 06
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Sekil 3.29. VAR(1) Modeli i¢in Etki-Tepki Fonksiyonu

Cizelge 3.76. VAR(1) Modeli varyans ayristirmasi

Peryot | Olii Sayis1 | Kaza Sayis1 | AOGT GSMH
1 100.0000 0.000000 0.000000 | 0.000000
2 91.39659 0.127956 8.055317 | 0.420137
3 90.52961 0.298917 8.060754 | 1.110720
4 89.69245 0.316083 7.985256 | 2.006214
5 88.71725 0.312777 8.043403 | 2.926572
6 87.81612 0.315077 8.033811 | 3.834989
7 86.92586 0.324003 8.052471 | 4.697663
8 86.09126 0.337332 8.057558 | 5.513854
9 85.30076 0.351883 8.065371 | 6.281986
10 84.55749 0.366567 8.070524 | 7.005419

Model hata terimlerinin ACF ve PACf grafikleri ¢izilmis gecikmelerin giiven

araliklarinin i¢inde kaldigi goriilmiistiir (Sekil 3.30).
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Kismi ACF
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Sekil 3.30. ARIMA(1,1,0) modeli igin hata terimleri ACF PACF Grafikleri
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Cizelge 3.77. ARIMA(1,1,0) modeli hata terimleri normallik testi

Degisken Kolmogorov-Smirnov
Istatistik | Sd | Olabilirlik
Model ARIMA(1,1,0) | 0.118 | 33 0.155

Modelin hata terimlerinin normallik analizi yapilmistir. Hata terimlerinin normal
dagilima uygun oldugu gorilmistir (Cizelge 3.76). ARIMA(1,1,0) modelinin

karakteristik kokleri birim ¢ember i¢inde kalmistir ve model, birim kok igermemektedir

(Sekil 3.31).
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Sekil 3.31. ARIMA (1,1,0) Model igin karakteristik koklerin gosterimi

3.1.7. Model IV-V i¢in yapay sinir ag1 uygulamasi

Modellerden Model-1V ve Model-V’in yapay sinir ag1 uygulamasi beraber yapilmustir.
Ik 6nce 3 bagimsiz degisken Sekil 3.33“deki gibi giris vektdriinii olusturmustur. Giris-
gizli ve ¢ikis tabakasi olmak {izere toplam {i¢ tabakadan olusan bir ag mimarisi iizerinde
cikis tabakasinda 2 noron bulunmaktadir. Agin %601 egitim seti, %40’1da test seti
olmak iizere siniflandirilmistir. Cikis noronlart 6lii sayisi ve yarali sayisidir. Agin egitim
setinde R?*= 0.98 olarak tespit edilmistir. Aktivasyon fonksiyonu trainbr olarak

alinmistir. Transfer fonksiyonlari, tanjant-sigmoid olarak tespit edilmistir.

Gizli tabakada da 2 noéron kabul edilmis ¢ikt1 tabakasinda ise 6li ve yarali sayilarinin
oldugu 2 ndron alinmis ve sekil 4.28’de sunulmustur. Agin egitim setinde 6lii sayilar
igin R%*= 0.95, yarali sayilart i¢inde R%= 0.98 olarak bulunmustur. Egitim setinde olii

sayis1 icin OKH= 0.001, yaral sayis1 i¢cinde OKH= 0.002 olarak bulunmustur.
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o . Sigmoid/Tanjant-hiperbolik
1974-2007 yillari yillik degerleri

Cikis
@; Agirliklar Tabakasi

Dogrusal T
T Agirliklar

Yarali Sayisi

Ol Sayisi

Yontem: Cok tabakali geri beslemeli en kiiglik kareler yontemi

Sekil 3.32. Model-1V ve Model-V’te kullanilan bagimli ve bagimsiz degiskenlere

iliskin 6rnek YSA ag mimarisi

3.2. Poisson Regresyonu Cok Degiskenli Regresyon ve Yapay Sinir Ag1 Modelleri

Uygulamada, (Mercan — Tercan — Askale — Erzurum — Pasinler — Horasan — Eleskirt —
Agn - Dogubayazit) giizergahinda bulunan 422 km uzunlugundaki E-80 (D — 100)
Karayolu (100-27), (100-28), (100-29), (100-30), (100-31), (100-32), (100-33)
kesimlerine ait kaza istatistikleri ve yolun geometrik &zelliklerine ait istatistikler
kullanilmistir. Veriler Erzurum Karayollar1 12. bolge Midiirligi’nden elde edilmistir.
Poisson Regresyonu, Cok Degiskenli Istatistik ve Yapay Sinir Aglar1 yontem olarak

kullanilacaktir.
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12.Bélge ERZURUM|

Sekil 3.33. Model VI-VII uygulama alan1
3.2.1. Model - VI

Model-VI’da kullanilan parametreler asagida sunulmustur.

Y1:Toplam Kaza Sayilar

X1:Y1llik Ortalama Giinliik Trafik YOGT)
Xz:Kavsak Sayisi

Xa:Serit Sayisi

Xy:Serit Genisligi

Xs:Uzunluk km

Xg:Ortalama Hiz

X7:Baglant1 Sayisi

Poisson veya Negatif Binom hata yapilarindan hangisinin kullanilacaginin karar1 su
yontemle belirlenmistir. ilk olarak model parametreleri Poisson regresyonu ile tahmin
edilmis, sonra, asir1 yayilim gostergesi hesaplanmistir.

Asirt Yayilim Testi:

n 2
pearsony? =3 Wi —4)
~ ; Var(Y;)
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Dagilim parametresi « dnemli derecede 0’dan biiyiik ise dagilim asir1 yayilim gdstermis
ve Negatif Binomial Regresyon uygun yontemdir denir. Dagilim parametresi

uygulamamizda « =0,5340817 bulunmustur.

Dagilim parametresinin testi i¢inde;
LR =—2(log olabilirli k ( poisson) — log olabilirli k (negatifbin omial)) > ;(('jfzdylsd) ise
a =0 hipotezi ret edilir ve negatif binomial regresyonunu uygun yontem oldugu

anlagilir.

Uyum iyiligi degerlendirmesi igin

Pearsony?
< eabOly
n-p

0,8 12

Degerine bakilmasi uygundur ve bu aralikta 0,8-1,2 araliginda olmasi beklenmektedir.
Uygulamada uyum iyiligi degeri 0.66 bulunmustur. Modele giren bagimiz degiskenlerin
katsayilarinin %95 giiven aralifi i¢inde kaldiklar1 gézlemlenmistir. Degigkenlere ait
olabilirlik degeri “P” degeri 0,05’den kiigiiktiir. Yapilan ¢aligmada denenen bir¢ok

modelden en iyi sonucu veren model parametreleri Cizelge 3.77’de sunulmustur.

Cizelge 3.77. Poisson regresyonu model parametreleri

n=120 sd=n-p=120-6=114  Pearson y* =1157460982 Xoosia=124,342
Parametre Katsayi Standart Hata Z orant P

loguz 1.2396 0.136 9.09 0,001
Yogt 0.0002328 0.00002 9.29 0,001
sg 0.1746494 0.0808 2.16 0,031
Hiz -0.011652 0.006 9.88 0,000
bs 0.0604 0.004 -2.86 0.004

Veriler igin ikinci olarak ¢ok degiskenli regresyon yontemi kullanilmistir. Bu asamada
modele giren biitiin bagimsiz degiskenler i¢in korelasyon matrisi incelendi. Bagimsiz

degiskenler arasinda yiiksek korelasyon gbzlemlenmistir (Cizelge 3.78).
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Cizelge 3.78. Korelasyon matrisi

Degiskenler ks uz yogt SS kavs sg bs hiz
ks 1
uz 0.253 1
yogt 0.252 | -0.025 1
SS 0.072 | -0.115 | 0.225 1
kavs 0.259 0.146 | -0.044 | 0.177 1
sg 0.111 | 0.038 | -0.030 | 0.269 | 0.236 1
bs 0.389 | -0.004 | 0.065 | 0.097 | 0.695 | 0.290 1
hiz -0.045 | -0.107 | 0.116 | -0.035 | -0.105 | 0.190 | 0.038 1

Olusturulan model incelendiginde serit sayisi, kavsak sayisi, serit genisligi ve hiz
degiskenlerinin katsayilarinin istatistiksel olarak anlamli olmadiklar1 goriilmektedir.
Modelin tamamini istatistiksel olarak test eden “F” testi anlamli ¢ikmistir (Cizelge
3.80). Buna paralel diisiik tolerans, diisiik varyans artis faktorii bulunmustur. Anlamsiz

degiskenlerin modelden ¢ikarilarak yeniden modellenmesi yapilmistir.

Yeni modeldeki degiskenlerimiz hiz, baglant1 sayisi, uzunluk km, YOGT olmustur. Bu

degiskenlere iliskin parametreler Cizelge 3.79’da sunulmustur.

Cizelge 3.79. Regresyon modeli ¢iktilar

Model | R R® | Diizeltilmis R®
1 [0.7880.620 0.607

Model parametrelerinin tutarliginin analizi i¢in, varyans tablosu ve katsayilar tablosu ile
“F” istatistik degeleri, “t” degerleri, tolerans ve VIF degeleri Cizelge 3.80°de

sunulmustur.
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Cizelge 3.80. Regresyon modeli parametre ¢iktilar

Degiskenler | B (Katsay1) T Olab. P | Tolerans | VIF F Olab. P
uz 8.654 3.177 | 0.002 0.819 |1.078
yogt 13.157 3.012 | 0.003 0.892 |1.116
44,124 | 0.000
bs 0.707 4.753 | 0.000 0.878 | 1.134
hiz -24.866 | -4.374 | 0.002 0.565 | 1.196
En uygun YSA mimarilerine iligkin kistaslar Cizelge 3.81’de sunulmustur.
Cizelge 3.81. Optimum YSA mimarisi
Ortalama . . Gizli
Ag AIC Aktivasyon Transfer Iterasyon | Tabaka .
Yapist | (Akaike) Ha:f:;?\jleSIE) R’ Fonksiyonu Fonksiyonu Sayist Sayist n-tl;?giksiiillf;l
Yontem . Tans_ig
1 -239.894 0.008 0.96 Trainbr tansig 500 3 3
purelin
Yontem Tansig
2 -222.869 0.008 0.96 Trainbr tansig 500 3 2
purelin
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Dogrusal

i
T Agirliklar

;

Yogt
E—

Sigmoid/Tanjant-hiperbolik

Kavsak
Sayisi

Serit Sayisi

Yillik kestirimler

Serit
Ganisligi

Cikis
Tabakas! Kaza Sayisi

Tabaka
Bias
Baglant

Sayisi

Tabakas! Bias

Sekil 3.34. Model-VI ve Model-VII igin Optimum YSA mimarisi

3.2.2. Model - VII

Model-VII’de kullanilan parametreler asagida sunulmustur.

Yi:Yarali Sayist

Xi:Kaza Sayisi (ks)

X2:Y1llik Ortalama Giinliik Trafik (YOGT)
Xs:Kavsak Sayist (kavs)

Xa:Serit Sayisi ($s)

Xs:Serit Genisligi (sg)

Xg:Uzunluk km (uz)

X7:Ortalama Hiz (hz)

Xg:Baglant1 Sayis1 (bs)
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Bagimli degisken olarak yarali sayist alinmistir. Biitiin bagimsiz degiskenler modele
katilmistir. Bazi degiskenler istatistiksel olarak anlamli ¢ikmadigindan modelden

cikarilmistir. Asir1 yayilim gostergesi hesaplanmistir.

Asir1 Yayilim Testi:

Dagilim parametresi o = 0,2293242 <1 oldugundan dagilim asir1 yayilim gdstermemis
oldugundan Negatif Binomial Regresyon uygun bir yontem olmadigindan Poisson
regresyonu ile modellenmenin yapilacagina karar verilmistir.

Uyum iyiligi degerlendirmesi i¢in

Uygulamada uyum iyiligi degeri 5.85 ¢ikmustir. Bu sonug bir kez daha yontem olarak
Negatif Binomial Regresyon yonteminin uygun bir yontem olmadiini ve yerine

Poisson regresyonunun kullanilmasi gerektigini géstermistir.

Yapmis oldugumuz ¢alismada denenen bir¢ok modelden en iyi sonucu veren model

parametreleri Cizelge 3.82’de verilmistir.

Cizelge 3.82. Poisson regresyonu model parametreleri

n=120 sd=n-p=120-6=114  Pearson y* =759.445 Xoosi1s = 124,342
Parametre Katsay1 Standart Hata Z orani P

Ks 0.0196034 0.002 8.25 0.000
Ss 0.04661516 0.017 2.60 0.009
Kavs -0.0848338 0.022 -3.79 0.000
Bs 0.0512742 0.007 7.16 0.000
Hiz -0.008345 0.004 -1.91 0.055
Sabit 3.207331 0.374 8.57 0.000

Km-uzunluk, serit genisligi, degiskenleri istatistiksel olarak anlamli ¢ikmadiklarindan

modelden ¢ikarilmiglardir.
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Veriler igin ikinci olarak ¢ok degiskenli regresyon yontemi kullanilmistir. Bu asamada
modele giren biitlin bagimsiz degiskenler icin korelasyon matrisi incelenmistir.

Bagimsiz degiskenler arasinda yiiksek korelasyon gozlemlenmistir (Cizelge 3.83).

Cizelge 3.83. Korelasyon matrisi

Degiskenler | ys ks uz yogt ss kavs sg bs | hiz
ys 1
ks 0.430 1
uz -0.830 | 0.030 1
yogt 0.011 | 0222 [-0.201 | 1
SsS 0.099 | -0.111 | -0.258 | 0.174 1
kavs 0.113 | 0.146 | 0.038 | 0.251 | 0.160 1
sg 0.166 | 0.032 | -0.050 | 0.211 | 0.324 | 0.341 1
bs 0.357 | -0.004 | -0.042 | 0.289 | 0.054 | 0.695 | 0.503 1
hiz 0.066 | -0.107 | -0.121 | -0.101 | -0.024 | -0.105 | 0.208 | 0.038 | 1

Model parametreleri incelendiginde serit sayisi, kavsak sayisi, serit genisligi, uzunluk-
km, sabit terim ve hiz degiskenlerinin katsayilarmin istatistiksel olarak anlamli
olmadiklar1 goriilmektedir. Modelin tamamini istatistiksel olarak test eden “F” testi
anlamli ¢itkmistir. Buna paralel diisiik tolerans, diisiik varyans artis faktorii bulunmustur.

Anlamsiz degiskenlerin modelden ¢ikarilarak yeniden modellenmesi yapilacaktir.

Yeni modeldeki degiskenler hiz, baglanti sayisi, uzunluk km ve YOGT olmustur. Bu

degiskenlerimize iliskin belirlilik katsayis1 Cizelge 3.84’te sunulmustur.

Cizelge 3.84. Regresyon modeli ¢iktilar

Model | R | R? | Diizeltilmis R
1 |086]0.77 0.76
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Model parametrelerinin tutarliginin analizi i¢in, varyans tablosu ve katsayilar tablosu ile

“F” istatistik degeleri, “t” degerleri, tolerans ve VIF degerleri Cizelge 3.84°de

sunulmustur.

Cizelge 3.85’te regresyon parametreleri, Cizelge 3.86°’da ise optimum YSA ag

yapilarina iliskin 6zellikler sunulmustur.

Cizelge 3.85. Regresyon modeli parametre ¢iktilar

B
Degigkenler T Olab. P F Olab. P
(Katsayn)
Ks 0.271 4.620 0.000
Kavs -0.062 | -2.637 | 0.010
694.949 0.000
Bs 0.031 4.048 0.000
Hiz -0.504 | 20.700 | 0.000
Cizelge 3.86. Optimum YSA ag mimarisi
Ortalama . : Gizli
Ag AIC Aktivasyon Transfer Iterasyon | Tabaka .
Yapisi | (Akaike) H;;E?\TSIE) R’ Fonksiyonu Fonksiyonu Sayisi Sayisi n-il;?giksziizlf;
Yontem Logsig
1 -327.563 0.18 0.95 Trainbr purelin 390 3 2
logsig
- Logsig
Y"gtem -310.862 0.28 0.92 |  Trainbr purelin 285 3 1
logsig

Sekil 3.36’da Model-VI ve Model-VII i¢in optimum YSA ag mimarisi verilmistir.
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Sigmoid/Tanjant-hiperbolik
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4. ARASTIRMA BULGULARI ve TARTIS MA

4.1. Cok Degiskenli Regresyon, Cok Degiskenli Zaman Serisi Analizi, ARIMA
(p,d,q) ve Yapay Sinir Ag1 Model Bulgular:

4.1.1. Model-1 bulgular:

Yillik kaza sayilarinin, yiik-ton degeri, yolcu-km degeri, km-tasit degeri, kamyon sayis,
tir sayisi, otobiis sayisi, karayollaridaki enerji tliketimi, yol-km uzunlugu ve AOGT

degerlerine gore modellendi.

Yapilan bu c¢alismada ¢ok degiskenli regresyon denklemi uygulamasinda, temel
bilesenler analizi birbirleri ile iliskili 9 bagimsiz degisken yerine birbirleri ile iliskisiz 2
temel bilesenle regresyon modeli olusturulmustur. Standartlastirilmis temel bilesen

skorlari ile yapilan regresyon modeli asagida verilmistir.

t =5.180 +(0.388* Z,) — (0.196* Z,)

2008 y1l1 i¢in kaza sayis1 tahmini asagidaki gibi elde edilmistir.

t =5.180 + (0.388*1.22294) + (0.196 *1.41213) =5.92

En kiiciik kareler kestiricileri yardimiyla yapilan ters doniisiim sonucu, orijinal verilerin

kullanildig1 regresyon modeli asagidaki bigimde elde edilmistir.
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t =-21.8063+ (0.185252*ton —km) + (0.322975* yolcu —km) + (0.221942*km— arac)
+(0.135824 * kamyon) + (0.226115*tir ) + (0.192535* otob(is) + (0.289786 * enerji)
+(3.896268* yol —km) +(0.242882* AOGT) =5.91

CDR uygulamasi sonucunda elde edilen uyum grafigi ve serpilme grafigi Sekil 4.1°de

model belirleme kriterlerinden R? degeride Cizelge 4.1°de sunulmustur.

R~2=0,977

000 5,20000 5,40000 5,60000 5,80000 6,00
Gozlemlenen Yillar

(@) (b)
Sekil 4.1. Temel bilesen skorlari ile tarihi seri arasinda yapilan regresyon modeli

serpilme grafigi (a) ve uyum grafigi (b)

Cizelge 4.1. Cok degiskenli regresyon i¢in model belirleme kriterleri

Yontem R? [OKH | AIC
Cok Degiskenli Regresyon | 0.97 | 0.004 | -73.198

2008-2009 yillarinda meydana gelen 6liimli yaralanmali ve maddi hasarl trafik kaza
sayist 2008 yili i¢in 950120, 2009 yili i¢in 1034435 olarak gerceklesmistir. Yapilan
logaritmik ters doniisim sonucunda modelden bulunan degerler ise giliven araliklar
icine girerek 2008 yilinda tahmini kaza sayisinin 950.000 iizerinde, 2009 yilinda ise

1040000°nin iizerinde olabilecegi anlasilmistir.
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Cok degiskenli zaman serisi analizi uygulamasinda VAR modelleri i¢in varsayim olan
duraganlik sonucu, duragan hale gelen seri ile tahminler yapilmis ve tahmin serisi ile
tarihi seri arasindaki serpilme grafikleri ve uyum grafigi Sekil 4.2’de VAR(1)
yontemine iliskin kistaslar ise Cizelge 4.2°’de sunulmustur. VAR(1) modelinin genel

ifadesi agsagida verilmistir.

t, =C,At, , +C,AKL, , +C,Ak2, , +C,Ak3, ; + C,Ak4, , + C,AK5, ,
+C,Ak6, , + C,AK7, , +CyAK8, ; +C,AK9, , +C )

Calismada elde edilen VAR(1) modeli;

t, =0.3298At, , —0.0414* AkL, , +0.2141* Ak2, , —0.1420* Ak3,_, +0.2028* Ak4,
—0.0641AK5, , +0.7906AK6, , —0.1403Ak7, , +0.0717AK9, , +0.3611

olarak bulunmustur.

s1 Orjinal Seri

Say

25000

Tahmin Serisi Yillar

@) (b)
Sekil 4.2. Orijinal seri ile tahmin serisi i¢in yapilan VAR(1) modeli serpilme grafigi (a)
ve uyum grafigi (b)



118

Cizelge 4.2. Cok degiskenli zaman serisi modeli model belirleme kriterleri

Yéntem R* | OKH | AIC
Vektorel Otoregresyon (VAR) | 0.99 | 0.006 | -41.88

Ucgiincii yontem olarak ARIMA(p,d,q) modelleri uygulanmistir. Yapilan c¢alismada
bagimli degisken kaza sayisi (Y), bagimsiz degisken olarak AOGT (Xg) alinmustir.
Diger bagimsiz degigkenlerin katsayilar1 istatistiksel olarak anlamli bulunmamuistir.
Uyum grafigi ve serpilme grafikleri Sekil 4.3’te, model kistaslar1 ise Cizelge 4.3’te

sunulmustur.

yt = ﬂo +ﬂlyt—1 +ﬁ2yt_2 +IB3yt—3 +et
y, =0.360y, ; +0.012X,

Gozlemlen

R"2=0, 99
5,00000 5, 25000 5,50000 5,75000 6,00000
Hesaplanan ¥Yallar

Sekil 4.3. Orijinal seri ile tahmin serisi arasinda yapilan ARIMA(1,1,0) modeli uyum
grafigi ve uyum grafigi
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Cizelge 4.3. ARIMA (1,1,0) zaman serisi modeli model belirleme kriterleri

Yontem R° |[OKH| AIC
ARIMA(1,1,0) [ 0.99 | 0.02 | -142.82

Dordiincii yontem olarak yapay sinir aglar1 kullanilmistir. Bu yontemde birbirleri iligkili
9 bagimsiz degisken yerine prepca kodu kullanilarak Matlab temel bilesenler analizi
yapilmis ve egitim seti iginde toplam degisime %?2’den daha az katkist olan degiskenler
alimnmamistir. Bu durumda birbirleri iligkili 9 bagimsiz degisken yerine birbirleri ile
iliskisiz 2 temel bilesen input olarak kabul edilmistir (Sekil 4.4). Veriler [0,1] arasinda
bir normalize edilmistir. Agin egitimi sonucu bulunan uyum ve serpilme grafikleri Sekil
4.5’te sunulmustur. Agin testi sonucu bulunan uyum ve serpilme grafikleri Sekil 4.6°da

YSA yontemi kistaslari ise Cizelge 4.4°te sunulmustur.

i Sigmoid/Tanjant-hiperbolik

Dogrusal
T Agirliklar T

Agirliklar
1. Temel @5 9

Bilesen

Yillik kestirimler

Kaza Sayisi

2. Temel
Bilesen

Tabakas!

Tabakas|

Sekil 4.4. Ornek ag mimarisi
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Hesaplanan Eitim Seti

50000

Tillar Gézlemlenen EJitim Seti

(a) (b)
Sekil 4.5. Yapay sinir aginin egitimi sirasindaki gdézlemlenen ve hesaplanan kaza

sayilar1 (a), agin egitimi asamasindaki serpilme grafigi (b)

Y(t):¢0+ivj(‘|.zklw{?i}+¢i]+ei (4.2)
v<t>{v}m[tansig[[w]3x{f_i} +{¢}Mj]+{¢o}w 42)

YSA ile elde edilen modelin matris seklinde gosterimi asagida verilmistir.

~0.5703 0.0519 ) ~0.0443
Y(t) =[0.5745 0.2600 0.6449] tansig| | —0.2578 0.0235 {‘} —0.0200 | | |-[0.0768]
~0.6401 0.0589| '+ |-0.0497



(@)

Sekil 4.6. Yapay sinir aginin testi sirasindaki gozlemlenen ve hesaplanan kaza sayilari

(a), agn testi asamasindaki serpilme grafigi (b)
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Hesaplanan Test Seti

R"2=0,96

Cizelge 4.4. YSA modeli igin belirleme kriterleri

Gozlemlenen Test Seti

(b)

Yontem Egitim Seti Test Seti
RZ |OKH]| AIC RZ |OKH| AIC
YSA |0.97]0.009 | -113.439 | 0.96 | 0.002 | -47.198

Cizelge 4.5. CDR, VAR(1), ARIMA (1,1,0) YSA yontemlerinin karsilastiriimasi

Y 6ntem R° [OKH | AIC
CDR 0.97 | 0.004 | -73.93
VAR(1) 0.67 | 0.086 | -62.30
ARIMA(1,1,0) | 0.99 | 0.008 | -131.26
YSA 0.95 | 0.002 | -47.198

R? belirlilik katsayis1 en yiiksek olan ve Akaike AIC bilgi kiriteri en kiigiik olan yontem

ARIMA(L,1,0) olmustur (Cizelge 4.5).
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4.1.2. Model-11 bulgular:

Yillik trafik kazalarindaki yarali sayilariin; niifus, yol-km degeri, km-tasit, agir tonajlhi

arag sayisi, otomobil sayisi, otobiis sayisi, AOGT, GSMH degerlerine gore modellendi.

Yapilan bu c¢alismada ¢ok degiskenli regresyon denklemi uygulamasinda temel
bilesenler analizi uygulanmis olup birbirleri ile iliskili 8 bagimsiz degisken yerine

birbirleri ile iliskisiz 2 temel bilesenle regresyon modeli olugturulmustur.

t. =4.834+(0.249*SZ,) +(0.016*SZ,)

Temel bilesenler skorlar ile yapilan bu modelin 2007 yil1 kestirim degerini bulmak i¢in;

t =4.834 +(0.249*1.7758) + (0.016*1.531159) = 5.15098 2007 yil1 kestirimi,
2007 yil1 gergek deger ise t =5.175552 dir.

Ayni tahmin agagida ters doniisiim uygulanmis denklemlede yapilmis ve yaklasik aym

sonug elde edilmistir.

t = 67.23424 + (0.6889* k,) — (14.6312*k, ) + (0.1568*k,) + (0.0721*k, )
+(0.1240%k, ) + (0.1931*k, ) + (0.3205*k, ) + (0.1110*k,) = 5.15

CDR uygulamasinda modelin uyum grafigi ve serpilme grafigi Sekil 4.7 de, yontemin

kistaslari ise Cizelge 4.6’da sunulmustur.
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Be=0,E0 9 ] |- -Jimin pasten

Gozlemlenen Yarali Sayisi

4,60000

Hesaplanan Yarali Sayisi ¥Yallar

(@) (b)
Sekil 4.7. Temel bilesen skorlar1 ile tarihi seri arasinda yapilan regresyon modeli

serpilme grafigi (a) ve uyum grafigi (b)

Cizelge 4.6. Cok degiskenli regresyon modeli model belirleme kriterleri

Yontem R? [OKH | AIC
Cok Degiskenli Regresyon | 0.98 | 0.004 | -73.198

2008-2009 yillarinda meydana gelen trafik kazalarindaki yarali sayist 2008 yili igin
184468, 2009 y1il1 i¢cin 200405 olarak gerceklesmistir. Yapilan logaritmik ters doniistim
sonucunda modelimizden bulunan degerler giiven araliklari i¢ine girerek 2008 yil1 igin

170 binin {izerinde 2009 y1l1 i¢in ise 185 binin tizerinde oldugu gorilmiistiir.

Cok degiskenli zaman serisi analizi uygulamasinda, VAR modellerinin bir varsayimi
olan duraganlik i¢in, duragan hale gelen seriler ile tahminler yapilmis ve tahmin serisi
ile tarihi seri arasindaki serpilme grafikleri ve uyum grafigi Sekil 4.8’de, yontemin

kistaslar1 Cizelge 4.7’de sunulmustur.

VAR(2) modelinin genel ifadesi ve ¢alismada elde edilen VAR(2) modeli asagida

verilmistir.
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t, =C,At, , +C,At, , +C,AKL, , +C,AKL, , +C,Ak2, , +C,Ak2, , + C,AK3,
+C,Ak3, , + C;Ak4, , + C,Ak4, , +C,AKS, | +C,,AKS, , +C,,AK6, , + C,AKG6, , +
C,;Ak7, , +C,,Ak7, , +C,.Ak8, , +C,Ak8, , +C,

t, =0.3374At,_, +0.1883At, , +5.2225AK1, , + 2.8583Ak1, , +3.6373Ak2, ,
—0.4762Ak2, , —0.2304Ak3, , —0.2264Ak3, , +1.0966Ak4, , —1.9278Ak4,
+0.7558AK5, , +0.2453AK5, , —1.7218AK6, , + 2.9249Ak6, , — 0.3020AK7, ,
—0.3240Ak7, , —0.1914Ak8, , +0.1222Ak8, , —14.8425

Hesaplanan

00,00 00000, 00
Gézlemlenen ¥illar

(@) (b)
Sekil 4.8. Orijinal seri ile tahmin serisi arasinda yapilan VAR(2) modeli serpilme

grafigi ve uyum grafigi

Cizelge 4.7. Cok degiskenli zaman serisi modeli igin belirleme kriterleri

Yéntem R® | OKH | AIC
Vektorel Otoregresyon (VAR) | 0.96 | 0.0006 | -55.13

Ucgiincii yontem olarak ARIMA(p,d,q) modelleri uygulanmistir. Yapilan calismada
bagimli degisken kaza sayist (Y), bagimsiz degiskenler ise; yol-km uzunlugu (X;) ve
(Xg) AOGT alinmustir. Diger bagimsiz degiskenlerin katsayilari istatistiksel olarak
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anlamli bulunmamistir. Yontemin uyum grafigi ve serpilme grafigi Sekil 4.9.°da,

kistaslar1 ise Cizelge 4.8’de sunulmustur.

Elde edilen model asagida verilmistir.
Yo =B+ BYea T BoYio + BaYis +6&
y, =1.483y, , —0.520y, , +0.280X, +0.067X,

Goézlemlenen

Yillar

(@) (b)
Sekil 4.9. Orijinal seri ile tahmin serisi arasinda yapilan ARIMA(2,1,0) modeli serpilme

grafigi (a) uyum grafigi (b)

Cizelge 4.8. ARIMA (2,1,0) zaman serisi modeli i¢in belirleme kriterleri

Yo6ntem R? | OKH AIC
ARIMA(2,1,0) | 0.92 | 0.0021 | -70.3525
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Cizelge 4.9. CDR, VAR(2), ARIMA (2,1,0) yontemlerinin karsilastirilmasi

Yontem R° | OKH | AIC
CDR 0.98 | 0.004 | -73.198
VAR(L) 0.96 | 0.0006 | -55.13
ARIMA(2,1,0) [ 0.92 | 0.0021 | -70.35

Belirlilik katsayis1 (Rz) en yliksek olan ve AIC bilgi kiriteri en kiiclik olan yontem ¢ok
degiskenli regresyon yontemi olmustur (Cizelge 4.9).

4.1.3. Model-111 bulgular:

Yillik trafik kazalarinda ki 6li sayilarmnin, niifus, yol-km degeri, km-tasit, agir tonajh

arag sayisi, otomobil sayisi, otobiis sayisi, AOGT, GSMH degerlerine gore modellendi.

Yapilan ¢aligmada c¢ok degiskenli regresyon denklemi uygulamasinda temel bilesenler
analizi uygulanmis olup, birbirleri ile iligkili 8 bagimsiz degisken yerine, birbirleri ile

iliskisiz 2 temel bilesenle regresyon modeli olusturulmustur.

t =3.690 — (0.022*SZ,) - (0.104*SZ,)

Temel bilesenler skorlar ile yapilan bu modelin 2007 y1l1 kestirim degeri;

t =3.690—(0.022*1.17758) — (0.005*1.53159) = 3.5044 olarak hesaplanmustir.
2007 yil1 gergek deger ise t = 3.539327 dir.

SY :ﬂl*zl +:B2 *Zz
SY =0.208*7,+0.912* Z,

t =74.11142 + (0.149225*k,) — (14.8667 *k,) — (0.0207 *k,) — (0.05159*k, )
+(0.010132*k,) + (0.029724* k) + (0.101859*k, ) — (0.06903* k, )
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Ters doniisiim yapilarak elde edilen yukaridaki denklemden elde edilen 2007 yili igin
kesitirim degeri 3.50 dir.

CDR uygulamasinda tahmin serisi ile tarihi seri arasindaki serpilme grafikleri ve uyum

grafigi Sekil 4.10°da, yontemin kistaslar1 ise Cizelge 4.10°da gosterilmistir.

nnnnnnnnnnnnn

6l Sayisi

Gozlemlenen

R"2=0,75

3,60000 3,70000 3, 80000
Hesaplanan Olii Sayisi Y¥illar

(@) (b)
Sekil 4.10. Temel bilesen skorlar1 ile tarihi seri arasinda yapilan regresyon modeli

serpilme grafigi (a) ve uyum grafigi (b)

Cizelge 4.10. Cok degiskenli regresyon modeli i¢in belirleme kriterleri

Yontem R® [OKH | AIC
Cok Degiskenli Regresyon | 0.75 | 0.004 | -77.50

2008-2009 yillarinda meydana gelen trafik kazalarinda 6lii sayis1 2008 yili i¢in 4236,
2009 y1l1 i¢in 4300 olarak gerceklesmistir. Yapilan logaritmik ters doniisiim sonucunda
modelimizden bulunan degerlerin ise giiven araliklari i¢ine girerek 2008 yil1 igin 4150’

nin tizerinde 2009 yil1 igin ise 4200’1in tizerinde olabilecegi anlasilmistir.
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Cok degiskenli zaman serisi analizi uygulamasinda VAR modelleri i¢in varsayim olan
duraganlik sonucu duragan hale gelen seri ile tahminler yapilmig ve tahmin serisi ile
tarihi seri arasindaki serpilme grafikleri ve uyum grafigi Sekil 4.11°da, yontemin

kistaslar1 ise Cizelge 4.11°de gosterilmistir.

VAR(2) modelinin genel ifadesi asagidaki gibi olmustur.

t, =C,At, , +C,At, , +C,AKL, , +C,AKL, , +C,Ak2, , +C,Ak2, , + C,AK3,
+C,Ak3,_, + C;Ak4, , +C,Ak4, , + C,AKS, , +C, AK5, , +C,,Ak6, ; +C,,AK6, , +
C,;Ak7, , +C,,Ak7, , +C,.Ak8, , +C,Ak8, , +C

Calismada elde edilen model agagida verilmistir.

t, =0.4158At, , +0.1790At, , — 4.3984Ak1, , +1.8080Ak1, , + 2.1302Ak2, ,
+0.8316Ak2, , —0.1334Ak3, , +0.2914Ak3, , +0.5473Ak4, | —1.5641Ak4, ,
—1.2213Ak5, , +0.7618Ak5, , +0.1783Ak6, , +1.0547Ak6, , —0.6987AK7,
—0.0810AK7,_, +0.0054Ak8, , —0.0716Ak8, , —13.9133

Hesaplanan

Gozlemlenen Yillar

(@) (b)
Sekil 4.11. Orijinal seri ile tahmin serisi arasinda yapilan VAR(2) modeli serpilme
grafigi (a) ve uyum grafigi (b)
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Cizelge 4.11. Cok degiskenli zaman serisi modeli i¢in belirleme Kriterleri

Y6ntem R’ | OKH AIC
Vektorel Otoregresyon (VAR) | 0.84 | 0.0008 | -52.4288

Uciincii yontem olarak ARIMA(p,d,q) modeli uygulanmistir. Yapilan ¢alismada bagimli
degisken kaza sayist (Y), bagimsiz degisken ise; yol-km uzunlugu olarak (X3)
alimmistir. Diger bagimsiz degiskenlerin katsayilar1 istatistiksel olarak anlaml

bulunmamustir.

Modelin genel ifadesi asagida verilmistir.

yt = ﬁo + ﬂlet—l + ﬁZet—Z +onn + 6',[
Claismada elde edilen model agagidaki gibi olmustur.

y, =18.086—0.517¢, , —3.382X,

ARIMA(0,1,1) modeline iliskin uyum ve serpilme grafikleri Sekil 4.12°de, modelin

kistaslar1 ise Cizelge 4.12’de sunulmustur.

Goézlemlenen

Yillar

(a) (b)
Sekil 4.12. Orijinal seri ile tahmin serisi arasinda yapilan ARIMA(0,1,1) modeli
serpilme grafigi (a) ve uyum grafigi (b)
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Cizelge 4.12. ARIMA (0,1,1) zaman serisi modeli igin belirleme kriterleri

Yontem R° |OKH| AIC
ARIMA(0,1,1) | 0.83 | 0.002 | -120.924

Cizelge 4.13. CDR, VAR(1), ARIMA (0,1,1) YSA yontemlerinin karsilagtirilmasi

Y6ntem R° | OKH | AIC
CDR 0.75 | 0.004 | -77.50
VAR(2) 0.84 | 0.0008 | -52.4288
ARIMA(0,1,1) | 0.83 | 0.002 | -120.92

Belirlilik katsayist (R?) en yiiksek olan yontem VAR(2) ve Akaile AIC bilgi kiriteri en
kiigiik olan yontem ARIMA(0,1,1) olmustur (Cizelge 4.13).

4.1.4. Model I1-I1II i¢in yapay sinir ag1 uygulamasi

Y SA uygulamasinda verilerin %60°1 egitim, %40°da test amaclh kullanildigindan 6lii ve
yaral1 sayilarina iligkin egitim ve test setindeki uyum ve serpilme grafikleri Sekil 4.13 -
4.14 — 4.15 - 4.16°da sunulmustur. Yarali ve olii sayilarina iliskin model kistaslari ise

Cizelge 4.14-4.15te sunulmustur.
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Hesaplanan Gly
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(@) (b)
Sekil 4.13. Olii sayilar1 igin yapay sinir aginmn egitimi sirasindaki gdzlemlenen ve

hesaplanan kaza sayilar1 serpilme grafigi (a), agin egitimi asamasindaki uyum grafigi

(b)
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20000,00 40000, 00 60000, 00 80000, 00 100000, 00 1974 196 Lo 18K 190z l9k4 1005 1300 lewe 133y
Gozlemlenen Yarali Sayisi (Egitim Seti) Yillar

(@) ()
Sekil 4.14. Yarali sayilar1 i¢in yapay sinir aginin egitimi sirasindaki gézlemlenen ve

hesaplanan kaza sayilar1 serpilme (a), agin egitimi asamasindaki uyum grafigi (b)
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(a) (b)
Sekil 4.15. Olii sayilarinin yapay sinir agnmn testi sirasindaki gdzlemlenen ve

hesaplanan kaza sayilar1 serpilme (a), agin testi asamasindaki uyum grafigi (b)
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(@) ()
Sekil 4.16. Yarali sayilarinin yapay sinir aginin testi sirasindaki gozlemlenen ve

hesaplanan kaza sayilari serpilme (a), agin testi asamasindaki uyum grafigi (-b-)

Cizelge 4.14. Olii sayilar1 icin YSA modeli igin belirleme kriterleri

Yontem Egitim Seti Test Seti
R | OKH | AIC RZ |OKH | AIC
YSA |0.95 | 0.0014 | -30.088 | 0.93 | 0.004 | -23.83
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Cizelge 4.15. Yaral1 sayilar1 i¢in YSA modeli i¢in belirleme kriterleri

Yontem Egitim Seti Test Seti
RZ | OKH | AIC | R* | OKH | AIC
YSA |0.98]0.0017 | -28.02 | 0.96 | 0.0002 | -49.31

1974-2007 yillari yillik degerleri

Sigmoid/Tanjant-hiperbolik

Sekil 4.17. Model II-1IT i¢in YSA ag mimarisi

4.1.5. Model-1V bulgulari

Yarali Sayisi

Ol Sayist

Yillik trafik kazalarindaki yarali sayilari; kaza sayisi, AOGT ve GSMH degerlerine gore

modellendi.

Calismada ¢ok degiskenli regresyon uygulamasinda temel bilesenler analizi ile olup

birbirleri ile iligkili 3 bagimsiz degisken yerine 1 temel bilesenle model olusturulmustur.

t, =4.834+(0.234*SZ,)

Temel bilesenler skorlar ile yapilan bu modelin 2007 y1l1 kestirim degeri;

t =4.834 +(0.234*1.75965) = 5.24851 olarak hesaplanmuistir.

2007 yil1 gergek deger ise t =5.175552 dir.
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SY :,B1 *Z1 +132 *Zz
SY = —O.552*Z1
t =1.356429 + (0.185939*k, ) + (0.365186 * k,) + (0.387412*k,)

mmmmmmmmmmm

Gozlemlenen Yarali Sayisi

RrR"2=0,90

Hesaplanan Yarali Sayisi Yillar

(@) (b)
Sekil 4.18. Temel bilesen skorlar1 ile tarihi seri arasinda yapilan regresyon modeli

serpilme grafigi (a) ve uyum grafigi (b)

Cizelge 4.16. Cok degiskenli regresyon modeli i¢in belirleme kriterleri

Yontem R° | OKH | AIC
Cok Degiskenli Regresyon | 0.86 | 0.00018 | -67.003

CDR uygulamasinda tahmin serisi ile tarihi seri arasindaki serpilme grafikleri ve uyum

grafigi Sekil 4.18’de, yontemin kistaslari ise Cizelge 4.16’da gosterilmistir.

2008-2009 yillarinda meydana gelen trafik kazalarindaki yarali sayist 2008 yili igin
184468, 2009 yil1 i¢cin 200405 olarak gerceklesmistir. Yapilan logaritmik ters doniisiim

sonucunda modelimizden bulunan degerlerin ise giiven araliklar igine girerek 2008 yili
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icin 171 binin iizerinde 2009 yili i¢cinde 183 binin iizerinde olabilecegi tahmin

edilmistir.

Cok degiskenli zaman serisi analizi uygulamasinda duragan hale gelen seriler ile
tahminler yapilmis ve tahmin serisi ile tarihi seri arasindaki serpilme grafikleri ve uyum
grafigi Sekil 4.19°da yontemin kistaslar1 ise Cizelge 4.17°de gosterilmistir. Modelin

genel ifadesi asagidaki gibi olmustur.

t. =CAt, _, +C,AKL, , +C,Ak2, , +C,Ak3, , +C
Calismada elde edilen model asagida verilmistir.

t, =0.3986At, , +0.0641Ak1, , —0.3665Ak2, , —0.0447Ak3, , +0.1692

;;;;;

Gbzlemlenen Yarali Sayisi

R"2=0,79

00 4,8000000  5,0000000
Hesaplanan Yarali Sayisi Yillar

@) (b)
Sekil 4.19. Orijinal seri ile tahmin serisi arasinda yapilan VAR(1) modeli serpilme

grafigi (a) ve uyum grafigi (b)

Cizelge 4.17. Cok degiskenli zaman serisi modeli igin belirleme kriterleri

Yéntem R* | OKH | AIC
Vektorel Otoregresyon (VAR) | 0.79 | 0.003 | -13.82
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Uciincii yontem olarak ARIMA(p,d,q) modelleri verilere uygulanmigtir. Yapilan
calismada bagimli degisken kaza sayist (Y), bagimsiz degiskenlerden AOGT (Xj)
alinmistir. Diger bagimsiz degiskenlerin parametreleri istatistiksel olarak anlaml
bulunmamistir. Yontemin uygulamsi sonucunda tahmin edilen degerler ile gercek
degerler arasindaki uyum ve serpilme grafikleri Sekil 4.20’de yontemin kistaslari ise

Cizelge 4.18’de sunulmustur.

Yi = ﬂo + ﬂlyt—l + :Bz Yio ﬂa Yis T&
y, =3.717+0.981y, , +0.317X,

mmmmmmmmmmm

Gdézlemlenen

R"2=0, 97

Hesaplanan Yarali Sayisi ¥Yallar

(@) (b)
Sekil 4.20. Orijinal seri ile tahmin serisi arasinda yapilan ARIMA(1,1,0) modeli
serpilme (a) grafigi ve uyum grafigi (b)

Cizelge 4.18. ARIMA (1,1,0) zaman serisi modeli igin belirleme kriterleri

Yéntem R° | OKH | AIC
ARIMA(1,1,0) | 0.92 | 0.0052 | -75.93
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Cizelge 4.19. CDR, VAR(1), ARIMA (1,1,0) yontemlerinin karsilastirilmasi

Yontem R° | OKH | AIC
CDR 0.86 | 0.00018 | -67.003
VAR(1) 0.79 | 0.003 | -13.82
ARIMA(1,1,0) | 0.92 | 0.0052 | -75.93

Belirlilik katsayisi (R? en yiiksek olan ve Akaile AIC bilgi kiriteri en kiiclik olan
yontem ¢ok degiskenli regresyon yontemi olmustur (Cizelge 4.19).

4.2.1. Model-V bulgular

Yillik trafik kazalarindaki 6li sayilarinin, kaza sayisi, AOGT ve GSMH degerlerine

gore modellendi.

Yapilan ¢aligmada c¢ok degiskenli regresyon denklemi uygulamasinda temel bilesenler
analizi uygulanmis olup birbirleri ile iliskili 3 bagimsiz degisken yerine 1 temel

bilesenle regresyon modeli olusturulmustur.

t =3.690—(0.059*SZ,)

Temel bilesenler skorlar ile yapilan bu modelin 2007 y1l1 kestirim degeri,

t =3.690 — (0.059*1.75965) = 3.5862 olarak hesaplanmistir.
2007 yil1 gergek deger ise t =3.539327 dir.

SY =B*Z,
SY =0.288* 7,
Y =4.570631— (0.0471*k,) — (0.0925*k,) — (0.0981*k,)

Ters donilistim yapilarak eld edilen yukaridaki denklemden 2007 yili i¢in kesitirim
degeri 3.58°dir.
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CDR uygulamasinda tahmin serisi ile tarihi seri arasindaki serpilme grafikleri ve uyum

grafigi Sekil 4.21°de, yontemin kistaslari ise Cizelge 4.20°de gdsterilmistir.

o sad L T msilen
R2-0,40 © . U4 Sayic

n Old Sayisi

Gozlemlene:

3, 65000 3,70000 175000
Hesaplanan Olii Sayisi Y¥illar

(@) (b)
Sekil 4.21. Temel bilesen skorlar: ile tarihi seri arasinda yapilan regresyon modeli

serpilme grafigi (a) ve uyum grafigi (b)

Cizelge 4.20. Cok degiskenli regresyon modeli igin belirleme kriterleri

Yontem R® [ OKH | AIC
Cok Degiskenli Regresyon | 0.40 | 0.010 | -65.59

2008-2009 yillarinda meydana gelen trafik kazalarindaki 6li sayist 2008 yili igin 4236,
2009 yil1 i¢in 4300 olarak gerceklesmistir. Yapilan logaritmik ters doniisiim sonucunda
modelimizden bulunan degerler ise giiven araliklar1 i¢ine girerek 2008 yil1 i¢in tahmini
kaza sayist 4100 {in iizerinde bir 6li sayisi tahmin edilmis 2009 yili i¢cinde 4320°nin

tizerinde bir kazanin olabilecegi anlasiimistir.

Cok degiskenli zaman serisi analizi uygulamasinda duragan hale gelen seri ile tahminler
yapilmis ve tahmin serisi ile tarihi seri arasindaki serpilme grafikleri ve uyum grafigi

Sekil 4.22°de yontemin kistaslari ise Cizelge 4.21°de gosterilmistir.
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t, =C,At, , +C,AKL, , +C,k2, , +C,Ak3, , +C,
t, = 0.4916At, , +0.00389* AKk1, , —0.4453* Ak2, , —0.0463* Ak3, , +0.1614

Gozleml

Yillar Hesaplanan

(a) (b)
Sekil 4.22. Orijinal seri ile tahmin serisi arasinda yapilan VAR(1) modeli serpilme

grafigi (a) ve uyum grafigi (b)

Cizelge 4.21. Cok degiskenli zaman serisi modeli igin belirleme kriterleri

Yéntem R* | OKH AIC
Vektorel Otoregresyon (VAR) | 0.63 | 0.0019 | -14.02116

Ucgiincii yontem olarak ARIMA(p,d,q) modeli uygulanmustir. Yapilan calismada bagimli
degisken kaza sayisi (Y), bagimsiz degisken ise; AOGT (X) alinmustir. Diger bagimsiz
degiskenlerin katsayilar1 istatistiksel olarak anlamli bulunmamistir. Yontem sonucu
tahmin degerleri ile ger¢ek degerler arasindaki uyum ve serpilme grafikleri Sekil 4.23’te

yontemin kistaslar1 ise Cizelge 4.22°de sunulmustur.

Modelin genel ifadesi asagida verilmistir.
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yt = ﬂo + ﬂlet_l + ﬂzet_z + -------- + gt

Calismada elde edilen model asagidaki gibidir.
y, =0.471y,, +0.328X,

nnnnnnnnnnn
nnnnnnnnn

Gézlemlenen Oli Sayisi

Hesaplanan Oli Sayisi Yillar

(a) (b)
Sekil 4.23. Orijinal seri ile tahmin serisi arasinda yapilan ARIMA(1,1,0) modeli uyum

grafigi (a) ve uyum grafigi (b)

Cizelge 4.22. ARIMA (1,1,0) zaman serisi modeli i¢in belirleme kriterleri

Y 6ntem R° | OKH | AIC
ARIMA(1,1,0) | 0.91 | 0.0016 | -92.78

Cizelge 4.23. CDR, VAR(1), ARIMA (1,1,0) YSA yontemlerinin karsilastiriimasi

Y 6ntem R® | OKH AIC
CDR 0.40 | 0.010 | -65.59
VAR(1) 0.63 | 0.0019 | -14.02116
ARIMA(1,1,0) [ 0.91 | 0.0016 | -92.78
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Belirlilik katsayist (RZ) en yiiksek olan yontem ARIMA(1,1,0), ve AIC en kii¢iik olan
yontem yine ARIMA(1,1,0) olmustur (Cizelge 4.23).

4.1.7. Model V-V igin yapay sinir ag1 uygulamasi

YSA uygulamasinda verilerin %60°1 egitim, %40°da test amacli kullanildigindan 6lii ve
yarali sayilarina iliskin egitim ve test setindeki uyum ve serpilme grafikleri Sekil 4.24 —
4.25 — 4.26 — 4.27°de sunulmustur. Yarali ve 6lii sayilarina iliskin model kistaslari ise

Cizelge 4.24 — 4.25°de sunulmustur.

mmmmmmmmmmm
. . i F--¥azalr fapor
R*2=0,99 Low.moo (Egitim Seti)

60000, 0000000

Hesaplanan (E§itim Seti)

60000, 0000000 00
Gdzlemlenen Tillar

(@) (b)
Sekil 4.24. Yarali sayilar1 i¢in yapay sinir aginin egitimi sirasindaki gézlemlenen ve

hesaplanan kaza sayilarinin agin egitimi asamasindaki serpilme grafigi (a), uyum grafigi

(b)



142

30000, 00 =

120000, 00

Hesaplanan Yarali Sayisi

FEINTIE

Len.noo |

L3000

Len.noo

11e. w00

Low.nog |

50.0m0

T T T
0 110000,00 120000,00 130000,00  140000,00

Gozlemlenen Yarali Sayisi (Test Seti)

(@)

(b)

Sekil 4.25. Yarali sayilar1 i¢in yapay sinir aginin egitimi sirasindaki gézlemlenen ve

hesaplanan kaza sayilarinin, agin testi asamasindaki serpilme grafigi (a), uyum grafigi

(b)

Hesaplanan Olii Sayisi

4000 -

e

IR

5.0mn

5.0

s

Gozlemlenen Olii Sayisi (E§itim Seti)

(@)

T T T T T T T T T T
1374 1376 195 1980 19s: 134 1386 194+ 1394 133z
Yillar

(b)

Sekil 4.26. Olii sayilarinin yapay sinir agmin egitimi sirasindaki gdzlemlenen ve

hesaplanan kaza sayilarinin, agin testi asamasindaki serpilme grafigi (a), uyum grafigi

(b)



143

mmmmmmmmmmm

Hesaplanan Olii Sayisi

3000 4000 500 60
Gozlemlenen Olii Sayisi(Test Seti) Yillar

(@) (b)
Sekil 4.27. Olii sayilarinin yapay sinir agmin testi sirasindaki gdzlemlenen ve

hesaplanan kaza sayilarinin, agin testi asamasindaki serpilme grafigi (a), uyum grafigi

(b)

Cizelge 4.24. Olii sayilar1 icin YSA modeli igin belirleme kriterleri

Yontem Egitim Seti Test Seti
RZ| OKH | AIC | R® | OKH | AIC
YSA |0.99 | 0.00026 | -39.78 | 0.97 | 0.0021 | -22.49

Cizelge 4.25. Yaral1 sayilar1 i¢in YSA modeli igin belirleme kriterleri

Yontem Egitim Seti Test Seti
R°| OKH | AIC | R® | OKH | AIC
YSA |0.99 | 0.00018 | -42.51 | 0.92 | 0.00045 | -36.30
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1974-2007 yillari yillik degerleri

Dogrusal Sigmoid/Tanjant-hiperbolik

Yarali Sayisi

Ol Sayisi

Sekil 4.28. Model IV-V i¢in YSA mimarisi

4.2. Poisson Regresyonu, Cok Degiskenli istatistik, Yapay Sinir Ag1 Modellemeleri

4.2.1. Model-VI bulgular

Denenen birgok model i¢inde parametreleri en anlamli model asagidaki gibi

bulunmustur.

E(A) =exp(b, +b X, +b, X, +....... +b,X,)

E(A) = exp(L.239572* log uz + 0,0002328 * yogt + 0.1746494* sg + 0.0604205 * bs
—0.011652 * hiz)

Burada;

n: Gozlem sayisi

p: Parametre sayis1
sd: Serbestlik derecesi

sabit: Sabit terim



ks:
yogt:

log(uz):

sS:
kavs:
sQ:
bs:
hiz :
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Kaza sayisi

Yillik ortalama giinliik trafik

Ilgili yolun km yol uzunlugunun dogal logaritmasi
Serit sayisi

Kavsak sayisi

Serit genisligi

baglant1 sayis1

Ortalama hiz

Poisson regresyonu biitiin bagimsiz degiskenler modele katilmigtir. Yapilan analizlerde

biitiin bagimsiz degiskenler modele katildiginda P degerleri baz1 degiskenler i¢in 0.05

degerinden biiylik olduklarindan anlamli bulunmamis ve modelden ¢ikarilmislardir.

Modelleme asamasinda, kavsak sayist (kavs) ve serit sayisi (ss), bagimsiz degisken

olarak kullanilmis fakat bu degerler %95 giiven araliginda ¢ikmadigindan modelden

cikartlmiglardir. Yontemin uyum ve serpilme grafikleri Sekil 4.29°da sunulmustur.

Hesaplanan Kaza Sayisi

nnnnnnnnnnnnnnn

R"2=0,57

Gbzlemlenen Kaza Sayisi

(@) (b)

Sekil 4.29. Model VI-Poisson regresyon modeli igin serpilme grafigi (a) ve uyum

grafigi (b)
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Cok degiskenli regresyon uygulamasinda ise R’= 0.61 olarak bulunmus ve modelin

matematiksel ifadesi asagidaki gibi olmustur (Sekil 4.30).

ks =8.654*uz +13.157 * yogt + 0.707 *bs — 24.866hiz

mmmmmmmmmmm

Hesaplanan Kaza Sayisi

Gbzlemlenen Kaza Sayisi

(@) (b)
Sekil 4.30. Model VI-Cok degiskenli regresyon modeli igin serpilme grafigi (a) ve
uyum grafigi (b)

YSA uygulamasinda egitim seti i¢in uyum ve serpilme grafikleri Sekil 4.31°de

sunulmustur.
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40,0000000 |

Gozlemlene Egitim Seti

Yapay Sinir A1 Editim Seti

Hesaplanan Egitim Seti

(a) (b)

Sekil 4.31. Model VI-YSA egitim seti uyum grafigi (a) ve serpilme grafigi (b)

Cizelge 4.26. Yontemlerin karsilastirilmasi

Yontem R’ OKH Degerlendirme
Poisson Reg. 0.57 0.33

CDR 0.61 0.26

YSA 0.93 0.004 En anlamli yontem

Belirlilik katsayis1 (R?) en yiiksek olan yontem YSA, OKH en kiigiik olan yontem yine
YSA olmustur (Cizelge 4.26).

4.2.2. Model-VI1I bulgular:

Modelde yarali sayilar1 bagimli degisken olarak alinmuistir. Denenen bircok model

icinde parametreleri en anlamli model asagidaki gibi bulunmustur.
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E(w,)=exp(b, +b X, +b, X, +....... +b,X,)

4 = exp(3.207331+0.0196034* (ks) + 0,0461516 * (ss) — 0.0848338(kavs)
+0.0512742(bs) — 0.008345(hiz)

Burada;
n: Gozlem sayist
p: Parametre sayisi

sd: Serbestlik derecesi

Ys (u): Yarali sayis1

sabit: Sabit terim

ks:  Kaza sayisi

yogt: Yillik ortalama giinliik trafik
Ss: Serit sayis1

kavs: Kavsak sayisi

sg: Serit genisligi

bs: Baglant1 sayis1

hiz: Ortalama hiz

Poisson regresyonu modelinde biitiin bagimsiz degiskenler modele katildiginda P
degerleri bazi degiskenler igin 0.05 degerinden biiyilk olduklarindan anlamli
bulunmamis ve modelden c¢ikarilmiglardir. Modelleme asamasinda; kavsak sayisi
(kavs), serit sayist (ss), bagimsiz degisken olarak kullanilmis fakat degiskenlerin
katsayilar1 anlamli ¢ikmadigindan modelden c¢ikarilmislardir. Sekil 4.32 ve 4.33°de

modelin uyum ve serpilme grafikleri verilmistir.
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607 R*2=0,58

Yarali Sayisi

10

Yarali Sayisi Tahmin Edilen

(@) (b)
Sekil 4.32. Model VII-Poisson regresyonu uyum grafigi (a) ve serpilme grafigi (b)

60,00 RA2=0,76

50,00

1

30,00

Hesaplanan Yarali Sayisi
1

10 10,00

- 0,00

T T T T T
0,00 10,00 20,00 30,00 40,00 50,00 60,00

Gbzlemlenen Yarali Sayisi

(@) (b)
Sekil 4.33. Model VII-Cok degiskenli regresyon uyum grafigi (a) ve serpilme grafigi

(b)

Cok degiskenli regresyon sonucu bulunan model;

Yarali Sayisi= 0.509%*(ks)+1.031*(bs)-0.062*(kavs)-0.504(hiz)
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0,80

Hesaplanan Yarali Sayisi

1

L e D D D B I O T T T T T T
0,00 0,20 0,40 0,60 0,80 1,00

Gézlemlenen Yarali Sayisi (EJitim Seti)

(a) (b)
Sekil 4.34. Model VII-YSA egitim seti uyum grafigi (a) ve serpilme grafigi (b)

Hesaplanan

T T T T T
0,00 0,20 0,40 0,60 0,80 1,00

LI A D D D D D B B O O T

Goézlemlenen Yarali Sayisi (Test Seti)

(a) (b)
Sekil 4.35. Model VII-YSA test seti uyum grafigi (a) ve serpilme grafigi (b)

YSA uygulamsinda egitim ve test setleri i¢cin uyum ve serpilme grafikleri Sekil 4.34. ve

4.35.”de sunulmustur.

Belirlilik katsayisi (R?) en yiiksek olan yontem YSA ve OKH en kiigiik olan ydntem
yine YSA olmustur (Cizelge 4.27.)
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Cizelge 4.27. Yontemlerin karsilagtirilmasi

Yontem R’ OKH Degerlendirme
Poisson Reg. 0.58 0.086
CDR 0.76 0.062
YSA 0.93 0.018 En uygun yontem
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5. SONUC ve ONERILER

Model I uygulamasinda, ¢ok degiskenli regresyon yapilmis olup degiskenler arasinda
cok fazla korelasyon cikmustir. Cok yliksek belirlilik katsayisi (Rz) ¢ikmis, disiik
tolerans ve yiiksek VIF degerleri bulunmustur. Bu bilgiler 1s1ginda degiskenlerimiz
arasinda ¢oklu baglanti problemi oldugu anlasilmigtir. TBA yapilarak iki temel bilesen

ile modeller olusturulmus ve kaza sayis1 agiklanmistir.

Granger Nedensellik analizinde tablo degeri Fmn4=3.49 olarak bulunmustur. Fhesap
degeri tablo degerinden biiyiik olan ve olabilirlikleri 0.05’ten kii¢iik olan degiskenler
tespit edilmistir. Bu durumda olan degiskenler arasinda bir nedensellik oldugu
anlagilmistir. Kaza sayist ile yiik-ton degiskeni arasinda tek yonli bir nedenselligin
oldugu goriilmiistiir. Karayollarindaki taginan yiikiin artis géstermesi ara¢ yogunlugunu
artiracagindan kaza sayilarinda bir degisime sebep olacagi anlasilmistir. Kaza sayist ile
km-tasit degiskeni, tir sayisi, otobiis sayisi ile karayollarinda tiiketilen enerji miktart,
AOGT degerleri ile de tek yonlii bir Granger Nedenselligi oldugu anlasilmistir.
Nedensellik analizleri beklendigi gibi ¢ikmustir. Yol-km uzunlugu degerinde ise
nedensellik bulunamamistir. Yolcu-km degeri ile de Granger Nedenselligi bulunamamis
bunun nedeninin, tasinan yolcu sayisi degerlerinin 1994 yilindan 6ncesinde saglikli

gbzlemlenememesi olarak yorumlanmustir.

Granger Nedensellik analizinden sonra ayni verilere esbiitiinlesme analizi
uygulamasininda yapilmasi uygun olacaktir. Gelecekte bu degiskenlerin birbirlerini

nasil etkiledigi bu analiz yontemi ile belirlenebilir.

Etki tepki fonksiyonun ise kaza sayisina verilecek bir birimlik bir sok bagimsiz
degigkenleri 7. ve 8. donemlerinde etkisini kaybetmektedir. Kaza sayisindaki bir
birimlik sokun, km-tasit, yolcu-km, kamyon sayisi, otobiis sayisi, enerji tiiketimi, yol-
km uzunluklar tizerindeki degisimler analiz edilmis ve ortalama 7. peryotta etkilerin

kayboldugu gozlemlenmistir (Sekil 3.11). Yillik verilerle degil de aylik veya haftalik
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verilerle calisildiginda etki-tepki analiz sonuglar1 daha verimli olacaktir. Ornegin 2010
yilinin nisan ayinda trafige yeni ¢ikan arag sayisi, bir dnceki aya gore %62 oraninda
artis gostermistir. 2009 yili aylik verilerinde kiiresel kriz nedeniyle trafige kayitl arag
sayilarinda, bir 6nceki yilin ayni aylarinda negatif yonde bir artis olmustur. Mevsimsel
dalgalanmalar, bayram tatilleri, yaz aylarindaki YOGT artis1 ve kaza sayilarindaki

degisimler etki-tepki analizinde daha iyi anlasilacaktir.

Varyans ayristirmasinda ise yolcu-km, km-tasit, enerji tiikketimi, kaza sayisini en ¢ok
aciklayan degiskenler olmustur. Bu modelde AOGT degerinin de kaza sayisini en ¢ok
aciklayan degiskenler arasinda yer almasi beklenirken bu sonug elde edilememistir

(Cizelge 3.35).

Dort farkli yontem iginde ARIMA(1,1,0) en basarili yontem olmustur. Fakat bu
yontemde bagimsiz degisken olarak sadece AOGT istatistiksel olarak anlamli ¢ikmustir.
Biitiin degiskenlerin modele katildigi yontemlerden biri de VAR(1) modeli olmustur.
Bu modelinde kistaslari diger yontemlere gore daha anlamli ¢ikmistir. R?=0.67,
OKH=0.086, AIC=-62.30 degerleri ile diger yoOntemler arasinda en uygun ydntem
olmustur. YSA yOnteminin test setine uygulanmasi sonucunda R%=0.95 ¢cikmustir. YSA
yonteminde modele biitiin degiskenler katilmigtir. Sonug olarak YSA, OKH= 0.002 ve
AIC=-47.198 ile YSA en basarili yontem olarak kabul edilmistir (Cizelge 4.5).

Gelecek yillar i¢inde ne yazikki kaza sayilarindaki artisin azalacagi diistiniilmemektedir.
Tahmin sonuglar1 da bunu destekler niteliktedir. Yillik 1.2 milyonun iizerinde 6liimlii,
yaralanmali ve maddi hasarli trafik kazasi olacaktir. Boliinmiis yollarin artmasi,
ortalama hizin 110 km/h‘te ¢ikmasi gibi etkenlerin kaza sayilari tizerindeki etkisi
incelendiginde 2010 yili ilk yarisindaki kaza sayilarinda bir onceki yila gore artig

oldugu goriilmiistiir.

Model IT uygulamasinda, ¢ok degiskenli regresyon yapilmis olup degiskenler arasinda
yiiksek korelasyon ¢ikmistir. Diisiik tolerans ve yiiksek VIF degerleri bulunmustur. Bu
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bilgiler 1s5181nda 8 adet birbirleri ile iligkili bagimsiz degisken yerine 2 adet iliskisiz
bagimsiz temel bilesen ile modelleme yapilmigtir. Temel bilesenleri en fazla etkileyen

degisken otomobil sayis1 olmustur.

Yarali sayilar iizerinde Granger Nedenselligi analizi yapilmistir. F tablo degeri olan
Fmnig=3.49 ile hesaplanan F degeri karsilastirilmis, olabilirlikleri P<0.05 olan
degiskenler tespit edilmistir. Bu analiz sonucunda trafik kazalarindaki yarali sayisi ile
niifus degiskeni arasinda tek yonlii bir Granger Nedenselligi’nin oldugu ispatlanmigtir
(Cizelge 3.33). AOGT degeri ile yarali sayist arasinda da beklenildigi gibi tek yonli
nedensellik s6z konusudur. Yol-km degeri ile yarali sayisi arasinda tek yonli bir
nedensellik oldugu goriilmektedir. GSMH, km-tasit, agir tonajli arag sayilari ile yaral

sayilar1 arasinda bir nedensellik bulunamamustir.

Etki-tepki analizi yapilmis yarali sayilarinin hata terimleri varyansina bir birimlik bir
sok verilerek niifus, yol-km, km-tasit, agir tonajli arag, otomobil sayisi, otobiis, AOGT
ve GSMH degiskenleri tlizerindeki etkileri analiz edilmistir. Bu modelde performansh
sonug elde edilmemistir. Grafiksel olarak yorumlanmasi gii¢ bir tablo ¢ikmistir. Yarali
sayisinin birinci doneminde yapilacak 0.05°lik bir etki, km-tasit, otobiis, GSMH
degiskenlerinin 2. doneminde negatif bir tepki meydana getirmistir. Degiskenlerimiz

icin genel olarak 9. donemde soklarin etkisi azalmaktadir (Sekil 3.11).

Varyans ayristirmasi yapilarak yarali sayisindaki degisimin yani modelin tahmin
edilemeyen hareketi gozlemlenmistir. 10 donemlik periyot igerisinde yarali sayisi
degiskeni kendi hata varyansimin %57.584’linii a¢iklamaktadir. Yol-km uzunlugu, km-
tasit, agir tonajli ara¢ sayisi, otobiis sayisi, AOGT, GSMH, otomobil ve niifus
degiskenlerinin varyansi aciklama oranlar1 sirasiyla, %9.68, %8.31, %2.24, %6.25,
%2.78, %1.98, %3.98, %7.17 olmustur (Cizelge 3.35).

Model-Il‘de  t¢ farkli yontem kullanilmig, YSA yontemi farkli olarak

degerlendirilmistir. U¢ yontem iginde ¢ok degiskenli regresyon yonteminin belirlilik
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katsayist (R =0.98) ile en biiyiik, OKH’s1 (0.0006) ve AIC bilgi kriteri (-73.198) en

kiigiik olan model olmustur.

Model-I11"iin Model-1I"den farki bagimli degiskenin 6lii sayisi olarak alinmis olmasidir.
Bu uygulamada da Granger Nedenselligi analizi yapilmistir. F tablo degeri olan Fm -
=3.49 ile hesaplanan F degeri karsilastirilmistir. Frapio<Fnessp Olan ve olabilirlikleri
P<0.05 olan degiskenler tespit edilmistir. Bu istatistiksel degerlere sahip degiskenler
arasinda Granger Nedenselligi oldugu anlasilmistir. Bu analiz sonucunda trafik
kazalarindaki Olii sayilar ile niifus, yol-km, km-tasit, agir tonajli arag sayisi, otomobil
sayisl, otobiis sayisi, AOGT degiskenleri arasinda tek yonlii bir Granger
Nedenselligi’nin oldugu ispatlanmistir. GSMH degeri ile 6lii sayis1 arasinda bir

nedensellik bulunamamistir (Cizelge 3.45).

Etki-tepki analizi bu modelimizde de yapilmistir. Olii sayillarimin hata terimleri
varyansina bir birimlik bir sok verilerek; niifus, yol-km, km-tasit, agir tonajli arag,
otomobil sayisi, otobiis, AOGT ve GSMH degiskenleri iizerindeki etkileri incelenmistir.
6. dénemde soklarin etkisi sona ermistir. Olii sayismin birinci déneminde yapilacak
0.014’lik bir sok etkisi, km-tasit, agir tonajli arag, AOGT ve GSMH degiskenlerinin 2.
doneminde negatif bir tepki meydana getirmistir. Degiskenlerimiz i¢in genel olarak 9.

donemde soklarin etkisi azalmaktadir (Sekil 3.18).

Varyans ayristirmasi yapilarak oli sayisi modelinde, tahmin edilemeyen hareketler
incelenmistir. 10 donemlik peryot igerisinde 6lii sayis1 degiskeni kendi hata varyansinin
%62.43’linii agiklamistir. Yol-km uzunlugu, km-tasit, otomobil sayisi, otobiis sayisi,
AOGT, GSMH, niifus degiskenlerinin toplam varyansi acgiklama oranlari sirastyla, %
1.45, %11.27, %0.69, %9.97, %7.29, %0.97, %3.84 olmustur. Bagimli degiskeni en
fazla agiklayan bagimsiz degiskenler, km-tasit, otobiis sayisi, AOGT ve niifus degerleri

olmustur (Cizelge 3.47).
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Model-IlI’de t¢ farkli yontem kullanilmis, YSA yontemi farkli olarak
degerlendirilmistir. U¢ yontem icinde ¢ok degiskenli zaman serisi VAR(2) ydnteminin
belirlilik katsayisi (R* =0.84) ile en biiyiik, OKH’s1 (0.0008) ile en kiiciik olan model
olmustur. AIC bilgi kriteri en az olan model ise ARIMA(0,1,1) olmustur. Bu bilgiler
1s18inda VAR(2) modeli istatistiksel olarak daha basarili oldugu goriilmiistiir (Cizelge
4.13).

Olii sayilarmnin tespitinde performans 6lgiileri R?=0.93, OKH=0.004, AIC=-23.83 olarak
tespit edilmistir. Yarali sayilari icinde R?=0.96, OKH=0.0002, AlC=-49.31 olarak tespit
edilmistir. Bu sonuglar itibariyle Model II-1II ‘te yapilan diger yontemler i¢inde YSA en
basarili yontem olarak tespit edilmistir (Cizelge 4.14).

Model IV wuygulamasinda yarali sayisinin, kaza sayisi, AOGT, GSMH bagimsiz
degiskenleri ile ¢ok degiskenli regresyon modeli olusturulmus olup bagimsiz
degiskenler arasinda yiiksek korelasyon ¢ikmustir. Cok yiiksek belirlilik katsayisi (R?)
¢ikmus, diistik tolerans ve yiiksek VIF degerleri bulunmustur. Bu bilgiler 1s1ginda 3 adet
birbirleri ile iliskili bagimsiz degisken yerine 1 adet temel bilesen ile modelleme
yapilmigtir. Temel bilesenimizi en fazla etkileyen degiskenimiz kaza sayisi olmustur.
Yarali sayilar1 tizerinde Granger Nedenselligi analizi yapilmistir. Bu analiz sonucunda
trafik kazalarindaki yarali sayisi ile kaza sayis1 ve AOGT degiskeni arasinda tek yonlii
bir Granger Nedenselligi’nin oldugu ispatlanmigtir. GSMH ile yarali sayilar1 arasinda

bir nedensellik bulunamamistir (Cizelge 3.62).

Etki-tepki analizi ile Oli sayilarmin hata terimleri varyansina bir birimlik bir sok
verildiginde, kaza sayisi, AOGT ve GSMH degiskenleri {izerinde 4. dénemde etkisini
kaybetmektedir. Yarali sayisinin birinci doneminde yapilacak 0.014°liik bir sok etkisi,
AOGT ve GSMH degiskenlerinin 2. doneminde negatif bir tepki meydana getirmistir.

Degiskenlerimiz i¢in genel olarak 4. donemde soklarin etkisi azalmaktadir (Sekil 3.25).

Varyans ayristirmasi yapilarak 10 dénemlik periyot igerisinde yarali sayisi degiskeni

kendi hata varyansinin %70.26’sin1, kaza sayisit %0.82’sini, AOGT %13.97’sini, GSMH
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%14.96’s1n1 agikladigr goriilmiistiir. Yarali sayisini en fazla agiklayan degiskenlerimiz,

AOGT ve GSMH degerleri olmustur (Cizelge 3.65).

Model-1V’de ¢ farkli  yontem kullanilmis YSA  yontemi farkli  olarak
degerlendirilmistir. U¢ yontem icinde ARIMA(1,1,0) yontemi belirlilik katsayist
(R?=0.92) en fazla, AIC bilgi kriteri (-75.93) ise en az olan model olmustur. OKH’s
0.00018 ile en az olan model ise CDR olmustur. Bu bilgiler 1s1ginda ARIMA(1,1,0)

modeli istatistiksel olarak basarili olmustur (Cizelge 4.19).

Model-V’in Model-1V’den farki bagimli degiskenin 6lii sayis1 olarak alinmig olmasidir.
Olii sayilar1 iizerinde Granger Nedenselligi analizi yapilmigtir. Bu analiz sonucunda
trafik kazalarindaki 6lii sayilar ile kaza sayisi, AOGT degiskenleri arasinda tek yonlii
bir Granger Nedenselligi’nin oldugu ispatlanmigtir. GSMH degeri ile o6li sayist

arasinda bir nedensellik bulunamamaistir (Cizelge 3.74).

Etki tepki analizi 6li sayilarinin hata terimleri varyansina bir birimlik bir sok; niifus,
kaza sayisi, AOGT ve GSMH degiskenlerinin 4. doneminde soklarin etkisini sona
erdirmistir. Olii sayisinin birinci déneminde yapilacak 0.019’luk bir sok etkisi, kaza
sayisi, AOGT ve GSMH degiskenlerinin 2. doneminde negatif bir tepki meydana
getirmistir. Degiskenlerimiz i¢in genel olarak 4. donemde soklarin etkisi azalmaktadir

(Sekil 3.29).

Varyans ayristirmasi ile 10 donemlik periyot icerisinde 6lii sayisi degiskeni kendi hata
varyansinin %84.56’sin1, kaza sayist %0.37°sini, AOGT %8.07’sini ve GSMH ise
%7.01’ini, aciklamaktadir. Bagimli degiskenimizi en fazla agiklayan degiskenler,
AOGT ve GSMH degerleri olmustur (Cizelge 3.76).

Model-V uygulamasinda da ii¢ farkli yontem kullanilmis, YSA yontemi farkli olarak
degerlendirilmistir. Ug yontem icinde ARIMA(1,1,0) modeli, belirlilik katsayis:
(R?=0.91) en fazla, AIC bilgi kriteri (-92.78) ve OKH’s1 (0.0016) en az olan model
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olmustur. Bu bilgiler 1s18inda ARIMA(1,1,0) modeli istatistiksel olarak daha basarili
olmustur (Cizelge 4.23).

Model V-V YSA uygulamalarinda o6lii sayilarmin tespitinde performans olgiileri
R?=0.97, OKH=0.0021, AIC=-22.49 olarak tespit edilmistir (Cizelge 4.24). Yaral
sayilar i¢inde R?=0.92, OKH=0.00045, AIC=-36.30 olarak tespit edilmistir (Cizelge
4.25). Bu sonuglar itibariyle Model 1V-V‘te kullanilan yontemler iginde YSA en basarili

yontem olarak tespit edilmistir.

Model-VI uygulamalarinda model asir1 yayilhim gostermemistir. Bu yiizden yontem
olarak Poisson Regresyonu kullanilmistir (Cizelge 3.77). Modelde hiz degiskeninin
katsayis1 negatif ¢ikmistir. Bunun sebebi olarak gilizergah boyunca ilgili tarihlerde
yapilan boliinmiis yol ¢aligmalar1 gosterilebilir. Ortalama hizin 78-95 km/h aras1 deger
araliginda olmasi negatif bir katsayiya sahip olabilecegini gostermektedir. Bununla
birlikte ¢ok degiskenli regresyon uygulanmis bu yontemde ilk 6nce biitiin degiskenler
modele katilmig sabit gézardi edilmemistir. Bunun sonucu olarak belirlilik katsayisi
(R?) ¢ok diisiik ¢ikmustir. Sabit ve parametreleri tutarli olmayan degiskenler modelden
cikarilmislardir (Cizelge 3.80). Boylece model istatistiksel olarak daha anlamh
olmustur. YSA uygulamasinda ise biitiin degiskenler girdi olarak alinmistir (Cizelge
3.81). U¢ yontem iginde istatistiksel olarak en anlamli olan yontem YSA yontemi

olmustur (Cizelge 4.26).

Model VII uygulamamizda yarali sayilari bagimli degisken olarak alinmis Poisson
Regresyonu ile modelleme yapilmistir. Dagilim parametresi birden kii¢iik oldugundan
Negatif Binomial Regresyon yerine Poisson Regresyonu ile modelleme yapilmistir.
YOGT degerinin dogal logaritmasit modele katilmistir. Kavsak sayisinin katsayisi
negatif ¢itkmistir. Bu durum kavsak sayisi ne kadar artarsa hizin diisecegi kaza sayisinin
azalacagi ve yarali sayisina da negatif bir etki yapmasi olarak yorumlanmustir. Serit
genisligi, uzunluk km, degiskenlerinin parametreleri anlamli ¢ikmadigindan modelden
cikarilmiglardir (Cizelge 3.82). Cok degiskenli regresyon uygulamasinda R*=0.96
bulunmustur (Cizelge 3.84-3.85). YSA uygulamasinda biitiin degiskenler girdi olarak
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almmustir. Egitim setinde R?=0.95 bulunmustur. Test setinde ise R?=0.93 bulunmustur

(Cizelge 3.86). YSA ii¢ yontem i¢inde istatistiksel olarak en anlamli yontemdir.

Belirli bolgelerdeki trafik kazalari analiz sonuglarinin Cografi Bilgi Sistemleri (CBS)
araciligiyla veri tabanlarina islenerek, araglardaki navigasyon cihazlarina uydular
araciligiyla iletilmesi ve siiriiclilerin  6zellikle kaza yogunlugu fazla olan yol

kesimlerinde uyarilabilmesi, yazar tarafindan planlanan ¢alismalar arasindadir.

Ozellikle kaza yogunlugu fazla olan bélgelerimiz igin, yol geometrik elemanlari, iklim
sartlar1 ve yol ylizey karakteristiklerinin, kazalar {izerindeki etkilerinin modellenmesi,
ilgili bolgelerdeki kaza sayilarinin azaltilmasi yoniinde alinacak tedbirlerin daha

gercekei olmasini saglayacaktir.

Ulkemizde meydana gelen trafik kazalarinin azaltilmasina yonelik su ana kadar bir ¢ok
calisma yapilmistir. Fakat kazalara ait verilerin toplanmasi, analizi ve ¢6ziim
Onerilerinin hayata gegirilmesi ile ilgili, kurumsal bir yetki karmasasi oldugu da bir
gercektir. Ulkemizin en 6nemli problemlerinden biri olan bu problemi daha etkin
¢ozmek i¢in, Ulastirma Bakanligi nezdinde kurulacak tam ve tek yetkili bir kuruma
ithtiyac oldugu acik¢a goriilmektedir. Boylece kaza sayilarinin azaltilmasi yolunda kisa

zamanda biiyiik mesafeler alinacagi muhakkaktir.



160

KAYNAKLAR

Akaike, H., 1974, A New Look at the Statistical Model Identification, IEEE
Transactions on Automatic Control, AC-19,716-723.

Akdi, Y., 2003. Zaman Serileri Analizi (Birim Kokler ve Kointegrasyon), Bigakgilar
Kitabevi, Ankara

Akin, F.,2002..Kalitatif Tercih Modelleri Analizi.Ekin Kitapevi, Bursa.

Akglingor, A.P., Dogan, E., 2010, Farkli Yontemler Kullanarak Gelistirlen trafik Kaza
Tahmin Modelleri ve Analizi, Int. J. Eng. Research & Development, Vol. 2 No.1
January 2010

Albayrak, A.S., 2006. Uygulamali Cok Degiskenli Istatistik Teknikleri, Asil yaymn
Dagitim, Ankara.

Al-Ghirbal, A. S. Ve Al-Ghamdi, A. S., 2006. Predicting Severe Accident Rates at
Roundabouts Using Possition Distribution, TRB Annual Meeting, TRB paper
06-1684

Alp, M., Cigizlioglu, K.H.,2004. Farkli Yapay Sinir Aglar ile Yagis-Akis iliskisinin
Modellenmesi, ITU Dergisi, Miihendislik, Cilt:3, Say1:1, 80-88, Subat 2004

Alpar, R., 2003. Uygulamali Cok Degiskenli Istatisksel Yontemlere Giris-1, Nobel
Yayinlari, Ankara.

Altun 1., Diindar, S., 2005. Yapay SinirAglar ile trafik Akim Kontrolii, Deprem
Sempozyumu, 23-25 Mart 2005, Kocaeli,

Anas, J., ve Ferrara, L. 2004. Detecting Cyclical Turning Points: The ABCD Approach
and Two Probabilistic Indicators, Journal of Business Cycle Measurement and
Analysis, Vol. 2004, Issue.3, pp. 193-225.

Arslan, O., 2007. Sismik Veri Analizinde Yapay Sinir Ag1 Tabanli Ana Bilesenler
Analizi Modeli, Internaitonal Earthquake Symposium, 22-26- October, Kocaeli

Bayazit, M., 2006. Cok Degiskenli Istatistik Analiz ve Hidrolojide Uygulamalari,Su
Vakfi Yayinlari, Istanbul.

Bayata, H.F., Hinishoglu, S., 2009. Tiirkiye’deki Yillik Trafik Kaza Sayilarinin Box-
Jenkins Metodu Ile Modellenmesi, 10. Ekonomi ve Istatistik Sempozyumu,
Erzurum

Bayram, N., 2004. sosyal Blimlerde SPSS ile Veri Analizi, Ezgi Kitabevi, Bursa

Bektas, S., 2002. Aksaray Ili ve Cevre Karayollarinda Meydana Gelen Trafik
Kazalarinin Cok Yonlii Analizi ve Kaza Tahmin Modeli, Gazi Universitesi, Fen
Bilimleri Enstitiisii, Doktora Tezi, Ankara

Bell, W.R. 1995. X12-Time Series Modeling Course, Washington D.C.: U.S. Dept. of
Commerce, Bureau of The Census.

Bijleved , F., Commandeur, J., Kopman, J.S., Montfort, K. V., 2005. Multivariate
Nonlinear Time Series Modeling of Exposure and Risk in Road Safety Reserch,

Bicen, C., 2006. Box-Jenkins Zaman Serisi Analiz Yontemi ile Ileri Beslemeli Yapay
Sinir Aglar1 Tahminlerinin Karsilastirilmasi, Y. Lisans Tezi, Hacettepe Unv.,
Saglik Bilimleri Enstitiisii, Biyoistatistik Programi1, Ankara

Box, G.E.P. ve Jenkss, G.M. 1970. Time Series Analysis: Forecasting and Control, San
Francisco: Holden-Day.

Bozkurt, H., 2007. Zaman Serileri Analizi, Ekin Kitapevi, Bursa.



161

Can, 1., Sengiil S., 2001. Stochastic modeling of mean montly flows of Karasu River, in
Turkey, Science Citation Index,

Camkesen, N., 1998. Trafik Kaza Analizleri ve Tahmin Modelleri, Yildiz Teknik
Universitesi, Fen Bilimleri Enstitiisii, Doktora Tezi, Istanbul

Cano S., Getz P., Kropf J., Scott S., Stamas G. 1996. Adjusting for a Calendar Effect in
Employment Time Series, U.S. Bureau of Labour Statistics.

Chatfield, C. and D.L. Prothero, 1973. Box-Jenkins Seasonal Forecasting: Problems in a
Case-Study, Jaurnal of the Royal Statistical Society, Series A (General),
Vol:136, No:3, $5.295-336

Cribbins, P.D., Arey J.M., Donaldson J.K., 1967 effect of Selected Roadway and
Operational Characteristics an Accidents on Multilane Highways, Highway
Research Record 188, Highway Research Board, Washington D.C., s.8-25

Comlekei, N., 1989. Temel Istatistiktik, Bilim ve Teknik Yaymevi, Eskisehir.

Delen, D., et. al., 2005. Identifying significant predictors of injury severty in traffic
accidents using a series of artifical neural ntworks, Accident
Analysis&Prevention, 38, 434-444

Elmas, C., 2007. Yapay Zeka Uygulamalari, Se¢kin Yayimcilik, Ankara

Ekonomik Gostergeler, 2007. Tiirkiye Istatistik Kurumu, Ankara

Ekonomik Gostergeler, 2008. Tiirkiye Istatistik Kurumu, Ankara

Enders, W., 1995. Applied Econometric Time Series, New York, John Wiley ve Sons.
Inc.

Ferrer, A., G., Juan, A., Poncela, P., 2006.Forecasting Traffic Accidents Using
Diaggregated Data, Internatioanl Journal of Forecasting, Vol. 22 203-222

Filiz, Z., 1995. Trafik Kazalarindaki Oliimlerde Yas ve Cinsiyet i¢cin Risk Guruplarmin
Poisson Regresyonu Teknigiyle Belirlenmesi, Fen Bilimleri Enstitiisi,
Osmangazi Universitesi, Eskisehir.

Granger, C. W. J.,1969, Investigating Causal Relations by Econometric Models and
Cross Spectral Methods, Econometrica, 37, 3, 424-438.

Greene, W.H., 1993. Econometric Analysis, Macmilan Publishing Company, New
York, USA.

Greibe, P., 2003. Accident Prediction Models For Urban Roads, Accident Analiysis&
Prevention 35 (2003) 273-285 Danish Transport Research Institute, Denmark

Guijarati, D.N., 2004. Basic Econometrics, Fourth Edition, McGraw-Hill Companies,
USA

Hadayeghi, A., Shalaby, A.S., Persaud, B. N. Ve Cheung, C., 2006. Temporal
Transferability and Updating of Zonal Level Accident Prediction Models,
Accident Analysis and Prevention, 38, 3, 579-589

Hadayegni, A., 2002. Accident Prediction Models for Safety Evaluation of Urban
Safety Transportation,

Hadayeghi, A., Shalaby, A.S., Persaud, B. N., 2003. Macro Level Accident Prediction
Models For Evaluating The Safety Of Urban Transportation System, March 31,
2003

Hauer, E., 2001. Overdispersion in Modeling Accidents on Road Section and in
Empirical Bayes Estimation, Accident Analysis and Prevention, 33, 6 ,799-808

Hamzagebi, C., Kutay, F., 2004. Yapay Sinir Aglar1 Ile Tiirkiye Elektrik enerjisi
Tiiketiminin 2010 Yilma Kadar tahmini, Gazi Unv. Miih. Mim. Fak. Der. Cilt
19. No: 3, 227-233



162

http://elohab.freetzi.com/joomla/index.php/makaleler/28-the-mathworks-matlab/77-
yapay-snr-alari-ve-matlab-ile-kullanimi.html

Jovanis, P., Chang, H., 1986. Modeling the relationship of accidents to miles traveled.
Transportation Research Record 1068.

Kadilar, C., 2000. Uygulamali Cok Degiskenli Zaman Serileri Analizi, Bizim Biiro
Yaymevi, Ankara

Kadilar, C., 2005. SPSS Uygulamali Zaman Serileri Analizine Giris, Bizim Biiro
Basimevi, Ankara.

Kalayci, S., 2006. SPSS Uygulamali Cok Degiskenli Istatistik Teknikleri, Asil yayin
Dagitim, Ankara.

Karayolu Ulagim Istatistikleri, 2006, T.C. Ulastirma Bakanlig1, Karayollar1 genel Miid.,
Strateji Gelistirme Daie Baskanligi, Ulasim Maliyet Etiitleri $b.Miid. Anakara

Karayolu Ulagim Istatistikleri, 2007, T.C. Ulastirma Bakanlig1, Karayollar1 genel Miid.,
Strateji Gelistirme Daie Baskanligi, Ulagim Maliyet Etiitleri $b.Miid. Anakara

Karayolu Ulagim Istatistikleri, 2008, T.C. Ulastirma Bakanlig1, Karayollar1 genel Miid.,
Strateji Gelistirme Daie Baskanligi, Ulasim Maliyet Etiitleri $b.Miid. Anakara

Kibar Tiire F., 2008. Trafik Kazalar1 ve Trabzon Boliinmiis Sahil Yolu Oreginde Kaza
Tahmin Modelinin Olusturulmasi, Karadeniz Teknik Universitesi, Fen Bilimleri
Enstitiisii, Y. Lisans Tezi, Trabzon

Kumar, V., Robert P. Leona and John N. Gaskins., 1995. Aggragate and Disaggregate
Sector Forecasting Using Consumer Confidence Measures, International Journal
of Forecasting, 11, s.361-377.

Kutlar, A., 2000.Ekonomik Zaman Serileri teori ve Uygulama, Gazi Kitabevi, Ankara

Laitila T., 1993. A Pseudo-R? Measure For Limited and Qualitative Dependent Variable
Models, Journal of Econometrics, Vol.56. 1993, 341-356

Lawless, J. F., 1987. Negative Binomial and Mixed Poisson Regresion, The Canadian
Journal of Statistics, 15, 3,209-225

Lee, D.G., Kim, J., 2008. Aciident analysis of a survalence camera system throught a
frequency based process, WSEAS Transactions on Circults and Systems, Vol.7
356-367

Lord, D. ve Persaud, B. N., 2000. Accident Predistion Models With and Without Trend:
Application of the Generalized Estimating Equtions (GEE) Procedure,
transportation Research Borad 79. Years Meeting, 9-15 January 2000,
Washington, D.C.

Ljubic, P., Todorovsiki, L., Lavrac, N., Bullas, J.C., 2004. Time series Analysis of UK
Traffic Accident Data,
http://www.fatblokeracing.org/CVREFS/1S2002-L jubic-Traffic.pdf

Liitkepohl, H., 1985, Comparison of Crteria for Estimating the Order of a Vector
Autoregressive Process, Journal of Time Series Analysis, 6, 1, 35-52,
Diizeltme:1987-373.

Liitkepohl, H., 1993. Introduction to Multiple Time Series Analysis, Springer-Verlag,
Berlin.

Maddala, G.,1983. Introduction to Econometrics, Macmilan Publishing Company,
Second Edition, New York, USA.

Maddala G.S., 1983. Limited Dependent and Qualitative Variables in Econometrics,
Cambridge University Pres, Cambridge.



http://elohab.freetzi.com/joomla/index.php/makaleler/28-the-mathworks-matlab/77-yapay-snr-alari-ve-matlab-ile-kullanimi.html
http://elohab.freetzi.com/joomla/index.php/makaleler/28-the-mathworks-matlab/77-yapay-snr-alari-ve-matlab-ile-kullanimi.html

163

Miao M. C., Abraham, A., Paprzycki, M., 2005. Traffic Accident Analysis Using
Decision Trees and Neural Networks

Miranda-Moreno, L.F., 2006. Statistikal Models and Methods for Identifity Hazardous
Location for Safety Improvements, Doktora Tezi, Waterloo Unv., Kanada

Mohamed, A. A. A., Radwan E., A., 2000. Modeling traffic accident Occurrence and
Involement, Accident Analysisi & Prevention, Vol. 32, 633-642

Motorlu Kara Tasitlar1 Istatistikleri, 2005. Tiirkiye Istatistik Kurumu, Ankara

Motorlu Kara Tasitlari Istatistikleri, 2006. Tiirkiye [statistik Kurumu, Ankara

Motorlu Kara Tasitlar1 Istatistikleri, 2007. Tiirkiye Istatistik Kurumu, Ankara

Montgomery, D.C., Johnson A.L., Gardiner, J.S., 1990. Forecating & Time Series
Analysis, McGraw-Hill international Editions, Industiral Engineering Eeries,
Singapore

Muller, A., 2004. Florida’s Motorcycle Helmet Law Repeal and Fatality Rates,
American Journal of Public Health, Vol. 84, No. 4

Ogiit, S. K., lyinam, F.A., 1998, Tiirkiye’de Trafik Kazalarrin Modellenmesi, 2.
Uluslararas1 Ulasim Sempaozyumu, Istanbul

Ozgan E., 2008. Karayolu ara¢ Tipi ve Kaza Sekli ile Kaza Sonuglar1 Arasindaki
Mliskilerin Analizi, Gazi Unv., Miih. Mim. Fak. Dergisi, Cilt 23, No:3, 97-104

Ozmen, 1., 1998. Poisson Regresyon Coziimlemeleri, Hacettepe Universitesi, Fen
Bilimleri Enstitiisii, Doktora Tezi, Ankara

Oztemel, E., 2006. Yapay Sinir Aglari, Papatya Yaymlari, Istanbul

Persaud, B.N., 1992. Accident Potential Models for Ontario Road Section, Ministry of
Transportation on Ontario, Canada

Persaud, B.N., Dzbik L., 1990. Accident Predistion Models for Freeways,
Transportation Research Record, Vol. 2, s. 201-207

Qin, X., Ivan, J.N. ve Ravishenker, N., 2004. Selecting Exposure Measures in Crash
Rate Prediction for Two-lane Highway Segments, Accident Analysis and
Prevention, 36,2,183-191

Quddus, A. M., 2008. Time Series Count Models: An Empirical Applicaiton To Traffic
Accidents, Accident Analysis and Prevention, 40, 1732-1741

Reuters, (2007). Argentine growth above 9 pct two months in a row, 15 Kasim,
www.reuters.com/article/economicNews/idUSN1531694920071115

Sagiroglu, S., Besdok, E., Erler, M., 2003. Miihendislikte Yapay Zeka Uygulamalari-|
Yapay Sinir Aglari, Ufuk Kitap Kirtasiye Yayincilik Tic. Ltd. Sti., Kayseri

Salas, J.D., Delleur, J.W., Yevyevich, V. Lane, W.L., 1997. Apllied Modeling Of
Hydrologic Time Series, Water Resources Publications, Michigan,USA

Sawalha, Z. A., 2002. Traffic Accident Modeling: Statistical Issues and Safety
Applications, Doctor Tesis, The University of British Colombia, Kanada

Shankar, V.N., Milton, J. and Mannering, F.,1997. Modeling Accident Frequency as
Zeroaltered Probabilty Process: An empirical Inquiry, accident Analysis and
Prevention, 29, 6, 829-837

Schwarz, G., 1978. Estimating the Dimension of a Model, Annals of Statistics, 6, 461-
464

Semiz, M., Fidan E.B., Aydmer, O., 2007. istatiksel Modelleme ve Eviews, Dizgi Ofset
Matbaacilik, Konya

Semiz, M., Ocak, Bengii., Ayder, O.,2008. Bilgisayarda Istatistik Uygulamalar1 SPSS,
Dizgi Ofset Mat., Konya



http://www.reuters.com/article/economicNews/idUSN1531694920071115

164

Seviiktekin M.,2007. Nargelegekenler M., Ekonomik Zaman Serileri Analizi, Nobel
Yayimn Dagitim, Ankara

Shibata, R., 1976, Selection of the Order of an Autoregressive Model by Akaike’s
Information Criterion, Biometrika, 63,1,117-126

Sims, C. A., 1972. Money, Income, and Causality, The American Economic Review,
62,540-552

Sims, C. A., 1980. Macroeconomics and Reality, Econometrica, 48, 1, 1-48.

Sipahi, B., Yurtkoru, S.E., Cinko, M., 2008, Sosyal Bilimlerde SPSS’le Veri Analizi,
Beta Basim Yayim Dagitim A.S., Istanbul

Simsek, Halag, 2003. Birim Kok Testleri ve Trend Sunum Plant,
http://www.deu.edu.tr/userweb/onder.hanedar/dosyalar/Metin.pdf

Tar1 R., 2008. Ekonometri, Kocaeli Unv. Yayinlar1 Yaym No:172, Aver Ofset,

Istanbul

Temel, F. Ve Ozcebe, H., 2007. Tiirkiye’de Karayollarinda Trafik Kazalari,
http://www.ttb.org.tr/STED/2006/kasim/turkiye.pdf 07.10.2007

Trafik Istatistik Yilligi, 1996. Emniyet Genel Miidiirliigii, Trafik Hizmetleri Baskanlig1
Ankara

Trafik Istatistik Yillig1, 1997. Emniyet Genel Miidiirliigii, Trafik Hizmetleri Baskanlig
Ankara

Trafik Istatistik Y1llig1, 1998. Emniyet Genel Miidiirliigii, Trafik Hizmetleri Baskanlig
Ankara

Trafik Istatistik Yillig1, 1999. Emniyet Genel Miidiirliigii, Trafik Hizmetleri Baskanlig
Ankara

Trafik Istatistik Yillig1, 2000. Emniyet Genel Miidiirliigii, Trafik Hizmetleri Baskanlig
Ankara

Trafik Istatistik Yillig1, 2001. Emniyet Genel Miidiirliigii, Trafik Hizmetleri Baskanlig
Ankara

Trafik Istatistik Yillig1, 2002. Emniyet Genel Miidiirliigii, Trafik Hizmetleri Baskanlig
Ankara

Trafik Kaza Istatistikleri Karayolu, 2003, Tiirkiye Istatistik Kurumu, Ankara

Trafik Kaza Istatistikleri Karayolu, 2004, Tiirkiye Istatistik Kurumu, Ankara

Trafik Kaza Istatistikleri Karayolu, 2005, Tiirkiye Istatistik Kurumu, Ankara

Trafik Kaza Istatistikleri Karayolu, 2006, Tiirkiye Istatistik Kurumu, Ankara

Trafik Kaza Istatistikleri Karayolu, 2007, Tiirkiye Istatistik Kurumu, Ankara

Tramo (Time Series Regression with ARIMA Noise, Missing Observations and
Outliers) and SEATS (Signal Extraction in ARIMA Time Series), Instruction for
the user, Working Paper 9628, Bank of Spain, Madrid.

Tiirkiye Istatistik Yillig1, 2007. Tiirkiye Istatistik Kurumu, Ankara
Tiirkiye Istatistik Yillig1, 2008. Tiirkiye Istatistik Kurumu, Ankara
WWW.tuik.gov.tr 2008-2009

Tombaklar H., 2005. Cocuklar Ve Trafik Kazalari, Selcuk Universitesi Kazalari
Arastirma, Onleme Ve Uygulama Merkezi

Ulastirma Istatistikleri Ozeti, 2007, Tiirkiye Istatistik Kurumu, Ankara
Ulastirma Istatistikleri Ozeti, 2008, Tiirkiye Istatistik Kurumu, Ankara



http://www.ttb.org.tr/STED/2006/kasim/turkiye.pdf%2007.10.2007
http://www.tuik.gov.tr/

165

WHO, 2004, Karayollarinda Trafik Kazalarinin Onlenmesi Diinya Raporu-I Ozet,
World Healt Organization.
http://undp.un.org.tr/who/traffic/Road%20Traffic%20-
%20World%20Report%20(Summary).pdf 21.04.2006

Willlam, A., Preusser, D. F., Ferguson, A.S., Ulmer, Weinstein, H.B., 1973. Fatal crash
risk for older drivers at intersections

Williford W.O., Barton H.E., 1975. A Bayesian Analysis o the “Accident Rate
Potential” Parameter, Accident Analysis Prevntion, Vol.7, s.55-62

Yurtoglu, H., 2005. Yapay Sinir Aglar1 Metodololijisi ile Tahmin Modellemesi Bazi
Makroekonomik Degiskenler I¢in Tiirkiye Ornegi., DPT, Ankara.



http://undp.un.org.tr/who/traffic/Road%20Traffic%20-%20World%20Report%20(Summary).pdf
http://undp.un.org.tr/who/traffic/Road%20Traffic%20-%20World%20Report%20(Summary).pdf

166

OZGECMIS

1976 yilinda Erzincan’da dogdu. Ilk orta ve lise dgrenimini Erzincan’da tamamladi.
1994 yilinda Yildiz Teknik Universitesi, insaat Fakiiltesi, Jeodezi ve Fotogrametri
Miihendisligi boliimiinii kazand1 ve aymi bdliimden 1998 yilinda mezun oldu. Yiiksek
Lisansint Gebze Yiiksek Teknoloji Enstitlisii, Fen Bilimleri Enstitiisii, Jeodezi ve
Fotogrametri Miihendisligi boliimiinde 2002 yilinda tamamladi. 2003 yilinda Atatiirk
Universitesi Fen Bilimleri Enstitiisii Insaat Miihendisligi Boliimiinde doktora 6gremine
basladi.

2000 yilinda Gebze Yiiksek Teknoloji Enstitiisii'nde Arastirma Gorevlisi olarak goreve
baslad1. 2002 yilinda Erzincan Universitesi Meslek Yiiksekokulu’nda Okutman olarak

calismaya basladi halen bu gorevini siirdiirmektedir.



