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Bu calismada; Yapay Sinir Ag1 ile Atiksu Aritma Performansi belirlenmeye
calisilmistir. Calismada, modelleme icin MATLAB R2008a kullanilmistir. Calisma
esnasinda kullanilan veriler yiizeyalt1 akish yapay sulak alan datalaridir (Marahatta,
2004). Calismada farkli giris parametreleri kullanilarak farkl ¢ikis parametrelerinin
aritma verimleri belirlenmeye c¢alisilmistir. Buradan yola ¢ikarak bu paramaetreler
strast ile KOlgiis, KOlgis, Toplam Katigiris, Toplam Kati Maddegi,s, Ugucu Askida
Kati1 Maddegiis, Ucgucu Askida Kati Maddeg,s ve Sicaklik parametreleri
kullanilmistir. Bu model yaklagimma gére modellemede kullanilan verilerden aritma
tesisi performansina en ¢ok etki eden parametreler dnem sirasma gdre KOI, TKM,
UAKM ve Sicaklik parametreleri olmustur. Model aritma tesisi verilerini %98
yaklagiklikla tahmin edebilmistir. Buna gore, literatiirde belirtilen diger kinetik ve
matematiksel modellerin yaninda yapay sinir aglarinin da arazi 6lgekli evsel atiksu
aritma tesisleri i¢in kullanilabilir oldugu ortaya konulmustur.

Anahtar Kelimeler: Yapay Sinir Aglari, Modelleme, Atiksu Aritma Tesisi,
Performans, Yapay Sulak Alanlar
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This study aimed modelling of waste water treatment performance using
artificial neural networks. In this study, MATLAB R2008a was used as a modelling
tool. The data used in the study were provided from a vegetated submerged bed
system (Marahatta, 2004). In this study, some different input parameters were used to
determine the treatment performance based on various output parameters. These
parameters were, CODj,s, CODey, Total Solidiys, Total Solides, Volatile Suspended
Solidsiys, Volatile Suspended Solids.sr and Temperature respectively. According to
this model approach, the parameters demonstrated the highest effect on treatment
plant performance were COD, TS, VSS, and temperature. Treatment plant data
model estimated %98 accuracy. According to the literature, with other kinetic and
mathematical models ANN is a very useful tool for modeling full-scale wastewater
treatment plants.

Anahtar kelimeler: Artificial Neural Networks, Modelling, Waste Water Treatment
Plant, Performance, Sequencing Batch Reactor
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1. GIRIS Handan SUBASI

1.GiRiS

1.1. Cevre ve Kirlenme

Dogal kaynaklar, hem ekonomik hem de sosyal agidan biiyiik bir zenginlik
gostergesidir. Toprak, yeralt1 ve yer iistii sular1, dogal bitki ortiisii, ormanlar ve iklim,
ekonomik kaynaklarimizla birlikte cevreyi olusturan dogal unsurlardir. Iktisadi
acidan kaynaklarin kit olmasi1 ve ancak bir maliyet karsiliginda kullanilabilmesi, bu
kaynaklarm en onemli yoniidiir. Dogal kaynaklarin gerektigi gibi kullanilmamasi ve
bunlarin yenilenemez kaynaklar1 olusturmast gegen zaman igerisinde c¢evre
sorunlarin1 ortaya ¢ikarmaktadir. Teknolojideki gelismeler, sanayilesme, diizensiz
sehirlesme, asir1 niifus artisi, dogal kaynaklarin asir1 ve bilingsiz bir sekilde
tiiketilmesi, ¢evre problemlerinde belirgin bir artisa neden olmaktadir. Insanlar doga
ile ortak bir sekilde yasamlarmni siirdiirmekte ve bundan dolay1 da diizensiz kullanim
sonucu doga, 6nemli Olciide bozunma gergeklestirmektedir. Artan niifusa paralel
olarak doga, daha yogun kullanilmakta ve tahrip edilmektedir. Kirlenme sonucu
bozulan denge, toplumu hem ekonomik hem de sosyokiiltiirel agidan olumsuz
etkilemektedir. Bu olumsuzluk hem saglik acisindan hem de ekonomik agidan birgok
probleme neden olmaktadir. Cevre; canli varliklart yasamlari siiresince etkileyen her
tirlii sosyal, kiiltiirel, tarihi, fiziki ve iklime bagh faktorlerin tamami olarak
tanimlanmaktadir. Cevre, ekolojik sistem ve eko sistem olarak da bilinmektedir.
Ekosistem, karsilikl1 olarak madde alis verisi yapacak bicimde birbirine etki yapan
canli1 organizmalarla cansiz maddelerin bulundugu herhangi bir doga parcasidir.
Insan ithtiyaglarimi karsilayan mal ve hizmet iiretimi i¢in hava, su, toprak, orman,
madenler gibi dogal kaynaklar1 kullanmaktayiz. Niifus ve gelirdeki artisa paralel
olarak insan ihtiyaclar1 degisik boyutlar kazanmakta ve artmaktadir. Refah diizeyi
yiikseldigi i¢in giderek daha fazla iiriin ortaya c¢ikmakta, kaynaklar daha ¢ok
kullanilmakta, daha ¢ok ham madde sarf edilmektedir. Biitiin bu faaliyetler, dogal
cevreyl ve dogal dengeyi etkilemekte ve bozmaktadir. Dogal denge korunmadigi
takdirde, tabiattaki canlilarin birbirleriyle olan ve fiziksel cevreyle iligkileri ve

onlarn saglikli gelisme ortami kalmayacaktir. Ekolojik dengeyi olusturan canli ve



1. GIRIS Handan SUBASI

cansiz varliklar zincirindeki herhangi bir kopma veya bozulma, c¢evre sorunlarini
ortaya cikaracaktwr. Gene baska bir ifadeyle cevre; insan veya baska bir canlinin
yasami boyunca iligkilerini siirdiirdiigii dis ortamdir. Hava, su ve toprak bu ¢evrenin
fiziksel unsurlarmi, insan, hayvan, bitki ve diger mikroorganizmalar ise biyolojik
unsurlarim1  teskil etmektedir. Cevre kirlenmesi, doganin kendini temizleme
kapasitesinden fazla olan kirlenmenin ¢evrede meydana getirdigi birikimler ve
degisikliklerdir. Gene bagka bir ifadeyle cevre kirlenmesi; herhangi bir seyin
olmamasi gereken yerde olmasi durumudur. Insanlarin meydana getirdikleri atiklar,
tabiat tarafindan kendiliginden yok edilemiyorsa ve bu durum tabiatin temizleme
giiciinii asiyorsa c¢evre kirliligi olusacak ve dogal denge bozulacaktir. Uretim
sonucunda meydana gelen artik ve atiklar da eklenince, ¢evre bozulmasi ve cevre
kirlenmesinin boyutlar1 genislemektedir. Kullanilan dogal kaynaklarin ve yaban
hayatinin biliylik kismmin tekrar yerine konulamamasi ve yenilenememesi, bu
kaynaklarin zamanla yok olmasma ve bunun da biiyiik bir tehtid olusturmasina neden
olmaktadir. Yaban hayat: dedigimiz canlilar, mikroorganizmalar, deniz ve okyanus
canlilari, yabani bitki Ortiisii ve ormanlardir. Ekonomik gelisme, sanayilesme,
zenginlesme gibi iktisadi kavramlar, tamamen yukarida sozii edilen kaynaklarin
yogun kullanimi ile yakindan ilgilidir. Gene insanlar, toplumsal yasam iliskiler
icerisinde dogal kaynaklar kullanarak, teknoloji gelistirerek, ekonomik faaliyetlerde
bulunurlar. Bu faaliyetlerin gelisimi ile insanlar kendilerine yapay cevreyi
olustururlar. Toplumlar, yapay ¢evre i¢indeki yasam kosullarin1 gelistirirken doga ile
siirekli bir iliski i¢indedir. Insan ve doga arasindaki bu iliski, ekolojik sistemin bir
parcasidir. Insanoglu'nun yeryiiziinde yasamaya ve kendisine ait yapay cevre
olusturmaya baslamasimdan bu yana insan ve doga arasindaki denge, insan aleyhine
devamli olarak bozulmustur. Ozellikle son yillarda ekolojik dengeyi siiratle bozarak
cevre sorunlar1 yaratan insan, bu sorunlarin kendisine donmesi ve sagligini olumsuz
yonde etkilemesi iizerine c¢evre bilincine varabilmis ve bu kavrami kabul etmistir.
Bilinmesi gereken en 6nemli olgu ise, diinya lizerindeki herhangi bir sistemde ortaya
¢ikabilecek bir uyumsuzlugun diger birgok ekosistemleri de etkileyecegidir. Ornegin;

atmosferde bulunan ozon tabakasindaki delinme, diinyay1 ¢esitli tehlikelerle yiiz
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ylize getirmistir. Dogal ¢evrenin istismar1 ve buna baglh olarak son yillarda ortaya
cikan diger sorunlar ise sunlardir:
e Radyoaktif sizintilar,
e Verimli tarim topraklarinin tarim dis1 amaglarla kullanilmas1 uyugun tarim
ilaglarmin kullanilmamasi,
e Giiriilti,
e Hava kirliligi,

e Hizl ve diizensiz kentlesme.

1.2. Cevre Kirliliginin Simiflandirilmasi ve Kaynaklari

Cevrenin temel unsurlarindan olan doga, kendine has fiziksel, kimyasal ve biyolojik
ozelliklere sahiptir. Dolayisiyla, ¢evre kirlenmesinin smiflandirilmasi da bu

ozelliklere gore yapilir.

1.2.1. Kirliligin Simiflandirilmasi

1.2.1.1. Fiziksel Kirlenme

Cevreyi meydana getiren toprak, su ve havanin yani fiziksel unsurlarin
fiziksel 6zelliklerinin tamaminin veya bir kisminin insana bagli olarak, insan, hayvan
ve bitki saglhigini tehdit edecek ve bu durumu olumsuz yonde etkileyecek bigimde
bozulmasi, degismesi ve uyum saglayamamasi olayidir. Ornegin; cesitli fabrika
atiklarinin akarsu ve gollere bosaltilmasi, dogal erozyon ile topraklarn gol ve
denizlere tasinmasi agik kahverenginden, kirmizi siyaha kadar degisen renk almasina
neden olmaktadir. Bu olay sularin fiziksel kirlenmesidir. Bu durum ise baliklar1 ve

ortam ekosistemini olumsuz yonde etkilemektedir.
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1.2.1.2. Kimyasal Kirlenme

Dogal c¢evreyir olusturan unsurlarin kimyasal 0Ozelliklerinin gene insan
faaliyetleri sonucu ya da dogal nedenler sonucu canlilarin hayati faaliyetlerini ve
aktivitelerini olumsuz ydnde etkileyecek bi¢imde bozulmasidir. Ornegin; cesitli
fabrika kat1 ve sivi atiklarmin verimli tarim arazilerine veya akarsu ve nehirlere
bosaltilmast s6z konusu tarim topraklarmim, akarsu ve gollerinin zararli agir

metallerle kirlenerek kimyasal kirlenmeye maruz kaldigim gosterir.

1.2.1.3. Biyolojik Kirlenme

Dogal ortami olusturan toprak, hava ve suyun ¢esitli mikroorganizmalarla
kirlenmesi veya o ortama dis etkenler tarafindan ¢esitli mikroorganizmalar iceren bir
desarj yapilmasit dolayisiyla mikrobiyolojik yapmin bozulmasi mikrobiyal
kirlenmeyi, ayn1 ortamlarin mikroorganizmalarla kirlenmesi ise biyolojik kirlenmeyi
tanimlar. Ornegin, tarim alanlarinm kanalizasyon suyu ile sulanmasi veya
kanalizasyon sularinin akarsu, g6l ve denizlere bosaltilmasi ile kanalizasyon
sularinda bulunan hastalik yapict mikroorganizmalar topraga, suya ve atmosfere
gecerek bu ortamlarin mikrobiyolojik kirlenmesine yol acar.

Cevre unsurlarina gore ¢evre kirliligi 4 gruba ayrilir.
a)Hava kirliligi
b)Toprak kirliligi
¢)Su kirliligi
d)Giirilti kirliligi

1.2.2. Yiizeysel Sularda Kirletici Etki Yapabilecek Unsurlar

Yeryiiziindeki su kirlenmesi canli varliklarin yasamalar1 bakimindan biiyiik
onem teskil etmektedir. Her seyden once sular ¢ok biiyilk bir canli ekosistemi
durumundadir. Bundan dolay1 diinyanin en biiyiik besin maddeleri deposu sulardadir.

Bir an i¢in suda hayatin son buldugunu farz edelim. Diinyadaki canl varliklar zinciri
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kokten sarsilir. Sularin kirlenmesinin bir 6nemli yan1 da diinyamizda mevcut olan
biitlin sularin (bazi i¢ deniz ve goller hari¢) birbirine bagli olup tek bir sistem teskil
etmelidir. Siirekli ve etkili bir su kirlenmesi ¢ok uzun zaman sonra biitiin diinya
sularinin kirlenmesine neden olabilir. Dolayis1 ile sulardaki biitiin hayat boyle bir
durumdan olumsuz yonde etkilenebilir. Giiniimiizde sularin ciddi ve diisiindiiriicii
kirlenme sekli, petrol ve petrol {iriinlerinin su iizerinde ince bir tabaka teskil
etmeleriyle meydana gelir. Petrol ve iiriinleri her seyden oOnce bol miktarda
kullanilmaktadirlar. Aksine bu ve benzeri maddeler suda erimediklerinden dolay,
dagilip biiyiik su kiitlelerinde kaybolmazlar. Aksine suyun ylizeyine yayildik¢a
yayilirlar ve Onlem alinmaz ise ¢ok biiylik alanlar1 kapsarlar. Kaza sonunda suya
dokiilen biiylik miktarlardaki petrol vs. iirlinlerini biiyilik oranda toplayabilen pek ¢ok
yontemler bulunmaktadir. Cizelge 1.1°de enerji sektoriiniin su kaynaklarina etkileri

belirtilmistir.
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Cizelge 1.1. Enerji sektoriiniin su kaynaklarma etkileri
Enerji kaynag Su
Fosil yakitlarin atiklan Asit ve tuzlu madenden sizma,
KOMUR madenden siv1 atik, bol su geregi,
SO, NOy toz, CO,, CHy su ile yikama geregi depolanma
yerinden su kirliligi
PETROL H,S dretimi, SO4, NO4,|Mazot, petrol ve sizmtilar ve
URUNLERI CO,, COs3, HC,, amonyak, | dokiilmesi
toz, iz elementler, CO, Bol su geregi
HC emisyonu (metan),
GAZ NOy, CO,, H,S ve yanma | Sivi atiklarin ortadan kaldirilmasi
kokenli emisyon

Fosil yakitlardan elektrik enerjisi iiretimi
SO,, NO,, CO, CO,, HC, iz elementler, toz,

Bol su geregi

maddeler (F, NOy), noble gazi, sogutucu
kulelerin yerel iklime etkisi

uzun mesafe tasmma ve kirleticilerin tortusu, Dogal St kaynagina  sicaklik
s vermesi
sera etkisi
Uranyum yakit dongiisi ve niikleer Maden s1z1nt1§1 .
. Yeralt1 suyu kirlenmesi
santralden elektrik Bol su geregi
Radyoaktif toz, atmosfere verilen gazh Dogal su kaynagma sicaklik

vermesi
Stvi radyoniiklidlerin emisyonu

DIGER

SU
Biiyiik barajlarin yerel iklime etkisi

Su dongiisiine etkisi
Su kaynaklarmin ve kalitesinin
bozulmasi

Yenilenebilen ener;ji kaynaklari
Biyomas: Biyomasin yanmasi
Jeotermal: Hava kirliligi, toz
Giines: Jeotermal

Riizgar: Hava kirliligi

Biyomasin doniistiiriilmesi
Su kirliligi

Jeotermal

Bol su geregi

Yiizeysel sularda kirletici etki yapabilecek unsurlar Diinya Saghk Orgiitii'nce (WHO)

siniflandirilmistir. Bunlar asagida belirtilmistirBakteriler, Viriisler ve Diger Hastalik

Yapici Canlilar: Sularin hijyen acisindan kirlenmesine ve sularm patojen yani

hastalik tasiyict bir etken olabilmesine neden olan bu canlilar genellikle hastalikla

veya portor (hastalik tasiyici) olan hayvan ve insanlarin digki ve idrarlarindan

kaynaklanir. Bulasici etki ya da bu atiklarla dogrudan temasla veya atiklarin karistigi

sulardan dolayli olarak gerceklesir. Igme suyu temini agisindan hijyenik kirlenme

onemli bir sorun olusturmaktadir.
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Organik Maddelerden Kaynaklanan Kirlenme: Olmiis hayvan ve bitki artiklar: ile
tarimsal artiklarm yiizeysel sulara karismasi sonucunda ortaya ¢ikan kirlenmedir.
Endiistri Atiklarr: Cesitli endiistri faaliyetleri sonucu olusurlar ve fenol, arsenik,
siyaniir, krom, kadmiyum gibi toksik maddeler igerirler.

Yaglar ve Benzeri Maddeler: Tankerler veya boru hatlariyla tasinan petroliin kazalar
sonucunda ylizeysel sulara karigmasinin yarattigi olumsuz etkiler agisindan 6nem
tasimaktadir.

Sentetik Deterjanlar: Sentetik Deterjanlar icerdikleri fosfatlar yiizeysel sularda
otrofikasyona ve dolayisiyla ikincil kirlenmeye neden olmaktadir. Sentetik
deterjanlarin evlerde kullanilmaya baglamasi evsel atik sularmin 6zelligini
degistirmis ve bu sulara endiistriyel sularda rastlanilan benzer nitelikler vermistir.
Radyoaktivite: Radyoaktif kirlenme hastanelerden, arastirma kuruluslarinda ve bazi
endiistri dallarindan kaynaklanabilmektedir. Niikleer silah denemeleri sonucunda
artan radyoaktivite, yagmur sularim da kirletmekte ve bunun sonucu olarak yiizeysel
sular, radyoaktif kirlenmeye maruz kalmaktadir.

Zirai Miicadele Ilaglar:: Bu tiir ilaglarm kullanildig1 sebze ve meyvelerin yikanmasi
sonucu sulara karisirlar. Bunlarin besin zincirine girmesi ekosistemlerde 6nemli
sorunlar yaratir.

Yapay Organik Kimyasal Maddeler: Bu maddelerin iiretimleri giderek artmaktadir.
Bu yapay maddelerin, yerlerini aldiklar1 dogal maddelere gore kirleticilik dereceleri
daha fazladir.

Inorganik Tuzlar: Cok yiiksek dozlarda kirletici olduklarindan sular1 igme, sulama ve
bir¢ok endiistriyel kullanim i¢in uygunsuz duruma getirebilirler.

Yapay ve Dogal Tarimsal Giibreler: Giibrelerin igerdigi azot ve fosfor, sulamadan
donen drenaj sulart ile ylizeysel sulara karisir.

Atk Isi: Tek gecisli sogutma suyu sistemlerine sahip termik santraller, yiizeysel
sulara biiyiik miktarlarda atik 1s1 verir. Sicaklig1 da artmis sular, igme suyu kaynagi

olarak uygun degillerdir.
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1.3. Cevre Kirlenmesinin Onlenmesinde Model Uygulamalarinin Onemi

Gecmis yillarda, 6neminin farkma varilamayan kirlilik kavrami; giiniimiizde
cok onemli bir hal almaya baglamistir. Bu durumun iistesinden gelmenin en iyi yolu
kirliligi olustugu yerde yani kaynaginda azaltmaktir. Fakat zaman gectik¢e bu durum
daha karmasik bir hal almaya baslamistir. Giiniimiizdeki kirlenmenin daha ileriki
zamanlarda ¢ok biiyiik sorunlar ortaya ¢ikaracagi gozle goriiliir bir durumdur. Iste
buradan yola ¢ikarak arastirmacilar ¢esitli modeller olusturmaya baslamislardir. Bu
modellerin amac1 gelecekte olusabilecek sorunlari tahmin etmek, kirlenmenin
gelecekte daha aza indirgenmesi veya tamamen 0nlenmesi, ekosistem iyilestirmeleri,
aritma tesislerinin laboratuar Olcekli reaktorlere gerek kalmadan verimlerinin
belirlenmesi vb. dir. Bilindigi tizere kirlenme; hava, su, toprak kirlenmesi olarak
siniflandirilabilir. Bu model olusumlarina 6rnek olarak; su ekosistemi modellemeleri
ornek verilebilir. Igerigi cok genis olan bir miihendislik uygulamasinda birgok
yazilim kullanilmaktadir. Bunlar;

e Matematiksel modelleme yazilimlar: (hidrolojik, hidrodinamik, su kalitesi ve
havza modelleme yazilimlari)

e Matematiksel modellemeye yardimci yazilimlar1 (senaryo treticiler, model
parametre tahmin yazilimlari, genel amacli duyarlilik analizi yapan
yazilimlar, vb.)

e Cografi bilgi sistemi yazilimlar

e Miihendislik/ tasarim yazilimlari

e Diger yazilimlar (program gelistirme araclari, elektronik tablolama
yazilimlari, veritabani yazilimlari, vb.)(Sivri ve ark., 2005).

Modelleme; belirli hedeflere ulasmak i¢in gercek bir sistemin simiilasyonu
veya performansini degerlendiren temel bilgi ve deneyimin uygulanmasi prosesidir.
Yaygm olarak kullanilan modelleme yaklagiminda cevresel acgidan ii¢ farki model
simiflamas1 vardir. Bunlar; fiziksel modeller, matematiksel modeller ve ampirik
modellerdir. Bu modellerin hepsi birbirinden farkli olmasma ragmen birbirlerini

tamamlayici ozelliktedir.
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Model, hedefleri ve amaclar1 olmak iizere ikiye ayriir. Bu durumda
arastirmaya yonelik ve isletmeye yoOnelik sonuglar ortaya ¢ikar. Modellemenin
amaclarinda bir veya daha fazla yol takip edilir. Bunlar; sistemi yorumlamak,
davranimlarim1 analiz etmek, yonetmek, isletmek, kontrol etmek veya istenen
sonuglar1 saglamak, yeni metotlar tasarlamak, gelistirmek veya uyarlamak, sistem
hakkindaki hipotezleri test etmek veya cesitli kosullar altinda ¢ikabilecek sonuglari
onceden kestirebilmek olarak tanimlanabilir (Chapra, 1997; Khandan, 2002).

1.4. Modellemenin Mantig1 ve Asamalar

Bir fiziki model, belirli bir fiziksel varligin farkli boyuttaki kopyasidir.
Fiziksel modeller gergek sistemde sunulan dinamik veya geometrik benzerlikleri,
Olceklendirilmis model ve dlgiim ve gozlemlerle yapilan deneysel ¢alismalari igerir.
Ampirik modeller (veya kara kutu modelleri), tiimevarim veya veriye bagl
yaklagimlara dayanmaktadir. Bu veriye bagli yaklasimlar, gegmiste gdézlemlenen
verilerin sistemin calisabilirliginde kesinlik olabilmesi i¢cin kabul edilen degerler
arasindaki iliskileri gelistirmek amaciyla kullanilan yaklasimlardir. Matematiksel
modeller (mekanik modeller), tiimdengelim veya teorik yaklasimlara baghdir.
Burada ana teoriler ve basit kabuller olan sistemdeki birincil kosullar, kesin olarak
bilinen degiskenler arasindaki iligskileri matematiksel olarak elde etmede kullanirlar.
Matematiksel modelleme yapmak icin gerekli goriilen 6zellik; tek bir matematiksel
esitligi gercek sistemde, sisteme bagli farkli anlamlara sahip semboller kullanarak
genis aralikta uygulayabilme durumudur (Khandan, 2002). Sekilde goriildiigi gibi

bir model olusturulurken genelde asagidaki adimlarin izlenmesi miimkiindiir;
1. Problemin agiklanmasi
2. Model kurma / Model se¢imi
3. Model kalibrasyonu

4. Modelin dogrulanmasi
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5. Sonuglarin uygulama alanina konmasi (Chapra, 1997; Stamou ve ark.,

1999)

Prablednt Tamnilinmat

T

Genel Teori_y|  Teouik Bilgiber

! Matemahksel Modelleme

Savasal balgler
-ﬁ-l L —
Arii Versi L
[T wryrpiilams
+
|
— Modzl Kalibrasyom
Laboratuvar Istahshkssl yaklasumlar
VETTSl | A

_ Model Dojralamaz ]
Sekil 1.1. Model Yapisinin Ana Bilesenleri (Chapra 1997; Chau ve ark., 2002)

Model ¢alismasina baslarken iki onemli siire¢ vardm. ilki, idari amaclar,
secenekler ve vyasalar, ayarlamalar ve ekonomik bilgilerle olusturulabilecek
kisitlamalarin getirdigi bilgilere, ikinci ise tanimlanan probleme dayali daha ayrintili
verileri elde etmektir. Bu siire¢ tamamlandiginda modeli yapan kisi problemin
¢coziimii i¢in gerekli olan baslangi¢ bilgilerini toparlamis olup buna gore nasil bir
model yaratacagini belirlemeye baglamis olur. Model kurma iglemi takim caligmasi
gerektiren bir cabadir. Kurulacak modelin sisteme ait bazi kisimlar1 degil tiim sistemi
temsil etmesi gerekir. Bunun i¢inde degiskenlerin, katsayilarin, sabitlerin ve
smirlayict kosullarin biiyiik bir dikkat ve 6zenle se¢ilmesi ve modele yerlestirilmesi
gerekmektedir. Uciincii adimda matematik ¢dziim ydntemi segildikten sonra modelin
ilk uygulamasi yapilir. Daha sonra model kalibre edilir. Dordiincii adimda elde
edilmis olan sonuglarin yorumlanmasi ve modelin dogrulugunun yapilmasi yer alir.
Son adim, gerekli kontrollerden gegirilmis sonuglarin uygulama alanina konmasi ile

ilgilidir (Chapra, 1997).

10
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1.5. Model Siniflandirilmasi ve Kullanim Amaclan

Amerika Cevre Koruma Ajans1 (USEPA-United States Environmental Protection

Agency) tarafindan modeller kullanim amaglarina gore siralanmistir. Bunlar;
1. Hava tasinim, maruz kalma ve risk modelleri

Atmosferik modeller
Hava kalitesi modelleri
Arag emisyonlar1 modelleri
Suda pestisit konsantrasyonlarini belirleme modelleri
Ara ylizey modelleri
Maruz kalma modelleri

Su kalitesi modelleri

A S B AT e

Su kalitesi ve havza modelleri

_
e

Ekonomik yaptirim modelleri
1.5.1. Hava Kalitesi Modelleri
USEPA, Hava Kalitesi Planlamas1 ve Standartlar1 Merkezinin temel gdrevini

iilkelerin hava kalitesini iyilestirmek ve korumak olarak belirlemistir. Hava kalitesi

modelleri EK 1 de verilmistir (www.epa.gov/oar/oaqps).

1.5.2. Ara¢c Emisyonlan

USEPA ara¢ emisyonlarindan kaynaklanan hava kirleticilerini yol {izerindeki
araclardan, yol lizerinde olmayan kaynaklardan ve yakitlardan gelen kirleticiler
olarak  belirlemis  olup modelleri  Cizelge 1.2°de  smiflandirmgtir

(www.epa.cov/OMSWWW/models.htm).

11
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Cizelge 1.2. Ara¢ Emisyonlar1 Modelleri(www.epa.gov/OMSWWW/models.htm)

Model ‘ Kullanim Amaci
Mobile MOBILE Hareket Mil basima diisen hidrokarbon, karbon
Model Vehicle Halinde monoksit, azot oksitler, partikiil
Emission Ara¢c Emisyon | madde, arabalar, kamyonlar ve
Factor Faktor Modeli | motorlardan ¢ikan toksik maddeleri
model belirlemede kullanilir.
Nonroad | NONROAD | Yolda Kiigiik veya biiyiik yolda olmayan
Model Emission Olmayan arac veya ekipmanlardan ¢ikan siilfiir
Inventory Kaynaklarin dioksit, partikiil madde, azot oksitler,
model Emisyon karbon monoksit ve
Envanteri hidrokarbon emisyonlarini tahmin
Modeli etmede kullanilir.
NMIM National ABD Ulusal Motorlu aracglar ve yol iistiinde
Mobile Hareket olmayan ekipmanlarinin simdiki ve
Inventory Halinde gelecekteki emisyon envanterini
Model Kaynaklar tahminin gelistirmesinde kullanilir.
Envanter
Modeli
MOVES Motor Motorlu Yol iistiinde ve yol istiinde olmayan
Vehicle Aragclar mobil kaynaklardan tiretilen
Emission Emisyon emisyonlarm tahmini i¢in kullanilir.
Simulator Benzesim
Modeli
Fuel Heavy-duty | Agir Arag Cesitli yol iistiinde olmayan ve
Models diesel Dizel Yakith karayollarinda kullanilan dizel
fuel Analiz yakittan meydana gelen emisyonlar1
analysis Programi belirlemede kullanilir.
program

1.5.3. Suda Pestisit Konsantrasyonlarimi Belirleme Modelleri

EPA’nin Pestisit Programi Merkezinde (Office of Pesticide Programs) (OPP)

hem insan saghligi hem de sucul ortamdaki ekolojik biiylimenin ydnetimi i¢in

pestisit konsantrasyonlarin1 tahmin etmede

(www.epa.eov/oppefedl/models/water/index.htm).

benzesim modelleri kullanmistir.

Bu modeller Cizelge 1.3’te

belirtilmistir.
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Cizelge 1.3. Suda pestisit belirleme modelleri(www.epa.gov/ ada/csmos.html)

Model Kullanim Amaci
Yiizey Modelleri
GENEEC GENERIC Genel Cevresel | Sucul ekolojik risk
Estimated Konsantrasyon | yonetiminde kullanilmak
Environmental | Tahmin iizere yiliksek seviyedeki
Concentration | Modeli pestisit konsantrasyonunu
belirlemek i¢in uygulanir.
FIRST FQPA (Food | Besin Kalitesi | Basit kimya temel
Quality Koruma parametrelerini kullanarak
Protection Act) | Merkezi ve uygulanan  pestisit
Index Rezervuar bilgileriyle birlikte,
Reservoir Gosterim pestisitin ~ sudaki  uzun
Screening Tool | Araci donemli ortalama
konsantrasyonunu (kronik)
ve pik degerlerini (akut)
hesaplamak i¢in kullanilir.
PRZM-EXAMS
PRZM The Pesticide | Pestisit Kok | Tek boyutlu, sonlu fark
Root Zone Tabaka Modeli | metoduna dayanan model
Model olup kok tabakalarindaki
azot ve pestisit yayilimini
incelemek tizere kullanilir.
EXAMS Exposure Maruz Kalma | Pestisit endiistriyel madde
Analysis Analizi Model | ve Dbertaraf alanlarindan
Modelling sistemi sizan  sentetik  organik
System kimyasallarin
konsantrasyonlarmin
tasinim ve maruz kalimini
belirlemek uzere
uygulanan sucul ekosistem
modelidir.
Yeralti Suyu Modelleri
SCI-GROW Screening Yeraltt  Suyu | Yeralti suyundaki pestisit
Concentration | Konsantrasyon | konsantrasyonunu
In Ground belirlemek tizere kullanilir.
Water Smama Modeli
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1.5.4. Arayiizey modelleri

Araylizey Modelleri Olusturma Merkezi (The Center for Subsurface
Modeling Support) (CSMos) yeralt1 suyu ve bosluk suyu tabakadaki degisimleri

incelemek tiizere modeller gelistirmektedir (www.epa.gov/ ada/csmos.html). Bu

modeller ¢izelge 1.4’te belirtilmistir.

Cizelge 1.4. Arayiizey Modelleri(www.epa.gov/ ada/csmos.html)

Model Kullanim Amaci
BIOCHLOR2.2 | - - - - Dogal ortamda ¢Oziinmiis
klorun bulundugu serbest
alanlarda lyilestirme
calismalari i¢in kullanilir.
CHEMFLO- - - - - Bosluk tabakasindaki
2000 kimyasal tagmim ve

dagilim1 ve suyun hareketini
benzesim  yapan  model
olarak kullanilir.

OWL Optimal ~ Well | Optimal Yeraltt suyundaki mevcut
Locator Kuyu olan izleme sebekelerini ve
Belirleyici | yeni  sebekeleri  ortaya
cikarmaya yardimci olmak
icin kullanilir.

Virulo - - - - Doygun olmayan
topraklarda virus yayilimini
belirlemek  i¢in  olasilik
hesabi1 yaparak kullanilir.

1.5.5. Maruz Kalma Modelleri

Maruz Kalma Modelleri Arastrma Merkezi (The EPA Center for Exposure
Assessment Modeling) (CEAM) 1987 yilinda bilimsel ve teknik arastrmalarda
yardimec1 olmak tlizere USEPA icinde kurulmustur. CEAM su, karasal ve diger
ortamlardan gelen organik kimyasallar ve metaller i¢in degerlendirme tekniklerini
gelistirmeyi saglar. CEAM modellerini yeralti suyu modelleri, yiizey suyu

modelleri(EK 4), besin zinciri modelleri ve ¢oklu ortam modelleri olarak 4 gruba
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ayrmaktadrr (www.epa.gov/ceampubl).

Ozetlenmistir.

Bu modeller Cizelgeler

1.5-1.7°de

Cizelge 1.5. Yeralt1 Suyu Modelleri(www.epa.gov/ceampubl)

Model Kullanim Amaci
3DFEMWATER | Three- Doygun ve Desarj, igme suyu,

Dimensional Doygun olmayan | ¢evresel etkiler, yeralt

Finite Yiizeyde Su Akis1 | suyu , hidroloji,

Element Model Boyunca 3 metaller, pestisitler

of Water Flow Boyutlu Sonlu

Through Fark Element

Saturated- Modeli

Unsaturated

Media

3DLEWASTE Three- Doygun ve Desarj, igme suyu,

Dimensional Doygun olmayan | ¢evresel etkiler, yeralt

Lagrangian- Yiizeyde Atik suyu, hidroloji,

Eulerian Finite Tagmimi metaller, pestisitler

Element Model Lagrangian-

of Waste Eulerian 3

Transport Boyutlu

Through Sonlu Fark

Saturated- Modeli

Unsaturated

Media

PATRIOT Pesticide Tasinim Cevresel etkiler,

Assessment Arastirmalarinda | yeralt1 suyu, hidroloji,

Tool for Rating Kullanilan Pestisit | arazi kullanimi

Investigations Y onetim yonetimi, pestisitler

of Transport Modeli

PRZM3 Pesticide Root Pestisit Kok Cevresel etkiler,

Zone Model Bolgesi Modeli yeralt1 suyu, hidroloji,
arazi kullanimi
yOnetimi, pestisitler,
metaller, yiizey suyu
test analizi

WhAEM2000 Wellhead Wellhead Analitik | Desarj, ¢evresel

Analytic Element | Element etkiler, yeralt1 suyu,

Model For Modeli hidroloji,model,

Windows proses, atik yonetimi
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Cizelge 1.6. Besin Zinciri Modelleri(www.epa.gov/ceampubl)

Model Kullanim Alanindaki
Anahtar kelimeler

FGETS Food and Gill Besin ve Sucul biyoloji, kimya,
Exchange of Solungaclarda desarj, cevresel etkiler,
Toxic Substances | Toksik Madde metaller, noktasal

Degisimi kaynaklar,

LC 50 Lethal Oldiiriicii Doz Oldiiriicii doz ,LC50 ,
concentration, %50 toksisite
50%

Cizelge 1.7. Coklu ylizey Modelleri(www.epa.gov/ceampubl)

Model Kullanim Alanindaki
Anahtar
Kelimeler
3MRA The Multimedia, | Coklu-yiizey, Coklu-yiizey, alic1 ortam,
Multipathway, Coklu-yol Coklu- | maruz kalma, tehlikeli
Multi-receptor alict maruz kalma | atik, risk
Exposure and ve risk
Risk Assessment | degerlendirme
MMSOILS The Multimedia Coklu-yiizey, Coklu-ytizey, kirletici,
Contaminant Kirletici Tagmim, | tasinim, maruz kalma,
Fate, Transport, Dagilim, risk
and Exposure Genisleme ve
Model Maruz
Kalma Modeli
MULTIMED | The Multimedia Coklu-yiizey Kimya, desarj, ¢evresel
1.01 Exposure Maruz Kalma etkiler, atik tiretimi,
MULTIMED | Assessment Yonetim Modeli | yeralti suyu, hidroloji,
2,0 Beta Model goller, nehirler, risk
MULTIMED ylizey suyu test /
(Daughter analizler
Process)

1.5.6. Su Kalitesi ve Havza Modelleri

Bir su kalitesi modeli, kirliligi belirleyen parametrelerin konsantrasyonlarinin

zamanda ve uzaydaki degisimlerini matematiksel olarak ifade eden bir yapidir.

Akarsular, goller, korfezler ve agik denizlerde insanlarin neden oldugu etkilerle su
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kalitesinde olusan bozulmalar1 ortaya g¢ikarmak ve s6z konusu etkilerin olumsuz
sonucglarint onlemek icin alnan tedbirlerin somut ve objektif bir sekilde
saptanmasinda bu tip bilgisayar modelleri ¢ok degerli hizmetler vermektedir. Su
kirliligi kontroliinde kullanilan matematiksel modeller iki gruba ayrilir (Tlirkman ve
Uslu, 1987, Chapra 1997);

1. Yiizeysel sulardaki fiziksel, biyolojik ve kimyasal olusumlar1 matematiksel
olarak ifade eden temel modeller;

2. Das etkilerle dogal dengesi bozulan ve degisimleri birinci tipteki modellerle
saptanan ortamlarda yapilan miihendislik ¢alismalarma ve alman ekonomik,
sosyal, hukuki kararlara 151k tutacak simulasyon (benzesim) ve optimizasyon
(en iyileme) modelleri.

Literatiirde su ortamlar1 i¢cin bir¢cok su kalitesi modeli mevcut olup USEPA
tarafindan desteklenen su kalitesi ve havza modelleri EK 5.de sunulmustur

(www.epa.gov/waterscience/wqm/, www.epa.gov/athens/wwqtsc).
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2. YAPAY ZEKA VE YAPAY SiNiR AGLARI

Diinyanin en karmagik agma sahip olan insan beyni, sayisal bir islemi
yapabilmek, bir problemi ¢b6zebilmek i¢in saatlerce ugrasabilmektedir. Bununla
birlikte insan beyni bu tiir problemleri ¢ozmeye c¢alisirken ndronlar vasitasi ile
milyonlarca islem yapar. Gliniimiizde insan zekasinin, insan beyninin isleyisinden
yola ¢ikilarak pek c¢ok arastirma yapilmistir. Bu arastirmalar; insan beyninin bilgileri
ne sekilde ilettigi, bunlar1 nasil kullandig1 ve ne sekilde bir sonu¢ ¢ikardigi iizerine
yapilan caligmalardir. Buradan yola c¢ikarak; bilim adamlar1 yapay zeka adini
verdikleri bir sistem olusturmaya ¢aligmiglardir.

Yapay zeka: insan beyninin isleyisini taklit eden bir sistemdir. Bu sistem;
yapilacak olan eyleme yonelik bir gorevin yani bir fiille gére programlanmis bir
bilgisayarin diisiinmeye dayali girisimidir. Daha genis bir anlamda agiklayacak
olursak yapay zeka; bilgi elde edilmesi, gérme, algilama, diisiinme ve muhakeme

yetenegi gibi insan zekasina 6zgii 6zelliklerle donatilmis bilgisayarlardir.

2.1. Yapay Zekamn Gelisim Siireci

Yapay zeka ile ilgili olan ilk ¢alisma McCulloch ve Pitts (1951) tarafindan
yapilmistir. Bu arastirmacilarin 6nerdigi yapay sinir hiicrelerini kullanan hesaplama
modeli, 6nermeler mantig1, fizyoloji ve Turing’in hesaplama kuramma dayaniyordu.
Herhangi bir hesaplanabilir fonksiyonun sinir hiicrelerinden olusan aglarla
hesaplanabilecegini mantiksal “ve” ve “veya” islemlerinin gerceklestirebildigini
gosterdiler. Bu ag yapilar1 eger uygun bir sekilde tanimlanirsa 6grenme becerisi
kazanabilecegini de gosterdiler. Hebb, sinir hiicreleri arasindaki baglantilarin
siddetlerinin degistirmek i¢in basit bir kural Onerince, Ogrenebilen yapay sinir
aglarmi gergeklestirmekte miimkiin hale gelmistir. Ik yapay sinir ag1 temelli
bilgisayar SNARC, MIT’de Minsky ve Edmonds tarafindan 1951°de yapildi. Daha
sonraki zamanlarda Newel ve Simon, “insan gibi diisiinme yaklasimi” na gore
iiretilmis ilk program olan “General Problem Solver” 1 gelistirmislerdir. Simon daha

sonra fiziksel simge varsayimini ortaya atmis ve bu kuram, ,insanlardan bagimsiz,
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zeki sistemler yapma caligmalariyla ugrasan kisilerin baslangig noktast olmustur.
Bundan sonraki yillarda mantik temelli caligmalar egemen olmus ve yapilan
programlarin  basardigi seyleri goOstermek icin birtakim yapay sorunlar
olusturulmustur. Fakat daha sonralar1 bu sorunlarin gercek diinyay: temsil etmedigi
one siriilmiistiir. Bununla birlikte yapay zekanin sadece yapay sorunlarla basa
cikabilecegi One siiriilmiistiir ve gercek yasamdaki sorunlar1 ¢ozemeyecegi kanisi
ortaya c¢cikmistir. Zeki davranisi iiretmek i¢in bazi calismalarda kullanilan temel
yapilardaki bazi onemli yetersizliklerinde ortaya konmasiyla bir¢ok arastirmaci
calismalarint durdurmustur. Buna en temel Ornek, sinir aglar1 konusundaki
calismalarin Minsky ve Papert tarafindan 1969’da yaymnlanan “Perceptions” adli
kitaplarinda tek katmanli algilayicilarin bazi basit problemleri ¢c6zemeyecegi, buna
bagl olarak ta cok katmanli algilayicilarin da problemleri ¢6zemeyecegine karar
kilmasi ile bu konu durmustur. Biitiin bu c¢alismalarin sonucunda yapay zeka
arastrmacilart iki gruba ayrilmiglardir. Bir grup, insan gibi diislinen sistemler
yapmaya c¢alisirken diger grup ise rasyonel kararlar verebilen sistemler iiretmeyi

amaclamiglardir.

2.1.1. insan Gibi Diisiinen Sistemler

Insan gibi diisiinen bir program yapmak i¢in insanlarin nasil diisiindiigiinii
saptamak gerekir. Bu da psikolojik deneylerle yapilabilir. Yeterli sayida deney
yapildiktan sonra elde edilen bilgilerle bir kuram olusturulabilir. Daha sonra bu
kurama dayanarak bilgisayar programi iretilebilir. Eger programin giris/¢cikis ve
zamanlama davranigi insanlarinkine es ise programin diizeneklerinden bazilarinin

insan beyninde de mevcut olabilecegi sdylenebilir.

2.1.2. Rasyonel Diisiinen Sistemler

Bu sistemlerin temelinde mantik yer alir. Burada amag¢ ¢oziilmesi istenen
sorunu mantiksal bir gosterimle betimledikten sonra ¢ikarim kurallarini kullanarak

¢Ozlimiinii bulmaktir. Yapay zekada cok onemli bir yer tutan mantik¢t gelenek zeki

19



2.YAPAY ZEKA VE YAPAY SIiNiR AGLARI Handan SUBASI

sistemler liretmek i¢in bu ¢esit programlar iiretmeyi amaglamaktadir. Bu yaklagimi
kullanarak gercek sorunlari ¢6zmeye ¢alisinca iki Onemli engel karsimiza
cikmaktadir. Mantik, formiilasyona dayali bir dil kullanir. Giindelik yasamdan
kaynaklanan, cogu kez de belirsizlik igeren bilgileri mantigin isleyebilecegi bu dille
gostermek hi¢ de kolay degildir. Bir baska gii¢liik de en ufak sorunlarin disindaki
sorunlar1 ¢ozerken kullanilmasi gerekecek bilgisayar kaynaklarinin iistel olarak

artmasidir.

2.2. Biyolojik Sinir Sistemi

Biyolojik sinir sistemi, merkezinde siirekli olarak bilgiyi alan, yorumlayan ve
uygun bir karar iireten beynin (merkezi sinir ag1) bulundugu 3 katmanl bir sistem
olarak agiklanir. Alic1 sinirler (receptor) organizma icerisinden ya da dig ortamlardan
algiladiklar1 uyarilari, beyine bilgi ileten elektriksel sinyallere doniistiiriir. Tepki
sinirleri (effector) ise, beyinin iirettigi elektriksel darbeleri organizma ¢iktis1 olarak

uygun tepkilere doniistiiriir. Sekil 2.1’de bir sinir sisteminin blok gosterimi

verilmistir.
Merkez .
4’3'_]1_51 —*  Smrasn [ Tek
=™ Sinirler +—  (Beyin) — Sinirlen =P
Uyarilar Tepliler

Sekil 2.1. Biyolojik sinir sisteminin blok gdsterimi

Merkezi sinir aginda bilgiler, alict ve tepki sinirleri arasinda ileri ve geri
besleme yoniinde degerlendirilerek uygun tepkiler iiretilir. Bu yoniiyle biyolojik sinir
sistemi, kapali ¢evrim denetim sisteminin karakteristiklerini tasir. Merkezi sinir
sisteminin temel islem elemani, sinir hiicresidir (ndron) ve insan beyninde yaklagik
10 milyar sinir hiicresi oldugu tahmin edilmektedir. Sinir hiicresi; hiicre govdesi,
dendriteler ve aksonlar olmak iizere 3 bilesenden meydana gelir. Dendriteler, diger
hiicrelerden aldig1 bilgileri hiicre govdesine bir aga¢ yapisi seklinde ince yollarla
iletir. Aksonlar ise elektriksel darbeler seklindeki bilgiyi hiicreden disar1 tagiyan daha

uzun bir yoldur. Aksonlarm bitimi, ince yollara ayrilabilir ve bu yollar, diger hiicreler
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icin dendriteleri olusturur. Sekil 2.2°de goriildiigi gibi akson-dendrite baglanti

elemani1 synapse olarak sdylenir.

diger hiicrelerden
gelen dentntler

~ 1V h ? | Y ! Dentritler
iyt
IR (74

R\Jff r: ‘r. £ ::

Sl A Y

H Hiicre Govdesi

' Bilgi
Axon

~

“

Svnapse

Sekil 2.2. Biyolojik Sinir Hiicresi ve Bilesenleri

Synapse gelen ve dendriteler tarafindan alman bilgiler genellikle elektriksel
darbelerdir ancak, synapsedeki kimyasal ileticilerden etkilenir. Belirli bir stirede bir
hiicreye gelen girislerin degeri, belirli bir esik degerine ulastiginda hiicre bir tepki
diretir. Hiicrenin tepkisini artirici yondeki girisler uyarici, azaltic1 yondeki girisler ise
onleyici girisler olarak sdylenir ve bu etkiyi synapse belirler. Insan beyninin 10
milyar sinir hiicresinden ve 60 trilyon synapse baglantisindan olustugu diisiintiliirse
son derece karmasik ve etkin bir yapi oldugu anlasilir. Diger taraftan bir sinir
hiicresinin tepki hizi, glinlimiiz bilgisayarlarina gore olduk¢a yavas olmakla birlikte
duyusal bilgileri son derecede hizli degerlendirebilmektedir. Bu nedenle insan beyni;
o0grenme, birlestirme, uyarlama ve genellestirme yetenegi nedeniyle son derece
karmasik, dogrusal olmayan ve paralel dagilmis bir bilgi isleme sistemi olarak

tanimlanabilir.
2.3. Yapay Sinir Ag1 (YSA)

Beynin tstiin 6zellikleri, bilim adamlarini iizerinde ¢alismaya zorlamig ve

beynin norofiziksel yapisindan esinlenerek matematiksel modeli ¢ikarilmaya
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calisilmistir. Beynin biitiin davraniglarim1 tam olarak modelleyebilmek icin fiziksel
bilesenlerinin dogru olarak modellenmesi gerektigi diisiincesi ile ¢esitli yapay hiicre
ve ag modelleri gelistirilmistir. Boylece Yapay Sinir Aglar1 denen yeni ve glinlimiiz
bilgisayarlarinin algoritmik hesaplama yonteminden farkli bir bilim alani ortaya
cikmistir. Yapay sinir aglari; yapisi, bilgi isleme yontemindeki farklilik ve uygulama
alanlar1 nedeniyle c¢esitli bilim dallarinin da kapsam alanina girmektedir. Genel
anlamda YSA, beynin bir iglevi yerine getirme yontemini modellemek i¢in tasarlanan
bir sistem olarak tanimlanabilir. YSA, yapay sinir hiicrelerinin birbirleri ile gesitli
sekillerde baglanmasindan olusur ve genellikle katmanlar seklinde diizenlenir.
Donanim olarak elektronik devrelerle ya da bilgisayarlarda yazilim olarak
gergeklenebilir. Beynin bilgi isleme yontemine uygun olarak YSA, bir 6grenme
siirecinden sonra bilgiyi toplama, hiicreler arasindaki baglanti agirliklari ile bu bilgiyi
saklama ve genelleme yetenegine sahip paralel dagilmis bir islemcidir. Ogrenme
siireci, arzu edilen amaca ulagsmak icin YSA agirliklarinin yenilenmesini saglayan

O0grenme algoritmalarini ihtiva eder.

2.3.1. Yapay Sinir Aglarinin Ozellikleri

Yukarida verilen aciklamalardan, YSA’nin hesaplama ve bilgi isleme giiciinii,
paralel dagilmig yapisindan, Ogrenebilme ve genelleme yeteneginden aldigi
sOylenebilir. Genelleme, egitim ya da 6grenme siirecinde karsilasilmayan girisler i¢in
de YSA’nin uygun tepkileri iiretmesi olarak tanimlanir. Bu iistiin ozellikleri,
YSA’nin karmasik problemleri ¢ézebilme yetenegini gosterir. Giliniimiizde birgok
bilim alaninda YSA, asagidaki 6zellikleri nedeniyle etkin olmus ve uygulama yeri

bulmustur.

2.3.1.1. Dogrusal Olmama

YSA’nin temel islem elemani olan hiicre dogrusal degildir. Dolayisiyla

hiicrelerin birlesmesinden meydana gelen YSA da dogrusal degildir ve bu 6zellik
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biitiin aga yayilmis durumdadir. Bu 6zelligi ile YSA, dogrusal olmayan karmasik

problemlerin ¢éziimiinde en 6nemli ara¢ olmustur.

2.3.1.2. Ogrenme

YSA’nin arzu edilen davranisi gosterebilmesi i¢cin amaca uygun olarak
ayarlanmas1 gerekir. Bu, hiicreler arasinda dogru baglantilarin yapilmas1 ve
baglantilarin uygun agirhiklara sahip olmasi gerektigini ifade eder. YSA’nin
karmagik yapisi nedeniyle baglantilar ve agirliklar 6nceden ayarli olarak verilemez
ya da tasarlanamaz. Bu nedenle YSA, istenen davranig1 gosterecek sekilde ilgilendigi

problemden aldig1 egitim 6rneklerini kullanarak problemi 6grenmelidir.

2.3.1.3. Genelleme

YSA, ilgilendigi problemi 6grendikten sonra egitim sirasinda karsilasmadigi
test drnekleri i¢in de arzu edilen tepkiyi iiretebilir. Ornegin, karakter tanima amaciyla
egitilmis bir YSA, bozuk karakter girislerinde de dogru karakterleri verebilir ya da
bir sistemin egitilmis YSA modeli, egitim siirecinde verilmeyen giris sinyalleri i¢in

de sistemle ayni davranis1 gosterebilir.

2.3.1.4. Uyarlanabilirlik

YSA, ilgilendigi problemdeki degisikliklere gore agirliklarint ayarlar. Yani,
belirli bir problemi ¢6zmek amaciyla egitilen YSA, problemdeki degisimlere gore
tekrar egitilebilir, degisimler devaml ise ger¢cek zamanda da egitime devam
edilebilir. Bu 6zelligi ile YSA, uyarlamali 6rnek tamima, sinyal isleme, sistem

tanilama ve denetim gibi alanlarda etkin olarak kullanilir.
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2.3.1.5. Hata Toleransi

YSA, cok sayida hiicrenin ¢esitli sekillerde baglanmasindan olustugundan
paralel dagilmis bir yapiya sahiptir ve agin sahip oldugu bilgi, agdaki biitiin
baglantilar {izerine dagilmis durumdadir. Bu nedenle, egitilmis bir YSA nin bazi
baglantilarmin hatta bazi hiicrelerinin etkisiz hale gelmesi, agmn dogru bilgi
iretmesini onemli dlciide etkilemez. Bu nedenle, geleneksel yontemlere gore hatayi

tolere etme yetenekleri son derece yliksektir.

2.3.1.6. Donanim ve Hiz

YSA, paralel yapisi nedeniyle biiyiik 6l¢ekli entegre devre (VLSI) teknolojisi
ile gergeklenebilir. Bu 6zellik, YSA nin hizli bilgi igsleme yetenegini artirir ve gercek

zamanli uygulamalarda arzu edilir.

2.3.1.7. Analiz ve Tasarim Kolayhg:

YSA’nin temel islem elemani olan hiicrenin yapisi ve modeli, biitiin YSA
yapilarinda yaklasik aynidir. Dolayisiyla, YSA’nin farkli uygulama alanlarmdaki
yapilar1 da standart yapidaki bu hiicrelerden olusacaktir. Bu nedenle, farkli uygulama
alanlarinda kullanilan YSA’lar1 benzer 6grenme algoritmalarni1 ve teorilerini
paylasabilirler. Bu 6zellik, problemlerin YSA ile ¢oziimiinde 6nemli bir kolaylik

getirecektir.
2.3.2. YSA’nin Uygulama Alanlan

Son yillarda YSA’lari, 6zellikle giiniimiize kadar ¢6ziimii giic ve karmasik
olan ya da ekonomik olmayan cok farkli alanlardaki problemlerin ¢oziimiine

uygulanmis ve genellikle basarili sonuglar alinabilmistir. YSA’lar1 ¢ok farkli alanlara

uygulanabildiginden biitlin uygulama alanlarini burada siralamak zor olmakla birlikte
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genel bir smiflandirma ile YSA’nin uygulama alanlar1 asagidaki gibi 6 grup

icerisinde toplanabilir.

Ariza Analizi ve Tespiti Bir sistemin, cihazin ya da elemanin diizenli (dogru) ¢aligma
seklini 6grenen bir YSA yardimiyla bu sistemlerde meydana gelebilecek
arizalarin tamimlanma olanagi vardir. Bu amacla YSA; elektrik makinalarinin,
ucaklarin yada bilesenlerinin, entegre devrelerin v.s. ariza analizinde
kullanilmstir.

Tip Alanminda: EEG ve ECG gibi tibbi sinyallerin analizi, kanserli hiicrelerin analizi,
protez tasarimi, transplantasyon zamanlarmin optimizasyonu ve hastanelerde
giderlerin optimizasyonu v.s gibi uygulama yeri bulmustur.

Savunma Sanayi: Silahlarin otomasyonu ve hedef izleme, nesneleri/goriintiileri
ayirma ve tanima, yeni algilayici tasarimi ve giiriiltii 6nleme v.s gibi alanlara
uygulanmigstir.

Haberlesme: Goriintii ve veri sikistirma, otomatik bilgi sunma servisleri,
konugmalarm ger¢ek zamanda cevirisi v.s gibi alanlarda uygulama ornekleri
vardir.

Uretim: Uretim sistemlerinin optimizasyonu, iiriin analizi ve tasarimi, iiriinlerin
(entegre, kagit, kaynak v.s.) kalite analizi ve kontrolii, planlama ve yonetim
analizi v.s. alanlarina uygulanmstir.

Otomasyon ve Kontrol: Ugaklarda otomatik pilot sistemi otomasyonu, ulasim
araclarinda otomatik yol bulma/gésterme, robot sistemlerin kontrolii,
dogrusal olmayan sistem modelleme ve kontrolii, elektrikli siiriicii sistemlerin

kontrolii v.s. gibi yaygin bir uygulama yeri bulmustur.

2.4. Yapay Hiicre Modelleri

Yapay sinir hiicreleri, YSA’nin ¢alismasina esas teskil eden en kiiciik bilgi
isleme birimidir. Gelistirilen hiicre modellerinde bazi farkliliklar olmakla birlikte
genel Ozellikleri ile bir yapay hiicre modeli, sekil 2.4’te goriildiigii gibi girdiler,
agirliklar, birlestirme fonksiyonu, aktivasyon (etkinlestirme) fonksiyonu ve c¢iktilar

olmak tizere 5 bilesenden meydana gelir. Girdiler, diger hiicrelerden ya da dis
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ortamlardan hiicreye giren bilgilerdir. Bilgiler, baglantilar iizerindeki agirliklar
iizerinden hiicreye girer ve agirliklar, ilgili girisin hiicre iizerindeki etkisini belirler.
Birlestirme fonksiyonu, bir hiicreye gelen net girdiyi hesaplayan bir fonksiyondur ve
genellikle net girdi, giriglerin ilgili agirlikla carpimlarmin toplamidir. Birlestirme
fonksiyonu, ag yapisina gore maksimum alan, minimum alan ya da carpim
fonksiyonu olabilir. Aktivasyon fonksiyonu ise birlestirme fonksiyonundan elde
edilen net girdiyir bir islemden gecirerek hiicre ciktisini belirleyen ve genellikle
dogrusal olmayan bir fonksiyondur. Hiicre modellerinde, net girdiyi artiran +1
degerli polarma girisi ya da azaltan -1 degerli esik girisi bulunabilir ve bu giris de
sabit degerli bir giris olarak girdi vektori (X,), katsayisi ise (genellikle b ile
gosterilir) agirlik vektori (W,) igerisine almabilir. Genel olarak hiicre modelleri
sekil 2.4’deki gibi olmakla birlikte gergeklestirdigi isleve gore hiicreler statik ya da

dinamik bir davranig gosterebilirler.

2.4.1. Statik Hiicre Modeli

Sekilde; agirliklari sabit oldugu ve hiicrede geri besleme ya da geciktirilmis
sinyaller  kullanilmadigi  dikkate almirsa bu hiicre statik  bir islevi

gerceklestireceginden bu model, statik hiicre modeli olarak sdylenebilir.

.\'fl

| My —r

i N '._\ ri .
N g R
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Sekil 2.3. Yapay hiicre modeli

Burada; W hiicrenin agirliklar matrisini, x hiicrenin giris vektoriinii, v hiicrenin net

girisini, y hiicre ¢ikisini ve @(.) hiicrenin aktivasyon fonksiyonunu gostermektedir.
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VZIZ(;Vlel yadav=ZW1x1@b ; yZQD(V)

Buradaki statik hiicrenin matematiksel modeli yukaridaki gibidir. Denklemden, x
giris vektoriiniin bilegenlerinin dis (geri beslemesiz) girisler olmasi durumunda

hiicrenin dogrusal olmayan statik bir islevi gerceklestirecegi goriilmektedir.
2.4.2. Aktivasyon Fonksiyonlar:

Hiicre modellerinde, hiicrenin gergeklestirecegi isleve gore ¢esitli tipte
aktivasyon fonksiyonlar1 kullanilabilir. Aktivasyon fonksiyonlar1 sabit parametreli ya
da uyarlanabilir parametreli secilebilir. Asagida, hiicre modellerinde yaygin olarak

kullanilan gesitli aktivasyon fonksiyonlar1 tanitilmistir.
2.4.2.1. Dogrusal ve Doyumlu-Dogrusal Aktivasyon Fonksiyonu:

Dogrusal bir problemi ¢6zmek amaciyla kullanilan dogrusal hiicre ve YSA’da
ya da genellikle katmanli YSA’nin ¢ikis katmaninda kullanilan dogrusal fonksiyon,
hiicrenin net girdisini dogrudan hiicre ¢ikis1 olarak verir. Dogrusal aktivasyon
fonksiyonu matematiksel olarak y=v seklinde tanimlanabilir. Doyumlu dogrusal
aktivasyon fonksiyonu ise aktif calisma bolgesinde dogrusaldir ve hiicrenin net
girdisinin belirli bir degerinden sonra hiicre ¢ikisini doyuma gotiirtir. Doyumlu
dogrusal aktivasyon fonksiyonunun asagidaki denklemde matematiksel tanimi, Sekil

2.4°de ise grafigi goriilmektedir.

1 v=1
y=3v —1<v=<1 ise
—1 v = —1
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Sekil 2.4. Doyumlu dogrusal aktivasyon fonksiyonu

2.4.2.2. Sigmoid Aktivasyon Fonksiyonu

Sekil 2.5’de grafigi verilen c¢ift yonlii sigmoid (tanh) fonksiyonu, tiirevi
almabilir, stirekli ve dogrusal olmayan bir fonksiyon olmasi nedeniyle dogrusal
olmayan problemlerin ¢oziimiinde kullanilan YSA’larinda tercih edilir. Tek yonli
sigmoid fonksiyonun tanimi asagidaki ilk denklemde ve c¢ift yonlii sigmoid

fonksiyonunun matematiksel ifadesi ise en alttaki denklemde verilmistir.

1
oM =1
1—e™"
p(v) = e
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Sekil 2.5. Sigmoid (tanh) aktivasyon fonksiyonu

2.4.2.3. Esik Aktivasyon Fonksiyonu

McCulloch-Pitts modeli olarak bilinen esik aktivasyon fonksiyonlu hiicreler,
mantiksal ¢ikis verir ve siniflandirict aglarda tercih edilir, Perceptron (Algilayici)
olarak da sdylenen esik fonksiyonlu hiicrelerin matematiksel modeli asagidaki gibi

tanimlanabilir.

1_{1 =0 }
Y=le1 weo ¢
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Sekil2.6. Esik aktivasyon fonksiyonu
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2.4.2.4. Diger Aktivasyon Fonksiyonlar

Yukarida bahsedilen ve yaygin olarak kullanilan aktivasyon fonksiyonlarinin
disinda YSA’da cesitli aktivasyon fonksiyonlar1 kullanilmis ve aktivasyon

fonksiyonlarma gore YSA’nin problemleri ¢ozebilme performanslari incelenmistir.
2.4.3. Dinamik Hiicre Modelleri

Yapay hiicre modeli, x giriglerinden y ¢ikiglarina dogrusal olmayan statik bir
doniisiimii gergeklestirir. Oriintii tanima ve smiflandirma uygulamalarinda statik
hiicre ya da YSA modelleri uygun olmakla birlikte sistem modelleme ve denetimi
gibi dinamik problemlerin ¢oziimiinde dinamik hiicre ya da YSA yapilarinin
kullanilmasi gereklidir.

Dinamik bir hiicre genel olarak 2 sekilde olusturulabilir.
a-) Hiicrenin agirliklar1 dinamik bir model (bir filtre) olarak se¢ilebilir.

b-) Hiicrenin net girdisi dinamik bir modelden (bir filtre) gecirilebilir.
2.4.3.1. FIR Filtre Agirhkh Dinamik Hiicre Modeli

Hiicre agirliklar: sabit se¢ilmek yerine bir filtre olarak modellenerek hiicrenin
dinamik davranisi saglanabilir. Boylece, herhangi bir agirhigin dinamik davranisi,
zamanin bir fonksiyonu olan ani darbe cevabi ile tanimlanabilir. Her bir hiicre
agirhigmin FIR filtre olarak modellendigi ayrik zamanli hiicre yapist sekil 2.8°de

verilmistir.

oo

I W:J"
" i z j—» ply —m
#3(0) _m—/f vik) WKl

LN ) W0 v,glf.j
Sekil 2.7. FIR filtre agirlikli dinamik hiicre modeli
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WL
Sekil 2.8. FIR filtre olarak tasarlanan agirliklar

2.4.3.2. RC-Dinamik Hiicre Modeli

Diger bir dinamik hiicre modeli, agirliklarin dinamik bir model olarak
secilmesi yerine hiicrenin net girdisinin dogrusal bir dinamik modelden (filtreden)
gecirildigi hiicre modelidir. Filtrenin se¢imi farkl olabilmekle birlikte genellikle
birinci dereceden bir filtre (RC filtre) kullanilir. Bu durumda filtrenin ani darbe

cevabi hy(k) ya gore hiicre modeli sekil 2.9°daki gibi ¢izilebilir.

k)
1K
i) —»
()
LMY

W

h

Sekil 2.9. RC- dinamik bir hiicre modeli

2.5. Yapay Sinir Aglan Yapilan

Yapay sinir aglari, hiicrelerin birbirleri ile ¢esitli sekillerde baglanmalarindan

olusur. Hiicre ¢ikislary, agirliklar tizerinden diger hiicrelere ya da kendisine giris
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olarak baglanabilir ve baglantilarda gecikme birimi de kullanilabilir. Hiicrelerin
baglant1 sekillerine, 6grenme kurallarina ve aktivasyon fonksiyonlarina gore cesitli
YSA yapilar1 gelistirilmistir. Bu bdliimde, ¢esitli problemlerin ¢6ziimiinde kullanilan
ve kabul gdérmiis bazi YSA yapilar1 ayrintisina girmeksizin genel 6zellikleri ile

tanitilacaktir.

2.5.1. fleri Beslemeli Yapay Sinir Aglar (IBYSA)

Ileri beslemeli YSA’da, hiicreler katmanlar seklinde diizenlenir ve bir
katmandaki hiicrelerin ¢ikislar1 bir sonraki katmana agirliklar lizerinden giris olarak
verilir. Girig katmani, dig ortamlardan aldig1 bilgileri hi¢cbir degisiklige ugratmadan
orta (gizli) katmandaki hiicrelere iletir. Bilgi, orta ve ¢ikis katmaninda islenerek ag
cikist belirlenir. Bu yapisi ile ileri beslemeli aglar dogrusal olmayan statik bir islevi
gerceklestirir. Ileri beslemeli 3 katmanli YSA’nin, orta katmaninda yeterli sayida
hiicre olmak kaydiyla, herhangi bir siirekli fonksiyonu istenilen dogrulukta
yaklastirabilecegi gosterilmistir. En ¢ok bilinen geriye yayilim 6grenme algoritmas,
bu tip YSA larin egitiminde etkin olarak kullanilmakta ve bazen bu aglara geriye
yayilim aglar1 da denmektedir. Sekil 2.10°da giris, orta ve ¢ikig katmani olmak iizere

3 katmanl ileri beslemeli YSA yapisi verilmistir.

Girig Orta  Gizli) kg

Katram Fatrnan Katram

Sekil 2.10. Ileri beslemeli 3 katmanli YSA
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Ileri beslemeli 3 katmanli ve ¢ikis katmani dogrusal olan YSA’ nimn
matematiksel modeli, x giris vektoriinii, o orta katman ¢ikis vektoriin U, y ag ¢ikis
vektoriinii gosterir, ayrica X, ve 0, girisleri, polarma girisleri olarak almmustir.
Herhangi bir problemi ¢6zmek amaciyla kullanilan YSA da, katman sayis1 ve orta
katmandaki hiicre sayis1 gibi kesin belirlenememis bilgilere ragmen nesne tanima ve
sinyal isleme gibi alanlarin yani sira ileri beslemeli YSA, sistemlerin tanilanmasi ve

denetiminde de yaygin olarak kullanilmaktadir.

2.5.2. Geri Beslemeli Yapay Sinir Aglann (GBYSA)

Geri beslemeli YSA’da, en az bir hiicrenin ¢ikisi kendisine ya da diger
hiicrelere giris olarak verilir ve genellikle geri besleme bir geciktirme elemani
iizerinden yapilir. Geri besleme, bir katmandaki hiicreler arasinda oldugu gibi
katmanlar arasindaki hiicreler arasinda da olabilir. Bu yapis1 ile geri beslemeli YSA,
dogrusal olmayan dinamik bir davranig gosterir. Dolayisiyla, geri beslemenin yapilis
sekline gore farkli yapida ve davranista geri beslemeli YSA yapilar1 elde edilebilir.
Sekil 2.11°de iki katmanli ve ¢ikislarindan giris katmanina geri beslemeli bir YSA

yapist goriilmektedir.

* Yp

Sekil 2.11. Geri Beslemeli iki Katmanli YSA
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Sekil 2.11°de verilen geri beslemeli YSA da giris vektori, r adet dis giris ve p adet
gecikmis ag cikislarindan olusmaktadir. Geri beslemeli YSA’lar1; hiicreler arasi ya
da katmanlar arasi geri besleme yapilis sekline gore farkli isimlerle soylenir.
Genellikle derecesi bilinmeyen dinamik sistemlerin tanilanmasinda kullanilan diger
bir YSA yapisi, gizli katman hiicrelerinde 6z geri beslemenin kullanildig: ve yoresel

geri-kiiresel ileri beslemeli (YGKI) olarak sdylenen Sekilde verilen YSA’dur.

Sekil 2.12. Yéresel geri-kiiresel ileri beslemeli (YGKI) yapay sinir ag1

YGKI aglar, ileri beslemeli YSA’nimn egitim algoritmalarinda gergeklestirilen kiigiik
degisikliklerle egitilebilmeleri nedeniyle ileri ve geri beslemeli YSA’nin ortak
ozelliklerini tagimaktadir. Ozellikle bozucu ve dlgiilemeyen girisleri olan dinamik

sistemleri modellemek amaciyla kullanilmis ve basarili sonuglar alinmaistir.

2.5.3. Bellek Hiicreli YSA Yapilarn (BHYSA)

Dogrusal olmayan sistemlerin tanilanmasi ve denetiminde, katmanli YSA
yapilar1 etkin olarak kullanilmaktadir. YSA ile sistem tanilamada, dogru model
yapismin sec¢ilebilmesi ve model giriglerinin belirlenebilmesi igin sistemin giris ve
cikisinin gecikme derecelerinin bilinmesi gerekir. Sistemin derecesinin dogru
belirlenememesi, modelde temsil edilemeyen dinamikler nedeniyle kararh ve degisen
dinamik sartlarda dogru bir model elde edilmesini etkiler. Bu nedenle, geri beslemeli

YSA yapilar1 kullanilarak sistemin derecesine ihtiya¢ duymayan tani modelleri
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gelistirilmistir. Sekil 2.13°de Bellek Hiicreli Yapay Sinir Aglar1 (BHYSA) olarak
sOylenen ve agdaki her bir hiicre i¢in bir bellek hiicresinin kullanildigi katmanli-geri

beslemeli bir ag yapis1 verilmistir.

Bellak hiicresi

Sekil 2.13. Bellek hiicreli yapay sinir ag1 ve bellekli bir hiicrenin yapisi

BHYSA’da her bir ag hiicresine ait olan bellek hiicresi, bir agirhik (b;)
tizerinden 0z geri besleme girisine ve baska bir agirlhik lizerinden (a;) ait oldugu
hiicrenin gecikmis girisine gore bir ¢ikis iiretir. Cikis katmaninda ise genellikle
sadece 0z geri besleme kullanilir. BHYSA’nin dogrusal olmayan bir sistemi
modelleme ve denetim yetenegi, sadece sistemin o an ki giris ve bir dnceki ¢ikis
verileri model girisi alinarak incelenmis ve tatmin edici sonuclar alindigi
gosterilmigtir. Ileri beslemeli katmanli YSA’nin sadece gizli katmaninda bellek
hiicreleri kullanilarak bellek hiicresinin, ait oldugu hiicre c¢ikisinin gegmisteki
orneklerini giris olarak aldigi ve zaman gecikmeli YSA olarak sOylenen geri

beslemeli ag yapilar1 da incelenmistir.

2.5.4. Radyal Tabanh Fonksiyon Aglar1 (RTFA)

Katmanli YSA’nm tasariminda egiticili geriye yayilim 6grenme algoritmasi
bir en iyileme uygulamasidir. Radyal tabanli fonksiyon ag1 tasarimi ise ¢ok boyutlu
uzayda egri uydurma yaklasimidir ve bu nedenle RTFA’nin egitimi, ¢ok boyutlu
uzayda egitim verilerine en uygun bir yilizeyi bulma problemine doniisiir. RTFA’nin

genellemesi ise test verilerini interpole etmek amaciyla, egitim sirasinda bulunan ¢ok
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boyutlu ylizeyin kullanilmasma esdegerdir. Radyal tabanli fonksiyonlar, sayisal
analizde cok degiskenli interpolasyon problemlerinin ¢6ziimiinde kullanilmis ve
YSA’nin gelismesi ile birlikte bu fonksiyonlardan YSA tasariminda yararlanilmistir.
RTFA, ileri beslemeli YSA yapilarina benzer sekilde giris, orta ve ¢ikis katmanmdan
olusur ancak, giris katmanindan orta katmana doniisiim, radyal tabanli aktivasyon
fonksiyonlar1 ile dogrusal olmayan sabit bir doniisiimdiir. Orta katmandan c¢ikis
katmanina ise uyarlamali ve dogrusal bir doniisiim gerceklestirilir. Sekil 2.14’de

radyal tabanli fonksiyon ag1 gosterilmektedir.

Sekil 2.14. Radyal tabanli fonksiyon ag1

Egri uydurma teorisi, herhangi birgok degiskenli ve siirekli f(x) fonksiyonunu
yaklastrma ya da interpole etme problemi ile ilgilidir. Interpolasyon problemi,
k=1,2...N i¢in xk — veri noktas1 ve dk-gercek degerler olmak tizere F(xk)=dk
interpolasyon kosulunu saglayan F(.) fonksiyonunun bulunmasi olarak tanimlanir.
RTFA’da uyarlanabilecek serbest parametreler; merkez vektorleri, radyal
fonksiyonlarm genisligi ve ¢ikis katman agirliklaridwr. Cikis katmani dogrusal
oldugundan agirliklar, egim diisme ya da dogrusal en iyileme yontemleri ile kolayca
bulunabilir. Merkezler, girisler arasindan rastgele ve sabit olarak secilebilmekle
birlikte RTFA’nin performansini iyilestirmek amaciyla merkez vektorlerinin ve
genisligin uyarlanmasi icin gesitli yontemler gelistirilmistir. Merkez vektorleri, egim
diisme yontemine gore egiticili 6grenme algoritmasi ile uyarlanarak, dik en kiigiik
kareler yontemi ile, ya da kendiliginden diizenlemeli yontemle giris drneklerinden

obekleme yapilarak belirlenebilir.
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2.5.5. Fonksiyonel Link Aglan (FLA)

Katmanli YSA, orta katmandaki dogrusal olmayan aktivasyon fonksiyonlar1
nedeniyle dogrusal olmayan 6grenme algoritmalar1 ile egitilmelidir. Bu durum,
o0grenme hizini yavaglatir ve fonksiyon yaklasiminda yoresel en aza ulasilabilir. Bu
sorunlar, ag girislerini once dogrusal olmayan bir doniisiimle genislettikten sonra
dogrusal ¢ikis katmanli ag yapilar1 ile giderilebilir. Sekil 2.15°de verilen ve
Fonksiyonel Link Aglar1 (FLA) olarak bilinen aglar iyi bir fonksiyon yaklastirma
performansina sahiptir. Bu yoniiyle FL aglari, merkezleri ve genisligi sabit tutulan
RTFA’na benzer ancak, FLA’da orta katmanm gorevi ve aktivasyon fonksiyonlar1

farkhidir.

Sekil 2.15. Fonksiyonel link ag1

FLA’da ag cikisi, orta katmanda genisletilmis ag girislerinin dogrusal
toplamidir ve FLA’nm egitimi yalnizca ¢ikis katman agirliklarmin ayarlanmasina
gereksinim duyar.

FLA’nin fonksiyon yaklastirma performansi, ag giriglerinin yeterince
genisletilmesine baglidir. Yeterince yiiksek dereceden aktivasyon fonksiyonu igeren
FLA’nin, herhangi bir dogrusal olmayan stirekli fonksiyonu arzu edilen dogrulukta
yaklagtirabilecegi belirlenmistir. Ancak, ag girisleri arttikca orta katman aktivasyon
fonksiyonlar1 biiylik boyutlara ulasacak ve agin gerceklestirilmesi giic olacaktir.
Ornegin, 20 girisli bir ag icin 3.dereceden polinomsal agilimla 1270 adet
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genisletilmis giris olusur. Bu nedenle, arzu edilen dogrulugu saglayacak sekilde en
iyiye yakin bir alt model se¢imine gereksinim duyulur. RTFA’na benzer sekilde
cesitli yontemlerin yami sira dik en kiiciik kareler yontemi FLA’da alt model

se¢iminde etkin olarak kullanilir.

2.5.6. Cagrisimh Bellek Aglar1 (CBA)

Cagrisimli  sistemler, belirli giris vektorlerini belirli ¢ikis vektorlerine
doniistiiren ya da iligskilendiren sistemler olarak tanimlanir. Dolayisiyla ¢agrisimli
bellek aglari, egitim siirecinde aga verilen egim Orneklerini agirliklar: araciligr ile
saklar ya da ezberler ve hatirlama ya da genelleme silirecinde ise saklanmis
orneklerin giiriiltiilii versiyonlar1 da aga verilmis olsa dogru ornekleri verebilir. Bu
yonii ile CBA’lar kodlayicilar ve kod ¢oziiciilere benzer islevleri yerine getirirler ve
beynin yapisal karakteristikleri yerine islevsel 6zelliklerini benzestiren ag yapisi
olarak soylenebilir. CBA’lar1 genellikle Oriintii tanima ve eldeki eksik verilerden
dogru verileri ortaya ¢ikarma gibi uygulamalarda yaygin olarak kullanilir. Burada, x-
giris vektord, y- ¢ikis vektorii ve M-bellek matrisidir. Sekilde cagrisimli bir bellek
agimnin yapist goriilmektedir. Genel olarak sekil 2.16°da verilen ¢agrisimh bellek agi,
n adet vektor iliskilendirmesi saglayabilir ancak gercekte, saklanabilecek vektor

sayis1 giris vektor boyutundan daha azdir; 6rnegin m<n gibi.
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Sekil 2.16. Cagrisimli Bellek Aglari

CBA’lar1, sistem modelleme ve denetimi amaciyla da kullanilabilir. Bu tiir
CBA’lar1, 3 katmanli YSA yapisina benzer ancak girisler normalize edilmek iizere

giris katmanindan orta katmana farkli dogrusal olmayan fonksiyonlarla bir doniisiim
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gergeklestirirler.  CBA’nin  performansi, ag girislerinden orta katman taban
fonksiyonlarma gergeklestirilen dogrusal olmayan doniisiime baghdir. Orta
katmandan ¢ikis katmanma ise dogrusal bir doniisim vardir. Bu nedenle, CBA
tasariminda, ag giris uzaymi normalize eden n boyutlu bir béliimlendirme yapisi
belirlenmelidir. Girisleri normalize etme, her bir girisin en azin1 ve en c¢ogunu
belirleyerek bu araligi agin duyarliligina gore boliimlere ayirma islemi olarak kisaca
tanimlanabilir. Boliimlendirme yapisinin tasarimi, CBA’nin modelleme yetenegi,

bellek gereksinimi ve 6grenme hizini etkiler.

2.5.7. Modiil Yapay Sinir Aglann (MYSA)

Modiil YSA’lar, ¢cok sayida YSA yapismin birlesiminden olusur. Eger, bir
agin yapmasi gereken islemler birbirleriyle de haberlesmeksizin iki yada daha fazla
modiile (alt yapiya) ayrilabiliyorsa bu aglar modiil YSA’lar1 olarak sOylenir. Sekil

2.17°de modiil yapay sinir ag1 verilmistir.

]  Biregtirme Binrmi

Sekil 2.17. Modiil yapay sinir aglari
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Modiillerin ¢ikislari, modiillerden bilgi geri beslenmemek tizere bir birlestirme birimi
ile birlestirilir ve birlestirme birimi;

a-) Modiil YSA c¢ikisin1 elde etmek icin modiil ¢ikiglarinin nasil birlestirilmesi
gerektigini,

b-) Hangi egitim 6rneklerini hangi modiiliin 6§renecegini kararlastirmalidir.

Bu nedenle modiil YSA’nin, bol ve yOnet esasina gore calistiglr sOylenebilir ve
boylece karmagik problemler daha basit alt bilesenlerine ayrilarak ¢oziilebilir ve
sonugta ¢oziimler birlestirilebilir. Ornegin, siireksiz fonksiyonlarn tek bir YSA ile
yaklagstirilmasi, 6zellikle stireksizlik noktalarinda arzu edilen sonucu vermez. Boyle
bir fonksiyonun siireksizlik noktalar1 arasindaki her bir bolgesi ayr1 bir YSA modiilii
ile yaklastirilarak sonug¢ fonksiyon, modiil ¢ikiglarinin birlesimi olarak almabilir. Bu
nedenle de, modiil YSA’larinin egitiminde genellikle hem egiticili hem de egiticisiz

o0grenme algoritmalarini birlikte kullanmak gerekir.

2.6. Aktivasyon Fonksiyonlar

Sekil 2.18’de, bir hiicrenin girdisine gore hiicre ¢ikisin1 tanimlayan
aktivasyon fonksiyonlarindan 4 tanesi verilmistir. Kullanilacak olan diger
fonksiyonlarm tiirevi alinabilir ve stireklilik arz etmesi gerekmektedir. YSA’nin
kullannom amacina uygun olarak tek veya cift yonlii aktivasyon fonksiyonlar1 da
kullanilabilir. YSA’larda en ¢ok kullanilan aktivasyon fonksiyonu Sekil a’da
verilmistir. Dogrusal YSA’larda ve katmanli YSA’larin ¢ikis katmaninda kullanilan
dogrusal fonksiyon Sekil b’de verilmistir ve islemci elemanmn girisini dogrudan
islemci elemanin ¢ikis1 olarak verir. Bipolar 6zellige sahip olan tanjant hiperbolik
fonksiyonu Sekil c’de gosterilmistir. Giris uzaymin genisletilmesinde etkili bir
aktivasyon fonksiyonudur. Sekil d’de goriilen keskin smirlayici aktivasyon

fonksiyonu, mantiksal ¢ikis verir ve siniflandirict aglarda tercih edilir.
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Sekil 2.18. YSA’larda en ¢ok tercih edilen aktivasyon fonksiyonlar1 a) sigmoid, b)
dogrusal c) hiperbolik tanjant ve d) keskin smirlayici

2.6.1.islemci Eleman (Yapay Noron)

Bir YSA modelinin temel birimi, Sekil 2.19’da gosterilen igslem elemanidir.
Burada girisler dis kaynaklardan veya diger islem elemanlarindan gelen isaretlerdir.
Bu isaretler, kaynagma gore kuvvetli veya zayif olabileceginden agirliklar1 da
farklidir. YSA’da girilen giris degerlerine dnce toplama fonksiyonlar1 uygulanir ve

her bir islem elemanmnin ¢ikis (IEC) degeri

ro i ro_
olarak bulunur. Burada Xi 1’inci girisi, Wij j’inci elemandan 1’inci elemana baglanti
agirhigint ve gi esik (threshold) degerini gostermektedir. Daha sonra bu c¢ikis

degerleri sigmoidal aktivasyon fonksiyonuna yani 68renme egrisine uygulanir.

Sonugcta ¢ikis degeri asagidaki sekilde bulunur.

IKI§ = ————
CIRT 14 ¢~EC

Uygulamalarda, en c¢ok hiperbolik tanjant veya sigmoid fonksiyonu

kullanilmaktadir. Sekil 2.19’da islemci eleman ¢ikisinda kullanilan sigmoid
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fonksiyona gore c¢ikis degerinin hesaplanmasi gosterilmistir. Bu igslemci elemanin

cikis degeri diger islemci elemanlarina giris veya agin ¢ikis degeri olabilir.

__________________________________
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Sekil 2.19. Bir islemci elemant (yapay nron)

2.7.YSA ile Hesaplamanin Ozellikleri

YSA’nin hesaplama ozelliklerini, paralel dagilmis yapisindan, 6grenebilme
ve genelleme yapma yeteneginden aldigi sOylenebilir. Genelleme, egitim ya da
ogrenme siiresince kullanilmayan girisler i¢in de YSA’nm uygun tepkileri liretmesi
olarak tamimlanir. Bu o6zellikleri ile YSA’lar karmasik ve ¢oziimlenmesi giic
problemleri de ¢ozebilme yetenegine sahiptir. Nesne tanima, isaret isleme, sistem
tanimlama ve denetimi gibi bir¢ok miihendislik alaninda YSA’lar, basarili

olmuslardir.

2.8.YSA’larin Yapilarina Gore Simiflandirilmasi

Yapay sinir aglari, yapilarina gore, ileri beslemeli (feedforward) ve geri

beslemeli (feedback) aglar olmak iizere iki sekilde simiflandirilirlar.
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2.8.1. ileri Beslemeli Aglar

Ileri beslemeli bir agda islemci elemanlar (IE) genellikle katmanlara
ayrilmislardir. Isaretler, giris katmanmdan c¢ikis katmanma dogru tek yonlii
baglantilarla iletilir. Islemci elemanlar bir katmandan diger bir katmana baglant:
kurarlarken, ayni katman icerisinde baglantilar1 bulunmaz. Sekil 2.20’de ileri
beslemeli ag i¢in blok diyagram gosterilmistir. Ileri beslemeli aglara 6rnek olarak
cok katmanli perseptron (Multi Layer Perseptron-MLP) ve LVQ (Learning Vector

Quantization) aglar1 verilebilir.

) :> F(W3) o)

Sekil 2.20. Ileri beslemeli ag i¢in blok diyagram

2.8.2. Geri Beslemeli Aglar

Bir geri beslemeli sinir ag1, ¢ikis ve ara katlardaki ¢ikiglarin, girig birimlerine
veya oOnceki ara katmanlara geri beslendigi bir ag yapisidir. Boylece, girisler hem
ileri yonde hem de geri yonde aktarilmis olur. Sekil 2.21°de bir geri beslemeli ag
goriilmektedir. Bu ¢esit sinir aglarimin dinamik hafizalar1 vardir ve bir andaki ¢ikis
hem o andaki hem de Onceki girisleri yansitir. Bundan dolayi, 6zellikle dnceden
tahmin uygulamalari1 i¢cin uygundurlar. Bu aglar cesitli tipteki zaman-serilerinin
tahmininde oldukca basar1 saglamislardir. Bu aglara 6rnek olarak Hopfield, SOM

(Self Organizing Map), Elman ve Jordan aglar1 verilebilir.
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Sekil 2.21. Geri beslemeli ag i¢in blok diyagram

2.9. YSA’larin Ogrenme Algoritmalarina Gére Simiflandirilmasi

Ogrenme; gozlem, egitim ve hareketin dogal yapida meydana getirdigi
davranis degisikligi olarak tanimlanmaktadir. O halde, birtakim metot ve kurallar,
gozlem ve egitime gore agdaki agirliklarin degistirilmesi saglanmalidir. Bunun i¢in
genel olarak ii¢ 6grenme metodundan ve bunlarin uygulandigi degisik 6grenme

kurallarindan s6z edilebilir. Bu 6grenme kurallar1 asagidaki gibidir.

2.9.1. Damismanh Ogrenme (Supervised Learning)

Bu tip 6grenmede, YSA’ya &rnek olarak bir dogru ¢ikis verilir. Istenilen ve
gercek cikt1 arasindaki farka (hataya) gore IE’ler arasi baglantilarm agirhigmi en
uygun cikist elde etmek icin sonradan diizenlenebilir. Bu sebeple danigmanli
o0grenme algoritmasinin bir “0gretmene” veya “danismana” ihtiyact vardir. Sekilde
danismanl 6grenme yapist gosterilmistir. Widrow-Hoff tarafindan gelistirilen delta
kurali ve Rumelhart ve McClelland tarafindan gelistirilen genellestirilmis delta kurali
veya geri besleme (back propagation) algoritmasi danismanli 0grenme
algoritmalarma ornek olarak verilebilir. Sekil 2.22°de danigmanli 6grenme yapisi

verilmistir.
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Sekil 2.22. Danismanli 6grenme yapisi

2.9.2. Damismansiz Ogrenme (Unsupervised Learning)

Girise verilen Ornekten elde edilen c¢ikis bilgisine gore ag smniflandirma
kurallarin1 kendi kendine gelistirmektedir. Bu 6grenme algoritmalarinda, istenilen
¢ikis degerinin bilinmesine gerek yoktur. Ogrenme siiresince sadece giris bilgileri
verilir. Ag daha sonra baglanti agirliklarint ayni1 6zellikleri gdsteren desenler
(patterns) olusturmak iizere ayarlar. Sekil 2.23’de danismansiz 6grenme yapisi
gosterilmistir. Grossberg tarafindan gelistirilen ART (Adaptive Resonance Theory)
veya Kohonen tarafindan gelistirilen SOM (Self Organizing Map) 6grenme kurali

danigmansiz 6grenmeye Ornek olarak verilebilir.

Gercel oiog
iz

Girig

z(t) M\i

Sekil 2.23. Danismansiz 6grenme yapisi
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2.9.3. Takviyeli 6grenme (Reinforcement Learning)

Bu 6grenme kurali danismanli 6grenmeye yakin bir metoddur. Denetimsiz
ogrenme algoritmasi, istenilen ¢ikigin bilinmesine gerek duymaz. Hedef ¢iktiy1
vermek i¢in bir “6gretmen” yerine, burada YSA’ya bir ¢ikis verilmemekte fakat elde
edilen ¢ikisin verilen girise karsilik 1yiligini degerlendiren bir kriter kullanilmaktadir.
Sekil 2.24°de takviyeli 6grenme yapisi gosterilmistir. Optimizasyon problemlerini
cozmek i¢in Hinton ve Sejnowski’nin gelistirdigi Boltzmann kurali veya GA

takviyeli 6grenmeye 6rnek olarak verilebilirler.

Girig fap o Crergek pihag
ST n
£ Y Fit,
W
Ertik Tl
Tsaretler e

Sekil 2.24. Takviyeli 6grenme yapisi
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3. ONCEKI CALISMALAR

Son yillarda YSA’lar, 6zellikle giinlimiize kadar ¢6ziimii giic ve karmasik
olan ya da ekonomik olmayan cok farkli alanlardaki problemlerin ¢oziimiine
uygulanmis ve genellikle basarili sonuglar alinabilmistir. Bunlar1 kisaca agiklayacak
olursak; bir sistemin ya da cihazin dogru ¢alisip calismadigmi 6grenmek i¢in ariza
analizi ve tespiti gibi uygulamalarda, protez tasarimi vb. gibi uygulamalari
gerceklestirebilmek icin tip alaninda, silahlarin otomasyonu gibi uygulamalarda
savunma sanayinde, goriintli ve veri sikistirma gibi uygulamalar i¢in haberlesmede,
iirlin analizi ve tasarimi gibi konularda iiretimde, ucaklarda otomatik pilot sistemleri
gibi uygulamar i¢in ise otomasyon ve kontrol gibi alanlarda kullanilabilmektedirler.

Sinir aglar1 son 20-25 yildir 6zellikle tanima, tanimlama, tahmin ve algilama
gibi alanlarda siklikla kullanilmis olsa da Cevre Miihendisligi uygulamalarinda
kullanilmaya baslanmasi hayli yenidir. Cevre miihendisligi konularinda kullanim
amact daha c¢ok atiksu aritma tesisleri (AAT) nin calisma Ozelliklerinin
modellenmesi ve tahmini (Barnett and Andrews, 1992; Boger, 1992), su ve atiksu
aritma tesislerinin performans degerlendirmesi (Pu and Hung, 1995), AAT kontrolii
ve optimizasyonu (Ladiges and Monnerich, 1996), AAT tasarimi (Krovvidy and
Wee, 1990), karar verme mekanizmasini iyilestirmek ve hizlandirmak yoniindedir.
Yapay sinir aglarmin kullanildigi bazi ¢evre miihendisligi uygulamalar1 asagidaki
gibi siralanabilir:

e AAT’nde AKM, KOI ve BOI giderim verimi (Belanche et al., 1999),

e Girdi olarak sicaklik, giris debisi, giris BOI, giris AKM, birincil aritim BOI
ve AKM degerleri kullanilarak, ikincil ve iigiinciil aritim BOI ve AKM
degerlerinin modellenmesi (Hamoda et al., 1999),

e Saatlik pH 6l¢iimii yerine debi ve glines 1s1masi 6l¢iimlerinin kullanilmasi
(Moatar et al, 1999),

e Yagis verisinden yararlanilarak, bu giinleri takip eden giinlerde AAT’ ne
gelecek hidrolik yiikleme miktarmin tayini (El-Din and Smith, 2002),

e Kiy1 sularinda amonyak, nitrit, nitrat ve fosfat verisi kullanilarak su

kalitesinin tayini (Aguilera et al., 2001),
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e Atiksu aritma tesisine gelen debi, KOI, NH,4', NO;, NO,, AKM, Kkloriir,
fosfor, pH ve sicaklik degerleri kullanilarak Kjeldahl Azotu degerini tahmin
eden model ¢caligmasi (Choi and Park., 2001),

e Akarsuda periyodik olarak olciilen renk, bulaniklik, sicaklik, debi, ¢éziinmiis
fosfor, toplam fosfor, yiikseltgenmis azot miktari, toplam demir degerleri
kullanilarak Anabaena tipi bakteri konsantrasyonunun belirlenmesi (Maier et
al., 1998),

e Iklim degisikliginin akarsu hidrolojisi ve ekolojisi iizerindeki etkisinin
modellenmesi (Poff et al., 1996),

e Deniz suyunda tuzluluk (de Silets et al., 1992); besin konsantrasyonu (Daniell
and Wundke, 1993); ozon dozu (Roadknight et al., 1997); akarsularda alg
konsantrasyonu ve taginimi (Whitehead et al., 1997); deniz ylizeyi sicakliklari
(Tangang et al., 1997); yagis (Goswami and Srividya, 1996); yagis-akis
iliskisi (Smith and Eli, 1995) gibi farkli konularda YSA kullanilarak yapilmis
calismalar bulunmaktadir. Cizelge 3.1°’de YSA’nin Cere Miihendisligindeki
kullanim alanlar1 ve c¢izelge 3.2°de ise YSA’da kullanilan parametreler ve

kullanim amaglar1 6zetlenmistir.
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Cizelge 3.1. Yapay sinir aglarinin kullanim alanlari
Referans Kulanim alam Yil
De Silets et al. Deniz suyunda tuzluluk 1992
Daniell and | Besin konsantrasyonu 1993
Wundke
Smith and Eli Yagis- akis iligkisi 1995
Poff et al. Iklim degisikliginin akarsu hidrolojisi ve
ekolojisi lizerindeki etkisinin modellenmesi 1996
Goswami and | Yagis
Srividya
Roadknight et al. | Ozon dozu
Whitehead et al. | Akarsularda alg konsantrasyonu ve tagmimi 1997
Tangang et al. Deniz yiizeyi sicakliklari
Maier et al. Akarsuda periyodik olarak Olgiilen renk, | 1998
bulaniklik, sicaklik, debi, ¢Oziinmiis fosfor,
toplam fosfor, yiikseltgenmis azot miktari,

toplam demir degerleri kullanarak, Anabaena tipi
bakteri konsantrasyonunun belirlenmesi

Belanche et al.

Atiksu aritma tesisinde AKM,KOI,BOI giderimi

Hamada et al.

Girdi olarak; sicaklik, giris debi, giris BOI, giris
AKM, birincil arittm BOI ve AKM degerleri
kullanarak ikincil ve iigiinciil aritrm BOI ve
AKM modelleme

Moatar et al.

Saatlik pH 6l¢limii yerine debi ve glines 1s1masi
Olctimlerinin kullanilmasi

1999

Aguilera et al.

Kiy1 sularinda amonyak, nitrit, nitrat ve fosfat
verisi kullanarak su kalitesinin tayini

Choi and Park

Atiksu aritma tesisine gelen debi, KOI, NH4+,
NO3-, NO2-, AKM, kloriir, fosfor, pH ve
sicaklik degerler1 kullanarak Kjeldahl azotu
degerini tahmin eden model ¢alismasi

2001

El-Din and Smith

Yagis verisinden yararlanarak bu giinleri takip
eden glinlerde atiksu aritma tesisine gelecek
hidrolik yiikleme miktar1 tayini

2002
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Cizelge 3.2. Yapay sinir aginda kullanilan parametreler ve kullanim amaclari

Referans Kullanilan Caliymanin amaci Yil
parametreler
Cobaner ve Nehir akimu, Akarsularda katimadde
ark. sediment miktarinin tahmini
konsantrasyonu
Firat ve Akarsu debisi Aski1 maddesi 2004
Glingor konsantrasyoun ve
miktarinin belirlenmesi
Alp ve Hidrometeorolojik | Coziinmiis sediment 2005
Cigizoglu datalar yiiklemelerinin iki
farkli sinir agz ile
simule edilmesi
Ozkan ve ark. | Sicaklik, pH, KOI, | Coziinmiis oksijen 2006
TCKM, AKM, ay, | degisiminin
Olctim noktasi, TC, | belirlenmesi
FC, BOIS, Cl-,
S04, NH4+, NO3-,
TKN, PO4, yag,
fenol, bor, Na+,
Mg++, Cu, Cr, Zn,
Fe, Mn, S
Acikalin ve | Sicaklik, pH, BOI, KOI ve AKM
dig. ortalama debi, cikis degerlerinin
KOI, BOI ve AKM | tahmini
Cesmeci Nehre uzaklik, Corum ili tavuk 2007
tavuk sayisi, ¢iftlik | ¢iftliklerinin atiklarinin
tipi, atik depolama | yeralt1 suyu kirliligine
sekli, kuyu etkisi
derinligi, giiliik atik

Yuhong ve Wenxin (2008),

yapay sinir agi uygulamalar1 ile acik kanal

akimindaki siirtiinme faktoriinlin 6ngdriilmesi {izerine in yaptiklar1 bir ¢calismada ise;

¢ katmanli yapay sinir ag1 kullanmilmistir ve sonug¢ olarak yapay sinir agi

kullaniminin uygun oldugu goriilmiistiir.

Mingzhi ve ark (2008) yaptiklar1 calismada kagit atiklarmin yapay sinir aglari

ile koagiilasyon prosesi aritimini arastirmislardir. Calismada; kimyasal dozajlar ve

kirliligin uzaklastirilmasi

arasindaki

iliskinin dogrusal olmadig1

ve bunun

modellenmesi arastirilmistir. Sistem, cesitli isletme kosullarina adapte edilmeye
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calisilmistir.  Bu c¢alismanin sonucunda; nedenli 6nceden tahmin ve kontrol
performansi sistemin gelistirilmesi siiresi boyunca basar1 gostermistir.

Aguado ve ark. (2008) yaptig1 bir calismada ardisik kesikli reaktorlerin yapay
sinir ag1 ile modellenmesi arastirilmistir. Bu ¢alisma; ardisik kesikli reaktoriin
tanimlanmas1 i¢in yapay sinir agina dayandirilan sistematik bir metodolojiyi
icermektedir. Calismada farkli bekletme zamanlar1 ve farki giris parametrelerinin
karakteristikleri kullanilmistir. Buradaki amac¢ biyolojik fosfor gideriminin
arastirilmasidir. Calismanin modelinin olusturulmasinda geri beslemeli, ¢ok katmanli
ag kullanilmistir. Bulunan R’ degeri 0,980 olarak belirtilmistir. Bu caligmanin
sonucunda gelistirilen modelin etkili bir sekilde kullanilabilecegi belirtilmistir.

Moral ve ark. (2008) yaptiklar1 calismada otomatiklestirilmis yap1 taramasi
ile yapay sinir aglarmm kullanilmasiyla aktif camur prosesinin modellenmesini
arastirmislardir. Calismada aktif camur prosesi iki farki durum i¢in modellenmistir.
Birincisinde varsayim niteliginde bir atiksu aritma tesisi olusturulmustur ve aktif
camur model 1 in uygulamasi olabilecek sekilde bir model kurulmustur. Bu modelin
sonucunda yiiksek kolerasyon degerine sahip bir sonug ortaya ¢ikmistir. Bu modelin
R? degeri 0,980 olarak belirtilmistir. ikinci durumda aktif camur prosesinin yapay
sinir ag1 ile modellenmesinde Iskenderun atiksu aritma tesisi ¢alistlmustir. Bu
calismada ¢ikis parametresi olarak kimyasal oksijen ihtiyaci kullanilmistir. Modelin
R? degeri ise 0,795 olarak belirtilmistir.

Sadrzadeh ve ark. (2008) yaptiklar1 ¢alismada kursun iyonlarinin atiksuda
elektrodiyaliz yontemi ile ayristirilmasinda matematik model ve sinir ag1 modeli
karsilagtirilmistir. Calisamda kullanilan yapay sinir ag1 ¢ok katmanli ag olmakla
birlikte iki sakli katman i¢cermektedir. Calisamada olusturulan matematiksel modelin
R? dgeri 0,97 ve yapay sinir agmm R? degeri 0,99 oldugu belirtilmistir. Bu ¢alisma
sonucunda; yapay sinir ag1 modelinin matematik modele gore daha kullanish oldugu
ortaya ¢ikmustir.

Ghobadian ve ark. (2008) yaptiklar1 ¢aligmalarda ise dizel motorlarin
performanslart ile kullanilmis yaglardan elde edilen biyodizel kullanan araglarin
egsoz emisyon analizinin yapay sinir ag1 kullanarak belirlenmesi ile ilgili yaptiklari

bir caligmadir. Yapay sinir ag1 yaklasimi cesitli termal sistemlerin performanslarini
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tahmin etmede kullanilmistir. yapay sinir agindaki sakli katmnlar ve noron sayisi
verilerin ne kadar karmasik oldugu ile dogru orantili bir sekilde belirlenmistir.
Caligma sonucunda olusturulan modelin R degeri 0,999 olarak belirtilmistir.

Dellana ve West’in (2008) yaptig1 bir calismada atiksu uygulamalarina lineer
ve lineer olmayan yaklasimlarla modelleme ¢alismalar1 yapmislardir. Bu ¢alismada
lineer olan ARIMA modeli ile lineer olmayan zaman geciktirmeli sinir ag1 modeli
kullanarak su kalitesi {izerine bir aragtirma yapmislardir.

Erdogan (2007)’1mn yaptig1 bir calismada “Uzaktan Algilama ve Cografi Bilgi
Sistemleri Yardimiya Habitat Modelleme: Akga Cilibit Populasyonu Ornegi”
calisiimis ve bu calismada ii¢ degisik modelleme yontemi, uzaktan algilama ve
Cografi Bilgi Sistemleri (CBS) yardimiyla kullanilmistir. Bu modeller: Yapay Sinir
Aglar1, Karar Agac1 ve Regresyon analizleridir. Bu yontemler 1996 ve 1999 yillar1
arasinda bir grup biyolog tarafindan Tuzla’da toplanmig verilere uygulanmistir. Bu
calismanin sonucunda ise karsilastirmalar sonucunda ise yapay sinir aglarinin en iyi
sonucu verdigi ortaya ¢ikmustir.

Cesmeci (2007), 20 adet 6rnekleme istasyonu kullanarak yaptigi calismada
Corum ilindeki tavuk ciftliklerinin atiklarinin yeralt: suyu kirliligine etkisi ve yapay
sinir ag1 ile modellenmesini ¢aligmistir. Bilinmesi gereken, nehre uzaklik, tavuk
sayist, ¢iftlik tipi, atik depolama sekli, kuyu derinligi ve giinliik atik miktar1 verilerini
kullanmistir. Sonrasinda mevsimsel degisimleri izleyebilmek i¢in degisik tarihlerde
her istasyondan 4’er adet kuyu suyu ornegi almis ve bu sularda amonyak, nitrit,
nitrat, fosfat, pH, iletkenlik, tuzluluk, toplam ¢6ziinmiis kati, bulaniklik, toplam
sertlik ve toplam koliform analizleri yapmistir. Tiim Orneklerde kirlilik faktori
koliforma rastlamistir. Cesmeci elde ettigi sonuglari ile yapay sinir ag1 modellemesi
yapmistir. Bu ¢alismada 60 6rnekle yapilan modellere olan dogrulugu 20 6rnek ile
test edilmis ve %100’e varan oranda dogrulugunu bulmustur. Ayrica bu bdlgede
analizi yapilmayan bir ¢iftlik i¢in ayn1 parametreleri girdigi zaman YSA ile toplam
koliform miktarmin yiiksek dogrulukla belirlenebildigini bulmustur.

Meng ve Lin (2007) yaptigi bir calismada Alkol ethoxylat m akuatik
ekotoksisitesinin  belirlenmesinde  geri  beslemeli yapay sinir agindan

faydalanmiglardir. Bu ¢alismanin amaci yapay sinir aglar1 ile alkol etoxylat in
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akuatik ekotoksisitesinin bir modelini yapmaktir. Bu calismada model 549 adet veri
grubu ile olusturulmus ve geri beslemeli yapay sinir ag1 kullanilmistir. Bu ¢alismada
8 parametre girdi degeri olarak kullanild1 ve ekotoksisite konsantrasyonu ise ¢ikti
degeri olarak kullanildi. Modelin sakli katmanindaki néron sayismin 1-10 arasinda
degismekte oldugu belirtilmistir.

Yetilmezsoy ve Demirel (2007) calismalarinda Antep fistig1 yapragindaki
kursun adsorblanmasini incelemislerdir ve bunun i¢in de yapay sinir aglarmi
kullanmislardir. Isletme parametreleri adsorban dozaji, kursun iyonu baslangic
konsantrasyonu, baslangic pH, isletme sicakligi ve reaksiyon siiresi olarak
maksimum kursun iyonu uzaklastirilmasinda kullanilmistir. Calisma 66 adet deney
setinden olusmaktadir. Calismanin igletme kosullar1 pH 5,5, adsorban dosaj1 1gr ve
30 ppm Pb(II) olarak belirtilmistir ve sicaklik ise 30 °C olarak belirtilmistir. Yapilan
testler ve deneyler sonucu sistemin kararli hale gelebilmesi i¢in 45 dk yeterli bir siire
olarak belirtilmistir. Model olusumunda geri yayilim kullanilmig ve transfer
fonksiyonu olarak tansig ve purelin transfer fonksiyonlar1 kullanilmistir. Bu ¢alisma
sonucunda R? degeri 0,936 olarak belirtilmistir.

Hong ve ark. (2007) vyaptiklar1 ¢alismada oOl¢iimlerdeki problemlerin
iistesinden gelme ve nutrient konsantrasyonunun belirlenmesinde yapay sinir aglari
ve yazilim sensOrlerini kullanmiglardir. Calismada model yapisini olustururken
anaerobik ve aerobik kosullardan faydalanmislardir. Calismada PO,>, NOs ve NH,"
konsantrasyonlari modelde ¢ikt1i parametresi olarak kullanilmistr  ve bu
parametrelerin Olgiilebilemsi i¢in girdi parametresi olarak ¢oziinmiis oksijen,
oksidasyon-rediiksiyon potansiyeli ve pH kullanilmistir. Calismadaki model
olusturulurken lineer olmayan sistemler i¢cin kullanilan yapay sinir ag1 modeli
secilmistir. Ozellikle geri yayilimli-geri beslemeli model kullanimmin lineer
olmayan sistemlerde daha uygun oldugu diisiiniilerek bu model kullanim1 se¢ilmistir.
Bu metodolojinin amaci ardisik kesikli reaktorlerdeki biyolojik nutrientlerin
uzaklastirilmasini saglamaktir.

Llorens ve ark. (2007) yaptiklar1 bir ¢alismada atiksu aritma tesisinin desarj
suyunun bir Akdeniz nehrine dokiilmesinde Kohonen yapay sinir aginin (KSOM) ve

kiitle balans modelinin kullanilmasiin degerlendirilmesi ¢alismalarinda basit bir
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model kiitle balans modeline dayandirilarak gelistirilmistir. Bu ¢alimada boylesi bir
modelin se¢ilmesisi nedeni eksik olan verilerin belirlenmesinde fayda saglamasidir.
Kohonen ag1 iki boyutlu, ¢ikdi degeri olarak nitelendirilen bir yapidan meydana
gelmektedir. Calismada NH', NO,, NOs, toplam fosfor ve biyokimyasal oksijen
ihtiyac1 (BOI) ¢ikt1 parametresi olarak kullanilmistir. Bu ¢alismada kullanilan yapay
sinir ag1 modelinin 6nemli bir etkisi degerlendirme ¢alismalarinda goriilmiistiir.

Aleboyeh ve ark. (2007) UV/H,O, kullanarak azo boyalarin1 giderme
isleminin tahmininde yapay sinir agmi kullanmiglardir. Girig parametresi olarak
cozelti pH 1 ve UV ye magruz kalma zamani verilmistir ve ¢ikis parametresi olarak
renk giderimi verilmistir. Geri beslemeli ¢ok katmanli yapay sinir ag1 bu ¢alismada
kullanilmistir. geri yayilim algoritmasi kullamlarak 114 set olusturulmustur. Ug
katmanli ve 8 norona sahip bir ag kullanildigi zaman optimum sonug¢ verdigi
belirtilmistir. Bu ¢alismanin sonucunda yapay sinir ag1 kolerasyon degeri olan R*
degeri 0,996 olarak belirtilmistir.

Arranz ve ark. (2007) yaptiklar1 bir ¢alismada yapay sinir aglar1 kullanilarak
fotosentetik olarak oksijene doymus biyodegradasyonun modellenmesi ¢alisilmistir.
Bu calismada; 151k, sicaklik, hidrolik bekletme zamani, kirlilik konsantrasyonu,
arttma verimi arasindaki kompleks iliskinin ¢6ziimlenmesi amaclanmistir. Girdi
degerleri olarak; 151k, hidrolik bekletme zamani, sicaklik ve kirlilik konsantrasyonu,
cikt1 degeri olarak bir deger (proses performansi) ve bir tane de ara tabaka i¢in deger
kullanilmstir.

Akin’m 2007 yilinda yaptig1 bir ¢aligmada™ Cukurova Deltast Kiy1 Alaninda
Arazi Ortiisii  Degisimlerinin  Belirlenmesinde ~Farkli  Uzaktan Algilama
Yontemlerinin Degerlendirilmesi” ni incelemistir ve bunun sonucunda ise Cukurova
Deltasi’nda arazi Ortiisii de8isimlerini tespit etmek i¢in goriintii ¢ikarma, gorintii
oranlama, goriintli regresyonu, vektor degisim analizi olmak {izere 4 farkl degisim
analizi yontemi karsilastirilmis ve alan i¢in en uygun ydntem belirlenmeye
calisilmistir. Yapilan dogruluk analizi sonucunda alan i¢in en uygun olan yontemin
vektor degisim analizi oldugu sonucuna varilmistir.

Cobaner ve ark. (2006) akarsularda kat1 madde miktarinin yapay sinir aglari

kullanilarak tahmini iizerinde yaptiklari ¢alismada YSA modelinin nehir akimlar ile
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sediment konsantrasyonlar1 arasindaki iliskiyi modelleme yetenegini aragtirmiglardir.
Bu ¢alismanin sonucunda YSA modelinin, Sediment konsantrasyonunu tahmin
etmede anahtar egrisi ve CDR’a (coklu dogrusal regresyon) gore daha iyi bir
performans gosterdigini bulmuslardir. Anahtar egrisinin ve CDFR yaklagimlarinin
YSA’ya gore oOzellikle pik sediment degerleri i¢cin ¢ok kotii tahminler verdigini
bulmuslardir. YSA modellerinin yaptiklar1 ¢alisma disindaki istasyonlara
uygulanmasmin daha sonra da regresyon teknikleri ile karsilastirilmasinin elde edilen
sonuglarin desteklenmesi agisindan 6nemli oldugunu belirtmislerdir. Bu bulgu ile
beraber zamanla degisen bir¢ok parametreye bagl olan sediment konsantrasyonunun
formiillerle ifade edilmesinin oldukca gii¢ olmasi ve YSA’nin belirli bir problemi
¢ozmek i¢in fazla bir bilgiye ihtiyag duymadan 6rnekleri kullanarak sonuca vardigi
icin su yapilarinin tasariminda sediment konsantrasyonunun tahmininde YSA
modellerinin kolaylikla kullanilabilecegini belirtmislerdir. Bu ¢aligmanin sonucunda
R? degerinin 0,878 oldugunu, ¢oklu dogrusal regresyon icin ise R* degerinin
0,8530ldugunu belirtmislerdir.

Ozkan ve ark. (2006) nehirlerdeki ¢dziinmiis oksijen konsantrasyonunun
degisiminin modellenmesinde yapay sinir aglarina dayanan yeni bir metot
calismiglardir. Bu calismada genisletilmis delta-bar-delta ile geri yayilim 6grenme
algoritmalar1 bu aglar1 egitmede kullanmilmistir. Calismalarinda YSA yapisini
olusturmada 5 farkli veri yapist ve 2 farkl transfer fonksiyonu test etmislerdir. Bu
calismanm sonucunda, calismada kullanilan néro modeller basit bir yapiya sahip,
yiiksek hesaplama hizi olan modeller olup basarili sonuglar verdigi bulunmustur.

Ra’duly ve ark. (2006) yaptiklar1 bir ¢alismada ise atiksu artima tesisi
performansinin incelenmesinde yapay sinir aglar1 kullanilmiglardir. Calismada
geriyayllim algoritmasma sahip geri beslemeli yapay sinir ag1 modelini
kullanmiglardir. Bu modeli kullanmalarmin nedeni ise lineer olmaya sistemlerde
geribeslemeli modelin daha uygun oldugudur. Model olusumunda giris parametresi
olarak toplam kimyasal oksijen ihtiyaci, toplam kati madde, Snus, biyokimyasal
oksijen ihtiyaci, toplam azot ve toplam kheldal azotu parametrelerini kullanmiglardir.
Bu calismanin sonucunda ise; yapay sinir aglarinin atiksu aritma tesisi

performansinin belirlenmesinde uygunluk gosterdigini ortaya ¢ikarmislardir.
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Aber ve ark. (2006) yaptiklar1 baska bir ¢alismada ise sulu ¢ozeltiden asit
orange 7 maddesinin toz aktif karbon ile uzaklastirilmas: ve deneysel sonucglarin
yapay sinir ag1 ile modellenmesini ¢alismiglardir. Bu calismada asit orange 7 giris
konsantrasyonu 150- 350 ppm arasinda degigsmketedir ve pH degerleri ise sirasi ile
2.8, 5.8, 8.0 ve 10.5 olarak belirtilmistir. Calismanin modelleme asamasinda 3
katmanli geri yayilim- geri beslemeli yapay sinir agt kullamilmistir. model
olusturulurken toplam 219 veri grubu kullanilmistir. bunlarda 146 tanesi egitmede 73
tanesi ise test asamasinda kullanimligtir. Langmuir ve Freundlich esitliklerinin ve
yapay sinir agmin R* degerleri kiyaslandiginda en iyi sonucu 0,9988 ile Freundlich
esitligninin verdigini belirtmislerdir.

Mjalli ve ark. (2006) yaptiklar1 bir ¢alismada ise atiksu aritma tesisinin
performansinin onceden tahmin edilmesinde yapay sinir aglarmin BLACK-BOX
modeli kullanilmistir. Bu model lineer olmayan bio-organik bilesiklerden dolay1 ¢ok
karmagik bir yapiya sahiptir. Calismada 1 yilda toplanan veriler kullanilmistir. Bu
calismada; girdi degerleri olarak biyolojik oksijen ihtiyaci, kimyasal oksijen ihtiyaci,
toplam kati madde verilmektedir. Calismada 12 farkli model olusturulmustur.
Olusturulan modeller igerisinde en iyi model performansini veren model KOI giris ve
TKM ¢ikik parametresi ile R* degeri 0,987 olan modeldir.

Machon ve ark. (2006) yaptiklar1 calismada ise; 1yi bilinen Monod veya
Haldane kinetik modellerinin kirleticiler arasindaki inhibisyon fenomeninden dolay1
kullanigli olmamasi nedeni ile bu c¢aligmada geri beslemeli yapay sinir ag1
kullanilmistir. Calismada amonyum, tiyociyanat, fenol ve diger organik bilesikleri
iceren komiir atiksuyunun biyolojik olarak aritilabilllirligi ¢calisilmistir. Bu sinir ag1
diger modellere gore daha iy1 bir sonu¢ vermistir.

Pai ve ark. (2006) yaptiklar1 baska bir caligmada ise grey model ve yapay
sinir aglarmi kullanarak hastane atiksu aritma tesisindeki giris kati1 madde ve
kimyasal oksijen ihtiyacinin belirlenmesinde kullanmiglardir. Genel olarak cok
katmanli sinir ag1 modelinin kullanilmasindan dolay1 bu ¢aligmada da ¢ok katmanli
yapay sinir ag1 modeli kullanilmistir. girdi parametresi olarak giris pH 1, askida kat1
madde, sicaklik ve kimyasal oksijen ihtiyac1 (KOI) kullanilmistir. Cikt1 parametresi

olarak ise askida kat1 madde ve KOI almmustr.
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Satir (2006), yaptig1 bir calismada ise “Uygun Bulanik (Fuzzy) Siniflama
Yontemleri Ile Aladag Orneginde Arazi Ortiisiiniin Siniflandirilmas1” arastirilmustir.
Bu calismada; bulanik smiflama tekniklerinden dogrusal karistm modeli ve yapay
sinir aglar1 yontemleri kullanilarak, Yukar1 Seyhan Havzasi igerisindeki Aladaglar ve
cevresinde yer alan arazinin, Agustos 2003 tarihli Envisat MERIS ve Landsat ETM
uydu goriintiileri yardimiyla smniflanmasi amaglanmistir. Bunun sonucunda ise;
Yapay sinir aglar1 ve dogrusal karistm modeli bulanik smiflama yOntemiyle
gortintiiler smiflanmistir. Ayrica bulanik smiflamanin, belirgin siniflamalara gore
daha yiiksek dogrulukla sonug¢ verdigi karsilastirmali olarak ortaya konmustur. Genel
siniflamalar sonrasinda ortaya ¢ikan dogruluk oranlart DKM %382, YSA %81 ve
belirgin YSA %57 olarak belirlenmistir. Bulanik goriintii siniflamasi belirgin
siniflamalardan daha yiiksek dogrulukla sonu¢ vermistir. Karisimin yiiksek oldugu
piksellerde  YSA’nin DKM’den daha etkin oldugu ve dogru sonug iirettigi
goriilmiistiir.

Alp ve Cigizoglu (2005)’nun yaptiklar1 bir ¢alismada ¢dzlinmiis sediment
yiiklemelerinin hidrometeorolojik veriler kullanarak iki farkli sinir agi ile simule
edilmesinin arastirmiglardir. Bu ¢alismanin sonucunda; geri beslemeli sinir ag1 ve
radyal tabanli sinir aginin sonuglarini kiyaslamiglardir. Geri beslemeli sinir agimin R’
degeri 0,897 ve radyal tabanli sinir agmin R degeri ise 0,921 olarak belirtilmistir.
Buradan yola ¢ikarak radyal tabanli sinir agi ile yapilan calismadan daha iyi sonug
alindig1 belirtilmistir. Yapay sinir aglarmin ¢oziinmiis sedimentlerini simule etmede
onemli bir yeri oldugunu ve problemleri ¢ozmede etkili bir yol olabilecegi de
sonuclar arasindadir.

Firat ve Giingér (2004) yaptiklar1 caligmada akarsular tarafindan tasinan
askida kat1 madde (AKM) miktarini, ileri beslemeli yapay sinir aglar1 kullanarak
belirlemeye ¢aligsmislardir. Akarsularin tagimis oldugu AKM miktar1 akarsuyun taban
egimine, topografyasina, akarsuyun debisine, bolgenin iklim sartlarina ve zamana
bagli olarak degismektedir. Ayrica akarsu iizerine insa edilen yapilarin da akarsuyun
kat1 madde miktarma etkisinin oldugu bilinmektedir. Bundan dolay1 da akarsuda
tasinan kati1 madde miktarmin bilinmesinin biiyilk 6nem tasidigi ¢ok agiktir. Bu

calismada boylesi bir AKM miktarinin zamanla degisen ¢ok sayida parametreye
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bagl oldugu ve bunun formiile edilmesinin oldukc¢a giic oldugu ifade edilmistir.
Yapilan bu c¢alismada sadece akarsu debisi goz Oniine almarak aski maddesi
konsantrasyonu ve AKM miktar1 yapay sinir aglar1 ile hesaplanmis ve kullanilan veri
gruplar1 arasinda oldukga fazla farklar olmasina ragmen iyi sonuglarin elde edildigini
belirlemislerdir.

Maier ve Dandy (1999)’nin yapmis oldugu baska bir calismada ise su
kaynaklarmin uygunlugunun yapay sinir aglar1 ile Onceden belirlenmesinde
modellemede ¢ikan sorunlar ve uygulamalar arastirimistir. Bu ¢calismada geriyayilim
algoritmas1 geri beslemeli sinir aglar1 kullanilmigtir. Ayrica farkli modeller
olusturulmus ve birbirleri ile kiyaslamalar yapilmistir. Bu c¢alismada modelin
olusturulma  asamasmnin  baglangicindan  itibaren model  performansinin
belirlenmesinde hangi kriterlerin ne derecede agirliga sahip oldugunun bilinmesinin
onemli bir yeri oldugu belirtilmektedir. Bu ¢alismada model olusumlarmin
tanimlanmasinin  ayif oldugu belirtilmistir. Fakat bu durumun modellerin
calismasinda herhangi bir probleme neden olmadig1 gézlenmektedir. Burdana yola
cikarak bu calismada yapilan arastrmalar neticesinde yapay sinir aglarinin su
kaynaklarmin uygunlugunun belirlenmesinde 6nemli bir adim oldugu belirtilmistir.

Acikalin ve ark. (2010) atiksu aritma tesisi kirlilik parametrelerinden
biyolojik oksijen ihtiyact (BOI), kimyasal oksijen ihtiyaci (KOI) ve askida kati
madde (AKM) c¢ikis degerlerini tahmin etmek i¢in yapay sinir aglarmi
kullanmiglardir. Bu ¢aligmada kullanilan veriler atiksu sicakligi, pH, ortalama debi,
KOI, BOI ve AKM parametrelerinden olusmustur. Bu ¢alismada ¢ok katmanl
algilayict kullanilmistir. Bunun amaci da agm verilen degerlere gore tahminde
bulunmak durumunda olmasidir. Calismanin sonucunda aritma verimine etki eden
parametrelerin bilinmesi ile daha fazla deneysel calisma yapmadan, egitilmis ve test
edilmis YSA analizini kullanarak yeni teorik ¢ikt1 ve verim degerleri
iiretilebilmektedir. Yine veriler kullanarak olusturulan modellerden ¢ok katmanli
algilayict modelin gercek verilere olduk¢a iyi bir sonugla uyum sagladigini
bulmuglardir. Bu calisma sonucunda R? degerini 0,845 bulmuslardir (Erigim tarihi 21

Haziran 2010).
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4. MATERYAL VE METOD

KOI’nin tespiti igin kullanilabilecek farkli model yaklasimlar: kurulumu zor,
uzun zaman alan ve konu hakkinda bilgi ve tecriibe gerektiren ¢oziimlerdir.

Yiizeyalt1 akish yapay sulak alanlarla yapilan ¢alismadan elde edilen veriler
istatistiki analizler ve normalizasyon gibi islemlerden gegirilerek YSA model
calismalarinda kulanilabilecek hale getirilmesini takriben en yiiksek kolerasyon ve en
diisiik hata verilerinin elde edilecegi model ¢alismalar1 siirdiiriilmiistiir. Bu amacla en
basit model anlayisindan baslanarak model peformansini arttirmasi diisiiniilen daha
karmasik model uygulamalar1 {izerinde durulmustur. YSA ¢alismalarii bu nedenle
iki farkli boliimde incelemek miimkiindiir. Bu boliimlerden ilki, YSA kavraminin
detaylariyla arastirildigi, farkli degiskenlerin model performansi iizerindeki etkisinin
incelendigi ve daha basarili model yapilar1 elde etmek i¢in izlenmesi gereken
stratejilerin belirlendigi asamadir. Ikinci asama ise, ilk boliimde elde edilen bu
tecriibelerden yararlanarak basarili bir model yapist olusturmak amaciyla sistematik
bir yapmin kuruldugu ve bu yapidan elde edilen sonuglarin degerlendirildigi
boliimdir. YSA c¢aligmalarmin ilk bdliimiinde, model yapist ile ilgili tiim
degiskenlerin olas1 kombinasyonlar1 denenmistir. Basarili bir model yapisinin
gerceklestirilebilmesi amaciyla model kurulumunda bulunan tiim bu parametrelerin
optimum kombinasyonunun bulunmasi gerekmektedir. Bu durum da ¢ok fazla sayida
model c¢alismasmnin yapilmasini zorunlu hale getirmektedir. Modelde giris
parametresi olarak kullanilacak olan degiskenlerin tespit edilmesinin ardindan sakli
katman sayis1 ve her bir katmanda kullanilacak noron sayist belirlenmistir. Model
alternatiflerinin smama verisine karsi verdigi tepki, asir1 Ogrenmenin
engellenebilmesi amaciyla siirekli takip edilerek farkli cevrim sayilar1 denenmistir.
Son olarak, kalip dosyalarinin ayn1 sirayla modele sunulmasi sonucunda rastlantisal
model performanslari elde edilmesinin oniine gegmek amaciyla kalip dosyalar1 bazi
model caligmalar1 sirasinda karisik swa ile de modele verilmistir. Tim bu
kombinasyonlar tamami ile uygulandiginda oldukca biiyiik sayida model

alternatifinin denenmesi gerekmektedir.
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4.1. Materyal

Calismada verilerin alindig1 model, ylizeyalt: akish yapay sulak alan olarak
tanimlanmaktadir. Verilerin alindig1 model; yagisi, terleme ve buharlasmayi, hidrolik
durumlar i¢in por Ozelliklerini ve giris akimini, substratin hareketi ve dagilimini,
biyomasi, subsrattan faydalanma, biyofilmdeki biiylime ve biyolojik reaksiyonlar
icin s1v1 hacmini igermektedir.

Verilerin alindigi modeldeki biyofilm dinamikleri ve katilarin ¢okmesi
yumaklastirma prosesi ile belirlenmistir. Yapilan ¢alismanin matematik modeli
MATLAB kullanilarak yapilmistir. Modelin uygulanabilirligi bitkisel 6lgekli bir
sisteme dayanmaktadir. Bu sistemde KOI tahmini, kat1 ve biyomas giderimi, kat1
depozisyonu ve biyolojik yumaklasma 5 yil boyunca incelenmistir (Marahatta,
2004). Modeldeki ¢ikis KOI analizleri, biyomas ve toplam kati miktar1 siras1 ile
0,098- 0,007 ve 0,102 kg/ m’ hata payyla dl¢iilmiistiir(Marahatta,2004). Akim hizi
genellikle simiilasyon periyodunun iizerinde bulunmus ve bu degerler de 0,93 den
2,9 m/giin olarak verilerin alindig1 calismada belirlenmistir (Marahatta,2004).
Verilerin alindigi modelde biyofilm kalinlig1 dinamik olarak 8um ve 211 pum
arasinda degigmis ve hidrolik iletkenlik de %85 azalma gormiislerdir. Yatak egimi
kat1 depozisyonu yiliziinden 0,04 m artmis ve porozite, biyolojik yumaklasma
yiiziinden 0,26’dan 0,16’ya kadar diismiistiir. Model ¢alismasinda KOlgiris, KOl s,
Toplam Katigiris, Toplam Kati Maddegi,s, Ugucu Askida Kati Maddegiis, Ugucu
Askida Kat1 Madde,s ve Sicaklik parametreleri kullanilmugtir.

4.1.1. Marahatta (2004)’nin Cahsmasi

4.1.1.1. Sistemin Fiziksel Tasarimi

Yiizeyalt1 akisli yapay sulak alan sistemi Nebraska’da bir c¢iftlik i¢in
kurulmugtur. Sistemin aritma performansi, septik tank girisini ve sicaklik
davranislarmi icermektedir. Sistem 14 m uzunlugunda ve 4 m genisligindedir. 0,75 m

olan derinligin aritma kismi i¢in 0,65 lik bir derinligi kullanilmaktadir. Diizenegin
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duvar kalinlig1 0,45 mm PVC den olugsmaktadir. diizenegin i¢ malzemesinin en alt
katmanini (0,5 m) kiiciik cakil taslar1 ve ondan sonraki katmani ise (0,15 m) kiigiik
cakil taslar1 ve mucur icermektedir. Glunz (1998) yaptig1 ¢aligmada en etkili ¢apin
mucur ve kiigiik cakil taglari i¢in sirasiyla 1,5 mm ve 5 mm oldugunu belirtmistir.
Bununla birlikte zemini kiiciik ¢akil tagindan olusan yiizeyalt1 akish yapay sulak
alanlarin igletme derinliginin 0,45 cm olmasi yeterlidir. Bu ¢alismada kullanilan
malzeme ¢ap1 5 mmolarak almmaistir. Yatak egimi 0 ile 0,005 arasindadir ve ortalama
egim 0,0025 olarak belirtilmistir. Sistem 1998 yilindan 2003 yilinin ortalarina kadar

isletilmigtir. Sistemin dizayn parametreleri ¢izelge 4.1°de verilmistir.

Fosseptik Sucul
Atksu Bitki

Su Dagitim Aritilmis su

Sistemi / Toplama
Organik Sistemi
Auk

Sekil 4.1. Genel bir sulak alanin elementleri

Cizelge 4.1. Sistemin dizayn parametreleri (Marahatta,2004)

Dizayn kapasitesi 2,27 mr’/ giin
Aritma hiicre boyutlar1 4m * 14m
En- boy oran 3,5:1

Ortam derinligi, m 0,65 m
Hidrolik ytikleme orani 4,1 cm/giin
Hidrolik bekletme zamani 6 giin

Yiizeyalt1 akislt yapay sulak alan sisteminde iki ¢esit su bitkisi kullanilmistir
sistemin giris kismi1 yarisina kadar su kamis1 (7ypha spp.) ile ve sonraki kisim ise

genel olarak bulunan sazliklarla (Phragmites spp.) kaplanmistir. Bitki yogunlugu
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metrekareye lic sukamis1 ve metrekareye 10 sazlik olacak bigimde yerlestirilmistir.

Sistemdeki sicaklik 6l¢iimleri 48 farkli noktadan yapilmistir.

4.1.1.2. Veri toplama calismasi

Sistemin isletilmeye allnmasindan iki ay sonra KOI, BOI, toplam KOI, kat1 madde,

nitrat, amonyak, fosfor konsantrasyonlar1 haftada iki kere Olciilmeye baslanmistir.

Calismada ayrica bu parametreler oOlgiiliirken ¢6ziinmiis oksijen, pH, sicaklik

parametreleri de Olgiilmiistiir. Parametreler standart metodlara uygun olarak

Olciilmiistiir ve bu asagidaki tabloda belirtilmektedir.

Cizelge 4.2. Kullanilan standart test metodlari(Marahatta, 2004)

Parametre Analitik metod Referans
KBOIS Standart Yontem (5210B) Standart Yontemler
(5210B)1998
KOI EPA ya uyumlu olarak Accu-Test | USEPA, 1979
metodu 410.4
Katilar Gravimetrik metod (2540) Standart Yontemler
(2540)1998
NO3-N Spektrofotometreyle kadmiyum | Standart Yontemler
rediiksiyon metodu (5210D) (4500D)1998
NH4-N Akim enjeksiyon analizoriiyle fenolat | Standart Yontemler
metodu (5210B) (4500F)1998
Toplam fosfor | Spektrofotometreyle  absorbik  asit | USEPA, 1979
metodu (EPA Method 365.3)
PO4 Spektrofotometreyle  absorbik  asit | USEPA, 1979
metodu (EPA Method 365.3)
Sicaklik Standart sicaklik probu
pH Standart pH probu
Cozlinmiis Standart CO probu
oksijen
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4.1.1.3. Atiksu karakterizasyonu

Cizelge 4.3. Septik tank ¢ikisi reaktor girisi atiksu karakteristikleri(Marahatta, 2004)

Parametre Septik ¢ikisi (reaktor Evsel atiksu
girisi) siniflandirmasi
(Metcalf ve Eddy,
1995)
Min. | Maks. Ort. | Min. | Maks. | Ort.

BOIs. mg/L 114 343 197 110 | 400 220
KOI, mg/L 131 798 326 250 | 1000 | 500
TAKM, mg/L 238 1594 665 100 | 350 220
AKM, mg/L 24 838 129 20 75 55
UAKM, mg/L 14 424 68 80 275 165
Amonyak  azotu, | 7 37 18 12 50 25
mg/L
Nitrat azotu, mg/L. | 0,01 0,6 0,25 0 0 0
Toplam fosfor, | 5,8 15 8,9 4 15 8
mg/L
Organik PO4, mg/L | 0,9 10,3 4,6 1 5 3
pH 5,4 7,7 6,9
Sicaklik, "C 9 30 19,7
Coziinmis oksijen, | 0,0 2,9 0.4
mg/L
Koliform, 2%¥10° | 1,3*107 | 3,3*10° [ 10°- [ 107- | 10'-
MPN/100 ml 10 |10’ 10°

Burada ifade edilen min., maks. ve ort. degerler, 1998- 2003 yillar1 arasinda
temin edilen tiim veriler i¢in hesaplanmistir. Modelleme ¢alismasinda egitme verisi

icin 68 test verisi i¢in 30 adet veri kullanilmistir.

4.1.1.4. Modelleme ¢caliymasi

Marahatta (2004)’nin yaptig1 ¢alismada model olusturmak icin MATLAB
modelleme programi kullanilmistir. Model olusturulurken dosyalar m-files bicimine
dontstiiriilmistiir. Bu tlir dosyalarin iki farkli bi¢cimi vardir. Bunlardan birincisi
komut dosyasidir. Ikincisi ise fonksiyon dosyalaridir. Komut dosyalarmmn gorevi
giris ve ¢ikig parametrelerindeki ¢esitliligi saglamak ve model olusurken hesaplama

performansii belirlemektir ve diger fonksiyon dosyalarini olusturmaktir. Model
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kodlarinin, sistemin fiziksel agiklamasmi bir metin dosyasindan aldig1 ve bu metin
dosyasinin baglantilar1 sayesinde sistemi ¢esitli isimlere doniistiirerek modelde
kullandig1 belirtilmistir. Kodlama sistemi reaktoriin uzunlugunu, genisligini, yatak
egimini, ortamin etkin olan kismini, ¢ikista 6nceden tanimlanan sinir1 okumasi igin
ayarlanmistir. Modelde KOigiris, KOlcikis, TKMgiris, TKMg¢ikis, UAKMgiris,
UAKMgikis, yiizeyalt1 su sicakligi, terleme, buharlasma, giris akim orani
kullanilmistir. Kodlama 26 farkli ¢ikt1 dosyas: icermistir ve bu dosyalarin hidrolik
iletkenlik, porozite, konsantrasyonlar, biyofilm kalnligi, kat1 depozisyonunun
derinligini ve ¢ikis konsantrasyonlarindaki mutlak hatay1 kapsadigi belirtilmistir.
Model olusturulurken sistemin fonksiyon dosyasi ile olusturuldugu ve komut dosyasi

ile tamamen tamamlandig belirtilmistir.

4.1.2. Yeni Modelleme Yaklasimi (Mevcut Model)

Marahatta (2004)’nin ¢alismasinda izlenen modelleme yaklagimina karsilik
bu calismada bir ANN modeli gelistirilmis ve her iki ¢alismanin sonuclar1 ¢oklu

dogrusal regresyon (MLR) sonuglar1 ile karsilastirilmastir.

4.2. Metod

4.2.1. YSA Model Calismalan

Maier ve Dandy (2000), YSA model olusumunda baz1 6nemli basamaklar
belirlemistir ve bu basamaklar1 asagidaki gibi vermislerdir:
e Veri On-isleme
e Yeterli ve gerekli model girdilerinin belirlenmesi
e Uygun model yapisi
e [Egitim ve stnama
Bu tez c¢aligmast da yukarida verilen basamaklar dikkate alinarak
gerceklestirilmistir. Uzun incelemeler sonucunda uygun olmayan verilerin gruptan

cikarilmasi ile elde edilen yeni bir veri grubu olusturularak daha sonra modelde
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kullanilacak olan veri grubu olusturulmustur. Fazla sayida degisken elimizde oldugu
icin uygun kombinasyonun arandig1 birden fazla model ¢alismas1 gergeklestirilmistir
ve elde edilen model sonuglar1 incelenerek bu veri grubu iizerinde en uygun modelin
olusturulmas1 amaglanmistir. Model kurulumunda takip edilen tiim basamaklar

ayrintili bir sekilde asagida tartigilmastir.

4.2.2. Veri Analizi

Model c¢alismasinda kullanilacak olan verilerin uygunlugu modelin
olusturulmasinda ¢ok 6nemli bir rol oynamaktadir. Bu nedenden dolay1 bir model
calismasinda datalarin, modelde kullanilmasindan 6nce uygunluklarinin test edilmesi
cok Onemlidir. Model olusturulurken kullanilan verilerin istatistiksel olarak
degerlendirilmeleri yapilmis ve modelde kullanilacak verilerin belirlenmesine
calisilmistir ve bunun sonucunda model olusuturulmasinda uygun olmayan datalar,
veri setinden cikartilmustir. Ik etapta mevcut bulunan veriler, icerisinde bulunan,
uygun olmayan degerlerin belirlenmesi amaci ile analiz edilmistir. Uygun olmayan
verilerin belirlenmesi dahilinde o verilerin tamami gruptan ¢ikartilmistir. Yapilan bu
islem sonucu c¢ikarilan verilerin modellemede kullanilip kullanilmayacagina karar
vermek i¢in tiim veriler birbirleri ile kiyaslanmistir. Cikarilan verilerin modelde
kullanilmama nedeni ise sistemde ¢ok u¢ sonuglar vermis olmalaridir. Bu verilerin
cikarilmast durumunda sistem performansinda degisiklikler olabilecegi ihtimali de

g0z oniinde bulundurulmustur.

4.2.3. Veri On Cahismasi

Kullanlan veri grubuna model kurulumundan once farkli 6n caligmalar
uygulanmistir. Maier and Dandy (2000) parametreler arasinda bulunan iliskilerin
belirlenmesi amaciyla, zamana bagli olarak ¢izilen grafiklerin kullanilmasinin uygun
oldugunu soylemektedirler. Bu durumda kullanilacak olan veri gurubunun
parametreleri aras1 korelasyon degerleri hesaplanmistir ve 6zellikle bu caligmada

hedef grubu olarak secgilen KOI ¢ikis suyu degeri anlamlilik seviyesinin diger
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parametreler olan giris suyu sicaklik, KOI ve UAKM cinsinden olusan organik
yiiklemeler ile arasida bir bag oldugu gdzlemlenmistir ve gene bilindigi {izere KOI
cikis degeri belirleyici parametre olarak kullanilmaktadir. Veri 6n calismasinin bu
noktadaki gayesi, degisken durumdaki parametrelerin genel davranigini ve dagilimimni
daha 1y1 gormek ve varsa hatali ya da beklenenden farkli 6zellikler tasiyan verilerin
bulundugu veri setindeki degerlere, model ¢alismas1 oncesi miidahale edebilmektir.
Veri grubu analizinde uygulanan bir diger islem ise normalizasyon islemidir.
Normalizasyon ise biitlin degisken verilerin degerlerinin biiyiikliiklerine bakmadan
model egitme asamasi lizerinde bu verilerin esit etkiye sahip olmasini saglayan bir
islemdir (Maier and Dandy, 2000). Nodlarda gerceklesen ve nodlarda tanimli transfer
fonksiyonlar1 ile belirlenen islemler basit aritmetik islemlerdir. Her bir nodun ¢iktisi
olarak elde edilen ve model yapisinda bir sonraki katmanda bulunan nodlarin giris
degeri olarak kullanilan bu islemler basit aritmetik hesaplar sonucunda elde
edilmistir. Parametrelerin model {iistiindeki etkileri ancak model egitimi sonucunda
elde edilen nodlar aras1 baglant1 degerleriyle belirlenmektedir. Normalizasyon araligi
nodlarda kullanilan transfer fonksiyonlarma gére belirlenmelidir. Ornegin, “logistic”
fonksiyonunun ¢ikt1 araliginin [0,1] olmasindan dolay1 veriler bu araliga normalize
edilmektedir (Maier and Dandy, 2000). “tanh” transfer fonksiyonu ise [-1,1] araligin1
desteklemektedir.

4.2.4. Model Girdilerinin Belirlenmesi

YSA model calismasinda, model yapist ile ilgili iki temel soruya yanit
bulunmas1 gerekmektedir:

1) Modelde giris parametresi olarak kullanilacak ilgili veriler nelerdir?

i1) Sakl1 katmanin boyutlar1 ne olmalidir? (Boger ve Weber, 2000)

Model olusturmada kullanilan parametrelerin se¢iminde ilk kriter ¢ikis suyu
KOI degerinin diger isletme parametreleri ile olan iliskisine bakilmistir. Bu amagla
eldeki tiim giris atiksu degiskenleri kullanilmis ve uygun parametreler secilmistir.
Ilgisiz olabilecek verilerin kullanimi, modeldeki Ogrenmeyi zorlastirarak hata

fonksiyonunu arttirmaktadir. Bu ylizden yanlis sonuc diisiik model performasina
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neden olmaktadir. Benzer sonuglar veren daha basit modellerle ¢alismak karmasik
modellere gore daha kolaydir. Bunun yaninda, model hedefine gore ilgisiz verilerin
kullanilmasi, girdi-¢ikt1 iliskisini kurmaya c¢alisan sistemin gereksiz ve kullanilamaz
iliskiler kurmasina neden olacaktir. Bu yiizden, eldeki veri setinden ¢ikarilabilecek
bilgilerle, herhangi bir bilgi kayb1 olmaksizin, amaclanan hedefe en kiiciik yapiyla
ulagmak model giris parametrelerinin belirlenmesinde birincil etkendir (Bowden ve
dig., 2005a) Maier ve Dandy (2000), kiiciik model yapilarmin avantajlarin1 ve
dezavantajlarin1 asagidaki gibi 6zetlemistir:
Avantajlar:

e Daha iyi genelleme becerisi (Castellano ve dig., 1997)

e Dabha kii¢iik depolama ve ¢aligma alan1 gereksinimleri,

e Daha hizli sonug elde etme,

e Kullannmmm daha kolay ve ekonomik olmasi (donanim iizerine

uygulanmasi) (Bebis ve Georgiopoulos, 1994),

e Kural ¢ikariminin daha kolay yapilabilmesidir (Towell ve dig., 1991).
Dezavantajlar:
e Hata yiizeyinin daha karmasik ve yerel minima sayisinin daha fazla olmasi,
e Evrensel minimaya ulasmak icin daha fazla sayida agirlik gilincellemesinin
gerekmesidir.

Maier ve Dandy (2000), en basit ag yapisindan baglanarak teker teker giris
parametrelerinin denendigi, eklenmesi model performansina ekstra bir iyilesme
katmayan parametrelerin devre dist birakildigi bir yontem Onermektedir. Ancak
Masters (1993), tek basma bir etkisi olmadigi halde toplu olarak model
performansina etki edebilecek parametreler olabilecegini belirtmektedir. Bowden ve
dig. (2005a), yontemi tersinden isletmenin de miimkiin oldugunu sdylemektedir.
Miimkiin olan en biiyiik ag yapis1 ile baglanarak model performansi iizerinde etkisiz
olan elemanlar veri setinden ¢ikarilmaktadir. Sakli katman ve katmanlarda bulunacak
noron sayisinin  belirlenmesi giris katmaninda bulunacak ndron sayisinin
belirlenmesinden uzun zaman alan ve daha zor bir islemdir. Tek sakli katmanh aglar
herhangi bir fonksiyonu tanimlayabilmek i¢cin genellikle yeterli olmaktadir (Héack ve

Kohne, 1996). Ancak, bazi karisik problemler i¢in iki sakli katman uygulamalar1 da
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basarili sonuglar vermistir. Ancak yine de her problem i¢in optimum ag yapisinin
arastirilmas1 gerekmektedir (Maier ve Dandy, 2000). Sakli katmandaki noéron
sayisimin fazlaligi ise asir1 egitim (over-fitting) tehlikesine yol agmaktadir (Boger ve
Weber, 2000). Sakli katman noron sayis1 ne kadar fazla olur ise model yapisindaki
toplam baglant1 sayis1 da o kadar fazla olacaktir. Temel bir kural olarak egitimde
kullanilan kalip sayismnin toplam baglanti1 sayisindan daha fazla olmasi
gerekmektedir (Rogers ve Dowla, 1994). Agda bulunan giris ve ¢ikis noronlari
modelin giris ve ¢ikis degiskenleri ile tanimli oldugundan, bu kriter sakli katman
sayisi ve katmanlarda bulunabilecek ndron sayisi hakkinda yardimci olmaktadir.
Bazi caligmalarda bu oranin 2’ye 1 (Masters, 1993) ve hatta 10’a 1 olmas1 (Weigend
ve dig., 1990) onerilmistir. Amari ve dig. (1997) ise bu oranin 30 oldugu durumlarda

asir1 6grenmenin olmadigimi 6ne siirmektedir. Tiim bu Oneriler hala tartigilmaktadir.

4.2.5. Egitim ve Sinama

Yapay sinir aglarinda model olustururken temel ama¢ hata paymi en aza
indirmektir. Buna ragmen hata paymin en diisik oldugu deger modelin basarili
calstig1 anlamina gelmemektedir. Bir agin basarili oldugunu kabul etmek i¢in o agin
genelleme yetenegine dikkat etmek gerekmektedir. Bir yapay sinir ag1 modelinin
genelleme yetenegi ise, egitim veri grubu biyiikligiiniin, baglant1 (link) sayisina
oraninin bir fonksiyonudur. Bu oranin diisiik olmasi halinde ise devam ettirilen
egitme islemi genelleme yeteneginin ya hi¢ olusmamasma ya da kaybedilmesine
neden olacaktir. Veri setinde uygun olmayan veri bulunmasi durumunda modelin
genelleme yetenegi daha da kotiilesecektir (Maier ve Dandy, 2000). Uygun olmayan
veri grubu, herhangi bir kaynaktan elde edilen bilgiyi bozan, 6zelligini kaybettiren ya
da olumsuzlastiran etken olarak tanimlanabilir. Veri gurubuna dayali tim
sistemlerde, sistemden elde edilen veri ya da bilgiler telekomiinikasyon alaninda
oldugu gibi bir sisteme benzetecek olursak sistemden elde edilen sinyaller olarak
degerlendirilebilir. Bu sistemlerden gelen sinyaldeki rastlantisal degisiklikler de
uygun olmayan veri tanimina girmektedir. Uygun olmayan data, bilinen ya da tahmin

edilemeyen (aciklanamayan) kaynaklardan gelebilir. Aritma tesislerinden elde edilen
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verilerde, Ol¢iim yapilan herhangi bir sistemde rastlanabilecek uygunsuzluk
kaynaklarmin (6l¢iim cihazlarindan kaynaklanan belirsizlikler “uncertainity”, deney
hatalari, Ol¢lim hatalari, vb.) yani swa aritma tesislerinin dinamik yapisindan
kaynaklanan uygunsuzluklar da etkili olmaktadir. Ornegin, model ¢alismalarinda
kullanilan giinlik verilerden olusan veri seti, tesisin ilgili glindeki durumunu
Ozetleyen bir tablo ortaya koymaktadir.

Egitim ve sinama siireci ¢ok asamali bir sistemdir. Modelin ¢alisabilmesi ve
degerlerin atanmasi ve ayrica sistemin islemesi i¢in bircok asamadan ge¢cmesi
gerekmektedir. Bu parametrelerden en temel olanlar1 sagida gosterilmistir.

Ogrenme fonksiyonu: Modelin hangi fonksiyonlarla ¢alisacagini gosterir. Model
amacma gore belli basli 6grenme fonksiyonlari ile ¢aligilabilir. Maier ve dig., 1998
yilindaki ¢aligmalarinda, tahmin ve deger kestirme amagl gelistirilen YSA icin geri
beslemeli aglarmm daha uygun bir 6grenme fonksiyonu oldugunu belirtmektedir
(NeuralWare, 1991).

Ogrenme fonksiyonu degiskenleri: bu degiskenler her fonksiyonda kendine 6zgiidiir.
Dongii sayisi: Egitim sirasinda sistemin programa kag¢ defa okutulacagini gosteren
sayidir. Dongii sayis1 (epoch) olduk¢a 6nemli bir sayidir ¢linkii bu say1 6§renmenin
gerceklesebilecegi kadar fazla asir1 68renmenin olmayacagi kadar az olmalidir.
Ciinkii eger epoch sayisi fazla ise asir1 08renme gerceklesir ve hatali bir model
kurulumu ortaya ¢ikar bu durumda ortalama karesel hataya ve korelasyona bakilmasi
gerekmektedir.

Sinama verisi sorgu dongtisii: Stnama verisinin ne kadar siklikla (ka¢ ¢cevrimde bir)
aga sunulacagina karar verilir.

Transfer fonksiyonu: Her bir katmanda bulunan néronlarm, kendilerine gelen
girdilere hangi doniisiimii uygulayacagina karar verdigi fonksiyonlardir. Sakli
katmanlar i¢in dogrusal olmayan, c¢ikis katmani i¢in ise genellikle dogrusal
fonksiyonlar tercih edilmektedir. Bu kombinasyon, model veri seti sinirlar1 disinda

test edilse dahi basarili bir performans sergilemektedir (Maier ve Dandy, 2000).
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5. ARASTIRMA BULGULARI VE TARTISMA

5.1. Atiksu Karakteri

Cikis suyu KOI degerinin YSA modelinin hedefi olarak belirlenmesinin belli

bash sebepleri asagidaki gibi siralanabilir:

KOI, atiksularda organik madde miktar1 belirleyicilerinden biridir.

Aritma tesislerinde giinliik olarak takip edilen bir parametredir.

Aritma isleminin her agamasi i¢in 6nemli bir bilgi kaynagidir.

Aritma tesislerinde ¢ikis suyu kalitesi agisindan yasa geregi takip edilmesi
gerekmektedir.

Olgiimii, laboratuvarda konvansiyonel ydntemle ya da ozel Kkitlerle
yapilmaktadir.

Diger organik madde belirtecleri gibi (6rnegin, BOI) dl¢iimii uzun zaman
almamakta (yaklasik 2 saat) ancak belirlenmesi emek, zaman ve maliyet

gerektirmektedir.

KOI, BOIs, TKM, UAKM, Sicaklik parametrelerine bakildiginda ve Metcalf ve

Eddy (1995)’ in belirttigi kirlilik siniflar1 ile karsilastirildiginda bu parametrelerin

orta derecede kirli bir evsel atik su karakterinde oldugu belirtilmistir.

5.2. Modelleme Performansi

Cizelge 5.1° de her bir model olusumunun girdi ve ¢ikt1 parametreleri ile bu

model olusumlar1 sonucunda modellerin sirasi ile ortalama karesel hatalar1 ve R?

degerleri verilmektedir. Bu modellerin R* degerlerine bakildig1 zaman en iyi model

olusumunum 4 girdi-1 ¢ikt1 parametresi ile olusturulan 11 no’lu model oldugu

goriilmektedir. Ayrica her bir modelin egitme ve test verilerinin minimum ve

maksimum degerleri EK 6-17" de verilmistir.
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Cizelge 5.1. Modellerin girdi- ¢ikt1 degerleri ve model olusumlari

Model GIRDI CIKTI ORTALAMA R’
No MUTLAK
GORECELI HATA

1 KOs KOl i 13,06 0,719

2 KOIgiris TKM_is 25,31 0,145

3 KOs UAKM_ ks 32,18 0,256

4 KOIgiris,UAKMgiriS KOianls 12,27 0,758

5 KOlIgiris, UAKMiris TKMgiis 6,56 0,925

6 KOlgiris, UAKMiris UAKM_ s 43,18 0,399

7 KOIgiriS,UAKMgiris, KOianls 8,85 0,850
TKMgiris

8 KOIgiriS,UAKMgiris, TKM_iis 4,82 0,964
TKMgiris

9 KOIgiris,UAKMgiris, UAKMgis 20,14 0,784
TKMgiris

10 KOIgiris,UAKMgiris, KOL;lkls 6,11 0,931
TKMiri, sicaklik

11 KOIgiris,UAKMgiris, TKM_iis 2,88 0,988
TKMiris, sicaklik

12 KOIgiris,UAKMgiris, UAKMgis 9,65 0,974
TKMyiris, sicaklik
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Sekil 5.1. Sirast ile 1-2-3-4 girdi,1 ¢ikt1 (KOlgikis) parametrelerinin egitme ve test

grafikleri

Sekil 5.1.ab,c,d’de belirtilen grafiklerde, (a):1 girdi (KOlgrig)- 1 ¢ikt1
(KOlyis) egitme ve test grafiklerini, (b): 2 girdi (KOlgiris, TKMagiris)- 1 ¢1kt1 (KOl gis)
egitme ve test grafiklerini, (c): 3 girdi (KOigiris, TKMyiris, UAKMyiris)- 1 ¢ikti

72



5.ARASTIRMA BULGULARI VE TARTISMA Handan SUBASI

(KOl egitme ve test grafiklerini, (d): 4 girdi (KOIgrs, TKMgiriss, UAKMgisis,
Sicaklik)- 1 ¢iktt (KOlgs) egitme ve test grafiklerini ifade etmektedir. Sag
kisimdakiler egitme grafiklerini, sol kisimdakiler ise test grafiklerini ifade
etmektedir. Sekil 5.1.a> da R” degerlerinin diisiik oldugu belirtilmektedir. Bilindigi
iizere R* degeri 1’e ne kadar yakm ise model performansi o kadar iyidir. 1 girdi- 1
¢ikt1 parametresi ile olusturulan modelin R* degerinin 0,720 oldugu ve iyi bir
performansa sahip olmadig1 goriilmektedir. (b) grafiklerinde de R* degerinin diisiik
oldugu goriilmektedir. Buradan yola c¢ikarak 2 girdi- 1 ¢ikt1 parametresi ile
olusturulan modelin R* degeri ise 0,760 tir ve bu modelin de iyi bir performansa
sahip olmadig1 goriilmektedir. (c) grafiklerinde de, R® degerinin diisik oldugu
goriilmektedir. Fakat bu grafiklerdeki R* degerinin (0,851) (a) ve (b) grafiklerine
gdre daha iyi sonuglar verdigi goriilmektedir. (d) grafiklerinde R? degerlerinin diisiik
degerler oldugu goriilmektedir. Fakat bu grafiklerdeki R* degerlerinin (a), (b) ve (c)
grafiklerine gore daha 1yi sonuglar verdigi goriilmektedir.

Egitimde elde edilen R? degerlerinin test verilerine nispeten oldukca yiiksek
oldugu gorilmektedir. Bunun sebebi olarak , egitimde teste gére ¢ok daha fazla
verinin kullanilmasi verilebilir. Diger tarftan, egitim asamasinda ¢evrim sayisinin
fazla olmas1 modelin genelleme 6zelligini kaybedip ezberleme 6zelligi kazanmasina
neden olabilmektedir. Bunun sonucu olarak, test verileri icin diisik R? degerleri elde

edilebilmektedir. Bunu engellemek i¢in optimum ¢evrim sayisi kullanilmaktadir.
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d
Sekil 5.2. Sirast ile 1-2-3-4 input, 1 output(('l)"KMglkls) parametrelerinin egitme ve
test grafikleri
Sekil 5.2. ab,c,d’de belirtilen grafiklerde, (a):1 girdi (KOlgiis)- 1 ¢ikt1
(TKMis) egitme ve test grafiklerini, (b): 2 girdi (KOigiris, TKMyirs)- 1 ¢ikt1
(TKMgus) egitme ve test grafiklerini, (c): 3 girdi (KOigiris, TKMgiris, UAKMyiri)- 1
cikt1 (TKMgus) egitme ve test grafiklerini, (d): 4 girdi (KOigms, TKMgiris, UAKMgiris,
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Sicaklik)- 1 ¢ikt1 (TKMgy,s) egitme ve test grafiklerini ifade etmektedir. Sekildeki
(Sekil 5.2 a,b,c,d) (a) grafiklerinde, R* degeri olduk¢a disiiktiir. 1 girdi- 1 ¢ikt1
parametresi ile olusturulan modelin 1yi bir performansa sahip olmadigi
goriilmektedir. (b) grafiklerinde de, R?> degerinin(0,926) diisiik oldugu
goriilmektedir. (c) grafiklerinde de, 3 girdi- 1 ¢ikt1 parametresi ile olusturulan
modelin de 1yi bir performansa sahip olmadigini1 goriilmektedir. Fakat bu modeldeki
R? degerinin (a) ve (b) grafiklerine gore daha iyi sonuglar verdigi goriilmektedir. (d)
grafiklerinde ise, R’ degerinin 0,988 oldugu goriilmektedir, bu grafiklerdeki R*
degeri (a) ve (b) ve (c) grafiklerine gore daha iyi sonuclar vermistir.

Bu asamada , gerek egitim gerekse test i¢in elde edilen R® degerlerinin
birbirlerine ¢ok yakin oldugu ve dolayisiyla elde edilen modellerin ezberleme

yapmadig1 goriilmektedir.
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Sekil 5.3. Sirast ile 1-2-3-4 input, 1 output (UAKMgikis) parametrelerinin egitme ve
test grafikleri

Sekil 5.3 ab,c,d’de belirtilen grafiklerde, (a):1 girdi (KOlgis)- 1 ¢ikt1
(UAKM) egitme ve test grafiklerini, (b): 2 girdi (KOigiris, TKMgirs)- 1 ¢kt
(UAKMgg) egitme ve test grafiklerini, (c): 3 girdi (KOigiris, TKMgiris, UAKMgiris)- 1
ciktt (UAKMs) egitme ve test grafiklerini, (d): 4 girdi (KOigiris, TKMgisis,
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UAKMyiris, Sicaklik)- 1 ¢ikti (UAKMs) egitme ve test grafiklerini ifade
etmektedir. Sekildeki (Sekil 5.3 a,b,c,d) (a) grafiklerinde, egitmede R* degerinin
diisiik oldugu goriilmektedir. Bilindigi iizere R* degeri 1’e ne kadar yakin ise model
performanst daha iyidir. 1 girdi- 1 ¢ikti1 parametresi ile olusturulan model 1yi bir
performansa sahip degildir. (b) grafiklerinde de egitmede R* degerinin diisiik oldugu
goriilmektedir. Buradan yola ¢ikarak 2 girdi- 1 ¢ikt1 parametresi ile olusturulan
modelin de 1yi bir performansa sahip olmadigin1 goriilmektedir. (c) grafiklerinde de,
egitmede R? degerinin diisik oldugu goriilmektedir. Fakat bu modeldeki R* degeri
(a) ve (b) grafiklerine gore daha iy1 sonuglar vermistir. (d) grafiklerinde belirtilen
modelin R” degeri ise 0,974’tiir ve bu grafiklerdeki R? degeri (a) ve (b) ve (c)
grafiklerine gore daha 1yi sonuglar vermistir.

Cizelge 5.2’de 1-2-3-4 girdi, 1 ¢ikt1 parametresi(KOl ) ile olusturulan
modellerin R” degerlerinde girdi parametre sayisi arttikga model performansinin daha
iyi sonuglar verdigi gézlemlenmistir. Cizelge 5.2°deki modellerde R* degeri 0,931
olan modelin 1yi performans sergilemesinin nedeninin 4. Girdi parametresi olarak
modelde kullanilan sicaklik parametresi oldugu belirlenmistir. Bunun nedeninin ise
sicaklik parametresinin organik maddenin bir 6lgiisii olan KOI parametresi ile
dogrudan iliskisi oldugudur. UAKM,s parametresinin modele eklenmesi R®
degerinde yakalsik olarak %4 ° liikk bir iyilesmeye neden olmustur ve bu énemli bir

artis degildir.

Cizelge 5.2. Srrast ile 1-2-3-4 girdi parametreleri ve 1 gikt1 (KOI,,) parametresi ile
YSA modelleri

Model GIRDI CIKTI ORTALAMA R’
No MUTLAK
GORECELI HATA

1 KOlgiis KOl 13,06 0,719

2 KO giris, UAKMgiris KOl 12,27 0,758

3 KOlgiris, UAKMgiris, KOl 8,85 0,850
TKMgiris

4 KOlgiris, UAKMgiris, KOl 6,11 0,931
TKMiris, sicaklik
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Cizelge 5.3’de belirtilen modellerde ise 1 no’lu modelin R? degerinin diisiik
olmasinin nedeni modelin ezberleme yapmis olabileceginin diisliniilmesidir bu
durumda modelin 1yi performans gostermedigi ortaya caitkmistir. Cizelge 5.3’deki
modellerden 4 no’lu model performansinin diger modellere gore daha iyi sonug
vedigi goriilmektedir. Bunun nedeni ise modelde kullanilan parametre sayisinin
artmasidir. KOlgyis parametresi tek bagma agiklayr goriilmemektedir. Bunu nedeni
kinetik olabilecegi gibi modelin ezberlemeside olabilir. Ozellikle TKM ve UAKM’
nin R? degerini % 90 ’ 1n iizerine ¢ikartmasi anlamhdir. Zira biyolojik faaliyetler
esmasinda aktif mikroorganizmalarin bir dlciisii olan UAKM ayni zamanda TKM’

nin de dnemli bir kismini olusturmaktadir.

Cizelge 5.3. Srasi ile 1-2-3-4 girdi parametreleri ve 1 ¢ikt1 (TKMc,s) parametresi ile
YSA modelleri

Model GIRDI CIKTI ORTALAMA R’
No MUTLAK
GORECELI HATA

1 KOT giris TKM g 25,31 0,145

2 KOlgiri, UAKMgiris TKM s 6,56 0,925

3 KOlgiris, UAKMgiris, TKM s 4,82 0,964
TKMgiris

4 KOlgiris, UAKMgiris, TKMis 2,88 0,988
TKMiri, sicaklik

Cizelge 5.4’de olusturulan modellerin R* degerlerine bakacak olursak bu
modellerden en 1yi performans gosteren modelin 4 no’lu model oldugu
goriilmektedir. Bunun nedeni ise ayni ¢ikt1 parametresi ile olusturulan modellerde
girdi parametresinin artmasinin model performansini olumlu yonde etkilemesidir. 4
no’lu modelin en iyi performans sergilemesinin nedenlerinden bir tanesi de model
olusturulurken sicaklik parametresinin ¢ikt1 olarak belirlenen parametre ile iligkili
olmasidir. Burada TKM ve Sicaklik Parametreleri 6n plana ¢ikmaktadir. Sicaklik,
biyolojik faaliyetleri ve hizlarini etkileyen en 6nemli faktorlerdendir. Sicaklik 4 nolu

modelin performansini % 97 lere tagimistir.
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Cizelge 5.4. Swras1 ile 1-2-3-4 girdi parametreleri ve 1 ¢ikt1 (UAKM,,,s) parametresi

ile YSA modelleri
Model GIRDI CIKTI ORTALAMA R’
No MUTLAK
GORECELIi HATA
1 KOlgiis UAKM s 32,18 0,256
2 KO giris, UAKMgiris UAKM 43,18 0,399
3 KOlgiris, UAKMgiris, UAKM 5 20,14 0,784
TKMgiris
4 KOlgiris, UAKMgiris, UAKM 5 9,65 0,974
TKMiris, sicaklik

Gergeklestirilen bu caligmalardan elde edilen sonuglar asagidaki gibi 6zetlenebilir:

Modelde kullanilan KOI parametresi disindaki datalarin se¢ilmesinin nedeni
KOI ile iliskili ve modelde hassaslik kapsaminda olmasidir.

Modelde kullanilan datalarin miktar1 model olusumu i¢in ayn1 alinmistir.
Modeller olusturulurken ¢ikti1 parametresi ile girdi parametreleri arasindaki
iligki belirlemistir.

En uygun modellerin belirlenmesi i¢in modellerin R’ degerlerine bakilmistir
ve KOl parametresi icin en uygun modelin R* degeri 0,931, TKMqs
parametresi icin R* degeri 0,988 ve UAKM,s parametresi icin R? degeri
0,974 olarak bulunmustur. Tiim model olusumlarinda en iyi performanslar 4
girdi parametresi ile elde edilmistir. Bunun nedeninin ise modeller
olusturulurken girdi parametresi olarak kullanilan sicaklik parametresinden
kaynaklandig: diistiniilmektedir.

Modeller olusturulurken bazi modellerin R* degerleri ¢ok diisiik olarak
bulunmustur. Bunun nedeni olusturulan modellerin genelleme 6zelliginden
cikip ezberleme 6zelligi kazanmis olmasidir.

Modelden elde edilebilecek en yiiksek performans ancak model yapisinin
dogru kurulmasi, model girdilerinin dogru ve etkili bir sekilde belirlenmesi ve
model degiskenlerinin sistemin kolay Ogrenmesi ve hata fonksiyonunu

minimize edecek sekilde se¢ilmesi ile saglanabilmektedir.
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Model konfiglirasyonundan bagimsiz olarak, model degiskenleri i¢inde model
performansina en 6nemli etkiyi, egitim silirecinin uzunlugunu belirten ¢evrim
say1s1 yaratmaktadir.

Cevrim sayis1 arttikca modelin egitim basarisinin arttig1 goriilmiistiir. Ancak
bu durum genel bir kural degildir, istisnalar da gozlenmistir. Benzer
topolijelere sahip iki ayr1 modelde, ¢evrim sayismin arttirilmasiyla egitim
korelasyon degerinin diistiigii durumlar gozlenmistir. Bunun nedenleri, kalip
dosyalarinin aga sunulmasinda ayni siranin izlenmiyor olmasi ya da hata
fonksiyonunda evrensel minima arayisinin her zaman ayni sonucu vermemesi
olarak swralanabilir. Ancak, yine de artan c¢evrim sayisinin, egitim
korelasyonlarini arttirdig1 genel bir kural olarak soylenebilir.

Cevrim sayisinin  artmasi, mutlaka model performansinin artmasini
saglamamaktadir. Model egitiminin devam ettirilmesi, YSA’nin genelleme
ozelliginden uzaklasarak ezberleme 6zelligi gelistirmesine neden olmaktadir.
Modeller olusturulurken arazi olcekli reaktorden wverilerin sec¢ilmesinin
nedeni, laboratuar Olgekli reaktorle arazi Olgekli reaktorlerin sonuglarinin
farkli olmasi ve laboratuar 6lgekli reaktorlerin sonuglarmin dogrulugunun
kontrol altinda tutulabilir olmasi1 fakat arazi Olgekli reaktérde bunun

gerceklestirilememesidir.
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6. SONUCLAR VE ONERILER

Yukarida deginilen bu sistem cergevesinde Nebraska Universitesi’nde Ram

Chandra Marahatta tarafindan yiizey alt1 akisli yapay sulak alanlarla organik ve

inorganik madde gideriminin arastirilmasi sonucunda elde edilen veriler

kullanilmstir.

YSA kullanilarak olusturulmus farkli sayilarda girdisi ve tek ¢iktis1 olan

modelleme uygulanmstir. Elde edilen sonuglar asagida 6zetlenmistir:

v

Cok sayida verimin olmasi parametrelerin genis aralikta degismesine ragmen
1yl modelleme sonuglari elde edilmesini saglamistir.

Tek girdinin basarili model performansi géstermedigi tespit edilmistir.

Birdan fazla model girdisi kullanildiginda model performansi %90’ larin
iizerine ¢ikarilabilebilmektedir.

Marahatta (2004)’ nin kullanmis oldugu girdi sayisina nazaran (yaklasik 18),
YSA ile maksimum 4 adet girdi ile %99’ a varan 4 model performansi elde
edilmistir.

YSA da dikkat edilmesi gereken husus, model kurulumunda ¢evrim sayisini
yiiksek tutmanin sebep olabildigi ezberleme ve bunun sonucu olarak modelin
genelleme yeteneginin olumsuz etkilenebilmesidir. Dolayis1 ile ¢evrim
sayisinin optimize edilmesi gerekmektedir.

En yiiksek model performanslar1 4 girdi ile elde edilenlerdir. Buna gore
KOI¢ws igin %93, TKMgys i¢in %98,8, UAKM.uxs igin %97 model
performanslar1 elde edilmistir.

YSA gibi modeller matematiksel olarak ve kinetik iliskilerden bagimsiz
tahmin etme yetenegine sahiptirler. Ancak, YSA model ¢iktilarmin kinetik
olarak da anlamli hale getirilebilmesi acisindan YSA model kurulumuna bazi
model girdileri ve ¢iktilar: icin kinetik baglantilar tanimlanarak “kara kutu”

kavramimin nispeten daha anlasilir hale getirildigi calismalar yapilabilir.
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9. EKLER

EK 1. Hava tasimim, maruz kalma ve risk modelleri

(www.epa.gov/waterscience/wqm/, www.epa.gov/athens/wwqtsc)

Model

Kullanim amaci

TRIM

Total Risk
Integrated
Model

Toplam Risk
Entegre Modeli

TRIM.
Fate

Environmental
Fate, Transport,
and Ecological
Exposure

Cevresel Maruz
Kalma Taginim
ve

Ekolojik
Genisleme

Alt Modeli

Biotik ve abiotik bilesenleri
kapsayan sistemle
sinirlandirilmas, kirleticinin belli
bir zamanda hareketini ve
doniigiimiinii tanimlayan
bolmelendirilmis kiitle dengesi
modeli olarak tanimlanir. Bu
model c¢oklu c¢evresel yiizey
biota ve  biotanin  aldigi
kirleticilerde konsantrasyonu
belirlemek i¢in kullanilir. Hem
gecici hem de siirekli uzaysal
maruz kalma tahminin ekolojik
alict alanlar icin (bitki ve
hayvan) hesaplamada kullanilir.

TRIM.
Expo

The Exposure
Event Module
of TRIM

TRIM Maruz
Kalma

Sonucu
Modeli

Alt

Cevre ve insanlardaki maruz
kalma seviyesi arasindaki gesitli
kimyasallarin
konsantrasyonlarinin  analizini
saglamaya yarayan modeldir.
Cevresel kirlenme boyutunda
coklu kaynaklarda (coklu
kirlenmis ylizeyler, hava, su,
toprak, besin gibi),insan
etkilesimiyle kirlenmis alanlar:
belirlemek acisindan kullanilan
modeldir.

TRIM.
Risk

The Risk
Characterization
Module

Risk
Karakterizasyon
Alt Modeli

Baz1 belirsizlik iliskilerine ve
risk veya tehlikeyle nicel
tanimlamay1 saglamak i¢cin ve
TRIM. Fate ve TRIM: Expo
modellerinden alman  maruz
kalmayla beraber doz iligkisini
ve tehlike degerlendirmesini
entegre eden

modeldir.

HEM

Human

Insanlarm

Hava toksik maddelerinin asil
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Exposure
Modeling

Kirleticilere
Maruz
Kalmalar1 ile
Ilgili

Model

ana  kaynaklarindaki (6zel
kimyasallar) risk
degerlendirmesini yapmak {izere
kullanilan modeldir. Bu model
sadece maruz kalma gecis
yolunu gosterir  ve mutlak
havada izin verilen
kimyasallara  iliskin
tahmin etmede kullanilir.

riskleri

APEX/
TRIM.
Expo
inhalation

Air
Exposure
Model

Pollutants

Hava
Kirleticilerine
Maruz Kalma
ile ilgili

Modeli

TRIM  modeli  ¢ergevesinde
insanin maruz kalmasini
belirlemek

uzere kullanilir.
mikrogevrede
kirleticilere maruz kalma
durumunun zaman ve uzaydaki
bireysel hareketlerini benzestirir.
Model

istenildigi kadar mikrogevre ve
zaman periyodu secebilir ve
izlenen

mutlak hava kalitesi verilerini
veya dispersiyon veya diger
modellerin
calistirilmasindan
verileri kullanabilir.

Model
verilen

elde edilen

HAPEM

Hazardous
Pollutant
Exposure
Model

Air

Tehlikeli Hava
Kirleticilerine
Maruz

Kalma ile Ilgili
Model

Cesitli hava toksik Kkirleticiler
icin secilen popiilasyon
gruplarinda

maruz kalma belirlemede
kullanilir. Bir seri hesaplamada,
mutlak

hava konsantrasyonu verileri,

iccevre ve disgevre
konsantrasyonlari, popiilasyon
verileri ve benzeri bilgiler
gerektirir.
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EK 2. Atmosferik Model Merkezleri(www.epa.gov/waterscience/wqm/,

www.epa.gov/ath

ens/wwqtsc)

Merkez Model Kullanim amac1
Hava kalitesi | NOAANWS National Amerika Bu birim ozon,
ve Air Quality Oceanic Birlesik partikiil madde ve
Meteorolojik Program Atmospheric | Devletleri | diger kirleticileri
Tahmin Administratio Ulusal yeterli dogrulukta
Sistemleri n Okyanus belirleyerek,
National Atmosferi | etkilerini azaltmak
Weather k veya Onlemler
Service Y 6netim almak amaciyla
Ulusal kurulmustur.
Hava
Servisi
Hava Kalitesi AIRMoN Atmospheric | Atmosferi Diizenli olarak
ve Integrated k Entegre atmosferik ¢evre
Biriktirme Alan Research Arastirma durumunun ve
Programlari Monitoring Izleme emisyon azaltim
Network Sebekesi degerlerinin
sunuldugu
raporlar1 hazirlar ,
hassas ekosistemi
etkileyen 1slak ve
kuru yagis hizlari
gbzlemlerini yapar,
model yapis1 ve
izleme arasidaki
direk iliskiyi
saglar.
Bolgesel ve Genis Araliktaki Yayilim Tahmin Modelleri
HYSPLIT Hybrid Hybrid Hibrid Kompleks
Single- Single- Tekli- dispersiyon ve
Particle Particle Partikiil yagis benzesimi
Lagrangian Lagrangian | Lagrangia | yapmak i¢in hava
Integrated Integrated n parselleri
Trajectory Trajectory Entegre yoriingelerini
Yoriinge | basitlestirmek i¢in
Modeli gelistirilmis model

olup, adveksiyon
algoritmasi
yenilenebilen
stabilite ve
dipersiyon
denklemi grafi k
cizimleri ve
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kimyasal
dontistimler i¢in
gerekli modiilleri
kapsar. Dipsersiyon
modiilleri
eklenmezse, model
tek bir kirletici
partikiiliin
adveksiyonu veya
basitge yoriingesini
hesaplayabilir.

VAFTAD

Volcanic Ash
Forecast
Transport
and
Dispersion
Modeling

Volcanic Ash
Forecast
Transport
and
Dispersion
Modeling

Volkanik

Tahmin,
Tasmim

Dispersiyo

Modeli

Atmosferdeki kiil
tagiimini
hesaplamaya
yarayan model
ve olup, HYSPLIT
modeli de ayn1

n zamanda bu
hesaplamalar1
yapmaktadir.

Kiil

EK 3. Hava kalitesi Dispersiyon ve Alict Ortam

Modelleri(www.epa.gov/waterscience/wqm/, www.epa.gov/athens/wwqtsc)

Model | | Kullanim Amaci
Sik Kullamilan Dispersiyon Modelleri
BLP Bouyant Line | Cizgi ve | Fabrikalardan aliminyum
and Noktasal azaltimiyla 1iliskili olarak
Point Source | Kaynak karsilagilan problemleri
Model Modeli ¢Ozlimlemede kullanilan
Gaussian yayilim modelidir.
CTDMPLUS Complex Stabil Cikarimi Algoritmasi
Terrain Olmayan Kompleks arazilerde tiim
Dispersion Sartlar ic¢in | stabil sartlarda kullanilan
Model Kompleks noktasal kaynakli Gaussian
Plus Arazi hava kalitesi modeli olarak
Algorithms for | Dispersiyon | tanimlanir.
Unstable Model
Situations
ISC3 Industrial Endiistriyel | Endiistriyel komplekslere
Source Kaynakli baglh olarak genis kaynak
Complex Kompleks araligindan yayilan kirletici
Model Model konsantrasyonlarimi
hesaplamaya yarayan kararl
hal Gaussian yayilim
modelidir.
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OoCD Offshore and | Kiy1 ve | Kiy1  bolgelerinde  hava
Coastal Kiyidan kalitesi veya kiytya uzak olan
Dispersion Uzak kisimlardaki  emisyonlarin
Model - | Dispersiyon | etkisini belirlemeye yarayan
Version 5 Modeli hava kalitesi modelidir.
Aynistirma Araclar Dispersiyon Modelleri
CTSCREEN Complex Kompleks Kompleks arazilerde yayilim
Terrain Arazi etkisi  yOnetiminde  idari
Screening Gosterme uygulamalar icin
model Modeli ayristirmada teknik olarak
tasarlanan
Gaussian yayilim modelidir.
RTDM3.2 Rough Terrain | Sert  Arazi | Bir veya daha fazla birlesik
Diffusion Difilizyon olan noktasal kaynak
Model Modeli cevresindeki sert arazide yer
seviyesindeki
konsantrasyonlar1 belirlemek
icin  tasarlanan  Gaussian
yayilim modelidir.
TSCREEN Toxics Toksik Amerika Birlesik
Screening Gosterim Devletlerinde stiperfon
Modeli alanlar1 icin bir¢cok farkh
cesitte serbest  kalmasi
miimkiin  olabilir  toksik
emisyonlarm analizini ve
dispersiyon dagilimini dogru
analiz  etmeye  yarayan
Gaussian yayilim modelidir.
Alternatif Dispersiyon Modelleri
ASPEN Assessment Ulusalalanda | Genis 0Olgekteki toksik hava
System for Popiilasyon | kirletici konsantrasyonlarini
Population Maruz belirlemek icin  kullanilan
Exposure Kaliminda Gaussian dispersiyon
Nationwide Y 6netim modelidir.
Sistemi
ADAM Air Force | Hava Termodinamik, kimya, 1s1
Dispersion Kuvvetleri transferi, aerosol yiikii ve
Assessment Dispersiyon | yogun gaz etkisiyle baglantili
Model Y 6netim modifiye edilmis kutu ve
Modeli Gaussian dispersiyon yayilim
modelidir.
AFTOX Air Force | Hava Noktasal veya yayili
Toxics Kuvvetleri kaynaktan yilizeyden veya
Model Toksik yiiksekten serbest kalan sabit
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Modeli veya siirekli gaz veya sivi
dagilimmi inceleyen Gaus
dispersiyon yayilim
modelidir.

Alic1 Ortam Modelleri
EPA-CMBS.2 Chemical Kimyasal Mutlak hava kalitesi verileri
Mass Kiitle ve kaynak
Balance model | Dengesi profillerini gozlemlemek
Modeli iizere kullanilir.

EK 4. Yiizey Suyu Modelleri(www.epa.gov/waterscience/wqm/,
www.epa.gov/athens/wwqtsc)

Model Kullanim Amacindaki
Anahtar Kelimeler
CORMIX Cornell Mixing Cornell Karigim Sucul biyoloji, kimya,
Zone Expert Tabakas1 Expert | cevresel etkiler, metaller,
System Sistemi nokta kaynaklar,
toksisite
EXAMS Exposure Yayilim Analizi Sucul biyoloji, kimya,
Analysis Model Sistemi cevresel etkiler, metaller,
Modelling noktasal kaynaklar,
System) toksisite
EXPRESS EXAMS - PRZM | EXAMS — PRZM Yayilim, shell
Exposure Shell yayilimi
Simulation Shell Benzesimi
HSCTM2D The Hidrodinamik, Hidroloji, sediman,
Hydrodynamic, Sediman ve kirletici, tagmim, sonlu
Sediment, and Kirletici Tasmim farklar modeli, nehir,
Contaminant Modeli hali¢
Transport Model
HSPF Hydrologic Hidrolojik Biyoloji, birikim, desarj,
Simulation Simulasyon cevresel etkiler, halig,
Program Fortran Programi hidroloji, goller,
metaller, nutrientler,
pestisitler noktasal
kaynak, nehir, sediment,
toksisite
OXYREF The Oxygen Baliklarin Oksijen | Balik, oksijen, solunum,
Requirements of Gereksinimi gazlar
Fishes
PRZM3 Pesticide Root Pestisit Kok Desarj, ¢cevresel etkiler,
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Zone Model Tabaka Modeli halig, hidroloji, arazi
kullanimi1 yonetimi,
metaller, pestisitler,
QUAL2EU The Enhanced Gelistirilmis Nehir | Nehir, gol, su kalitesi,
Stream Water Su Kalitesi kirletici, atik, ytk,
Quality Model — | Modelibelirsizlik
UNCAS Alt Modeli
SED3D The Three- Gol ve Haliglerde | Hidrodinamik, sediment,
Dimensional Sediment Taginim | tasinim, gol, halig, kiy1
Numerical Model | ve Hidrodinamik 3 kasabalari, 3 boyut
of boyutlu sayisal
Hydrodynamics model
and
Sediment
Transport in
Lakes and
Estuaries
SWMM Storm Water Model Tagkin Sucul biyoloji, birlesik
Managerment suyu kanal, desarj, cevresel
etkiler metaller, noktasal
kaynaklar, nehirler
WASP Water Quality Su kalitesi Analizi | Sucul biyoloji, desarj,
Analysis Simulasyon cevresel etkiler, metaller,
Simulation Programi noktasal kaynaklar,
Program hidroloji

EK 5. Su kalitesi ve Havza Modelleri (www.epa.gov/waterscience/wqm/,

www.epa.gov/athens/wwqtsc)
Model |

Kullanim Amaci

Havza Modelleri
BASIN Better Noktasal ve Havza ve su kalitesi tabanli
S Assessment Noktasal calismalarda yerel, bolgesel ve
Science Olmayan kurumsal 6lceklerinde yardimiyla
Integrating Kaynaklarda cok amacli ¢cevresel analiz sistemi
Point and Daha lyi olarak kullanilan model olup,
Nonpoint Bilimsel cevresel bilgilerin incelenmesine,
Sources Degerlendirme | g¢evresel sistem analizine ve yonetim
Y 6netimi alternatifl erinin belirlenmesine
olanak saglar.
WCS Watershed Havza Havzada fi ziksel ve hidrolojik
Characterizat | Karakterizasyon | 06zellikleri (arazi kullanimi, toprak,
ion Sistemi iklim) karakterize eden ve mutlak su
System kalitesi sartlarmni (izleme istasyonlari
envanteri ve gozlemlenen verilerin
istatistiksel analizi) ve kirletici
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LSPC

yiikiinii etkileyen zararli potansiyel
kaynaklarin degerlendirerek
benzesim yapan modeldir.

WAM

Loading
Simulation
Program

Yiik Hesab1
Benzesim
Programi

Hidroloji, sediment ve arazi
iizerindeki genel su kalitesinin
benzesimini yapmak i¢in kullanilan
HSPF algoritmasini da igeren, havza
model sistemi olup, ¢ok genis
Olcekteki havza model
uygulamalarinda kullanilir.

SWM

View

Watershed
Assesment
Model

Havza YOnetim
Modeli

Yiizey suyu ve yeralt1 suyundaki
arazi kullanimi, toprak, iklim ve
diger faktorlerin su kalitesi
iizerindeki etkilesimini belirlemede
kullanilan, havza hidrolojisi ve
kirletici taginimi i¢in asil dnemli olan
fiziksel prosesleri benzestiren
modeldir.

HSPF

Storm Water
Management
Model

Taskisuyu
Y onetim Modeli

Kirsal alanlarda uzun dénemde veya
kisa donemde borularda, kanallarda,
aritim ve depolama mekanik
aksaminda, pompa ve regiilator gibi
tastyici sistemlerde rutin akisi
degerlendirmek iizere kullanilan
modeldir.

Hydrologic
Simulation
Program
Fortran

Hidrolojik
Simulasyon
Programi

kaynaklarla kirleticilerin tagmimini
ve yayilimini yapan siirekli benzesim

Havza, nehir, rmak ve iyi karisimli
goller ve rezervuarlar gibi su
alanlarinda kullanilan model olup
meteorolojik verilerle desteklenir.
Noktasal ve noktasal olmayan

modelidir.

AQUA

Su Kalitesi Modelleri

TOX

WASP

A Simulation
Model for
Aquatic
Ecosystems

Sucul
Ekosistemler
I¢in Benzesim
Modeli

kismia gegen kimyasal ve biyokiitle

yayilimini tahmin etmekle kalmayip,
ayn1 zamanda canli organizmalarda
direk ve direk olmayan etkilerini de

Ekosistemin bir kismindan diger
benzesimini saglayan ekosistem

modeli olarak tanimlanip, sucul
ekosistemde kimyasalin sadece

inceler.

Water

Su Kalitesi

Quality

WASP, yiizey suyundaki

Analiz

kirleticilerin taginimi ve transferini
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Analysis Simulasyon belirler. Model bir, iki veya ti¢
Simulation Programi boyutlu olarak uygulanabilecegi gibi
Program diger hidrodinamik modellerle de
baglant1 kurabilir. WASP, noktasal
ve noktasal olmayan kaynaklardan
gelen ylikleri ve siir degerleri
diisiinerek adveksiyon ve
dispersiyonun zamanla degisimini
simule eder. Su kaynag1 her bir
kararl degisken i¢in baslangic
konsantrasyonlari, sinir kosullari,
yiikler ve tam karigim olan kutulara
boliinerek simule edilebilir
CORM Cornell Cornel Karisim | Noktasal kaynaklardan desarj edilen
IX Mixing Tabakas1 Uzman atiksu karakteristiginin karigim
Zone Expert Sistemi tabakasidaki ¢evresel etkisini
System degerlendirmek iizere kullanilan su
kalitesi modeli olup 3 alt sistemde
incelenir. CORMIX 1 nehir gol ve
haliclerde tek bir noktada olan
desarjin ¢evresel etkisini analiz
etmede, CORMIX 2, coklu desarjda
yayilim karakteristigini, CORMIX 3
ise yiiksek hassasiyette alici su
ortaminda pozitif ve notral
yogunlugu analiz eder.
QUAL | Stream Water Nehir Su Kararli halde , hidrolik uniform
2K Quality Kalitesi olmayan sabit akisa gore gilinliik su
Model Modeli kalitesi kinetiklerinin, 1s1 ve kiitle
girdileri, sicaklik ve meteorolojik
fonksiyonlarma gore noktasal ve
noktasal olmayan kirletici
kaynaklarini benzestiren nehir ve
irmak su kalitesi modelidir.
EPD- | A Dynamic, Dinamik 1- 1 boyutlu hidrodinamik ve su kalitesi
RIV-I One boyutlu modeli olup , nehir ve gollerdeki
Dimensional | Hidrodinamik mevcut olan sartlarda izin
Hydrodynami | ve Su Kalitesi verilebilecek atik ytikiinii analiz
C Modeli etmek amaciyla dinamik sartlara gore
& Water benzesim yapmada kullanilir.
Quality
Model
Hidrodinamik Modelleri
EFDC | Environment Cevresel 1,2 ve 3 boyutlu su ekosistemlerini
al Akigkanlar benzesim yapan hidrodinamik model
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Fluid Mekanigi Kodu olup, su yapismin fi ziksel
Dynamics karakteristiklerini sunmak tizere
Code ortogonal yatay koordinatlari,
kartezyen veya egri koordinatlarini
kullanarak, turbulansl
kinetik enerji, tlirbiilansli uzunluk
Olcegi, tuzluluk ve sicaklik i¢in
dinamik olarak eslestirilmis tasmim
denklemlerini ¢6zmede kullanilir.
EPD- A Dynamic Dinamik 1- 1 boyutlu hidrodinamik ve su kalitesi
RIV-I One boyutlu modeli olup, nehir ve gdllerdeki
Dimensional | Hidrodinamik mevcut olan sartlarda izin
Hydrodynami | ve Su Kalitesi verilebilecek atik ylikiinii analiz
C Modeli etmek amaciyla dinamik sartlara gore
& Water benzesim yapmada kullanilir.
Quality
Model

EK 6. KOlgiis- KOl parametrelerinin minimum ve maksimum degerleri

Egitme Veri Seti Test Veri Seti
Datalar Min Max Min Max
KOl giris 147 551,7 290 534,30
KOl s 75,5 2745 106 223

EK 7. KOlgiis- TKM s parametrelerinin minimum ve maksimum degerleri

Egitme Veri Seti Test Veri Seti
Datalar Min Max Min Max
KOl giris 147 551,7 290 534,30
TKMgis 210 796,7 210 756

EK 8. KOigiris- UAKM,ius parametrelerinin minimum ve maksimum degerleri

Egitme Veri Seti Test Veri Seti
Datalar Min Max Min Max
KOl giris 147 551,7 290 534,30
UAKMgjys | S 47 5,5 26,7
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EK 9. KOlyiri;, UAKM,iris-KOl,,10s parametrelerinin minimum ve maksimum

degerleri
Egitme Veri Seti Test Veri Seti
Datalar Min Max Min Max
KOl giris 147 551,7 290 534,30
UAKM,iris | 14 87,5 14 80,3
KOl i 75,5 274,5 106 223

EK 10. KOlyiis, UAKM,iris- TKM 105 parametrelerinin minimum ve maksimum

degerleri
Egitme Veri Seti Test Veri Seti
Datalar Min Max Min Max
KOl giris 147 551,7 290 534,30
UAKMgiris | 14 87,5 14 80,3
TKM_is 210 796,7 210 756
EK 11. KOlgis; UAKMyii-UAKMs parametrelerinin - minimum ve
maksimum degerleri
Egitme Veri Seti Test Veri Seti
Datalar Min Max Min Max
KOl giris 147 551,7 290 534,30
UAKMgiris | 14 87,5 14 80,3
UAKMgws |5 47 5,5 26,7

EK 12. KOlgiri;, UAKMyiris, TKMiiris- KOIos parametrelerinin minimum ve

maksimum degerleri
Egitme Veri Seti Test Veri Seti
Datalar Min Max Min Max
KOliris 147 551,7 290 534,30
UAKMyiris 14 87,5 14 80,3
TKMairis 360,3 1211,3 362,7 1064
KOl 75,5 274,5 106 223

100



9.EKLER

Handan SUBASI

EK 13. KOigiris, UAKMyiriss, TKMyiris- TKM s parametrelerinin minimum ve

maksimum degerleri

Egitme Veri Seti

Test Veri Seti

Datalar Min Max Min Max
KOl giris 147 551,7 290 534,30
UAKMyiris 14 87,5 14 80,3
TKMairis 360,3 1211,3 362,7 1064
TKM_is 210 796,7 210 756

EK 14. KOigiris, UAKMyiris, TKMyiris- UAKM 10 parametrelerinin minimum ve

maksimum degerleri
Egitme Veri Seti

Test Veri Seti

Datalar Min Max Min Max
KOl giris 147 551,7 290 534,30
UAKMyiris 14 87,5 14 80,3
TKMairis 360,3 1211,3 362,7 1064
UAKMgys | S 47 5,5 26,7

EK 15. KOy, UAKMyiris, TKMgiis, Sicakhk- KOl.s parametrelerinin

minimum ve maksimum degerleri
Egitme Veri Seti

Test Veri Seti

Datalar Min Max Min Max
KOliris 147 551,7 290 534,30
UAKMyiris 14 87,5 14 80,3
TKMairis 360,3 1211,3 362,7 1064
Sicaklik 4 249 4 27,10
KOl i 75,5 274,5 106 223

EK 16. KOy, UAKMgii, TKMgiis,Sicakhk- TKMy,s parametrelerinin

minimum ve maksimum degerleri
Egitme Veri Seti

Test Veri Seti

Datalar Min Max Min Max
KOl giris 147 551,7 290 534,30
UAKMyiris 14 87,5 14 80,3
TKMairis 360,3 1211,3 362,7 1064
Sicaklik 4 24,9 4 27,10
TKM_iis 210 796,7 210 756
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EK 17. KOlgis, UAKMyiriss, TKMyiris, Sicakhk- UAKM,,,s parametrelerinin

minimum ve maksimum degerleri
Egitme Veri Seti

Test Veri Seti

Datalar Min Max Min Max
KOl giris 147 551,7 290 534,30
UAKMyiris 14 87,5 14 80,3
TKMairis 360,3 1211,3 362,7 1064
Sicaklik 4 24,9 4 27,10
UAKMcys | S 47 5,5 26,7
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	1. GİRİŞ                                                                                              Handan SUBAŞI
	Doğal kaynaklar, hem ekonomik hem de sosyal açıdan büyük bir zenginlik göstergesidir. Toprak, yeraltı ve yer üstü suları, doğal bitki örtüsü, ormanlar ve iklim, ekonomik kaynaklarımızla birlikte çevreyi oluşturan doğal unsurlardır. İktisadî açıdan kaynakl
	1
	1. GİRİŞ                                                                                              Handan SUBAŞI
	cansız varlıklar zincirindeki herhangi bir kopma veya bozulma, çevre sorunlarını ortaya çıkaracaktır. Gene başka bir ifadeyle çevre; insan veya başka bir canlının yaşamı boyunca ilişkilerini sürdürdüğü dış ortamdır. Hava, su ve toprak bu çevrenin fiziksel
	2
	1. GİRİŞ                                                                                              Handan SUBAŞI
	yüze getirmiştir. Doğal çevrenin istismarı ve buna bağlı olarak son yıllarda ortaya çıkan diğer sorunlar ise şunlardır:
	Radyoaktif sızıntılar,
	Verimli tarım topraklarının tarım dışı amaçlarla kullanılması uyugun tarım ilaçlarının kullanılmaması,
	Gürültü,
	Hava kirliliği,
	Hızlı ve düzensiz kentleşme.
	Çevrenin temel unsurlarından olan doğa, kendine has fiziksel, kimyasal ve biyolojik özelliklere sahiptir. Dolayısıyla, çevre kirlenmesinin sınıflandırılması da bu özelliklere göre yapılır.
	Çevreyi meydana getiren toprak, su ve havanın yani fiziksel unsurların fiziksel özelliklerinin tamamının veya bir kısmının insana bağlı olarak, insan, hayvan ve bitki sağlığını tehdit edecek ve bu durumu olumsuz yönde etkileyecek biçimde bozulması, değişm
	3
	1. GİRİŞ                                                                                              Handan SUBAŞI
	Doğal çevreyi oluşturan unsurların kimyasal özelliklerinin gene insan faaliyetleri sonucu ya da doğal nedenler sonucu canlıların hayati faaliyetlerini ve aktivitelerini olumsuz yönde etkileyecek biçimde bozulmasıdır. Örneğin; çeşitli fabrika katı ve sıvı 
	Doğal ortamı oluşturan toprak, hava ve suyun çeşitli mikroorganizmalarla kirlenmesi veya o ortama dış etkenler tarafından çeşitli mikroorganizmalar içeren bir deşarj yapılması dolayısıyla mikrobiyolojik yapının bozulması mikrobiyal kirlenmeyi, aynı ortaml
	Hava kirliliği
	Toprak kirliliği
	Su kirliliği
	Gürültü kirliliği
	Yeryüzündeki su kirlenmesi canlı varlıkların yaşamaları bakımından büyük önem teşkil etmektedir. Her şeyden önce sular çok büyük bir canlı ekosistemi durumundadır. Bundan dolayı dünyanın en büyük besin maddeleri deposu sulardadır. Bir an için suda hayatın
	4
	1. GİRİŞ                                                                                              Handan SUBAŞI
	kökten sarsılır. Suların kirlenmesinin bir önemli yanı da dünyamızda mevcut olan bütün suların (bazı iç deniz ve göller hariç) birbirine bağlı olup tek bir sistem teşkil etmelidir. Sürekli ve etkili bir su kirlenmesi çok uzun zaman sonra bütün dünya sular
	5
	1. GİRİŞ                                                                                              Handan SUBAŞI
	Çizelge 1.1. Enerji sektörünün su kaynaklarına etkileri
	Asit ve tuzlu madenden sızma, madenden sıvı atık, bol su gereği, su ile yıkama gereği depolanma yerinden su kirliliği
	, CH
	SO
	NO
	toz, CO
	H
	S üretimi, SO
	, NO
	, CO
	Mazot, petrol ve sızıntılar ve dökülmesi Bol su gereği
	, HC
	, amonyak, toz, iz elementler, CO
	, CO
	HC emisyonu (metan), NO
	, CO
	, H
	S ve yanma kökenli emisyon Sıvı atıkların ortadan kaldırılması
	Bol su gereği Doğal su kaynağına sıcaklık vermesi
	, NO
	CO, CO
	, HC, iz elementler, toz, uzun mesafe taşınma ve kirleticilerin tortusu, sera etkisi
	SO
	Maden sızıntısı Yeraltı suyu kirlenmesi Bol su gereği Doğal su kaynağına sıcaklık vermesi Sıvı radyonüklidlerin emisyonu
	Radyoaktif toz, atmosfere verilen gazlı maddeler (F, NO
	), noble gazı, soğutucu kulelerin yerel iklime etkisi
	Su döngüsüne etkisi Su kaynaklarının ve kalitesinin bozulması Yenilenebilen enerji kaynakları Biyomas: Biyomasın yanması Jeotermal: Hava kirliliği, toz Güneş: Jeotermal Rüzgâr: Hava kirliliği Biyomasın dönüştürülmesi Su kirliliği Jeotermal Bol su gereği
	Büyük barajların yerel iklime etkisi
	Yüzeysel sularda kirletici etki yapabilecek unsurlar Dünya Sağlık Örgütü'nce (WHO)sınıflandırılmıştır. Bunlar aşağıda belirtilmiştir
	Suların hijyen açısından kirlenmesine ve suların patojen yani hastalık taşıyıcı bir etken olabilmesine neden olan bu canlılar genellikle hastalıkla veya portör (hastalık taşıyıcı) olan hayvan ve insanların dışkı ve idrarlarından kaynaklanır. Bulaşıcı etki
	6
	1. GİRİŞ                                                                                              Handan SUBAŞI
	Ölmüş hayvan ve bitki artıkları ile tarımsal artıkların yüzeysel sulara karışması sonucunda ortaya çıkan kirlenmedir.
	: Çeşitli endüstri faaliyetleri sonucu oluşurlar ve fenol, arsenik, siyanür, krom, kadmiyum gibi toksik maddeler içerirler.
	: Tankerler veya boru hatlarıyla taşınan petrolün kazalar sonucunda yüzeysel sulara karışmasının yarattığı olumsuz etkiler açısından önem taşımaktadır.
	: Sentetik Deterjanlar içerdikleri fosfatlar yüzeysel sularda ötrofikasyona ve dolayısıyla ikincil kirlenmeye neden olmaktadır. Sentetik deterjanların evlerde kullanılmaya başlaması evsel atık sularının özelliğini değiştirmiş ve bu sulara endüstriyel sula
	: Radyoaktif kirlenme hastanelerden, araştırma kuruluşlarında ve bazı endüstri dallarından kaynaklanabilmektedir. Nükleer silah denemeleri sonucunda artan radyoaktivite, yağmur sularım da kirletmekte ve bunun sonucu olarak yüzeysel sular, radyoaktif kirle
	: Bu tür ilaçların kullanıldığı sebze ve meyvelerin yıkanması sonucu sulara karışırlar. Bunların besin zincirine girmesi ekosistemlerde önemli sorunlar yaratır.
	: Bu maddelerin üretimleri giderek artmaktadır. Bu yapay maddelerin, yerlerini aldıkları doğal maddelere göre kirleticilik dereceleri daha fazladır.
	: Çok yüksek dozlarda kirletici olduklarından suları içme, sulama ve birçok endüstriyel kullanım için uygunsuz duruma getirebilirler.
	: Gübrelerin içerdiği azot ve fosfor, sulamadan dönen drenaj suları ile yüzeysel sulara karışır.
	: Tek geçişli soğutma suyu sistemlerine sahip termik santraller, yüzeysel sulara büyük miktarlarda atık ısı verir. Sıcaklığı da artmış sular, içme suyu kaynağı olarak uygun değillerdir.
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	Geçmiş yıllarda, öneminin farkına varılamayan kirlilik kavramı; günümüzde çok önemli bir hal almaya başlamıştır. Bu durumun üstesinden gelmenin en iyi yolu kirliliği oluştuğu yerde yani kaynağında azaltmaktır. Fakat zaman geçtikçe bu durum daha karmaşık b
	Matematiksel modelleme yazılımları (hidrolojik, hidrodinamik, su kalitesi ve havza modelleme yazılımları)
	Matematiksel modellemeye yardımcı yazılımları (senaryo üreticiler, model parametre tahmin yazılımları, genel amaçlı duyarlılık analizi yapan yazılımlar, vb.)
	Coğrafi bilgi sistemi yazılımları
	Mühendislik/ tasarım yazılımları
	Diğer yazılımlar (program geliştirme araçları, elektronik tablolama yazılımları, veritabanı yazılımları, vb.)(Sivri ve ark., 2005). Modelleme; belirli hedeflere ulaşmak için gerçek bir sistemin simülasyonu veya performansını değerlendiren temel bilgi ve d
	8
	1. GİRİŞ                                                                                              Handan SUBAŞI
	Model, hedefleri ve amaçları olmak üzere ikiye ayrılır. Bu durumda araştırmaya yönelik ve işletmeye yönelik sonuçlar ortaya çıkar. Modellemenin amaçlarında bir veya daha fazla yol takip edilir. Bunlar; sistemi yorumlamak, davranımlarını analiz etmek, yöne
	Bir fiziki model, belirli bir fiziksel varlığın farklı boyuttaki kopyasıdır. Fiziksel modeller gerçek sistemde sunulan dinamik veya geometrik benzerlikleri, ölçeklendirilmiş model ve ölçüm ve gözlemlerle yapılan deneysel çalışmaları içerir. Ampirik modell
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	5. Sonuçların uygulama alanına konması (Chapra, 1997; Stamou ve ark., 1999)
	Şekil 1.1. Model Yapısının Ana Bileşenleri (Chapra 1997; Chau ve ark., 2002) Model çalışmasına başlarken iki önemli süreç vardır. İlki, idari amaçlar, seçenekler ve yasalar, ayarlamalar ve ekonomik bilgilerle oluşturulabilecek kısıtlamaların getirdiği bil
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	Amerika Çevre Koruma Ajansı (USEPA-United States Environmental Protection Agency) tarafından modeller kullanım amaçlarına göre sıralanmıştır. Bunlar; 1. Hava taşınım, maruz kalma ve risk modelleri 2. Atmosferik modeller 3. Hava kalitesi modelleri 4. Araç 
	USEPA, Hava Kalitesi Planlaması ve Standartları Merkezinin temel görevini ülkelerin hava kalitesini iyileştirmek ve korumak olarak belirlemiştir. Hava kalitesi modelleri EK 1 de verilmiştir (www.epa.gov/oar/oaqps).
	USEPA araç emisyonlarından kaynaklanan hava kirleticilerini yol üzerindeki araçlardan, yol üzerinde olmayan kaynaklardan ve yakıtlardan gelen kirleticiler olarak belirlemiş olup modelleri Çizelge 1.2’de sınıflandırmıştır (www.epa.gov/OMSWWW/models.htm).
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	Çizelge 1.2. Araç Emisyonları Modelleri(www.epa.gov/OMSWWW/models.htm)
	Mobile Model MOBILE Vehicle Emission Factor model Hareket Halinde Araç Emisyon Faktör Modeli Mil başına düşen hidrokarbon, karbon monoksit, azot oksitler, partikül madde, arabalar, kamyonlar ve motorlardan çıkan toksik maddeleri belirlemede kullanılır. No
	MOVES Motor Vehicle Emission Simulator Motorlu Araçlar Emisyon Benzeşim Modeli Yol üstünde ve yol üstünde olmayan mobil kaynaklardan üretilen emisyonların tahmini için kullanılır.
	Fuel Models Heavy-duty diesel fuel analysis program Ağır Araç Dizel Yakıtlı Analiz Programı Çeşitli yol üstünde olmayan ve karayollarında kullanılan dizel yakıttan meydana gelen emisyonları belirlemede kullanılır.
	EPA’nın Pestisit Programı Merkezinde (Office of Pesticide Programs) (OPP) hem insan sağlılığı hem de sucul ortamdaki ekolojik büyümenin yönetimi için pestisit konsantrasyonlarını tahmin etmede benzeşim modelleri kullanmıştır. (www.epa.gov/oppefed1/models/
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	Çizelge 1.3. Suda pestisit belirleme modelleri(www.epa.gov/ ada/csmos.html)
	GENEEC GENERIC Estimated Environmental Concentration Genel Çevresel Konsantrasyon Tahmin Modeli Sucul ekolojik risk yönetiminde kullanılmak üzere yüksek seviyedeki pestisit konsantrasyonunu belirlemek için uygulanır. FIRST FQPA (Food Quality Protection Ac
	PRZM The Pesticide Root Zone Model Pestisit Kök Tabaka Modeli Tek boyutlu, sonlu fark metoduna dayanan model olup kök tabakalarındaki azot ve pestisit yayılımını incelemek üzere kullanılır. EXAMS Exposure Analysis Modelling System Maruz Kalma Analizi Mode
	SCI-GROW Screening Concentration In Ground Water Yeraltı Suyu Konsantrasyon Sınama Modeli Yeraltı suyundaki pestisit konsantrasyonunu belirlemek üzere kullanılır.
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	Arayüzey Modelleri Oluşturma Merkezi (The Center for Subsurface Modeling Support) (CSMos) yeraltı suyu ve boşluk suyu tabakadaki değişimleri incelemek üzere modeller geliştirmektedir (www.epa.gov/ ada/csmos.html). Bu modeller çizelge 1.4’te belirtilmiştir
	BIOCHLOR2.2 - - - - Doğal ortamda çözünmüş klorun bulunduğu serbest alanlarda iyileştirme çalışmaları için kullanılır. CHEMFLO–2000 - - - - Boşluk tabakasındaki kimyasal taşınım ve dağılımı ve suyun hareketini benzeşim yapan model olarak kullanılır. OWL O
	Maruz Kalma Modelleri Araştırma Merkezi (The EPA Center for Exposure Assessment Modeling) (CEAM) 1987 yılında bilimsel ve teknik araştırmalarda yardımcı olmak üzere USEPA içinde kurulmuştur. CEAM su, karasal ve diğer ortamlardan gelen organik kimyasallar 
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	ayırmaktadır (www.epa.gov/ceampubl).  Bu modeller Çizelgeler 1.5-1.7’de özetlenmiştir. Çizelge 1.5. Yeraltı Suyu Modelleri(www.epa.gov/ceampubl)
	3DFEMWATER Three-Dimensional Finite Element Model of Water Flow Through Saturated-Unsaturated Media Doygun ve Doygun olmayan Yüzeyde Su Akışı Boyunca 3 Boyutlu Sonlu Fark Element Modeli Deşarj, içme suyu, çevresel etkiler, yeraltı suyu , hidroloji, metall
	3DLEWASTE Three-Dimensional Lagrangian- Eulerian Finite Element Model of Waste Transport Through Saturated-Unsaturated Media Doygun ve Doygun olmayan Yüzeyde Atık Taşınımı Lagrangian-Eulerian 3 Boyutlu Sonlu Fark Modeli Deşarj, içme suyu, çevresel etkiler
	PATRIOT Pesticide Assessment Tool for Rating Investigations of Transport Taşınım Araştırmalarında Kullanılan Pestisit Yönetim Modeli Çevresel etkiler, yeraltı suyu, hidroloji, arazi kullanımı yönetimi, pestisitler PRZM3 Pesticide Root Zone Model Pestisit 
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	Çizelge 1.6. Besin Zinciri Modelleri(www.epa.gov/ceampubl)
	FGETS Food and Gill Exchange of Toxic Substances Besin ve Solungaçlarda Toksik Madde Değişimi Sucul biyoloji, kimya, deşarj, çevresel etkiler, metaller, noktasal kaynaklar, LC 50 Lethal concentration, 50% Öldürücü Doz %50 Öldürücü doz ,LC50 , toksisite
	Çizelge 1.7. Çoklu yüzey Modelleri(www.epa.gov/ceampubl)
	3MRA The Multimedia, Multipathway, Multi-receptor Exposure and Risk Assessment Çoklu-yüzey, Çoklu-yol Çoklu-alıcı maruz kalma ve risk değerlendirme Çoklu-yüzey, alıcı ortam, maruz kalma, tehlikeli atık, risk MMSOILS The Multimedia Contaminant Fate, Transp
	MULTIMED 1.01 MULTIMED 2,0 Beta MULTIMED (Daughter Process) The Multimedia Exposure Assessment Model Çoklu-yüzey Maruz Kalma Yönetim Modeli Kimya, deşarj, çevresel etkiler, atık üretimi, yeraltı suyu, hidroloji, göller, nehirler, risk yüzey suyu test / an
	Bir su kalitesi modeli, kirliliği belirleyen parametrelerin konsantrasyonlarının zamanda ve uzaydaki değişimlerini matematiksel olarak ifade eden bir yapıdır. Akarsular, göller, körfezler ve açık denizlerde insanların neden olduğu etkilerle su
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	kalitesinde oluşan bozulmaları ortaya çıkarmak ve söz konusu etkilerin olumsuz sonuçlarını önlemek için alınan tedbirlerin somut ve objektif bir şekilde saptanmasında bu tip bilgisayar modelleri çok değerli hizmetler vermektedir. Su kirliliği kontrolünde 
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	Dünyanın en karmaşık ağına sahip olan insan beyni, sayısal bir işlemi yapabilmek, bir problemi çözebilmek için saatlerce uğraşabilmektedir. Bununla birlikte insan beyni bu tür problemleri çözmeye çalışırken nöronlar vasıtası ile milyonlarca işlem yapar. G
	Yapay zekâ ile ilgili olan ilk çalışma McCulloch ve Pitts (1951) tarafından yapılmıştır. Bu araştırmacıların önerdiği yapay sinir hücrelerini kullanan hesaplama modeli, önermeler mantığı, fizyoloji ve Turing’in hesaplama kuramına dayanıyordu. Herhangi bir
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	zeki sistemler yapma çalışmalarıyla uğraşan kişilerin başlangıç noktası olmuştur. Bundan sonraki yıllarda mantık temelli çalışmalar egemen olmuş ve yapılan programların başardığı şeyleri göstermek için birtakım yapay sorunlar oluşturulmuştur. Fakat daha s
	İnsan gibi düşünen bir program yapmak için insanların nasıl düşündüğünü saptamak gerekir. Bu da psikolojik deneylerle yapılabilir. Yeterli sayıda deney yapıldıktan sonra elde edilen bilgilerle bir kuram oluşturulabilir. Daha sonra bu kurama dayanarak bilg
	Bu sistemlerin temelinde mantık yer alır. Burada amaç çözülmesi istenen sorunu mantıksal bir gösterimle betimledikten sonra çıkarım kurallarını kullanarak çözümünü bulmaktır. Yapay zekâda çok önemli bir yer tutan mantıkçı gelenek zeki
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	sistemler üretmek için bu çeşit programlar üretmeyi amaçlamaktadır. Bu yaklaşımı kullanarak gerçek sorunları çözmeye çalışınca iki önemli engel karşımıza çıkmaktadır. Mantık, formülasyona dayalı bir dil kullanır. Gündelik yaşamdan kaynaklanan, çoğu kez de
	Biyolojik sinir sistemi, merkezinde sürekli olarak bilgiyi alan, yorumlayan ve uygun bir karar üreten beynin (merkezi sinir ağı) bulunduğu 3 katmanlı bir sistem olarak açıklanır. Alıcı sinirler (receptor) organizma içerisinden ya da dış ortamlardan algıla
	Şekil 2.1. Biyolojik sinir sisteminin blok gösterimi Merkezi sinir ağında bilgiler, alıcı ve tepki sinirleri arasında ileri ve geri besleme yönünde değerlendirilerek uygun tepkiler üretilir. Bu yönüyle biyolojik sinir sistemi, kapalı çevrim denetim sistem
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	için dendriteleri oluşturur. Şekil 2.2’de görüldüğü gibi akson-dendrite bağlantı elemanı synapse olarak söylenir.
	Şekil 2.2. Biyolojik Sinir Hücresi ve Bileşenleri Synapse gelen ve dendriteler tarafından alınan bilgiler genellikle elektriksel darbelerdir ancak, synapsedeki kimyasal ileticilerden etkilenir. Belirli bir sürede bir hücreye gelen girişlerin değeri, belir
	Beynin üstün özellikleri, bilim adamlarını üzerinde çalışmaya zorlamış ve beynin nörofiziksel yapısından esinlenerek matematiksel modeli çıkarılmaya
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	çalışılmıştır. Beynin bütün davranışlarını tam olarak modelleyebilmek için fiziksel bileşenlerinin doğru olarak modellenmesi gerektiği düşüncesi ile çeşitli yapay hücre ve ağ modelleri geliştirilmiştir. Böylece Yapay Sinir Ağları denen yeni ve günümüz bil
	Yukarıda verilen açıklamalardan, YSA’nın hesaplama ve bilgi işleme gücünü, paralel dağılmış yapısından, öğrenebilme ve genelleme yeteneğinden aldığı söylenebilir. Genelleme, eğitim ya da öğrenme sürecinde karşılaşılmayan girişler için de YSA’nın uygun tep
	YSA’nın temel işlem elemanı olan hücre doğrusal değildir. Dolayısıyla hücrelerin birleşmesinden meydana gelen YSA da doğrusal değildir ve bu özellik
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	bütün ağa yayılmış durumdadır. Bu özelliği ile YSA, doğrusal olmayan karmaşık problemlerin çözümünde en önemli araç olmuştur.
	YSA’nın arzu edilen davranışı gösterebilmesi için amaca uygun olarak ayarlanması gerekir. Bu, hücreler arasında doğru bağlantıların yapılması ve bağlantıların uygun ağırlıklara sahip olması gerektiğini ifade eder. YSA’nın karmaşık yapısı nedeniyle bağlant
	YSA, ilgilendiği problemi öğrendikten sonra eğitim sırasında karşılaşmadığı test örnekleri için de arzu edilen tepkiyi üretebilir. Örneğin, karakter tanıma amacıyla eğitilmiş bir YSA, bozuk karakter girişlerinde de doğru karakterleri verebilir ya da bir s
	YSA, ilgilendiği problemdeki değişikliklere göre ağırlıklarını ayarlar. Yani, belirli bir problemi çözmek amacıyla eğitilen YSA, problemdeki değişimlere göre tekrar eğitilebilir, değişimler devamlı ise gerçek zamanda da eğitime devam edilebilir. Bu özelli
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	YSA, çok sayıda hücrenin çeşitli şekillerde bağlanmasından oluştuğundan paralel dağılmış bir yapıya sahiptir ve ağın sahip olduğu bilgi, ağdaki bütün bağlantılar üzerine dağılmış durumdadır. Bu nedenle, eğitilmiş bir YSA nın bazı bağlantılarının hatta baz
	YSA, paralel yapısı nedeniyle büyük ölçekli entegre devre (VLSI) teknolojisi ile gerçeklenebilir.  Bu özellik, YSA nın hızlı bilgi işleme yeteneğini artırır ve gerçek zamanlı uygulamalarda arzu edilir.
	YSA’nın temel işlem elemanı olan hücrenin yapısı ve modeli, bütün YSA yapılarında yaklaşık aynıdır. Dolayısıyla, YSA’nın farklı uygulama alanlarındaki yapıları da standart yapıdaki bu hücrelerden oluşacaktır. Bu nedenle, farklı uygulama alanlarında kullan
	Son yıllarda YSA’ları, özellikle günümüze kadar çözümü güç ve karmaşık olan ya da ekonomik olmayan çok farklı alanlardaki problemlerin çözümüne uygulanmış ve genellikle başarılı sonuçlar alınabilmiştir. YSA’ları çok farklı alanlara uygulanabildiğinden büt
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	genel bir sınıflandırma ile YSA’nın uygulama alanları aşağıdaki gibi 6 grup içerisinde toplanabilir.
	: Bir sistemin, cihazın ya da elemanın düzenli (doğru) çalışma şeklini öğrenen bir YSA yardımıyla bu sistemlerde meydana gelebilecek arızaların tanımlanma olanağı vardır. Bu amaçla YSA; elektrik makinalarının, uçakların yada bileşenlerinin, entegre devrel
	: EEG ve ECG gibi tıbbi sinyallerin analizi, kanserli hücrelerin analizi, protez tasarımı, transplantasyon zamanlarının optimizasyonu ve hastanelerde giderlerin optimizasyonu v.s gibi uygulama yeri bulmuştur.
	Silahların otomasyonu ve hedef izleme, nesneleri/görüntüleri ayırma ve tanıma, yeni algılayıcı tasarımı ve gürültü önleme v.s gibi alanlara uygulanmıştır.
	Görüntü ve veri sıkıştırma, otomatik bilgi sunma servisleri, konuşmaların gerçek zamanda çevirisi v.s gibi alanlarda uygulama örnekleri vardır.
	Üretim sistemlerinin optimizasyonu, ürün analizi ve tasarımı, ürünlerin (entegre, kağıt, kaynak v.s.) kalite analizi ve kontrolü, planlama ve yönetim analizi v.s. alanlarına uygulanmıştır.
	Uçaklarda otomatik pilot sistemi otomasyonu, ulaşım araçlarında otomatik yol bulma/gösterme, robot sistemlerin kontrolü, doğrusal olmayan sistem modelleme ve kontrolü, elektrikli sürücü sistemlerin kontrolü v.s. gibi yaygın bir uygulama yeri bulmuştur.
	Yapay sinir hücreleri, YSA’nın çalışmasına esas teşkil eden en küçük bilgi işleme birimidir. Geliştirilen hücre modellerinde bazı farklılıklar olmakla birlikte genel özellikleri ile bir yapay hücre modeli, şekil 2.4’te görüldüğü gibi girdiler, ağırlıklar,
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	ortamlardan hücreye giren bilgilerdir. Bilgiler, bağlantılar üzerindeki ağırlıklar üzerinden hücreye girer ve ağırlıklar, ilgili girişin hücre üzerindeki etkisini belirler. Birleştirme fonksiyonu, bir hücreye gelen net girdiyi hesaplayan bir fonksiyondur 
	), katsayısı ise (genellikle b ile gösterilir) ağırlık vektörü (W
	) içerisine alınabilir.  Genel olarak hücre modelleri şekil 2.4’deki gibi olmakla birlikte gerçekleştirdiği işleve göre hücreler statik ya da dinamik bir davranış gösterebilirler.
	Şekilde; ağırlıkların sabit olduğu ve hücrede geri besleme ya da geciktirilmiş sinyaller kullanılmadığı dikkate alınırsa bu hücre statik bir işlevi gerçekleştireceğinden bu model, statik hücre modeli olarak söylenebilir.
	Şekil 2.3. Yapay hücre modeli Burada;
	hücrenin ağırlıklar matrisini,
	hücrenin giriş vektörünü,
	hücrenin net girişini,
	hücre çıkışını ve
	hücrenin aktivasyon fonksiyonunu göstermektedir.
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	ya da
	,
	Buradaki statik hücrenin matematiksel modeli yukarıdaki gibidir. Denklemden,
	giriş vektörünün bileşenlerinin dış (geri beslemesiz) girişler olması durumunda hücrenin doğrusal olmayan statik bir işlevi gerçekleştireceği görülmektedir.
	Hücre modellerinde, hücrenin gerçekleştireceği işleve göre çeşitli tipte aktivasyon fonksiyonları kullanılabilir. Aktivasyon fonksiyonları sabit parametreli ya da uyarlanabilir parametreli seçilebilir. Aşağıda, hücre modellerinde yaygın olarak kullanılan 
	Doğrusal bir problemi çözmek amacıyla kullanılan doğrusal hücre ve YSA’da ya da genellikle katmanlı YSA’nın çıkış katmanında kullanılan doğrusal fonksiyon, hücrenin net girdisini doğrudan hücre çıkışı olarak verir. Doğrusal aktivasyon fonksiyonu matematik
	şeklinde tanımlanabilir. Doyumlu doğrusal aktivasyon fonksiyonu ise aktif çalışma bölgesinde doğrusaldır ve hücrenin net girdisinin belirli bir değerinden sonra hücre çıkışını doyuma götürür. Doyumlu doğrusal aktivasyon fonksiyonunun aşağıdaki denklemde m
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	Şekil 2.4. Doyumlu doğrusal aktivasyon fonksiyonu
	Şekil 2.5’de grafiği verilen çift yönlü sigmoid (tanh) fonksiyonu, türevi alınabilir, sürekli ve doğrusal olmayan bir fonksiyon olması nedeniyle doğrusal olmayan problemlerin çözümünde kullanılan YSA’larında tercih edilir. Tek yönlü sigmoid fonksiyonun ta
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	Şekil 2.5. Sigmoid (tanh) aktivasyon fonksiyonu
	McCulloch-Pitts modeli olarak bilinen eşik aktivasyon fonksiyonlu hücreler, mantıksal çıkış verir ve sınıflandırıcı ağlarda tercih edilir, Perceptron (Algılayıcı) olarak da söylenen eşik fonksiyonlu hücrelerin matematiksel modeli aşağıdaki gibi tanımlanab
	Şekil2.6. Eşik aktivasyon fonksiyonu
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	Yukarıda bahsedilen ve yaygın olarak kullanılan aktivasyon fonksiyonlarının dışında YSA’da çeşitli aktivasyon fonksiyonları kullanılmış ve aktivasyon fonksiyonlarına göre YSA’nın problemleri çözebilme performansları incelenmiştir.
	Yapay hücre modeli, x girişlerinden y çıkışlarına doğrusal olmayan statik bir dönüşümü gerçekleştirir. Örüntü tanıma ve sınıflandırma uygulamalarında statik hücre ya da YSA modelleri uygun olmakla birlikte sistem modelleme ve denetimi gibi dinamik problem
	Hücre ağırlıkları sabit seçilmek yerine bir filtre olarak modellenerek hücrenin dinamik davranışı sağlanabilir. Böylece, herhangi bir ağırlığın dinamik davranışı, zamanın bir fonksiyonu olan ani darbe cevabı ile tanımlanabilir. Her bir hücre ağırlığının F
	Şekil 2.7. FIR filtre ağırlıklı dinamik hücre modeli
	30
	2.YAPAY ZEKÂ VE YAPAY SİNİR AĞLARI                                Handan SUBAŞI
	Şekil 2.8. FIR filtre olarak tasarlanan ağırlıklar
	Diğer bir dinamik hücre modeli, ağırlıkların dinamik bir model olarak seçilmesi yerine hücrenin net girdisinin doğrusal bir dinamik modelden (filtreden) geçirildiği hücre modelidir. Filtrenin seçimi farklı olabilmekle birlikte genellikle birinci dereceden
	(k) ya göre hücre modeli şekil 2.9’daki gibi çizilebilir.
	Şekil 2.9. RC- dinamik bir hücre modeli
	Yapay sinir ağları, hücrelerin birbirleri ile çeşitli şekillerde bağlanmalarından oluşur. Hücre çıkışları, ağırlıklar üzerinden diğer hücrelere ya da kendisine giriş
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	olarak bağlanabilir ve bağlantılarda gecikme birimi de kullanılabilir. Hücrelerin bağlantı şekillerine, öğrenme kurallarına ve aktivasyon fonksiyonlarına göre çeşitli YSA yapıları geliştirilmiştir. Bu bölümde, çeşitli problemlerin çözümünde kullanılan ve 
	İleri beslemeli YSA’da, hücreler katmanlar şeklinde düzenlenir ve bir katmandaki hücrelerin çıkışları bir sonraki katmana ağırlıklar üzerinden giriş olarak verilir. Giriş katmanı, dış ortamlardan aldığı bilgileri hiçbir değişikliğe uğratmadan orta  (gizli
	Şekil 2.10. İleri beslemeli 3 katmanlı YSA
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	İleri beslemeli 3 katmanlı ve
	olan YSA’nın matematiksel modeli,
	orta katman çıkış vektörün ü,
	giriş vektörünü,
	ağ çıkış vektörünü gösterir, ayrıca x
	ve o
	girişleri, polarma girişleri olarak alınmıştır. Herhangi bir problemi çözmek amacıyla kullanılan YSA da, katman sayısı ve orta katmandaki hücre sayısı gibi kesin belirlenememiş bilgilere rağmen nesne tanıma ve sinyal işleme gibi alanların yanı sıra ileri 
	Geri beslemeli YSA’da, en az bir hücrenin çıkışı kendisine ya da diğer hücrelere giriş olarak verilir ve genellikle geri besleme bir geciktirme elemanı üzerinden yapılır. Geri besleme, bir katmandaki hücreler arasında olduğu gibi katmanlar arasındaki hücr
	Şekil 2.11. Geri Beslemeli İki Katmanlı YSA
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	Şekil 2.11’de verilen geri beslemeli YSA da giriş vektörü, r adet dış giriş ve p adet gecikmiş ağ çıkışlarından oluşmaktadır. Geri beslemeli YSA’ları; hücreler arası ya da katmanlar arası geri besleme yapılış şekline göre farklı isimlerle söylenir. Genell
	Şekil 2.12. Yöresel geri-küresel ileri beslemeli (YGKİ) yapay sinir ağı YGKİ ağlar, ileri beslemeli YSA’nın eğitim algoritmalarında gerçekleştirilen küçük değişikliklerle eğitilebilmeleri nedeniyle ileri ve geri beslemeli YSA’nın ortak özelliklerini taşım
	Doğrusal olmayan sistemlerin tanılanması ve denetiminde, katmanlı YSA yapıları etkin olarak kullanılmaktadır. YSA ile sistem tanılamada, doğru model yapısının seçilebilmesi ve model girişlerinin belirlenebilmesi için sistemin giriş ve çıkışının gecikme de
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	geliştirilmiştir. Şekil 2.13’de Bellek Hücreli Yapay Sinir Ağları (BHYSA) olarak söylenen ve ağdaki her bir hücre için bir bellek hücresinin kullanıldığı katmanlı-geri beslemeli bir ağ yapısı verilmiştir.
	Şekil 2.13. Bellek hücreli yapay sinir ağı ve bellekli bir hücrenin yapısı BHYSA’da her bir ağ hücresine ait olan bellek hücresi, bir ağırlık (b
	) üzerinden öz geri besleme girişine ve başka bir ağırlık üzerinden (a
	) ait olduğu hücrenin gecikmiş girişine göre bir çıkış üretir. Çıkış katmanında ise genellikle sadece öz geri besleme kullanılır. BHYSA’nın doğrusal olmayan bir sistemi modelleme ve denetim yeteneği, sadece sistemin o an ki giriş ve bir önceki çıkış veril
	Katmanlı YSA’nın tasarımında eğiticili geriye yayılım öğrenme algoritması bir en iyileme uygulamasıdır. Radyal tabanlı fonksiyon ağı tasarımı ise çok boyutlu uzayda eğri uydurma yaklaşımıdır ve bu nedenle RTFA’nın eğitimi, çok boyutlu uzayda eğitim verile
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	boyutlu yüzeyin kullanılmasına eşdeğerdir. Radyal tabanlı fonksiyonlar, sayısal analizde çok değişkenli interpolasyon problemlerinin çözümünde kullanılmış ve YSA’nın gelişmesi ile birlikte bu fonksiyonlardan YSA tasarımında yararlanılmıştır. RTFA, ileri b
	Şekil 2.14. Radyal tabanlı fonksiyon ağı Eğri uydurma teorisi, herhangi birçok değişkenli ve sürekli f(x) fonksiyonunu yaklaştırma ya da interpole etme problemi ile ilgilidir. İnterpolasyon problemi, k=1,2....N için xk – veri noktası ve dk-gerçek değerler
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	Katmanlı YSA, orta katmandaki doğrusal olmayan aktivasyon fonksiyonları nedeniyle doğrusal olmayan öğrenme algoritmaları ile eğitilmelidir. Bu durum, öğrenme hızını yavaşlatır ve fonksiyon yaklaşımında yöresel en aza ulaşılabilir. Bu sorunlar, ağ girişler
	Şekil 2.15. Fonksiyonel link ağı FLA’da ağ çıkışı, orta katmanda genişletilmiş ağ girişlerinin doğrusal toplamıdır ve FLA’nın eğitimi yalnızca çıkış katman ağırlıklarının ayarlanmasına gereksinim duyar. FLA’nın fonksiyon yaklaştırma performansı, ağ girişl
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	genişletilmiş giriş oluşur. Bu nedenle, arzu edilen doğruluğu sağlayacak şekilde en iyiye yakın bir alt model seçimine gereksinim duyulur. RTFA’na benzer şekilde çeşitli yöntemlerin yanı sıra dik en küçük kareler yöntemi FLA’da alt model seçiminde etkin o
	Çağrışımlı sistemler, belirli giriş vektörlerini belirli çıkış vektörlerine dönüştüren ya da ilişkilendiren sistemler olarak tanımlanır. Dolayısıyla çağrışımlı bellek ağları, eğitim sürecinde ağa verilen eğim örneklerini ağırlıkları aracılığı ile saklar y
	-giriş vektörü,
	- çıkış vektörü ve
	-bellek matrisidir. Şekilde çağrışımlı bir bellek ağının yapısı görülmektedir. Genel olarak şekil 2.16’da verilen çağrışımlı bellek ağı, n adet vektör ilişkilendirmesi sağlayabilir ancak gerçekte, saklanabilecek vektör sayısı giriş vektör boyutundan daha 
	Şekil 2.16. Çağrışımlı Bellek Ağları ÇBA’ları, sistem modelleme ve denetimi amacıyla da kullanılabilir. Bu tür ÇBA’ları, 3 katmanlı YSA yapısına benzer ancak girişler normalize edilmek üzere giriş katmanından orta katmana farklı doğrusal olmayan fonksiyon
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	gerçekleştirirler. ÇBA’nın performansı, ağ girişlerinden orta katman taban fonksiyonlarına gerçekleştirilen doğrusal olmayan dönüşüme bağlıdır. Orta katmandan çıkış katmanına ise doğrusal bir dönüşüm vardır. Bu nedenle, ÇBA tasarımında, ağ giriş uzayını n
	boyutlu bir bölümlendirme yapısı belirlenmelidir. Girişleri normalize etme, her bir girişin en azını ve en çoğunu belirleyerek bu aralığı ağın duyarlılığına göre bölümlere ayırma işlemi olarak kısaca tanımlanabilir. Bölümlendirme yapısının tasarımı, ÇBA’n
	Modül YSA’ları, çok sayıda YSA yapısının birleşiminden oluşur. Eğer, bir ağın yapması gereken işlemler birbirleriyle de haberleşmeksizin iki yada daha fazla modüle (alt yapıya) ayrılabiliyorsa bu ağlar modül YSA’ları olarak söylenir. Şekil 2.17’de modül y
	Şekil 2.17. Modül yapay sinir ağları
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	Modüllerin çıkışları, modüllerden bilgi geri beslenmemek üzere bir birleştirme birimi ile birleştirilir ve birleştirme birimi; a-) Modül YSA çıkışını elde etmek için modül çıkışlarının nasıl birleştirilmesi gerektiğini, b-) Hangi eğitim örneklerini hangi 
	Şekil 2.18’de, bir hücrenin girdisine göre hücre çıkışını tanımlayan aktivasyon fonksiyonlarından 4 tanesi verilmiştir. Kullanılacak olan diğer fonksiyonların türevi alınabilir ve süreklilik arz etmesi gerekmektedir. YSA’nın kullanım amacına uygun olarak 
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	Şekil 2.18. YSA’larda en çok tercih edilen aktivasyon fonksiyonları a) sigmoid, b) doğrusal c) hiperbolik tanjant ve d) keskin sınırlayıcı
	Bir YSA modelinin temel birimi, Şekil 2.19’da gösterilen işlem elemanıdır. Burada girişler dış kaynaklardan veya diğer işlem elemanlarından gelen işaretlerdir. Bu işaretler, kaynağına göre kuvvetli veya zayıf olabileceğinden ağırlıkları da farklıdır. YSA’
	olarak bulunur. Burada Xi i’inci girişi, Wij j’inci elemandan i’inci elemana bağlantı ağırlığını ve
	i eşik (threshold) değerini göstermektedir. Daha sonra bu çıkış değerleri sigmoidal aktivasyon fonksiyonuna yani öğrenme eğrisine uygulanır. Sonuçta çıkış değeri aşağıdaki şekilde bulunur.
	Uygulamalarda, en çok
	veya
	fonksiyonu kullanılmaktadır. Şekil 2.19’da işlemci eleman çıkışında kullanılan sigmoid
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	fonksiyona göre çıkış değerinin hesaplanması gösterilmiştir. Bu işlemci elemanın çıkış değeri diğer işlemci elemanlarına giriş veya ağın çıkış değeri olabilir.
	Şekil 2.19. Bir işlemci elemanı (yapay nöron)
	YSA’nın hesaplama özelliklerini, paralel dağılmış yapısından, öğrenebilme ve genelleme yapma yeteneğinden aldığı söylenebilir. Genelleme, eğitim ya da öğrenme süresince kullanılmayan girişler için de YSA’nın uygun tepkileri üretmesi olarak tanımlanır. Bu 
	Yapay sinir ağları, yapılarına göre, ileri beslemeli (feedforward) ve geri beslemeli (feedback) ağlar olmak üzere iki şekilde sınıflandırılırlar.
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	İleri beslemeli bir ağda işlemci elemanlar (İE) genellikle katmanlara ayrılmışlardır. İşaretler, giriş katmanından çıkış katmanına doğru tek yönlü bağlantılarla iletilir. İşlemci elemanlar bir katmandan diğer bir katmana bağlantı kurarlarken, aynı katman 
	Şekil 2.20. İleri beslemeli ağ için blok diyagram
	Bir geri beslemeli sinir ağı, çıkış ve ara katlardaki çıkışların, giriş birimlerine veya önceki ara katmanlara geri beslendiği bir ağ yapısıdır. Böylece, girişler hem ileri yönde hem de geri yönde aktarılmış olur. Şekil 2.21’de bir geri beslemeli ağ görül
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	Şekil 2.21. Geri beslemeli ağ için blok diyagram
	Öğrenme; gözlem, eğitim ve hareketin doğal yapıda meydana getirdiği davranış değişikliği olarak tanımlanmaktadır. O halde, birtakım metot ve kurallar, gözlem ve eğitime göre ağdaki ağırlıkların değiştirilmesi sağlanmalıdır. Bunun için genel olarak üç öğre
	Bu tip öğrenmede, YSA’ya örnek olarak bir doğru çıkış verilir. İstenilen ve gerçek çıktı arasındaki farka (hataya) göre İE’ler arası bağlantıların ağırlığını en uygun çıkışı elde etmek için sonradan düzenlenebilir. Bu sebeple danışmanlı öğrenme algoritmas
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	Şekil 2.22. Danışmanlı öğrenme yapısı
	Girişe verilen örnekten elde edilen çıkış bilgisine göre ağ sınıflandırma kurallarını kendi kendine geliştirmektedir. Bu öğrenme algoritmalarında, istenilen çıkış değerinin bilinmesine gerek yoktur. Öğrenme süresince sadece giriş bilgileri verilir. Ağ dah
	Şekil 2.23. Danışmansız öğrenme yapısı
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	Bu öğrenme kuralı danışmanlı öğrenmeye yakın bir metoddur. Denetimsiz öğrenme algoritması, istenilen çıkışın bilinmesine gerek duymaz. Hedef çıktıyı vermek için bir “öğretmen” yerine, burada YSA’ya bir çıkış verilmemekte fakat elde edilen çıkışın verilen 
	Şekil 2.24. Takviyeli öğrenme yapısı
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	Son yıllarda YSA’lar, özellikle günümüze kadar çözümü güç ve karmaşık olan ya da ekonomik olmayan çok farklı alanlardaki problemlerin çözümüne uygulanmış ve genellikle başarılı sonuçlar alınabilmiştir. Bunları kısaca açıklayacak olursak; bir sistemin ya d
	AAT’nde AKM, KOİ ve BOİ giderim verimi (Belanche et al., 1999),
	Girdi olarak sıcaklık, giriş debisi, giriş BOİ, giriş AKM, birincil arıtım BOİ ve AKM değerleri kullanılarak, ikincil ve üçüncül arıtım BOİ ve AKM değerlerinin modellenmesi (Hamoda et al., 1999),
	Saatlik pH ölçümü yerine debi ve güneş ışıması ölçümlerinin kullanılması (Moatar et al, 1999),
	Yağış verisinden yararlanılarak, bu günleri takip eden günlerde AAT’ne gelecek hidrolik yükleme miktarının tayini (El-Din and Smith, 2002),
	Kıyı sularında amonyak, nitrit, nitrat ve fosfat verisi kullanılarak su kalitesinin tayini (Aguilera et al., 2001),
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	, NO
	Atıksu arıtma tesisine gelen debi, KOİ, NH
	, NO
	, AKM, klorür, fosfor, pH ve sıcaklık değerleri kullanılarak Kjeldahl Azotu değerini tahmin eden model çalışması (Choi and Park., 2001),
	Akarsuda periyodik olarak ölçülen renk, bulanıklık, sıcaklık, debi, çözünmüş fosfor, toplam fosfor, yükseltgenmiş azot miktarı, toplam demir değerleri kullanılarak Anabaena tipi bakteri konsantrasyonunun belirlenmesi (Maier et al., 1998),
	İklim değişikliğinin akarsu hidrolojisi ve ekolojisi üzerindeki etkisinin modellenmesi (Poff et al., 1996),
	Deniz suyunda tuzluluk (de Silets et al., 1992); besin konsantrasyonu (Daniell and Wundke, 1993); ozon dozu (Roadknight et al., 1997); akarsularda alg konsantrasyonu ve taşınımı (Whitehead et al., 1997); deniz yüzeyi sıcaklıkları (Tangang et al., 1997); y
	48
	3.ÖNCEKİ ÇALIŞMALAR                                                                Handan SUBAŞI
	Çizelge 3.1. Yapay sinir ağlarının kullanım alanları
	De Silets et al. Deniz suyunda tuzluluk 1992 Daniell and Wundke Besin konsantrasyonu 1993 Smith and Eli Yağış- akış ilişkisi 1995 Poff et al. İklim değişikliğinin akarsu hidrolojisi ve ekolojisi üzerindeki  etkisinin modellenmesi 1996 Goswami and Srividya
	Belanche et al. Atıksu arıtma tesisinde AKM,KOİ,BOİ giderimi 1999 Hamada et al. Girdi olarak; sıcaklık, giriş debi, giriş BOİ, giriş AKM, birincil arıtım BOİ ve AKM değerleri kullanarak ikincil ve üçüncül arıtım BOİ ve AKM modelleme Moatar et al. Saatlik 
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	Çizelge 3.2. Yapay sinir ağında kullanılan parametreler ve kullanım amaçları
	Çobaner ve ark. Nehir akımı, sediment konsantrasyonu Akarsularda katımadde miktarının tahmini Fırat ve Güngör Akarsu debisi Askı maddesi konsantrasyoun ve miktarının belirlenmesi 2004 Alp ve Cigizoğlu Hidrometeorolojik datalar Çözünmüş sediment yüklemeler
	Özkan ve ark. Sıcaklık, pH, KOİ, TÇKM, AKM, ay, ölçüm noktası, TC, FC, BOİ5, Cl-, SO4, NH4+, NO3-, TKN, PO4, yağ, fenol, bor, Na+, Mg++, Cu, Cr, Zn, Fe, Mn, S Çözünmüş oksijen değişiminin belirlenmesi 2006
	Açıkalın ve diğ. Sıcaklık, pH, ortalama debi, KOİ, BOİ ve AKM BOİ, KOİ ve AKM çıkış değerlerinin tahmini Çeşmeci Nehre uzaklık, tavuk sayısı, çiftlik tipi, atık depolama şekli, kuyu derinliği, gülük atık Çorum ili tavuk çiftliklerinin atıklarının yeraltı 
	Yuhong ve Wenxin (2008), yapay sinir ağı uygulamaları ile açık kanal akımındaki sürtünme faktörünün öngörülmesi üzerine in yaptıkları bir çalışmada ise; üç katmanlı yapay sinir ağı kullanılmıştır ve sonuç olarak yapay sinir ağı kullanımının uygun olduğu g
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	çalışılmıştır.  Bu çalışmanın sonucunda; nedenli önceden tahmin ve kontrol performansı sistemin geliştirilmesi süresi boyunca başarı göstermiştir. Aguado ve ark. (2008) yaptığı bir çalışmada ardışık kesikli reaktörlerin yapay sinir ağı ile modellenmesi ar
	değeri 0,980 olarak belirtilmiştir. Bu çalışmanın sonucunda geliştirilen modelin etkili bir şekilde kullanılabileceği belirtilmiştir.Moral ve ark. (2008) yaptıkları çalışmada otomatikleştirilmiş yapı taraması ile yapay sinir ağlarının kullanılmasıyla akti
	değeri 0,980 olarak belirtilmiştir. İkinci durumda aktif çamur prosesinin yapay sinir ağı ile modellenmesinde İskenderun atıksu arıtma tesisi çalışılmıştır. Bu çalışmada çıkış parametresi olarak kimyasal oksijen ihtiyacı kullanılmıştır. Modelin R
	değeri ise 0,795 olarak belirtilmiştir. Sadrzadeh ve ark. (2008) yaptıkları çalışmada kurşun iyonlarının atıksuda elektrodiyaliz yöntemi ile ayrıştırılmasında matematik model ve sinir ağı modeli karşılaştırılmıştır. Çalışamda kullanılan yapay sinir ağı ço
	dğeri 0,97 ve yapay sinir ağının R
	değeri 0,99 olduğu belirtilmiştir.  Bu çalışma sonucunda; yapay sinir ağı modelinin matematik modele göre daha kullanışlı olduğu ortaya çıkmıştır. Ghobadian ve ark. (2008) yaptıkları çalışmalarda ise dizel motorların performansları ile kullanılmış yağlard
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	tahmin etmede kullanılmıştır. yapay sinir ağındaki saklı katmnlar ve nöron sayısı verilerin ne kadar karmaşık olduğu ile doğru orantılı bir şekilde belirlenmiştir. Çalışma sonucunda oluşturulan modelin R
	değeri 0,999 olarak belirtilmiştir. Dellana ve West’in (2008) yaptığı bir çalışmada atıksu uygulamalarına lineer ve lineer olmayan yaklaşımlarla modelleme çalışmaları yapmışlardır. Bu çalışmada lineer olan ARIMA modeli ile lineer olmayan zaman geciktirmel
	çalışılmış ve bu çalışmada üç değişik modelleme yöntemi, uzaktan algılama ve Coğrafi Bilgi Sistemleri (CBS) yardımıyla kullanılmıştır. Bu modeller: Yapay Sinir Ağları, Karar Ağacı ve Regresyon analizleridir. Bu yöntemler 1996 ve 1999 yılları arasında bir 
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	akuatik ekotoksisitesinin bir modelini yapmaktır. Bu çalışmada model 549 adet veri grubu ile oluşturulmuş ve geri beslemeli yapay sinir ağı kullanılmıştır. Bu çalışmada 8 parametre girdi değeri olarak kullanıldı ve ekotoksisite konsantrasyonu ise çıktı de
	C olarak belirtilmiştir. Yapılan testler ve deneyler sonucu sistemin kararlı hale gelebilmesi için 45 dk yeterli bir süre olarak belirtilmiştir. Model oluşumunda geri yayılım kullanılmış ve transfer fonksiyonu olarak tansig ve purelin transfer fonksiyonla
	değeri 0,936 olarak belirtilmiştir. Hong ve ark. (2007) yaptıkları çalışmada ölçümlerdeki problemlerin üstesinden gelme ve nutrient konsantrasyonunun belirlenmesinde yapay sinir ağları ve yazılım sensörlerini kullanmışlardır. Çalışmada model yapısını oluş
	, NO
	ve NH
	konsantrasyonları modelde çıktı parametresi olarak kullanılmıştır ve bu parametrelerin ölçülebilemsi için girdi parametresi olarak çözünmüş oksijen, oksidasyon-redüksiyon potansiyeli ve pH kullanılmıştır. Çalışmadaki model oluşturulurken lineer olmayan si
	53
	3.ÖNCEKİ ÇALIŞMALAR                                                                Handan SUBAŞI
	model kütle balans modeline dayandırılarak geliştirilmiştir. Bu çalımada böylesi bir modelin seçilmesisi nedeni eksik olan verilerin belirlenmesinde fayda sağlamasıdır. Kohonen ağı iki boyutlu, çıkdı değeri olarak nitelendirilen bir yapıdan meydana gelmek
	, NO
	, NO
	, toplam fosfor ve biyokimyasal oksijen ihtiyacı (BOİ) çıktı parametresi olarak kullanılmıştır.  Bu çalışmada kullanılan yapay sinir ağı modelinin önemli bir etkisi değerlendirme çalışmalarında görülmüştür.Aleboyeh ve ark. (2007) UV/H
	O
	kullanarak azo boyalarını giderme işleminin tahmininde yapay sinir ağını kullanmışlardır. Giriş parametresi olarak çözelti pH ı ve UV ye mağruz kalma zamanı verilmiştir ve çıkış parametresi olarak renk giderimi verilmiştir. Geri beslemeli çok katmanlı yap
	değeri 0,996 olarak belirtilmiştir. Arranz ve ark. (2007) yaptıkları bir çalışmada yapay sinir ağları kullanılarak fotosentetik olarak oksijene doymuş biyodegradasyonun modellenmesi çalışılmıştır. Bu çalışmada; ışık, sıcaklık, hidrolik bekletme zamanı, ki
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	sediment konsantrasyonları arasındaki ilişkiyi modelleme yeteneğini araştırmışlardır. Bu çalışmanın sonucunda YSA modelinin, Sediment konsantrasyonunu tahmin etmede anahtar eğrisi ve ÇDR’a (çoklu doğrusal regresyon) göre daha iyi bir performans gösterdiği
	değerinin 0,878 olduğunu, çoklu doğrusal regresyon için ise R
	değerinin 0,853olduğunu belirtmişlerdir.Özkan ve ark. (2006) nehirlerdeki çözünmüş oksijen konsantrasyonunun değişiminin modellenmesinde yapay sinir ağlarına dayanan yeni bir metot çalışmışlardır. Bu çalışmada genişletilmiş delta-bar-delta ile geri yayılı
	2006) yaptıkları bir çalışmada ise atıksu artıma tesisi performansının incelenmesinde yapay sinir ağları kullanılmışlardır. Çalışmada geriyayılım algoritmasına sahip geri beslemeli yapay sinir ağı modelini kullanmışlardır. Bu modeli kullanmalarının nedeni
	biyokimyasal oksijen ihtiyacı, toplam azot ve toplam kheldal azotu parametrelerini kullanmışlardır. Bu çalışmanın sonucunda ise; yapay sinir ağlarının atıksu arıtma tesisi performansının belirlenmesinde uygunluk gösterdiğini ortaya çıkarmışlardır.
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	Aber ve ark. (2006) yaptıkları başka bir çalışmada ise sulu çözeltiden asit orange 7 maddesinin toz aktif karbon ile uzaklaştırılması ve deneysel sonuçların yapay sinir ağı ile modellenmesini çalışmışlardır. Bu çalışmada asit orange 7 giriş konsantrasyonu
	değerleri kıyaslandığında en iyi sonucu 0,9988 ile Freundlich eşitliğninin verdiğini belirtmişlerdir.Mjalli ve ark. (2006) yaptıkları bir çalışmada ise atıksu arıtma tesisinin performansının önceden tahmin edilmesinde yapay sinir ağlarının BLACK-BOX model
	değeri 0,987 olan modeldir. Machon ve ark. (2006) yaptıkları çalışmada ise; iyi bilinen Monod veya Haldane kinetik modellerinin kirleticiler arasındaki inhibisyon fenomeninden dolayı kullanışlı olmaması nedeni ile bu çalışmada geri beslemeli yapay sinir a
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	Şatır (2006), yaptığı bir çalışmada ise “Uygun Bulanık (Fuzzy) Sınıflama Yöntemleri İle Aladağ Örneğinde Arazi Örtüsünün Sınıflandırılması” araştırılmıştır. Bu çalışmada; bulanık sınıflama tekniklerinden doğrusal karışım modeli ve yapay sinir ağları yönte
	değeri 0,897 ve radyal tabanlı sinir ağının R
	değeri ise 0,921 olarak belirtilmiştir. Buradan yola çıkarak radyal tabanlı sinir ağı ile yapılan çalışmadan daha iyi sonuç alındığı belirtilmiştir. Yapay sinir ağlarının çözünmüş sedimentlerini simule etmede önemli bir yeri olduğunu ve problemleri çözmed
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	bağlı olduğu ve bunun formüle edilmesinin oldukça güç olduğu ifade edilmiştir. Yapılan bu çalışmada sadece akarsu debisi göz önüne alınarak askı maddesi konsantrasyonu ve AKM miktarı yapay sinir ağları ile hesaplanmış ve kullanılan veri grupları arasında 
	değerini 0,845 bulmuşlardır (Erişim tarihi 21 Haziran 2010).
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	KOİ’nin tespiti için kullanılabilecek farklı model yaklaşımları kurulumu zor, uzun zaman alan ve konu hakkında bilgi ve tecrübe gerektiren çözümlerdir. Yüzeyaltı akışlı yapay sulak alanlarla yapılan çalışmadan elde edilen veriler istatistiki analizler ve 
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	Çalışmada verilerin alındığı model, yüzeyaltı akışlı yapay sulak alan olarak tanımlanmaktadır. Verilerin alındığı model; yağışı, terleme ve buharlaşmayı, hidrolik durumlar için por özelliklerini ve giriş akımını, substratın hareketi ve dağılımını, biyomas
	hata payıyla ölçülmüştür(Marahatta,2004). Akım hızı genellikle simülasyon periyodunun üzerinde bulunmuş ve bu değerler de 0,93 den 2,9 m/gün olarak verilerin alındığı çalışmada belirlenmiştir (Marahatta,2004). Verilerin alındığı modelde biyofilm kalınlığı
	, Toplam Katı
	, KOİ
	, Toplam Katı Madde
	, Uçucu Askıda Katı Madde
	, Uçucu Askıda Katı Madde
	ve Sıcaklık parametreleri kullanılmıştır.
	Yüzeyaltı akışlı yapay sulak alan sistemi Nebraska’da bir çiftlik için kurulmuştur. Sistemin arıtma performansı, septik tank girişini ve sıcaklık davranışlarını içermektedir. Sistem 14 m uzunluğunda ve 4 m genişligindedir. 0,75 m olan derinligin arıtma kı
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	duvar kalınlığı 0,45 mm PVC den oluşmaktadır. düzenegin iç malzemesinin en alt katmanını (0,5 m) küçük çakıl taşları ve ondan sonraki katmanı ise (0,15 m) küçük çakıl taşları ve mucur içermektedir. Glunz (1998) yaptığı çalışmada en etkili çapın mucur ve k
	Şekil 4.1. Genel bir sulak alanın elementleri Çizelge 4.1. Sistemin dizayn parametreleri (Marahatta,2004) Dizayn kapasitesi 2,27 m
	/ gün Arıtma hücre boyutları 4m * 14m En- boy oranı 3,5:1 Ortam derinliği, m 0,65 m Hidrolik yükleme oranı 4,1 cm/gün Hidrolik bekletme zamanı 6 gün
	Yüzeyaltı akışlı yapay sulak alan sisteminde iki çeşit su bitkisi kullanılmıştır sistemin giriş kısmı yarısına kadar su kamışı (
	.) ile ve sonraki kısım ise genel olarak bulunan sazlıklarla (
	.) kaplanmıştır. Bitki yoğunluğu
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	metrekareye üç sukamışı ve metrekareye 10 sazlık olacak biçimde yerleştirilmiştir. Sistemdeki sıcaklık ölçümleri 48 farklı noktadan yapılmıştır.
	Sistemin işletilmeye alınmasından iki ay sonra KOİ, BOİ, toplam KOİ, katı madde, nitrat, amonyak, fosfor konsantrasyonları haftada iki kere ölçülmeye başlanmıştır. Çalışmada ayrıca bu parametreler ölçülürken çözünmüş oksijen, pH, sıcaklık parametreleri de
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	Çizelge 4.3. Septik tank çıkışı reaktör girişi atıksu karakteristikleri(Marahatta, 2004)
	BOİ
	mg/L 114 343 197 110 400 220 KOİ, mg/L 131 798 326 250 1000 500 TAKM, mg/L 238 1594 665 100 350 220 AKM, mg/L 24 838 129 20 75 55 UAKM, mg/L 14 424 68 80 275 165 Amonyak azotu, mg/L 7 37 18 12 50 25 Nitrat azotu, mg/L 0,01 0,6 0,25 0 0 0 Toplam fosfor, mg
	, mg/L 0,9 10,3 4,6 1 5 3 pH 5,4 7,7 6,9 Sıcaklık,
	C 9 30 19,7 Çözünmüş oksijen, mg/L 0,0 2,9 0,4 Koliform, MPN/100 ml 2*10
	3,3*10
	1,3*10
	-10
	10
	-10
	10
	10
	-10
	Burada ifade edilen min., maks. ve ort. değerler, 1998- 2003 yılları arasında temin edilen tüm veriler için hesaplanmıştır. Modelleme çalışmasında eğitme verisi için 68 test verisi için 30 adet veri kullanılmıştır.
	Marahatta (2004)’nın yaptığı çalışmada model oluşturmak için MATLAB modelleme programı kullanılmıştır. Model oluşturulurken dosyalar m-files biçimine dönüştürülmüştür. Bu tür dosyaların iki farklı biçimi vardır. Bunlardan birincisi komut dosyasıdır. İkinc
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	kodlarının, sistemin fiziksel açıklamasını bir metin dosyasından aldığı ve bu metin dosyasının bağlantıları sayesinde sistemi çeşitli isimlere dönüştürerek modelde kullandığı belirtilmiştir. Kodlama sistemi reaktörün uzunluğunu, genişliğini, yatak eğimini
	Marahatta (2004)’nın çalışmasında izlenen modelleme yaklaşımına karşılık bu çalışmada bir ANN modeli geliştirilmiş ve her iki çalışmanın sonuçları çoklu doğrusal regresyon (MLR) sonuçları ile karşılaştırılmıştır.
	YSA model oluşumunda bazı önemli basamaklar belirlemiştir ve bu basamakları aşağıdaki gibi vermişlerdir:
	Maier ve Dandy (2000)
	Veri ön-işleme
	Yeterli ve gerekli model girdilerinin belirlenmesi
	Uygun model yapısı
	Eğitim ve sınama Bu tez çalışması da yukarıda verilen basamaklar dikkate alınarak gerçekleştirilmiştir. Uzun incelemeler sonucunda uygun olmayan verilerin gruptan çıkarılması ile elde edilen yeni bir veri grubu oluşturularak daha sonra modelde
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	kullanılacak olan veri grubu oluşturulmuştur. Fazla sayıda değişken elimizde olduğu için uygun kombinasyonun arandığı birden fazla model çalışması gerçekleştirilmiştir ve elde edilen model sonuçları incelenerek bu veri grubu üzerinde en uygun modelin oluş
	Model çalışmasında kullanılacak olan verilerin uygunluğu modelin oluşturulmasında çok önemli bir rol oynamaktadır. Bu nedenden dolayı bir model çalışmasında dataların, modelde kullanılmasından önce uygunluklarının test edilmesi çok önemlidir. Model oluştu
	Kullanlan veri grubuna model kurulumundan önce farklı ön çalışmalar uygulanmıştır. Maier and Dandy (2000) parametreler arasında bulunan ilişkilerin belirlenmesi amacıyla, zamana bağlı olarak çizilen grafiklerin kullanılmasının uygun olduğunu söylemektedir
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	parametreler olan giriş suyu sıcaklık, KOİ ve UAKM cinsinden oluşan organik yüklemeler ile arasında bir bağ olduğu gözlemlenmiştir ve gene bilindiği üzere KOİ çıkış değeri belirleyici parametre olarak kullanılmaktadır. Veri ön çalışmasının bu noktadaki ga
	YSA model çalışmasında, model yapısı ile ilgili iki temel soruya yanıt bulunması gerekmektedir: i) Modelde giriş parametresi olarak kullanılacak ilgili veriler nelerdir? ii) Saklı katmanın boyutları ne olmalıdır? (Boger ve Weber, 2000) Model oluşturmada k
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	neden olmaktadır. Benzer sonuçlar veren daha basit modellerle çalışmak karmaşık modellere göre daha kolaydır. Bunun yanında, model hedefine göre ilgisiz verilerin kullanılması, girdi-çıktı ilişkisini kurmaya çalışan sistemin gereksiz ve kullanılamaz ilişk
	Daha iyi genelleme becerisi (Castellano ve diğ., 1997)
	Daha küçük depolama ve çalışma alanı gereksinimleri,
	Daha hızlı sonuç elde etme,
	Kullanımının daha kolay ve ekonomik olması (donanım üzerine uygulanması) (Bebis ve Georgiopoulos, 1994),
	Kural çıkarımının daha kolay yapılabilmesidir (Towell ve diğ., 1991). Dezavantajlar:
	Hata yüzeyinin daha karmaşık ve yerel minima sayısının daha fazla olması,
	Evrensel minimaya ulaşmak için daha fazla sayıda ağırlık güncellemesinin gerekmesidir. Maier ve Dandy (2000), en basit ağ yapısından başlanarak teker teker giriş parametrelerinin denendiği, eklenmesi model performansına ekstra bir iyileşme katmayan parame
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	başarılı sonuçlar vermiştir. Ancak yine de her problem için optimum ağ yapısının araştırılması gerekmektedir (Maier ve Dandy, 2000). Saklı katmandaki nöron sayısının fazlalığı ise aşırı eğitim (over-fitting) tehlikesine yol açmaktadır (Boger ve Weber, 200
	ve hatta 10’a 1 olması (Weigend ve diğ., 1990) önerilmiştir. Amari ve diğ. (1997) ise bu oranın 30 olduğu durumlarda aşırı öğrenmenin olmadığını öne sürmektedir. Tüm bu öneriler hala tartışılmaktadır.
	Yapay sinir ağlarında model oluştururken temel amaç hata payını en aza indirmektir. Buna rağmen hata payının en düşük olduğu değer modelin başarılı çalştığı anlamına gelmemektedir. Bir ağın başarılı olduğunu kabul etmek için o ağın genelleme yeteneğine di
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	verilerde, ölçüm yapılan herhangi bir sistemde rastlanabilecek uygunsuzluk kaynaklarının (ölçüm cihazlarından kaynaklanan belirsizlikler ”uncertainity”, deney hataları, ölçüm hataları, vb.) yanı sıra arıtma tesislerinin dinamik yapısından kaynaklanan uygu
	:  Modelin hangi fonksiyonlarla çalışacağını gösterir. Model amacına göre belli başlı öğrenme fonksiyonları ile çalışılabilir. Maier ve diğ., 1998 yılındaki çalışmalarında, tahmin ve değer kestirme amaçlı geliştirilen YSA için geri beslemeli ağların daha 
	: bu değişkenler her fonksiyonda kendine özgüdür.
	: Eğitim sırasında sistemin programa kaç defa okutulacağını gösteren sayıdır. Döngü sayısı (epoch) oldukça önemli bir sayıdır çünkü bu sayı öğrenmenin gerçekleşebileceği kadar fazla aşırı öğrenmenin olmayacağı kadar az olmalıdır. Çünkü eğer epoch sayısı f
	: Sınama verisinin ne kadar sıklıkla (kaç çevrimde bir) ağa sunulacağına karar verilir.
	: Her bir katmanda bulunan nöronların, kendilerine gelen girdilere hangi dönüşümü uygulayacağına karar verdiği fonksiyonlardır. Saklı katmanlar için doğrusal olmayan, çıkış katmanı için ise genellikle doğrusal fonksiyonlar tercih edilmektedir. Bu kombinas
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	Çıkış suyu KOİ değerinin YSA modelinin hedefi olarak belirlenmesinin belli başlı sebepleri aşağıdaki gibi sıralanabilir:
	KOİ, atıksularda organik madde miktarı belirleyicilerinden biridir.
	Arıtma tesislerinde günlük olarak takip edilen bir parametredir.
	Arıtma işleminin her aşaması için önemli bir bilgi kaynağıdır.
	Arıtma tesislerinde çıkış suyu kalitesi açısından yasa gereği takip edilmesi gerekmektedir.
	Ölçümü, laboratuvarda konvansiyonel yöntemle ya da özel kitlerle yapılmaktadır.
	Diğer organik madde belirteçleri gibi (örneğin, BOİ) ölçümü uzun zaman almamakta (yaklaşık 2 saat) ancak belirlenmesi emek, zaman ve maliyet gerektirmektedir. KOİ, BOİ
	, TKM, UAKM, Sıcaklık parametrelerine bakıldığında ve Metcalf ve Eddy (1995)’ in belirttiği kirlilik sınıfları ile karşılaştırıldığında bu parametrelerin orta derecede kirli bir evsel atık su karakterinde olduğu belirtilmiştir.
	Çizelge 5.1’ de her bir model oluşumunun girdi ve çıktı parametreleri ile bu model oluşumları sonucunda modellerin sırası ile ortalama karesel hataları ve R
	değerleri verilmektedir. Bu modellerin R
	değerlerine bakıldığı zaman en iyi model oluşumunum 4 girdi-1 çıktı parametresi ile oluşturulan 11 no’lu model olduğu görülmektedir. Ayrıca her bir modelin eğitme ve test verilerinin minimum ve maksimum değerleri EK 6-17’ de verilmiştir.
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	Çizelge 5.1. Modellerin girdi- çıktı değerleri ve model oluşumları
	KOİ
	1 KOİ
	13,06 0,719 2 KOİ
	TKM
	25,31 0,145 3 KOİ
	UAKM
	32,18 0,256 4 KOİ
	KOİ
	,UAKM
	12,27 0,758 5 KOİ
	,UAKM
	TKM
	6,56 0,925 6 KOİ
	,UAKM
	UAKM
	43,18 0,399 7 KOİ
	,UAKM
	, TKM
	KOİ
	8,85 0,850 8 KOİ
	,UAKM
	, TKM
	TKM
	4,82 0,964 9 KOİ
	,UAKM
	, TKM
	UAKM
	20,14 0,784 10 KOİ
	KOİ
	,UAKM
	, TKM
	6,11 0,931 11 KOİ
	, sıcaklık
	TKM
	,UAKM
	, TKM
	2,88 0,988 12 KOİ
	, sıcaklık
	,UAKM
	, TKM
	UAKM
	9,65 0,974
	, sıcaklık
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	Şekil 5.1. Sırası ile 1-2-3-4 girdi,1 çıktı (KOİçıkış) parametrelerinin eğitme ve test grafikleri Şekil 5.1.a,b,c,d’de belirtilen grafiklerde, (a):1 girdi (KOİ
	)- 1 çıktı (KOİ
	, TKM
	) eğitme ve test grafiklerini, (b): 2 girdi (KOİ
	)- 1 çıktı (KOİ
	) eğitme ve test grafiklerini, (c): 3 girdi (KOİ
	, TKM
	, UAKM
	)- 1 çıktı
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	(KOİ
	) eğitme ve test grafiklerini, (d): 4 girdi (KOİ
	, TKM
	, UAKM
	, Sıcaklık)- 1 çıktı (KOİ
	) eğitme ve test grafiklerini ifade etmektedir. Sağ kısımdakiler eğitme grafiklerini, sol kısımdakiler ise test grafiklerini ifade etmektedir. Şekil 5.1.a’ da R
	değerlerinin düşük olduğu belirtilmektedir. Bilindiği üzere R
	değeri 1’e ne kadar yakın ise model performansı o kadar iyidir. 1 girdi- 1 çıktı parametresi ile oluşturulan modelin R
	değerinin 0,720 olduğu ve iyi bir performansa sahip olmadığı görülmektedir. (b) grafiklerinde de R
	değerinin düşük olduğu görülmektedir. Buradan yola çıkarak 2 girdi- 1 çıktı parametresi ile oluşturulan modelin R
	değeri ise 0,760 tır ve bu modelin de iyi bir performansa sahip olmadığı görülmektedir. (c) grafiklerinde de, R
	değerinin düşük olduğu görülmektedir. Fakat bu grafiklerdeki R
	değerinin (0,851) (a) ve (b) grafiklerine göre daha iyi sonuçlar verdiği görülmektedir. (d) grafiklerinde R
	değerlerinin düşük değerler olduğu görülmektedir. Fakat bu grafiklerdeki R
	değerlerinin (a), (b) ve (c) grafiklerine göre daha iyi sonuçlar verdiği görülmektedir. Eğitimde elde edilen R
	değerlerinin test verilerine nispeten oldukça yüksek olduğu görülmektedir. Bunun sebebi olarak , eğitimde teste göre çok daha fazla verinin kullanılması verilebilir. Diğer tarftan, eğitim aşamasında çevrim sayısının fazla olması modelin genelleme özelliği
	değerleri elde edilebilmektedir. Bunu engellemek için optimum çevrim sayısı kullanılmaktadır.
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	Şekil 5.2. Sırası ile 1-2-3-4 input,1 output (TKMçıkış) parametrelerinin eğitme ve test grafikleri Şekil 5.2. a,b,c,d’de belirtilen grafiklerde, (a):1 girdi (KOİ
	)- 1 çıktı (TKM
	) eğitme ve test grafiklerini, (b): 2 girdi (KOİ
	, TKM
	)- 1 çıktı (TKM
	) eğitme ve test grafiklerini, (c): 3 girdi (KOİ
	, TKM
	, UAKM
	)- 1 çıktı (TKM
	) eğitme ve test grafiklerini, (d): 4 girdi (KOİ
	, TKM
	, UAKM
	,
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	Sıcaklık)- 1 çıktı (TKM
	) eğitme ve test grafiklerini ifade etmektedir. Şekildeki (Şekil 5.2 a,b,c,d) (a) grafiklerinde, R
	değeri oldukça düşüktür. 1 girdi- 1 çıktı parametresi ile oluşturulan modelin iyi bir performansa sahip olmadığı görülmektedir. (b) grafiklerinde de, R
	değerinin(0,926) düşük  olduğu görülmektedir. (c) grafiklerinde de, 3 girdi- 1 çıktı parametresi ile oluşturulan modelin de iyi bir performansa sahip olmadığını görülmektedir. Fakat bu modeldeki R
	değerinin (a) ve (b) grafiklerine göre daha iyi sonuçlar verdiği görülmektedir. (d) grafiklerinde ise,  R
	değerinin 0,988 olduğu görülmektedir, bu grafiklerdeki R
	değeri (a) ve (b) ve (c) grafiklerine göre daha iyi sonuçlar vermiştir. Bu aşamada , gerek eğitim gerekse test için elde edilen R
	değerlerinin birbirlerine çok yakın olduğu ve dolayısıyla elde edilen modellerin ezberleme yapmadığı görülmektedir.
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	Şekil 5.3. Sırası ile 1-2-3-4 input, 1 output (UAKMçıkış) parametrelerinin eğitme ve test grafikleri Şekil 5.3 a,b,c,d’de belirtilen grafiklerde, (a):1 girdi (KOİ
	)- 1 çıktı (UAKM
	) eğitme ve test grafiklerini, (b): 2 girdi (KOİ
	, TKM
	)- 1 çıktı (UAKM
	) eğitme ve test grafiklerini, (c): 3 girdi (KOİ
	, TKM
	, UAKM
	)- 1 çıktı (UAKM
	) eğitme ve test grafiklerini, (d): 4 girdi (KOİ
	, TKM
	,
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	UAKM
	, Sıcaklık)- 1 çıktı (UAKM
	) eğitme ve test grafiklerini ifade etmektedir. Şekildeki (Şekil 5.3 a,b,c,d) (a) grafiklerinde, eğitmede R
	değerinin düşük olduğu görülmektedir. Bilindiği üzere R
	değeri 1’e ne kadar yakın ise model performansı daha iyidir. 1 girdi- 1 çıktı parametresi ile oluşturulan model iyi bir performansa sahip değildir. (b) grafiklerinde de eğitmede R
	değerinin düşük olduğu görülmektedir. Buradan yola çıkarak 2 girdi- 1 çıktı parametresi ile oluşturulan modelin de iyi bir performansa sahip olmadığını görülmektedir. (c) grafiklerinde de, eğitmede R
	değerinin düşük olduğu görülmektedir. Fakat bu modeldeki R
	değeri (a) ve (b) grafiklerine göre daha iyi sonuçlar vermiştir. (d) grafiklerinde belirtilen modelin R
	değeri ise 0,974’tür ve bu grafiklerdeki R
	değeri (a) ve (b) ve (c) grafiklerine göre daha iyi sonuçlar vermiştir. Çizelge 5.2’de 1-2-3-4 girdi, 1 çıktı parametresi(KOİ
	) ile oluşturulan modellerin R
	değerlerinde girdi parametre sayısı arttıkça model performansının daha iyi sonuçlar verdiği gözlemlenmiştir. Çizelge 5.2’deki modellerde R
	değeri 0,931 olan modelin iyi performans sergilemesinin nedeninin 4. Girdi parametresi olarak modelde kullanılan sıcaklık parametresi olduğu belirlenmiştir. Bunun nedeninin ise sıcaklık parametresinin organik maddenin bir ölçüsü olan KOİ parametresi ile d
	parametresinin modele eklenmesi R
	değerinde yakalşık olarak %4 ‘ lük bir iyileşmeye neden olmuştur ve bu önemli bir artış değildir. Çizelge 5.2. Sırası ile 1-2-3-4 girdi parametreleri ve 1 çıktı (KOİ
	) parametresi ile YSA modelleri
	1 KOİ
	KOİ
	13,06 0,719 2 KOİ
	,UAKM
	KOİ
	12,27 0,758 3 KOİ
	,UAKM
	, TKM
	KOİ
	8,85 0,850 4 KOİ
	,UAKM
	, TKM
	KOİ
	6,11 0,931
	, sıcaklık
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	Çizelge 5.3’de belirtilen modellerde ise 1 no’lu modelin R
	değerinin düşük olmasının nedeni modelin ezberleme yapmış olabileceğinin düşünülmesidir bu durumda modelin iyi performans göstermediği ortaya çaıkmıştır. Çizelge 5.3’deki modellerden 4 no’lu model performansının diğer modellere göre daha iyi sonuç vediği 
	parametresi tek başına açıklayı görülmemektedir. Bunu nedeni kinetik olabileceği gibi modelin ezberlemeside olabilir. Özellikle TKM ve UAKM’ nin R
	değerini % 90 ’ ın üzerine çıkartması anlamlıdır. Zira biyolojik faaliyetler esmasında aktif mikroorganizmaların bir ölcüsü olan UAKM aynı zamanda TKM’ nin de önemli bir kısmını oluşturmaktadır. Çizelge 5.3. Sırası ile 1-2-3-4 girdi parametreleri ve 1 çık
	) parametresi ile YSA modelleri
	1 KOİ
	TKM
	25,31 0,145 2 KOİ
	6,56 0,925 3 KOİ
	,UAKM
	TKM
	,UAKM
	, TKM
	TKM
	4,82 0,964 4 KOİ
	, TKM
	,UAKM
	TKM
	2,88 0,988
	, sıcaklık
	Çizelge 5.4’de oluşturulan modellerin R
	değerlerine bakacak olursak bu modellerden en iyi performans gösteren modelin 4 no’lu model olduğu görülmektedir. Bunun nedeni ise aynı çıktı parametresi ile oluşturulan modellerde girdi parametresinin artmasının model performansını olumlu yönde etkilemes
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	Çizelge 5.4. Sırası ile 1-2-3-4 girdi parametreleri ve 1 çıktı (UAKM
	) parametresi ile YSA modelleri
	32,18 0,256 2 KOİ
	1 KOİ
	UAKM
	,UAKM
	UAKM
	43,18 0,399 3 KOİ
	,UAKM
	, TKM
	UAKM
	20,14 0,784 4 KOİ
	UAKM
	,UAKM
	, TKM
	9,65 0,974
	, sıcaklık
	Gerçekleştirilen bu çalışmalardan elde edilen sonuçlar aşağıdaki gibi özetlenebilir:
	Modelde kullanılan KOİ parametresi dışındaki dataların seçilmesinin nedeni KOİ ile ilişkili ve modelde hassaslık kapsamında olmasıdır.
	Modelde kullanılan dataların miktarı model oluşumu için aynı alınmıştır.
	Modeller oluşturulurken çıktı parametresi ile girdi parametreleri arasındaki ilişki belirlemiştir.
	En uygun modellerin belirlenmesi için modellerin R
	değerlerine bakılmıştır ve KOİ
	parametresi için en uygun modelin R
	değeri 0,931, TKM
	parametresi için R
	parametresi için R
	değeri 0,988 ve UAKM
	değeri 0,974 olarak bulunmuştur. Tüm model oluşumlarında en iyi performanslar 4 girdi parametresi ile elde edilmiştir. Bunun nedeninin ise modeller oluşturulurken girdi parametresi olarak kullanılan sıcaklık parametresinden kaynaklandığı düşünülmektedir.
	Modeller oluşturulurken bazı modellerin R
	değerleri çok düşük olarak bulunmuştur. Bunun nedeni oluşturulan modellerin genelleme özelliğinden çıkıp ezberleme özelliği kazanmış olmasıdır.
	Modelden elde edilebilecek en yüksek performans ancak model yapısının doğru kurulması, model girdilerinin doğru ve etkili bir şekilde belirlenmesi ve model değişkenlerinin sistemin kolay öğrenmesi ve hata fonksiyonunu minimize edecek şekilde seçilmesi ile
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	Model konfigürasyonundan bağımsız olarak, model değişkenleri içinde model performansına en önemli etkiyi, eğitim sürecinin uzunluğunu belirten çevrim sayısı yaratmaktadır.
	Çevrim sayısı arttıkça modelin eğitim başarısının arttığı görülmüştür. Ancak bu durum genel bir kural değildir, istisnalar da gözlenmiştir. Benzer topolijelere sahip iki ayrı modelde, çevrim sayısının arttırılmasıyla eğitim korelasyon değerinin düştüğü du
	Çevrim sayısının artması, mutlaka model performansının artmasını sağlamamaktadır. Model eğitiminin devam ettirilmesi, YSA’nın genelleme özelliğinden uzaklaşarak ezberleme özelliği geliştirmesine neden olmaktadır.
	Modeller oluşturulurken arazi ölçekli reaktörden verilerin seçilmesinin nedeni, laboratuar ölçekli reaktörle arazi ölçekli reaktörlerin sonuçlarının farklı olması ve laboratuar ölçekli reaktörlerin sonuçlarının doğruluğunun kontrol altında tutulabilir olm
	80
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	Yukarıda değinilen bu sistem çerçevesinde Nebraska Üniversitesi’nde Ram Chandra Marahatta tarafından yüzey altı akışlı yapay sulak alanlarla organik ve inorganik madde gideriminin araştırılması sonucunda elde edilen veriler kullanılmıştır. YSA kullanılara
	Çok sayıda verimin olması parametrelerin geniş aralıkta değişmesine rağmen iyi modelleme sonuçları elde edilmesini sağlamıştır.
	Tek girdinin başarılı model performansı göstermediği tespit edilmiştir.
	Birdan fazla model girdisi kullanıldığında model performansı %90’ ların üzerine çıkarılabilebilmektedir.
	Marahatta (2004)’ nın kullanmış olduğu girdi sayısına nazaran (yaklaşık 18), YSA ile maksimum 4 adet girdi ile %99’ a varan 4 model performansı elde edilmiştir.
	YSA da dikkat edilmesi gereken husus, model kurulumunda çevrim sayısını yüksek tutmanın sebep olabildiği ezberleme ve bunun sonucu olarak modelin genelleme yeteneğinin olumsuz etkilenebilmesidir. Dolayısı ile çevrim sayısının optimize edilmesi gerekmekted
	En yüksek model performansları 4 girdi ile elde edilenlerdir. Buna göre KOİ
	için %93, TKM
	için %98,8, UAKM
	için %97 model performansları elde edilmiştir.
	YSA gibi modeller matematiksel olarak ve kinetik ilişkilerden bağımsız tahmin etme yeteneğine sahiptirler. Ancak, YSA model çıktılarının kinetik olarak da anlamlı hale getirilebilmesi açısından YSA model kurulumuna bazı model girdileri ve çıktıları için k
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