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LOW-COMPLEXITY DETECTION AND COOPERATIVE COMMUNICATION
FOR
SPATIAL MODULATION SYSTEMS

SUMMARY

Spatial modulation (SM) is an alternative method to classical multiple-input
multiple-output (MIMO) spatial multiplexing techniques with vertical-Bell Labs
layered space-time (V-BLAST) decoding. In SM, the information is transmitted
via the conventional amplitude-phase modulation (APM) symbols along with the
active antenna indices. Space shift keying (SSK) is a special case of SM where the
information is transmitted through only transmit antenna indices. SSK systems are
relatively simple; however, their data rate is lower compared to SM for the same
number of transmit antennas. Since the SM symbols are conveyed by only one
transmit antenna, one radio frequency chain is used at the transmitter and inter-channel
interference (ICI) is removed. On the other hand, transmission rate is limited due
to the use of single antenna. Generalized spatial modulation (GSM) mitigates this
problem by activating more than one transmit antenna. In GSM, information is both
transmitted through the combination of transmit antennas and APM symbols. Hence
the transmission rate is increased with the use of multiple active transmit antennas.
SM techniques have attracted considerable attention from researchers in the past few
years and have been considered as potential candidates for next generation wireless
networks.

Since SM scheme exploits the spatial domain for data transmission, its capacity
calculation is different than the classical systems. In SM, the information is conveyed
not only through the M-ary constellation domain but also through the antenna domain,
the capacity of SM is expressed as the sum of the capacities of these two domains. A
detailed analysis of the outage probability of SM has not been given in the literature
yet. In this thesis, first, we derive the outage probability performance of the classical
SM system. It is shown that SM systems provide better performance compared to
conventional modulation systems in terms of outage probability.

The optimum performance of SM can be achieved with the maximum likelihood (ML)
signal detection but computational complexity increases with exhaustive search. Since
the inter-antenna interference arises during the transmission, GSM receiver is much
more complicated than the SM scheme. In this work, we investigated a novel low
complexity detection algorithm for SM systems (especially for GSM systems due to
their receiver complexity). The algorithm can be split into two stages: in the first stage,
least squares (LS) estimate of the transmitted signal is used in the ML detection to find
the sub-optimal solution of the antenna combinations. The N best estimate of antenna
combinations are selected in order to reduce the search space. In the second stage,
this reduced set and the LS estimates of transmitted symbols based on this set are then
sent to the optimal ML detector to find the correct antenna combinations and APM
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symbols. It is shown that the proposed algorithm obtains near ML performance with a
lower computational complexity.

Cooperative communication has attracted numerous researchers over the past decade.
In a cooperative scenario, a source (S) transmits its data to the relay (R) and the
destination (D) in the first phase and the relay forwards the source’s information
either decoding the received signal (decode-and-forward, DF) or amplifying it
(amplify-and-forward, AF) in the second phase. This forwarding concept forms a
virtual MIMO system to combat fading and it is very effective to gain a larger coverage.

In this thesis, the advantages of SM and cooperative communication systems have
been combined and the outage probability analysis of SM system is extended to the
cooperative scenarios under some relaying techniques. Cooperative SM systems are
also compared to conventional modulation systems and provide better performance in
terms of outage probability.

Finally, we propose novel cooperative SM systems with AF and DF techniques
where all nodes have multiple transmit and/or receive antennas, an issue which has
not been studied before. The previous studies in the literature for cooperative SM
systems generally consider the SSK technique instead of SM. Additionally, most
of these studies assume single transmit and/or receive antenna at the relay(s) and
destination. As known, the SM/SSK schemes need at least two transmit antennas to
map information bits to the antenna indices. Furthermore, a cooperative SM system
with DF relaying where the relay(s) has only one transmit antenna is not a complete
SM system since the relay(s) can not re-encode the decoded data into the SM symbols.
Moreover, to improve the error performance compared to APM, an SM system requires
at least two receive antennas. To the best of our knowledge, a comprehensive work
on cooperative SM systems that have multiple transmit and/or receive antennas at
R and D has not been performed in the past yet. In this work, we derive the
average bit error probabilities (ABEP) for both the MIMO-AF and the MIMO-DF
systems and validate them with the computer simulations results. Furthermore, these
two cooperative SM systems are compared with the classical cooperative systems
using M-ary modulations in terms of BER performance. Computer simulations and
analytical expressions show that the proposed MIMO-DF and MIMO-AF systems
provide considerable error performance improvements over conventional cooperative
APM systems. Lastly, the BER comparison of MIMO-AF and MIMO-DF cooperative
SM systems are presented.
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UZAYSAL MODULASYON SISTEMLERI ICIN
DUSUK KARMASIKLIKLI SEZIM VE iSBIRLIKLI HABERLESME

OZET

Kanal si8asin1 ve giivenilirli§ini artirmada etkili bir rol oynayan, verici ve alicida
cok sayida antenin bulundugu ¢ok-girisli cok-¢ikish (Multiple-Input Multiple-Output,
MIMO) sistemler yeni nesil iletisim sistemleri i¢in en 6nemli yontemlerden biridir.
Bu nedenle, MIMO sistemler aragtirmacilar tarafindan iizerinde cokc¢a calisilmis
konulardan olmustur. Bu c¢aligmalar sonucunda iki onemli MIMO iletim teknigi
gelistirilmigtir. Bunlar, uzay-zaman blok kodlama (space-time block coding, STBC)
ve uzaysal cogullamadir (spatial multiplexing). Uzaysal cogullamanin en 6nemli
kod ¢ozme uygulamasi olan V-BLAST (Vertical-Bell Lab Layered Space-Time)
yonteminde tiim antenlerin iletimde olmasi nedeniyle yiiksek derecede kanallar arasi
girisim (Inter-Channel Interference, ICI) olusmakta, bu da hata performansi acisindan
optimum olan en biiyilik olabilirlikli (Maximum Likelihood, ML) sezim yonteminin
performansindan uzaklasilmasina neden olmaktadir. Yine aym sekilde STBC’nin
alikarmagikligiisaret kiimesinin boyutu ile iistel sekilde artmaktadir. Son yillarda
bahsedilen bu ¢ogullama yontemlere alternatif olarak uzaysal modiilasyon (Spatial
Modulation, SM) teknigi gelistirilmistir. SM’in temel prensibi iki boyutlu sinyal
kiimesine {iciincii bir boyut olarak uzayin (anten indisi) da eklenmesidir. Sinyal sadece
klasik genlik/faz modiilasyonu (amplitude/phase modulation, APM) ile degil aym
zamanda anten indisi ile de tasinmaktadir. Boylece belirli bir anda vericide sadece tek
bir anten aktif oldugundan ICI tamamen ortadan kaldirilmig olmakta, ayn1 zamanda da
yine vericide tek bir radyo frekans kat1 yeterli olmaktadir. Jeganathan ve arkadaslari
tarafindan ise SM’1in 6zel bir hali olan uzay kaydirmali anahtarlama (space shift keying,
SSK) yontemi ortaya atilmistir. Burada ise klasik APM isaretleri gonderilmemekte,
sadece anten indisi ile bilgi tasinmaktadir. Boylelikle sistem karmagiklig1 azaltilmakta
ancak ayni anten sayisi icin SM’e gore veri hiz1 diisiik kalmaktadir. SM ve SSK’da
tek bir antenin aktif olmasi ayn1 anten sayisi i¢in diger ¢cogullama tekniklerine gore
veri hizinda diisiise neden olmaktadir. Veri hizin1 artirmak amaciyla genellestirilmis
uzaysal modiilasyon (generalized SM, GSM) yontemi gelistirilmisitir. GSM’de birden
fazla anten aktif olmakta ve bilgi hem APM isaretleri ile hem de anten kombinasyonlari
ile tasinmaktadir. Ancak burada da birden fazla anten aktif oldugu i¢in ICI s6z konusu
olacaktir.

SM sisteminde bilgi hem anten boyutunda hem de APM boyutunda taginmasi
nedeniyle kanal sigasinin hesaplanmasi da geleneksel yontemlerden biraz daha farkl
olacaktir. SM’de hem APM boyutu hem uzay boyutu olmasi nedeniyle, SM sigasi
bu iki boyutun sigalarinin toplami kadardir. Kesinti olasilig1 da o sistemde kanalin
veri hizin1 destekleyip desteklemeyecegi yani kanal sigasiyla ilintili oldugundan,
SM’in kesinti olasilig1 analizi de yine klasik sistemlerden farkli olacaktir. Kesinti
olasilig1r hesaplanirken kanalin anlik sigasinin bilinmesi gerekmektedir. Bu tezde
ilk olarak, daha once literatiirde calisiilmamis olan kanalin anlik sigasi verilmistir.

xxiii



Bu si8aya bagl olarak SM’in kesinti olasilig1 analizi yapilmis ve kesinti olasiligi
acisindan SM sisteminin klasik sistemlere gore daha diigiik hata bagarimina sahip
oldugu gosterilmistir.

SM sistemlerinde en uygun hata performanst ML kod ¢oziiciiler ile saglanmaktadir.
ML yoOnteminde olast tim APM sembolleri ve anten indisleri taranacagindan
hesaplama karmasiklig1 6zellikle yiiksek anten sayilari ve isaret kiimeleri i¢in ¢ok fazla
olacaktir. Ayn1 zamanda, GSM’de birden fazla antenin aktif olmasi nedeniyle antenler
arast girisim olusacagindan, alict karmagikligi daha da artacaktir. Bu calismada,
ikinci olarak, SM sistemleri icin (6zellikle GSM sistemi i¢in) diisiik karmagikliga
sahip yeni bir kod ¢cozme algoritmasi gelistirilmistir. Algoritma iki evreye ayrilabilir:
birinci evrede, anten kombinasyonlarinin alt en uygun ¢oziimiinii bulmak i¢cin ML kod
cozmede gonderilen isaretin en kiiciik kareler (least squares, LS) kestirimi kullanilir.
Burada arama uzaymi diisiirmek icin anten kombinasyonlarinin hepsi degil sadece
N adet en iyi kestirimi secilir. Ikinci evrede ise bu kiigiiltiilmiis kiime ile bu
kiimeye bagli gonderilen isaretin LS kestirimi, dogru anten kombinasyonunu ve APM
isaretini bulmak i¢cin ML kod coziiciiye gonderilir. Benzetim sonuclar1 gdstermistir
ki, gelistirilen bu yeni algoritma hem cok diisiik bir karmagikliga sahiptir hem de hata
olasilig1 agisindan en uygun ¢oziim olan ML sonucuna yakin sonu¢ vermektedir.

Son yillarda 6zellikle kiiciik boyutlu kablosuz cihazlara yonelim giderek artmaktadir.
Ayn1 zamanda yine bir cok cihaz donanim karmasikligina sahiptir. Hem boyut, hem
donanim karmagikligi, s6z konusu cihazlara ancak tek bir antenin yerlestirilmesini
zorunlu kilmaktadir. Yukarida bahsedildigi gibi MIMO sistemlerin avantajlarim elde
etmek icin alic1 ve/veya vericide birden cok antene ihtiya¢ duyulmaktadir. Iste bu
dezavantaji avantaja cevirmek i¢in ¢ok kullanicili (veya roleli) ortamda anten paylasimi
esasina dayanan ve bir nevi sanal MIMO sistem olusturmay: hedefleyen igbirlikli
haberlesme (cooperative communication) ortaya atilmistir. Isbirlikli haberlesme ile
dagitik anten dizisi olusturularak bir esneklik kazanilmig ve ayn1 zamanda uzaysal
cesitlilik elde edilmistir. Bir igbirlikli senaryoda, birinci asamada, kaynak (source,
S) kendi bilgisini role (relay, R) ve hedefe (destination, D) gondermektedir. Ikinci
asamada ise R aldig1 bu bilgiyi cesitli yontemlerle D’ye aktarir. R’nin kullandigi
yontem isbirlikli haberlesme sisteminin yapisin1 ve protokollerini olusturmaktadir.
Genel olarak iki yontem On plana c¢ikmaktadir.  Birinci yontemde, R aldigi
bilgiyi sadece kuvvetlendirerek aktarir, kuvvetlendir-ve-aktar (amplify-and-forward,
AF). Burada sinyalin giicii artirlldig1 gibi giiriiltiide kuvvetlendirilecektir. Ikinci
yontemde ise R aldig1 bilgiyi ¢oziip tekrar kodlayarak D’ye aktarir, ¢oz-ve-aktar
(decode-and-forward, DF). Burada ise R hata yaptig1 durumda D’ye bu hatal1 isaret
gonderilecek ve bir hata yayilimi s6z konusu olacaktir. Bu yOntemlere ilave olarak
dinamik yontemlerde kullanilmaktadir. DF yonteminde hata yayilimi nedeniyle D’de
bir cesitleme gelmeyecektir. O halde, DF yonteminde c¢esitlemenin artmasi R’nin
bilgiyi dogru ¢ozmesine baghdir. Eger S ve R arasi kanal giivenirligi (anlik sinyal
giiriiltii orani, SNR) yeterli ise R iletime katilmakta aksi halde S kendi bilgisini tekrar
gondermektedir. Secmeli role (selection relaying, SR) olarak adlandrilan bu yontem
ile role her zaman iletimde olmamakta, boylelikle réleden kaynaklanacak hata yayilimi
azalmaktadir. AF ve DF yontemlerinde alinan isaret D tarafindan dogru ¢oziilecek olsa
bile R aldig1 bilgiyi iletmektedir. Bu durum veri hizinda diisiise neden olmaktadir. Eger
S ve D aras1 kanalin giivenirligi yiiksek ise R’nin yayin yapmama esasina dayali olan
ve arttml1 rdle (incremantal relaying, IR) olarak adlandirilan yontemde ise, S ve D arasi
SNR’1n belirli bir esik degerinden yiiksek olmasi durumunda R iletime katilmamakta,
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esik seviyesinden diisiik ise R iletime katilmaktadir. Boylelikle, ikinci evre har zaman
olmadigindan veri hizi artiritlmig olmaktadir.

Bu tezde, hem SM’in hem de igbirlikli haberlesmenin avantajlar1 birlestirilerek yeni
bir sistem yapisi ortaya konulmus ve onceki boliimlerde verilmis olan SM’in kesinti
olasiligr analizi bir asama daha ileriye tasinarak isbirlikli SM sisteminin kesinti
olasilig1 analizi yapilmistir. Sabit AF ve DF yontemlerine ek olarak literatiirdeki diger
yontemler olan DF-SR, DF-IR ile AF-IR yontemlerinin de kesinti olasilig1 analizleri
yapilmistir. Yine burada da kesinti olasilig1 acisindan igbirlikli SM sistemi klasik
igbirlikli sistemlerle karsilagtirilmis ve daha diisiik kesinti olasiliklar1 elde edilmistir.

Ayrica, SM’in ve igbirlikli haberlesmenin avantajlarinin kullanildigi, daha ©nce
literatiirde olmayan tiim noktalarda (S, R ve D) ¢oklu antenlerin kullanildig1 yeni bir
isbirlikli SM sistemi hem AF hem de DF teknigi acisindan incelenmistir. Literatiirde
bulunan 6nceki caligsmalar genel olarak SM’i degil SSK’yi kullanmis ayn1 zamanda
bu calismalarin cogu R ve D’de tek alict ve/veya verici anten oldugu varsayimini
yapmustir.  Bilindigi gibi, SM/SSK bilgi bitlerini anten indisine eslemek icin en
az iki antene ihtiya¢c duyar. Ayrica, R’de tek bir anteni bulunan DF igbirlikli SM
sistemi, S’den aldig1 bilgiyi R’nin ¢oziip tekrar SM semboliine kodlayamayacak
olmasindan dolay1 eksik bir igbirlikli SM sistemi olacaktir. Bunun yaninda, SM’in
klasik yontemlere gore hata basariminin daha iyi olmasi i¢in alicida en az iki antenin
olmas1 gerekmektedir. Bilindigi kadariyla, literatiirde hem R hem de D’de ¢ok antenin
bulundugu kapsaml bir igbirlikli SM ¢alismasi yoktur. Bu ¢alismada, MIMO-DF SM
sistemi ile gonderilen isaret R tarafindan ¢ok sayidaki alici anten ile alinarak ¢oziiliir.
Ikinci evrede R coziilen isareti tekrar SM isaretine esler ve D’ye gonderir. D ise ¢ok
sayidaki alict anteni ile hem S’den gelen hem de R’den gelen isaretleri alarak ML
kod ¢6zme uygular. MIMO-AF SM sistemi ile de birinci evrede S’den gonderilen
SM isareti R’de tiim antenlerden alinir, kuvvetlendirilir ve yine tiim antenlerden D’ye
akatarilir. D’de yine S ve R’den gelen isaretler icin ML kod ¢6zme uygulanarak karar
verilir. Calismada hem MIMO-AF hem de MIMO-DF sistemleri i¢in ortalama bit hata
olasilig1 ¢ikarilmig ve bilgisayar benzetimleri ile dogrulugu sinanmistir. Ayrica, bu iki
yontem M’li modiilasyon kullanan klasik igbirlikli haberlesme sistemleri ile de bit hata
olasilig1 agisindan karsilagtirilmistir. Bilgisayar benzetimleri gostermistir ki, ¢ikarilan
analitik bit hata olasili81 ifadeleri ile bilgisayar benzetim sonuglar1 ortiismektedir. Ayni
zamanda, isbirlikli SM sistemleri klasik igbirlikli sistemlere gore dikkate deger ol¢iide
hata performansinda iyilestirme saglamistir. Son olarak, MIMO-AF ile MIMO-DF SM
sistemlerinin karsilagtirmalar1 verilmistir.
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1. INTRODUCTION

The demand for higher data rates and improved error performance lead the researchers
to seek new and efficient transmission techniques. Multiple-input multiple-output
(MIMO) transmission technologies cover this demand in the sense of increased
channel capacity and/or improved error performance [1]. Two main MIMO strategies
are Space Time Block Coding (STBC) and spatial multiplexing. The former improves
the reliability by exploiting transmit diversity while distributing conventional two
dimensional signal constellation into space and time dimensions [2]. However, for
more than two transmit antennas, the symbol rate of STBC is upper bounded by 3/4
symbols per channel use when it has full diversity. The latter provides high spectral
efficiency with powerful decoding methods such as Vertical-Bell Lab Layered Space
Time (V-BLAST) [3] which satisfy the high data rate demand. In V-BLAST, the
multiple data streams are transmitted over multiple antennas to increase the capacity.
As a result of simultaneous data transmission over all antennas, a high level Inter

Channel Interference (ICI) occurs.

Spatial modulation (SM) [4] is an alternative method to spatial multiplexing methods
mentioned above. In SM, the information is transmitted via the conventional
amplitude-phase modulation (APM) symbols along with the active antenna indices.
log, (N;) bits are mapped to the index of activated transmit antenna and log, (M) bits
are allocated for the APM, where N; is the number of transmit antennas and M is the
constellation size. Hence, the total number of transmitted bits becomes log, (N, M) for
the SM scheme. Since only one transmit antenna is active during the transmission, one
radio frequency (RF) chain is sufficient at the transmitter of SM and additionally, ICI

18 eliminated.

After SM was introduced, special cases of SM have been investigated by researchers.
Space shift keying (SSK) is one of the special cases of SM where the information

is transmitted through only transmit antenna indices [S5]. SSK systems are relatively



simple; however, their data rate is lower compared to SM for the same number of

transmit antennas.

Since transmission rate is limited due to the use of single antenna for both SM and
SSK, generalized SM (GSM) [6], [7] is introduced as another special case. GSM
mitigates this problem (low data rate) by activating more than one transmit antenna.
In GSM, information is both transmitted with the combination of transmit antennas
and APM symbols. Hence the transmission rate is increased with the use of multiple
active transmit antennas. This advantage comes at a price. The GSM receiver is
much more complicated than the SM scheme since the inter-antenna interference
arises during the transmission. The optimum performance can be achieved with the
maximum likelihood (ML) signal detection but computational complexity increases

with exhaustive search.

SM techniques have attracted considerable attention from researchers in the past few
years and have been considered as potential candidates for next generation wireless

networks [8].

Cooperative communications which forms a virtual MIMO system to combat fading
and which is very effective to gain a larger coverage, has been investigated extensively
during the recent times. In a cooperative scenario, a source (S) transmits its data to
the relay (R) and to the destination (D) in the first phase, and the relay forwards the
source’s information either by first decoding the received signal (decode-and-forward,
DF) or amplifying it (amplify-and-forward, AF) in the second phase. Besides the
relay processing techniques, different kind of diversity protocols can be employed for
a cooperative scenario [9]. In selection relaying (SR), S sends its information to R
and D in the first phase. In the second phase, if the instantaneous SNR between S
and R falls below a certain threshold, S continues transmitting to D and R does not
transmit (R remains silent); if it is above the threshold, R forwards what it received
using DF technique. The spectral efficiency for fixed AF/DF relaying and SR is halved
since the transmission takes two time slots. This is improved by incremental relaying
(IR). In IR, if the S-D link SNR is not high enough for appropriate communication, the
relay participates the communication and transmits the received signal using DF or AF

techniques. Otherwise, R remains silent and there is no second phase.



Bit error probability (BEP) is a key performance measure for a communication system
which transmits digital information from one point to another. Additionally, when
the signal power drops below a certain threshold (i.e., an outage event occurs), it
is highly likely to have decoding failure. In that sense, the outage probability is
another important performance measure for communication systems operating over

fading channels.

In this thesis, we, first, derive the outage probability performance of a classical SM
system. Secondly, we investigate a novel low complexity detection algorithm for SM
systems (especially for GSM systems due to their receiver complexity). Moreover, we
combine the advantages of SM and cooperative communication systems and propose
novel cooperative SM systems with AF and DF techniques where all nodes have
multiple transmit and/or receive antennas, an issue which has not been studied before.
Therefore, we extend the outage probability analysis of SM system to the cooperative
scenario and finally, we derive the average BEP (ABEP) for both the MIMO-AF and
the MIMO-DF systems.

1.1 Purpose of Thesis

In this thesis, first, the outage probability analysis of an SM system is investigated.
As known, a detailed analysis of the outage probability of SM has not been given
in the literature yet. Since the information is conveyed by both antenna and APM
domains, the capacity of an SM system will be the sum of the capacities of these
two domains. Hence, the outage probability analysis of the SM scheme will not be
the same as the conventional systems. Moreover, SM capacity averages the mutual
information of antenna and APM domain from all transmit antennas. However, since
only one antenna is active for a given time interval, the outage event occurs over the
activated link. Hence, the instantaneous capacity is, first, investigated. After defining
the instantaneous capacity, the outage probability of SM is given. It is shown that SM
systems provide better performance compared to conventional modulation systems in

terms of outage probability.

GSM appears as two different architecture in the literature. In one of them, different
APM symbols are send from the activated transmit antenna combinations which is also

called Generalized Spatial Index Modulation (GSIM) [10]. In the other one, which is
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the special case of the first, same symbol is transmitted from the activated antennas’.

In this study, secondly, we propose new and simple detection algorithms which reduce
the computational complexity of GSM. The proposed algorithms can be split into two
stages: in the first stage, least squares (LS) estimate of the transmitted signal is used
in the ML detection to find the sub-optimal solution of the antenna combinations. The
N best estimate of antenna combinations are selected in order to reduce the search
space. Corresponding APM symbols are then solved with the quantization (slicing)
operation after the detection of the active antennas. In the second stage, this reduced
set and the LS estimates of transmitted symbols based on this set are then sent to the
optimal ML detector to find the correct antenna combinations and APM symbols. We
introduce three different algorithm since the GSM and GSIM are slightly different. In
the first algorithm, APM symbols are solved with the quantization (slicing) operation
after the detection of the active antennas. For GSM, quantized APM symbols are
the optimum solution for the optimum antenna combination. On the other hand, for
GSIM, quantization operation is not sufficient to reach closer to the ML solution
especially for high activated transmit antenna numbers. A simple way to approach
the ML performance is to use all possible symbol combinations after defining the N
best estimate of antenna combinations. This is the second algorithm. However, this
approach brings extra complexity. For further complexity reduction, APM symbols set
is reduced using sphere decoding (SD) in Algorithm 3. It is shown that the proposed

algorithms obtain near ML performance with a lower computational complexity.

Afterwards, the advantages of SM and cooperative communication systems have been
combined. This subject that constitutes the main work of the thesis examined in two
topics. In one of them, we extend the outage probability analysis of SM system
to the cooperative scenarios. In the other one, ABEP is analyzed for MIMO-DF
and MIMO-AF SM systems where all nodes have multiple transmit and/or receive

antennas. As is known, these two topics also has not been studied before.

The instantaneous capacity and outage probability of SM are extended to a cooperative
system under fixed, selective and incremental relaying techniques. The outage
probability analysis for classical modulation techniques and different relay and

diversity protocols can be found in [9]. In this study, we have used the results for these

1During the thesis, we call the first case as GSIM and the second case as GSM
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protocols and applied them to the cooperative SM systems. It is shown that, the outage
probability of cooperative SM scheme provides better performance than conventional

modulation techniques.

The previous studies in the literature for cooperative SM systems generally consider
the SSK technique instead of SM. Additionally, most of these studies assume single
transmit and/or receive antenna at the relay(s) and destination. As known, the SM/SSK
schemes need at least two transmit antennas to map information bits to the antenna
indices. Furthermore, a cooperative SM system with DF relaying where the relay(s)
has only one transmit antenna is not a complete SM system since the relay(s) can
not re-encode the decoded data into the SM symbols. Moreover, to improve the error
performance compared to APM, an SM system requires at least two receive antennas.
To the best of our knowledge, a comprehensive work on cooperative SM systems that
have multiple transmit and/or receive antennas at R and D has not been performed in

the literature yet.

In this thesis, we, lastly, consider a cooperative SM scheme where S, R and D have
multiple transmit/receive antennas. In this scheme, S sends the SM symbols to R and
D in the first phase. In the second phase, R processes and forwards the received signal
either by amplifying or decoding. When it uses the AF strategy, it only amplifies the
received signal at each antenna and sends it from all antennas (MIMO-AF). When DF
strategy is utilized, R decodes the received signal using maximum likelihood (ML)
detection and maps the estimated signal to a new SM symbol and forwards it to D
in the second phase (MIMO-DF). At D, ML detection is employed to determine the
transmitted SM symbol. In this study, we derive the average bit error probabilities
(ABEP) for both the MIMO-AF and the MIMO-DF systems and validate them with
the computer simulations results. Furthermore, these two cooperative SM systems
are compared with the classical cooperative systems [9] using M-ary modulations
in terms of BER performance. Computer simulations and analytical expressions
show that the proposed MIMO-DF and MIMO-AF systems provide considerable error
performance improvements over conventional cooperative APM systems. Finally, the

BER comparison of MIMO-AF and MIMO-DF cooperative SM systems are presented.



1.2 Thesis Organization

The rest of the thesis is organized as follows. Chapter 2 provides the background for
SM and cooperative systems. Also in this chapter, a comprehensive literature survey
is given. It describes the prior works for SM capacity, low complexity detection of
GSM and both ABEP and outage probability analysis of cooperative SM systems. In
Chapter 3, the outage probability analysis of SM is presented. Chapter 4 investigates
low-complexity detection algorithms for GSM systems. The outage probability of
cooperative SM systems is discussed in Chapter 5. In Chapter 6, the ABEP analysis
of cooperative SM system with DF and AF relaying are given, respectively. Finally,

Chapter 7 concludes this research.

Notation: A scalar, a vector and a matrix will respectively be denoted by a
lower/upper-case italic, a lower-case boldface and an upper-case boldface letter. (-)7,
()" and || - || represent transpose, Hermitian transpose and Euclidean/Frobenius norm
of a vector/matrix, respectively. C"*" represents the dimensions of a complex-valued
matrix. Pr{-} denotes the probability of an event and E {-} is the expectation operation.
R(c) represents the real part of a complex variable c. The probability density function
(pdf) and the cumulative distribution function (cdf) of a random variable (rv) X are
given as fx(x) and Fx(x), respectively. I(X;Y) represents the mutual information
between X and ¥ and H(-) is used for the entropy function. % .4 (0,0?) denotes
the circularly symmetric zero-mean complex Gaussian distribution with variance 2.
I is the identity matrix with dimensions M x M. Gamma(c, ) denotes the Gamma
distribution with shape and scale parameters o and 3, respectively. Q(-) is the tail
probability of standard Gaussian distribution, (*) denotes the binomial coefficient and

|.] is the floor operation. I'(-) is the gamma function. M,(s) = E {¢*"} is the moment

generating function (MGF) of a rv y and tr(-) is the trace operator.



2. THEORETICAL BACKGROUND

In this chapter, a brief explanation for a MIMO channel model which is assumed
throughout the thesis is given. An alternative method to classical MIMO transmission
techniques, SM, is also introduced. System model for SM as well as special cases of
SM, SSK and GSM systems are presented. Furthermore, general concept and relaying

techniques for cooperative communications are also given in this chapter.

2.1 Multiple-Input Multiple-Output (MIMO) Channels

Since a wireless channel is relatively dynamic and unpredictable, the analysis of a
wireless communication system is much more complicated compared to wire-line
channels. In the wireless channel, radio transmission experiences three physical
effects: reflection, diffraction and scattering [11], [12]. The attenuated, delayed and
shifted in phase and/or frequency versions of transmitted signal, which are also called
multipath components, may occur in the receiver due to these three phenomena. When
the multipath components and the transmitted signal are summed at the receiver, they

produce a distortion in the received signal.

Transmitted signal power can be affected in two different ways. First one is the
large-scale effect where the signal power changes over long distances. This is also
called attenuation, path loss or large-scale fading [12], [13]. Second one is the
small-scale fading (or just fading) where the signal power changes over short distances
and/or time interval [12], [13]. An example of the relationship between large-scale and

small-scale fading can be seen in Figure 2.1.

A fading channel can be characterized by the multipath delay causing frequency
selective or frequency flat channels and by time variation due to mobile speed (Doppler
spread) causing fast fading or slow fading. The classification of fading channels can

be seen in Figure 2.2.
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Figure 2.2 : Classification of a fading channel [1].

Let s(¢) be a baseband signal at the transmitter. The corresponding passband signal

will be
X(t) =R [s(t)eﬂ”fcf] . 2.1)

If the passband signal in (2.1) passes through a wireless channel which has K different

multiple paths with different Doppler shifts, the received signal will be

K
y(t) =R [Z akej2”(fc+fk)(fffk)x(t _ Tk)] (2.2)
k=1



where a, fi and 7, represent the amplitude, Doppler shift and delay of the kth path,

respectively. (2.2) can be written as

¥(1) =R | r()er | 2.3)
where r(t) = YK | ae /270t fitx(t — ;) is the received baseband signal. (2.3)
denotes the linear-time varying nature of the communication channel. If we assume
that the channel bandwidth is wider than the signal bandwidth, 7; can be approximated
as a constant and the received passband signal can be re-written as

K .
y(t) =R [Z age 1% x(t — ’L')]

k=1

=ry(t)cos2mfet —ro(t)sin2mfet (2.4)
where r;(t) and rg(t) are the in-phase and quadrature components of r(r), @ (t) =
2n(f. + fi)T — fit and we assume x(¢ — 7) = 1. When the multiple paths are large
enough, i.e., K > 1, in-phase, r/(t) = Zszl aicos ¢x(t), and quadrature, ro(t) =
):szlak sin @ (¢), components approximated as independent, identically distributed
(iid) Gaussian random variables (rv) by the central limit theorem. Since r;(¢) and ro(¢)
are iid Gaussian rv.s, the amplitude of the received signal, [y(t)| = |/r7(¢) —l—ré(t)
follows the Rayleigh distribution. The probability density function (pdf) of the

Rayleigh distribution is
fx(x) = —5—, x>0 (2.5)
where 67 is the variance of r/(t) and rg(t).

If some of the multipath components are much stronger than others, i.e., if there is
a line of sight (LOS) component, the amplitude of the received signal is no longer
Rayleigh and it follows Rician distribution. The pdf of Rician distribution can be

given as

(_ 22+s2 )
ze 202

fx(x) = TIO (%) ; x>0 (2.6)

where s > 0 is the noncentrality parameter and Iy(.) is the zeroth order modified Bessel

function of the first kind.

At the receiver, the received signal in (2.4) is demodulated and sent to the matched

filter to obtain the baseband signal. The matched filter output can be given as
ry=hs;+mn 2.7)
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where & is the zero mean, complex Gaussian rv, s; and n; are the discrete time
representation of transmitted signal and the additive noise, respectively. (2.7) is called
fading channel model, where h represents channel gain and its amplitude follows

Rayleigh distribution and n; is the additive Gaussian noise.

The fading channel in (2.7) causes very significant decreases in the received signal
power. Since the noise power is usually constant, the instantaneous signal to noise
ratio (SNR) can be exposed to deep fading. It is essential that SNR have to be
above a threshold in order to determine the received signal. If we have more copy
of the transmitted signal passed through the fading channel, they are affected from
fading separately and the probability of excessive fading of each will decrease. This
phenomenon has brought about the concept of diversity which increases the reliability

of the communication channel.

Diversity can be reached in different ways such as frequency, time and space
(antenna) diversities [11], [12]. Space diversity can be implemented with two or more
antennas at the transmitter and/or receiver. This multiple antenna concept is called
single-input multiple-output (SIMO) for the systems that has single antenna at the
transmitter and multiple antennas at the receiver, multiple-input single-output (MISO)
for multi-antenna transmitter and single antenna receiver systems and more generally
multiple-input multiple-output (MIMO) for both multiple antennas at the transmitter
and the receiver. In this thesis, one of the transmission techniques which is called

spatial modulation (SM) based on the space diversity (MIMO systems) are studied.

2.2 Spatial Modulation (SM)

SM is a new approach for MIMO systems and an interesting alternative to classical
multiplexing techniques. In the last decade, it has been seen from the literature
that the concept of SM has been handled by some researchers with different names
and implementations. First work in this area is [14]. In here, it is thought that the
differences in the signals from the different transmit antennas can be used to transmit
information and a novel system is proposed which is called space shift keying (SSK).
In this system, as opposed to classical SM, the signal is transmitted from all antennas.
In [15], the idea of carrying the information over the antenna indices is proposed.

However, in this data multiplexing scheme, information bits are multiplexed in an
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orthogonal fashion at frequency domain rather than the space domain. Classical SM
can be seen first in [16] with a name, channel hopping. In the literature, Mesleh, et.al.

is standardized this idea and used the term SM [4].

2.2.1 Working principles of SM

Let us consider a MIMO system where the number of transmit antennas is N; and the
number of receive antennas is N,. MIMO channel matrix composed of channel fading
coefficients can be given as H € CY*N:| Each element of the above matrix is modeled
as an iid complex Gaussian rv with & .47(0, G}%) and the channel obeys the Rayleigh
flat fading model. An SM symbol carries log,(N;M) information bits where N; is the
number of transmit antennas and M is the constellation size for the conventional APM.
The first log, (N;) bits are mapped into the transmit antenna index while the remaining

H

bits are mapped into APM. A unit energy, E[x"x] = 1, SM symbol can be regarded as

x=[0, 0, ..., 0, x5, 0, ..., O |7, where [ is the active antenna index and Xq

S/

11 Nl
is the APM constellation symbol. The received signal is given as

y=hx,+n (2.8)

where h; € CM x 1 vector is the I column of the MIMO channel matrix,
H=[h; hy, ... hy ] andnisthe N, x 1 additive white Gaussian noise (AWGN)
vector whose entries are modeled as 4.4 (0,Np) with noise spectral density Ny/2 per

dimension.

In [4], the detection rule for SM based on the maximum ratio combining (MRC) is

suggested as

z=hly| I=1,...N
[= argmlale (2.9)

=01z} (2.10)

which separately decides the antenna index and transmitted signal. In 2.10, Q{.} is

the quantization (slicing) operator. This rule is modified in [17] as z; = % and it
LIF

is a sub-optimal detection. In this work the joint detection, i.e., ML detection rule, is

also introduced. The detector having ideal channel state information (CSI) estimates

antenna index, /, and the APM signal, x,, with the ML decision rule as follows [17],
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[18]:
1.24) = argmin |y — x| * @.11)
q

2.2.2 Advantages and disadvantages of SM

The advantages of SM technique over conventional MIMO transmission schemes can

be summarized as follows [19]:

1. Higher throughput. Since the additional information bits are transmitted by
antenna indices in the SM system, the bandwidth efficiency of the SM increases

logarithmically with the increasing number of transmit antennas.

2. Simpler receiver design. ICI in SM has been completely eliminated. Therefore, the
receiver of this system is simpler than that of MIMO systems such as V-BLAST,
since it transmits single symbol, thus it does not need complex interference

cancellation algorithms.

3. Simpler transmitter design. Since only one transmit antenna is used at a symbol

period, in the transmitter, a single active RF chain is sufficient to implement SM.

4. Lower transmit power. Since the single RF chain is used to achieve the multiplexing

gain, overall consumed power is reduced.
5. No antenna synchronization. There is no need for antenna synchronization in SM.

6. No limit for number of receive antennas. Unlike V-BLAST, there is no lower limit
for the number of receiving antennas for the SM system. In other words, SM can

work smoothly for N, < N;.

7. More complexity reduction. It is possible to further reduce the complexity of the

SM structure with the SSK which will be described in the next section.

Some disadvantages of SM technique compared to conventional MIMO transmission

systems are as follows [19]:

1. Lower throughput. Compared with V-BLAST, the bandwidth efficiency with
increasing number of antennas does not increase linearly. Therefore, the number of

antennas for SM system that will be needed to achieve high bandwidth efficiencies
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achieved with the V-BLAST system can go well beyond the acceptable limits. If
the number of antennas is kept at the acceptable limits, the APM constellation size

must be increased which degrades the symbol error performance.

2. Fast antenna switching. Since a single antenna is active and a single RF chain is

sufficient for the SM system, fast RF switching is needed.

3. Independent channels. If the channels between the transmitter and the receiver are

not independent, i.e., correlated, the error performance of the SM will degrade.

4. Perfect channel knowledge. Receiver needs perfect channel knowledge for

detection.!

2.3 Special Cases of SM

As SM gained considerable popularity, researchers have sought to explore alternative
ways to improve the SM. Two main special cases of SM are Space Shif Keying and

Generalized SM.

2.3.1 Space shift keying (SSK)

SSK, which is completely different from [14], activates only one transmit antenna
and uses this activated antenna index to convey information by using simple carrier
signal rather than the classical PSK/QAM modulated signals [5]. Thus, the bandwidth
efficiency of the SSK system is log,(N;) bits/sec/Hz, which is lower than log, (N;M)
bits/sec/Hz which is the bandwidth efficiency of the SM system. This elimination of

APM provides some advantages over SM. This advantages can be written as,

e Decoding complexity of SSK is lower than SM and its performance is very close to

SM’s performance.

e Since the amplitudes and phases of the pulses do not convey information,
the transmitter-receiver structure of the SSK is even simpler and therefore,

non-coherent receivers can be used.

'In [20], it is specified that SM requires perfect channel information, otherwise its performance could
be seriously worsened. However, some recent studies in the literature, as well as analyzes made in [21],
proved that this is not true.
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e Because the structure of SSK is simple, it can be simply integrated into technologies

such as ultra wide band (UWB).

The SSK received symbol can be written as
y=h,+n (2.12)
where [ is same as SM and x, = 1 for all g. The ML detection rule for SSK is

[ = argmin |ly — h,||*. (2.13)
l

In [5], the performance of the SSK system has been examined in detail and it has been
shown that the performance of the SSK worsens with increasing number of transmit
antennas. On the other hand, SSK’s error performance improves with increasing
number of receive antennas. In [22], the SSK system has been enhanced to a structure
called generalized SSK (GSSK) which activates multiple transmit antennas. In this
study, an optimization was performed in the space domain to minimize the error
probability. However, the number of RF chains used in this method is higher than

that of SM and SSK systems.

2.3.2 Generalized spatial modulation (GSM)

Since the SM symbols are conveyed by only one transmit antenna, transmission rate is

limited due to the use of single antenna.

GSM mitigates this problem by activating more than one transmit antenna [6], [7]. In
GSM, information is both transmitted with the combination of transmit antennas and
APM symbols. Hence the transmission rate is increased with the use of multiple active

transmit antennas.

This advantage comes at a price. The GSM receiver is much more complicated than

the SM scheme since the inter-antenna interference arises during the transmission.

GSM appears as two different architecture in the literature. In one of them, different
APM symbols are send from the activated transmit antenna combinations which is also
called Generalized Spatial Index Modulation (GSIM) [10]. In the other one, which is
the special case of the first, the same symbol is transmitted from all activated antennas
[6], [7].
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In GSM/GSIM, m, = |log, (1\%,” bits are mapped to the index of antenna
combinations where N, is the number of activated transmit antennas. Additionally,
mg = Nyerlog, (M) (mg = log, (M) for GSM) bits are mapped to the APM symbols, s;,
[ =1,...,M where M is the constellation size, and hence totally m = m, + m; bits are
allocated for a GSM/GSIM symbol. Since the antenna combinations must be an order
of two, any N, = 2™« combinations can be used for the transmission. For instance, there
are (;) = 10 antenna combinations for N; = 5 and N, = 2, but only N, = 8 antenna
combinations can be used (any 8 out of 10 can be selected). Let the total information
bits be m = 7. First three bits are mapped to antenna combinations, i.e., first and

third antennas, and remaining four bits are mapped to two 4-PSK/QAM symbols to

construct the GSIM transmitted symbol as

T
Xgsiy=1[s1 0 s 0 0] . (2.14)

When the GSM symbol is considered, total number of bits will be m = 5 and only one

APM symbol takes place in the transmitted symbol as

xasm=1[s 0 s 0 0]". (2.15)

The received signal for both systems can be written as

y=Hx+n (2.16)
where n € CV*! is the AWGN vector whose entries are modeled as €.4 (0, Np) with
noise spectral density Ny/2 per dimension.
The detector at the receiver, which has the ideal channel state information, detects the
GSM/GSIM symbols applying the ML decision rule as

% = argmin ||y — Hx||? (2.17)
XeS

where S is the set of all possible antenna combinations and APM symbols.

2.4 Cooperative Communications

As stated in Section 2.1, diversity increases the reliability of the communication
channel. Multiple antennas on novel communication transceivers achieve spatial

diversity with the advances in theory on MIMO systems. On the other hand, the
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(a) Direct Communication

(b) Multi-hop Communication

Figure 2.3 : Direct, Multi-hop and Cooperative Communications.

demand for small size and cost effective devices increases. Wireless devices such
as cellular phones and sensor networks can not be practical to implant more than one
antenna. In this case, the idea of sharing antennas to form multiple antenna system has
emerged. Cooperative communication is an effective way to form a distributed antenna

system where the nodes cooperate with each other.

Communication from a single source to a single destination without any help is called
direct or point-to-point communication as in Figure 2.3(a). As the range increases,
direct communication may be impractical. Hence, locating a relay in a long link to
enhance signal quality overcomes this problem. The chain of the point-to-point link
as in Figure 2.3(b) is called multi-hop communication [23]. Figure 2.3(c) illustrates
the relay or cooperative communication which can be thought as the combination of
the direct and multi-hop channel. The works on relay channels date back to [24], [25]
and [26] but, the works that helped to raise interest to cooperative communication in

recent years is [9], [27] and [28].

A relay channel consists of (at least) three nodes: Source (S), Relay (R) and Destination
(D). S sends its information to D with the aid of R where it is not actually an
information source. Generally, cooperative communication has two phases: first, when

S transmits and, R and D receive, it is called Broadcasting phase, and second, when
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S and R transmits (or just R forwards) and D receive, it is called Multiple-access
(MAC) (or Relaying) phase [29]. Cooperative communication can be classified into

four different modes based on the above two phases [29]:

First Phase Second Phase
S—R,D S,R—D

S— R S, R—D
S—R,D R—D

S— R R — D (Multi-hop)

Table 2.1 : Cooperative Communication Modes

2.4.1 Half-duplex and full-duplex relaying

A cooperative communication system can operate in two modes: Half-duplex mode
and Full-duplex mode. An R is said in half-duplex mode when the broadcasting
and relaying phases do not operate in the same band, i.e., the transmission and
reception channels are orthogonal. This orthogonality can be in time-domain,
in frequency-domain or using orthogonal signals in time-frequency plane. If the
transmission and reception of R are in the same band, it is called full-duplex mode.
Undoubtedly, when R operates in full-duplex mode, transmitted and received signals
interfere. Conceptually, interference cancellation can be applied when R knows the
transmitted signal. However, full cancellation can not be made when the transmitted
signal is not powerful than the received signal [29]. On the other hand, optimal
relay selection with dynamic switching between half-duplex and full-duplex modes
are proposed to overcome the effect of interference. Furthermore, some works, such
as self interference mitigation, antenna selection and transceiver beamforming have
been introduced to improve the performance of full-duplex relay system [30]. Since
there are some difficulties in accurate interference cancellation, full-duplex mode is

not commonly used. In this thesis, we consider the half-duplex relaying.
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2.4.2 Relaying protocols

Depending on the nature of the relay, two relay strategies can be mentioned in general.
In the first one, R just amplifies the received signal and transmits to D. In the second

one, R decodes the received signal from S, re-encodes it and forwards to D.

2.4.2.1 Amplify-and-forward relaying

In amplify-and-forward (AF) relaying, R amplifies the received signal and forwards
to destination without using any processing techniques. This protocol is also called
non-regenerative relaying protocol [23]. R does not need to be smart and does not
have knowledge of modulation or encoding schemes that is applied at S. AF protocol
can be very practical especially when the S-R link does not allow the signal to be

decoded correctly.

Let, S transmits the symbol x,, n =0,...,N — 1 to both R and D in the first phase,

where N is the length of the codeword. The received signal at R and D is

VR — /PhSRxS + wiR (2.18)
P = /PhSPxS +wiP (2.19)

. . - SR(SD
respectively, where P is transmission power of S, wy, (SD)

is the AWGN and modeled
as €. (0,Np) with noise spectral density Ny/2 per dimension. In the second phase, R

amplifies the received signal and sends to D. The received signal at D becomes
VP = Gy/PhRPySR - WRD

= GVPP PR 14, (2.20)

where G = |——L—— is the normalization factor in order to yield the unit energy
Py|hSR|"+Ny

transmitted signal when R knows the |#5% |2 and W, = G/PhRPw3R +wRP 1f R has no
knowledge about the S-R link, the expected value of it, i.e., E { }hSR !2} can be used.

This scheme is called fixed-gain AF relaying.

The effective SNR at the maximum ratio combiner (MRC) is

YSRYRD

_— 2.21
Ysr + YrD + 1 (221

Yar = Ysp +
2
where Ysp /sr/rp = P ‘hSD/ SR/ RD’ /No.
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2.4.2.2 Decode-and-forward relaying

In decode-and-forward (DF) protocol, R decodes the received signal, re-encodes into
a new symbol and forwards to D. This relaying scheme is also called regenerative

relaying [23].

In the literature, some studies such as [9], [23] have defined the DF system that R
forwards only when it decodes correctly. This is not always implemented due to limited
transmitter and receiver capabilities and/or lack of knowledge of channel information.
We, in here, define the DF protocol that R always transmits the decoded signal. This
scheme is also known as demodulate-and-forward (DeF) [23]. Of course, if R makes

an error, it will also be transmitted to D which produces an error propagation.

The first phase is same as AF relaying, hence, the received signal at R and D will
be as in (2.18) and (2.19). In the second phase, R decodes the received signal based
on a decision rule and re-encodes to a new symbol such as x),, n =0,...,N — 1. The

received signal at D is
yRP = \/PhRPx - whP. (2.22)
Note that, if R decodes correctly then x), = x;, and the SNR at the output of MRC is

YoF = Ysp + YrD- (2.23)

2.4.3 Dynamic relaying techniques

In [9], it is stated that diversity order of the DF scheme is 1 unless R successfully
decodes the transmitted signal. Since the successful decoding capability of R depends

on the S-R link, the selection DF relaying (SR) is introduced.

On the other hand, AF and DF protocols may not use the bandwith efficiently,
compared to direct transmission. In order to use bandwith effectively, one can use

incremental relaying (IR).

2.4.3.1 Selection DF relaying

In the SR, S retransmits the message itself and R remains silent in the second phase
when the instantaneous SNR of the S-R link below a pre-determined threshold. As in
the classical DF scheme, S transmits its information to R and D in the first phase.

Let we assume that S and R have knowledge of the CSI on the S-R link. If the
19



instantaneous SNR of the S-R link is below a threshold, S infers that R makes error
with high probability and re-transmits its message in the second phase. During this
second phase, R will not forward the message. Most of the time, the pre-determined
threshold is chosen as 2R < log, (14 Ysg) = Vsr = 22R _ | where R is the transmission
rate. Than, the received signal at D is

SR _ {\/?thDxiz +whP if yop > 22K — 1

= 2.24
Vn VERSPxS +whD if yep < 22R 1 2.24)

where we use the fact that x, = x; when Ysg > 22R _ 1. The effective SNR will then be

n

Ysp+Yrp if Ysg > 22K —1

= 2.25
sopr {ZYSD if yor < 2K —1 (22

2.4.3.2 Incremantal relaying

The information of S is transmitted over two time period in AF and DF relaying even
though D is likely to successfully decode the received signal for the first phase. This
can be improved by the possibility that R does not transmit, if the SNR from S-R link
is higher than a certain threshold. Thus, the second phase is not always needed and the
bandwidth efficiency is improved. The IR scheme can be implemented with a simple

feedback from D.

S transmits its message to R and D in the first phase. If the instantaneous SNR of S-D
link is above a threshold, i.e., Ysp > 22R _ 1, D broadcasts an acknowledgment (ACK)
to S and R to indicate that decoding is successful and S transmits a new message while
R remains silent. If it is below the threshold, D sends negative ACK (NACK) and R
forwards the received signal as regular AF or DF relaying. Hence, the effective SNR
will be same as direct transmission for the first case and regular AF or DF relaying for

the second case.

Since the transmission is utilized over one or two period, transmission rate varies
and average rate have to be computed. Therefore average transmission rate can be

evaluated as

R=2RPr (ysp > 22K 1) +RPr (ysp < 22 — 1) (2.26)
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2.5 Literature Survey

In this section, capacity and outage probability analysis of SM, low-complexity
detection algorithms for GSM and cooperative SM systems recently proposed in the

literature have been examined.

2.5.1 Capacity and outage probability analysis of SM

Since SM scheme exploits the spatial domain for data transmission, its capacity
calculation is different than the classical systems. The first study for the analysis of
the SM capacity is given in [31]. In this study, the mutual information of the space
and the APM domains are calculated separately to obtain the total capacity for the SM
scheme. In [32], this work is extended to SM with finite alphabet inputs for MISO
channels. A comprehensive analysis is given in [33] where the mutual information
of the ML transmit antenna detector for the space domain is analyzed and SM-MISO
capacities are given for complex Gaussian, real Gaussian and constant modulus APM
distributions. Additionally, a lower bound is computed for SM-MIMO capacity for the

complex Gaussian APM distribution.

An outage probability analysis for the SM system based on transmit antenna selection
can be found in [34]. However, the capacity of the SM system is assumed the same
as conventional SIMO capacity. In [35], the outage probability of SM is given for the

transmit antenna selection only and considering high SNR values.

As can be seen from the previous works, the outage probability analysis of an
SM system is not given in the literature. In this thesis, a comprehensive study
on SM’s outage probability is investigated. Furthermore, this analysis is extended
to a cooperative system under different relaying techniques and different diversity

protocols.

2.5.2 Detection algorithms for GSM

Some research can be found in the literature to find low-complexity detectors with

near-ML performance. Among these, one can mention the following works.

In [7], a MRC algorithm is introduced to detect active antenna indices. After

determining the antennas, PSK/QAM symbols are estimated. In [36], a decorrelator
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based detection algorithm is presented. Although it reduces the receiver complexity,
BER performance is much higher than that of ML detection. In [37], an ordered block
minimum mean square error (OB-MMSE) detector which is based on a block MMSE
processing method is proposed. In [38], Gaussian approximation and QR projection
is used to detect the antenna subset index. After detecting the antenna subset index,
classical ML detector is used to identify the transmitted symbol. The advantage of
Bayesian compressive sensing, which uses the inherent sparsity of GSM signals, is
investigated in [39]. This algorithm, which is called enhanced Bayesian compressive
sensing (EBCS), includes two stages where in the first stage, the active antenna
indices are estimated with the help of hyper-parameter vector and the BCS algorithm
reconstructs the transmitted signal. In the second stage, re-estimation is designed to
check and correct the errors from the first stage. Additionally, in order to investigate
low complexity algorithms, sphere decoding (SD) algorithms are investigated in [40],

[41] and [42].

2.5.3 Cooperative SM systems

Combining the advantages of SM and cooperative communications has been recently
studied in the literature [43]-[44]. The first study is performed by Serafimovski et.al.
in [43] in which a dual-hop SM system is proposed. In this multi antenna dual-hop
system, R uses DF protocol to support communication between S and D. In [44],
BER performance of a dual-hop SSK system applying AF relaying is investigated
for single receive antenna at both R and D. A real cooperative scenario in which S
sents its information to R and D in the first time slot is considered in [45]. In this
system, the multi antenna S transmits its data using SSK to N relays and D (all nodes
have single transmit and receive antennas) in the first time slot and N relays amplify
the incoming signal and retransmit to D in the following N time slots. In the same
study, the use of DF strategy is investigated when the relays which correctly detect
the source symbol are permitted to continue. Since the relays have single antenna,
communication between R and D can not be performed with SSK. In [46], the same
authors improved the dual-hop SSK system in [44] to an N-relay system considering
opportunistic relaying to increase the spectral efficiency. Cooperative SM system with

multi-antenna S, single transmit/receive antenna, multiple-R using DF strategy and
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single receive antenna D is considered in [47]. The first cooperative system in which
multi antenna nodes use SSK with DF is introduced in [48]. However, the exact BER
analysis for SSK-DF system with incremental relaying and selection combining at D

is derived only for two transmit antennas at S and R.

Combining the advantages of both SM and STBC, the STBC-SM scheme is introduced
in [49]. Applying the idea of STBC-SM to the cooperative systems is investigated
in [50] where end-to-end pairwise error probability (PEP) analysis and optimal

source-relay power allocation is presented.

Furthermore, the combination of SM/SSK and physical layer network coding (PLNC)
is performed in [51], [52], [53]. Since a framework for PLNC is the cooperative
system, our study in this thesis can be the precursor for PLNC-SM systems. PLNC
is proposed to increase the spectral efficiency of cooperative communications where

different users share the same relay to communicate with each other at the same time.

As can be seen from the above studies and to the best of our knowledge a
comprehensive work on cooperative communications, where all nodes have multiple

transmit and/or receive antennas, has not been done before.
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3. OUTAGE PROBABILITY ANALYSIS OF SM

The capacity analysis of the SM scheme is different than that of the MIMO systems.
Since the information is conveyed not only through the M-ary constellation domain
but also through the antenna domain, the capacity of SM is expressed as the sum of the
capacities of these two domains. Due to this summation, the outage probability of SM
differs from the conventional systems. A detailed analysis of the outage probability
of SM has not been given in the literature yet. In this chapter, we derive the outage

probability performance of the classical SM system.

3.1 System Model

Consider a MIMO system consisting of N; transmit and N, receive anten-
nas. A unit energy, E[x"x] = 1, SM symbol can be regarded as x =

[0, O, ..., 0, x5, O, ..., O ]T, where [ is the active antenna index and x, is

7

11 Ni—l
the APM constellation symbol. The received signal is given as

y=hx,+n 3.1

where h; € CV x 1 vector is the ['" column of the MIMO channel matrix,
H:[ h; hy ... hy, ] with each element being independent and identically
distributed (i.i.d) with €’.47(0,1) and n is the N, x 1 additive white Gaussian vector
whose entries are modeled as 4.4 (0,Ny) with noise spectral density Np/2 per
dimension. The detector having ideal channel state information (CSI) estimates

antenna index, /, and the APM signal, x,, with the ML decision rule as follows:

1,%,] :argrninHy—hlquZ. (3.2)

7xq

3.2 SM Capacity And Outage Probability

Since the information is conveyed not only by classical APM symbols, but also by

the space domain in SM systems, the SM capacity is computed as the capacity of
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conventional modulation plus the capacity of the space domain [31],
I(Xg, Xen;Y) =1(Xens Y) +1(Xg3 Y | Xe) (3.3)

where X, and X, represents APM and antenna domain symbol spaces, respectively and
Y is the output symbol space. If the space domain symbols are considered equiprobable
for flat fading channel, the mutual information between APM symbol X, and the output

symbol Y conditioned on the antenna domain symbol X, is given as,
I(Xg:Y | Xen) = H(Y | Xen) = H(Y | Xg, Xep)
1 & 5
=+ 2 loga(1+p [[[|%) (3.4)
r=1

where p is the average signal to noise ratio (SNR) and the input symbols are considered
as 1.1.d. complex Gaussian ensembles. The first term in the right hand side of (3.3) can

be calculated with the well-known differential entropy equation as,
I(Xep:Y) =H(Y) = H(Y | Xep). (3.5)

Generally, a closed form expression for (3.5) is difficult to obtain and its value can
be calculated numerically. However, when no antenna index error occurs at the
receiver, the information carried by space domain is transferred fully and (3.5) becomes

I(Xen;Y) = log, (N;). Hence, the SM capacity can be bounded as [35]

1 & 1
- Y loga (14 ]*) < Conr < 5 Y logs (14 [y ) +logs (V). (3.6)
=1 t =1
In (3.6), the right hand side is the full SM capacity with no antenna index error.

SM capacity in (3.3) averages the mutual information of each link from all transmit
antennas. However, since only one antenna is active for a given time interval, the
outage event occurs over the activated link. Hence, the instantaneous capacity have to
be derived for the outage probability analysis.

Consider the set of N, channel vector norms, {||h1||2}iv[ ;> an outage event occurs
when I(X;,Xep—min;Y) < R. Here, R is the pre—detern;ined rate in bits/s/Hz and
Xch—min represents the space domain symbols when the channel with the lowest
vector norm, |[hmin||%, is chosen. In this way, (3.4) and (3.5) respectively simplify to

log, ( 1+p ||hmin||2> and H(Y) — H(Y | Xch=min)- Therefore, the instantenous mutual

information for the / = min link is
) 2
1(XgsXenomin:Y) =102 (14 p [Bia) +H(Y) = HY | Xopoin). B7)
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Here, entropies can be written as,

H(Y) =— /y Fr (y)log, fi (y)dy (3.8)

H(Y | Xch:min) = /fY (y ’ xch:min) 10g2 fr (y | xch:min)dy
y
=log, det (meKin) (3.9)

where fy(y) = z Zl | Tt nKl)exp (—yHKl_ly) and K; = hjhf 62 + Noly,. Besides,
(¥ | Xch=min) = mexp( y Kmmy) and K, = hmmhmmc + Noly, where
o2 is the signal power. (3.8) can be computed with numerical integration. On the
other hand, since (3.8) and (3.9) depend on the space domain symbols which are in
fact the channel gains, H(Y) — H(Y | X.4—min) have to be averaged. After computing

the H(Y) —H(Y | X.h—min), the exact outage probability may be expressed as

Pl =Pr{I(Xy, Xchmmin;Y) < R} (3.10)

out

2R—H(Y)+H(Y|Xch:min) —1

The pdf of the v £ |[hyin||> which is the minimum of the channel vector norms, ¢ £
h;,, [ =1,...,N;, (Erlang random variables) can be calculated with the help of order
statistics as

Fo@) =N (1= F(x))" " fu(x) 3.11)

where the Fy(x) and f;(x) denote the cdf and the pdf of the channel vector norms,

respectively. Hence,

S Ni—1 N1y
fV(x) — Nt (6 k_ZO E) —(Nr— 1)‘

Ny Ner o= DN-1)

AT C (k)N =1 (3.12)

k=0

Nr—l Nt—l

where C(k) is the coefficient of x* in the expansion of ( Y jﬁ—f) . Therefore, the
S F

outage probability for SM systems is given as

th

B~

Nte_lvtx

psM
(N, —1)!

out

ZC xN+kl

C(k)Y(N; +k,Nip™)
0 NV 1y

(3.13)

MZ o\..

~
Il
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oR—H(Y)+H (Y X p—min) _

In (3.13), p'" = 5
function and N = (N, — 1) (N, — 1).

, Y(+,-) represents lower incomplete Gamma

Furthermore, the lower and upper bounds for outage probability of SM can be written

as

Pr{log, (14 [Biall?) <R} > Pous > Pr{l0g, (1+p ] ?) +log, (V) < R}
(3.14)

3.3 Performance Evaluation

In this section, we present computer simulation results for the outage probability of
SM. Monte Carlo simulations are realized for at least 107 channel uses as a function of
received SNR (p) and obtained curves are compared with the analytical results. On the
other hand, the SM system is compared with the conventional modulation techniques

on an equal spectral efficiency basis.

SM with R = 3 and R = 4 bits/s/Hz and corresponding M-PSK systems are compared
in Figure 3.1. The outage probabilities of SM systems with N; = 4, BPSK and N; = 4,
QPSK are simulated. The upper and lower bounds are also depicted for comparison
purposes. Additionally, they are compared with 8-PSK and 16-PSK systems. As seen
from Figure 3.1, the exact outage probability lies between the upper and lower bounds,
as expected. At low SNR values, it is highly probable that the receiver makes antenna
index error which makes the exact curve closer to upper bound. At high SNR values, it
is less likely to have antenna index error and the outage probability converges to lower

bound.

Also note that the analytical curves obtained from (3.13) exactly match with the
simulation results. The outage probability performance of SM system gets better at
high SNR values as expected. On the other hand, since we selected the minimum
channel gains for computing the outage probability, this performance is the worst case

scenario. Hence, the better outage probability performance can be expected in practice.

28



| = = = SM-Upper Bound
|- SM-Lower Bound
SM-Cmplx Gauss(Theo)| -
V SM-Cplx Gauss (Sim.) |- ’
O Conventional Mod. (Sim)

IS AR | 7 AN | W
N\ NN
= - 5 -2
o 10 Ny AR ST Vo1
107 o A 107k Y
. M ¥ . VR
NN N
10 *L— : : 107
10 20 30 40 50
SNR (dB) SNR (dB)

Figure 3.1 : Outage probability performance of N; = 4, BPSK (left) and N; = 4,
QPSK (right) SM systems compared with SISO 8-PSK and 16-PSK
(N, =1).

29






4. ANEW LOW-COMPLEXITY DETECTION ALGORITHM FOR GSM

As stated in Chapter 2, Generalized Spatial Modulation (GSM) is an extension of
SM which is considered significant for the next generation communication systems.
Optimal detection process for the GSM is the ML detection. However, the receiver
is much more complicated than SM due to inter-antenna interference and/or increased
number of combinations. Therefore, computational complexity grows with the number
of transmit antennas and the signal constellation size. In the literature, sub-optimal
techniques such as maximum ratio combining (MRC), zero forcing (ZF) and minimum
mean square error (MMSE) are presented. In this chapter, we introduce a novel and
simple detection algorithm which uses sub-optimal method to detect likely antenna
combinations. Once the antenna indices are detected, ML detection is utilized
to identify the transmitted symbol(s). Our proposed algorithm reduces the search
complexity while achieving a near optimum solution. Computer simulation results
show that the proposed algorithm performs close to the optimal (ML) detection

resulting in a minimum increase of computational complexity.

4.1 System Model
As introduced in Section 2.3.2, the GSIM transmitted symbol can be written as
T

Xgsiy=[s1 0 s 0 0] 4.1)

where the total information bits are m = 7 and first three bits are mapped to first
and third antennas and remaining four bits are mapped to two 4-PSK/QAM symbols.
When we consider the GSM symbol, total number of bits will be m = 5 and only one

PSK/QAM symbol takes place in the transmitted symbol as

xasm=1[s 0 s 0 0]". (4.2)

The received signal for both transmissions can be written as
y=Hx+n 4.3)
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where n € CV*! is the AWGN vector with &4 (0, Np).

The detector at the receiver, which has the ideal channel state information, detects the

GSM/GSIM symbols applying the ML decision rule as

o>

= argmin ||y—Hx||? (4.4)
XeS
where S is the set of all possible antenna combinations and PSK/QAM symbols and

|||l is the Euclidean norm of the vector.

4.2 New Simple Detection Algorithms

ML detection in (4.4) can be re-written for GSIM and GSM respectively in another

form as
[i,8] = argniin ly — His||* (4.5a)
5] = argminy - (he)ss|® (4.5b)
where s = [s1,52,...,8N,,]7 is the transmitted symbol vector, i is the index of
antenna combinations set where i € 1,2,...,N.. H; is composed of active antenna

columns of H and (h,); is the sum of the columns of H;. (4.5) has an excessive
computational complexity that grows exponentially with the number of transmit
antennas. Furthermore, another exponential increase is caused by GSIM complexity
where the antenna combinations carry different PSK/QAM symbols. One of the low
complexity solution is the sub-optimal solution which is also called Zero Forcing (ZF)
solution. This sub-optimal solution is based on the Least Squares solution of the ML

detection,
-1
s& = (HIH;)  Hy (4.6)

where (.)f is the Hermitian operation. We have to emphasize that this solution is

conditioned to the correct information about i.

In this chapter, we propose a new and simple reduced complexity detection algorithm

based on the LS solution in (4.6).
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4.2.1 Low complexity detection algorithm

Using the LS solution in (4.6), another version of the cost function in (4.5) can be given

as

; SLS

( Ls s)HHf’Hi <s,.LS _ S) , 4.7)

[f7 s} = arg mm

Assuming that the LS solution would be close to the true solution, the second part of

(4.7) can be ignored which leads to the reduced cost function

R 2
[i, §} = argmin Hy — His,-LS ’ 4.8)
l
which only depends on i. (4.8) can be expanded as
R H
[£,8] = argmin (y — H,-sl-LS> (y 4 H,—siLS> (4.9)

H
:argmjn{\|y\yz—<s$5) Hy — yHH; L5+(s,-LS) H?H,-s,.LS}. (4.10)
1

|y|I> in (4.10) has no effect in minimization and can be discarded. Since the
minimizing a function over its argument is equivalent to maximizing that function over
the same argument with a sign change, the minimization problem in (4.8), with using

(4.6), can be re-expressed as
(O5IM argmax{yHHi (HlHHi)lelHy} (4.11a)
1

(OSM — argmax} y| (4.11b)

I(h )H

PSK/QAM symbols are then solved with the quantization (slicing) operation after the

detection of the active antennas, § = QO {S;LS }

In [7] and [36], detected antenna combinations are found as in (4.11) which selects
only the maximum value. The ML detection, on the other hand, searches not only the
maximum value but also all possible outputs which are as many as 2" in addition to
PSK/QAM symbol constellation points. Hence, the complexity grows with the number

of transmit antennas and high modulation orders.

To reduce the ML complexity, one has to decrease the number of combinations to be

tested. Accordingly, we take the NV best estimate of (4.11) to find the optimum i

i= argmax{yHH,- (H?H,-)leiHy} ji=1,....N (4.12)
l

1

33



where {-}|Y denotes the first N values of (4.12). Therefore, our modified ML detection
can be written as for GSIM and GSM respectively as

s . 1GSIM . -
[zLC,SLC} = arngmHy—H;s;H2 (4.13a)

1

A ~ GSM . ~
[lLC7SLc} = argmin lly — (he);STHZ (4.13b)

]

where §; = Q {SZLS } Hence, we can state Algorithm 1 as

Algorithm 1: Low Complexity GSM/GSIM Detection Algorithm
Data: y, H, NV;, N,
Initialization:
A;=HFH, b;=Hy,icl=i,...,iy,
solve the linear system A,-SZ-LS =b;
zi=b's, 2= z1,...,25]"
[i(1),...,i(N)] = argsort (z) [}
fori< 1toN do
5= 0{st5}
=112
d;= |y —Hg]|
end

ifc = argmind;

SLc =§;,.

Remark. For GSM, E;LC is the optimum solution for optimum fLC. On the other hand,
for GSIM, the minimization of the second part of (4.7) must be carried out for every
i to find the optimum solution. For this reason, gch is defective to reach closer to the
ML solution especially for long §;, . vector size, i.e., high activated transmit antenna

numbers.

4.2.2 Reduced complexity detection algorithm for GSIM

As stated in Remark and as will be observed in Section 1V, gch is not sufficient to find
the near ML solution. A simple way to approach the ML performance is to use all

possible symbol combinations in (4.13a) while keeping the N minimum

2 ~ GSIM .
[zRC,sRC] = argr@1n|]y—His|]2. (4.14)

s

The algorithm for this new detection rule can be seen in Algorithm 2.

4.2.3 Reduced Complexity Detection Algorithm with SD
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Algorithm 2: Reduced Complexity GSIM Detection Algorithm

Data: y, H, N;, Nyot, M
Initialization: Same as Alg. 1
for s «+ 1 to MM« do

for i< 1toN do

| i =|y—Hs|?

end

end

[ch, §RC} = argmin di,s

Although the Algorithm 2 reduces the search space in terms of the antenna indices, it
checks every constellation point for PSK/QAM symbols. In order to take one more
step and reduce the search space further, we can apply SD to the second part of (4.7).

The sphere decoder examines only the points that lie inside a sphere with a radius r

i

H
s = argmin (s —s) " HIH; (s55 —s) <2, (4.15)
S

(4.15) can be modified as sl§D = argmin||U; (s%s — s) |? < r? where Us is obtained from
S
the Cholesky decomposition of Hg’ H: and it is implemented only fori = 1,...,N. This

culminates in Algorithm 3 as

Algorithm 3: Reduced Complexity GSIM Detection Algorithm with SD
Data: y, H, N;, Nyot, M, r
Initialization: Same as Alg. 1
UHU; = HY H; Cholesky decomp.
for i< 1toN do

53 = argmin||U; (siLS —s> 1> < r?
S

2
SD __ D
dz —Hy—H;sl. H

end

SD _ . 1SD
Igpc = argmind:
aSD _ SD

SRC = Sasp

RC

Complexity of the Algorithm 1 can be calculated using the complexities of A;, b;,

solving the linear system and d; over N times. Hence, total complexity is

COM = N,(Nyet — 1) +4N,(N+1) (4.16a)
N3
CO™ — INyer (Ny+ 1) (Nt +1)) + = + NN (2Nye; +Ny) (4.16b)
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Figure 4.1 : BER performance comparison of GSM (left) and GSIM (right) with ML
detection and proposed algorithm (N; = 6, Nys = 3, N, = 6, 4-QAM).

floating point operations (flops). For Algorithm 2 last term in (4.16b) have to be
multiplied with MM« and for Algorithm 3, extra N times C (N, No,r?) complexity
which is defined in [54] are needed.

4.3 Performance Evaluation

In this section, computer simulation results for the BER of GSM and GSIM systems
are presented. Monte Carlo simulations are performed for at least 10 channel uses
as a function of the received SNR. Since the sub-optimal solution is based on the LS
estimation, the channel matrix have to be an overdetermined system which corresponds
that the number of receive antennas have to be grater than the number of activated
transmit antennas, namely N, > N,. BER performance comparison of the GSM and
GSIM systems with ML detection for Algorithm 1 is given in Figure 4.1. The number
of transmit, activated and receive antennas are N; = 6, N, = 3, N, = 6, respectively

and modulation is 4-QAM. N represents the number of sub-optimal solutions. As seen
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1072 ML 1072
x
L
N
104 ' 104 ' '
2 4 6 8 5 10 15
(@ (b)
X X X 100 X X
21 ]
g \
LLl
N \—N&
5L
1074 . . . 10 i i i
5 10 15 20 10 20 30 40
(c) (d)

Figure 4.2 : BER vs. number of best estimate, N, for GSIM system (a)
N; =5,Nye; =2,N, =4, 8-QAM, (b) N; = 6,N,; = 3,N, = 6, BPSK, (c¢)
Nl‘ = 107Nact = 27Nr - 4’ QPSK’ (d) Nl‘ = 87Nact = 4aNr = 6’ QPSK

from Figure 4.1 (left), although the number of the best estimates are very low (N =2,3)
with respect to the number of antenna combinations, N. = 16, proposed algorithm for
GSM system performs near the optimal solution. Furthermore, from Figure 4.1 (right),
GSIM also shows satisfactory performance with low N numbers. For GSIM system,
BER performance improves with increasing N until the acceptable N value. In order to

find this acceptable value, GSIM systems with different configurations are investigated.

BER vs. number of best estimate, N, with different configured GSIM systems can be
seen in Figure 4.2. When N is increased, the proposed algorithm becomes closer to
ML detection. However, there is a point where performance increase is minimal. This

number can be regarded for our algorithm as the acceptable N.
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Figure 4.3 : BER performance comparison of reduced complexity algorithm (Alg. 2)
with ML. Note that (a) N; = 6,N,; = 3,N, = 6, 4-QAM, (b)
N; =7,Nyet = 4,N, = 6, 4-QAM.

Rule of Thumb: As can be seen from the Figure 4.2 and many other simulation results

which are not shown here, the number for N can be chosen as N =~ 1\% for GSIM system.

As stated in Remark and can bee seen from Figure 4.2(d), Algorithm 1 can not
achieve the near optimal solution especially for high number of activated transmit
antennas. Figure 4.3 shows the BER performance of Algorithm 2. As can be seen
from Figure 4.3, Algorithm 2 shows near optimal performance. When N is increased,
this algorithm approaches to optimum solution. Although, the search space increases
with this algorithm, the complexity is still low with respect to ML detection. Figure
4.4 shows the BER comparison of Algorithm 2 and 3. As can be seen from the figure
that Algorithm 3 shows the same performance as Algorithm 2 while it reduces the

complexity.
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Figure 4.4 : BER performance comparison of Alg. 2 and Alg.3 for
N[ — 7;Nact - 4,Nr — 6, 4-QAM
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Figure 4.5 : BER performance comparison of proposed algorithms with OB-MMSE.
N; =6,Nyt =4,N, =6, 4-QAM.

In [39], BER performance comparison to EBCS and OB-MMSE (and other algorithms)
are presented where both algorithms show approximately same performance. In Figure
4.5 BER performance comparison of our proposed algorithms (Alg.1 and Alg.3)
and OB-MMSE can be seen. Algorithm 1 and Algorithm 3 (with low N number)
shows approximately same performance as OB-MMSE. Furthermore, Algorithm 3

with higher N number exhibits better performance than OB-MMSE (and hence EBCS).
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5. OUTAGE PROBABILITY ANALYSIS OF COOPERATIVE SM

In this chapter, we extend the results of Chapter 3 to the cooperative scenarios under
fixed, selective and incremental relaying techniques. It is shown that cooperative SM
systems provide better performance compared to conventional modulation systems in

terms of outage probability.

5.1 Outage Probability of Cooperative SM Systems

In a cooperative system, consisting of a source (S), a relay (R) and a destination (D),
S and R have N°, and NR transmit antennas, while R and D have NX and N? receive

antennas, respectively.

Fading coefficients of each link of the MIMO channels between S and R, H? ¢
CN NS and D, H? € CM'*M' | R and D, HR? € CV*M', can be modeled as
%/ (0,1) and obey the flat Rayleigh fading channel conditions. In the first time

slot, S transmits a unit energy, E[x/’x] = 1, SM symbol which can be regarded as

x=[0, 0, ..., 0, x5, 0, ..., 0]7,toDandR as,
i1 Ni-1
yP = hPx, +n’P (5.1)
y5R = hiRx, 4 Sk (5.2)

(SR) denotes the /' column vector of the channel matrix HSP(SR)

respectively, where th
and x; is the APM constellation symbol. Based on the DF relaying protocol, R

processes the incoming data using the ML detection and makes a decision according

to
- 2
[7,%,] = argmin ‘ySR —h,SquH (5.3)
Lq
and re-encodes to an SM signal and sends to D as
yED — hRDS, 4 D, (5.4)
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On the other hand, in AF relaying protocol, R just amplifies the received signal and
forwards to D as
yi2 = GHRPySR 4 nfP (5.5)

1

where G = W

is the gain factor which is chosen to fix the transmitted

SD nSR and nRP are the additive Gaussian noise vectors

energy of the relay to unity. n
whose entries are distributed with .47 (0,Ny). After simple manipulations, (5.5) can

be written as

yRP — GHRP <hlSR X+ nSR> 1 nRP
= GH*PhjRx, + P (5.6)

RD

where is the effective noise vector with a covariance matrix as C =

n
G*HRD (HRD) " No + NOIN,D .

The outage probability analysis for classical modulation techniques and different relay
and diversity protocols can be found in [9]. In this study, we have used the results for
these protocols and applied them to the cooperative SM systems. In the following, the

antenna numbers are assumed to be equal, i.e., N> = NX = N, and Nk = NP = N,..

5.1.1 Fixed DF relaying

The mutual information of fixed DF-SM is given as

IpFyy, = min {logz (1 +p Hhmm ) +H(YSR) _H(YSR | Xeh=min), (5.7)

log, <1 T Hhil?n . ||hRD [ ) + H(ySDHRDY _ g (ySD+RD ’XCh:min)}
and the corresponding outage probability is

min
phion —er{ s | < uf e [t | e {

where H(YS®) and H(YSPTRP) can be computed as in (3.8) with variances
02 = [WSR|* 02 + Ny and 62, pp = (thD||2+||thHZ) 62+ No. On the

other hand, H(YS® | X,y—min) and H(YSPHRD | x . . ) can be computed as in

A
(5.8)

(3.9) with the above variances when h; = hy;,. The threshold value is yu =
l <22R_H(YSR/SD+RD)+H(ySR/SD+RD‘Xch:min) B 1)

P
(see. Figure 3.1), H(Y) — H(Y | X;p=min) equals to log,(N;) for mid to high SNR

. As seen from the classical SM systems
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values. For cooperative communications, this value converges to log,(N;) faster than

the classical systems. In this work, H(Y) — H(Y | Xcp—min) is fixed to log,(N;) thus,
22R710g2(N[) _ 1
the threshold value will be u = . In (5.8), the first term in the right

hand side can be calculated from (3.13). The second term is the complement of the
first term, i.e., Pr { HhmmH < u} Finally, the last term can be evaluated using the pdf
of sum of two independent random variables which is the convolution of their pdfs. If

the pdf of each term is given as in (3.12), the pdf of their sum is calculated as

= [ fora=2)for (1

N2 7NfZ
=W -1 Z Zc PN IB(N, + kN +n)  (5.9)
- k=0n=

where B(.,.) is the Beta function. The outage probability is then expressed as,

S
Pr { Hhm?n

,Ll.th
+Hh§31” S,uth}Z/o fz(z)dz

NN Ck )C n)B (N+kN+n)

(5.10)

X }/<2N,+k+n,Nt/,L”’> :

5.1.2 DF selection relaying

The outage probability for DF-SR is given as

< u}Pr{ZHhmm < u}

epe{ [t | boe{ [z

DF—SRgy
POMf Pr { Hhmll’l

+ R < u} (5.11)

5.1.3 DF incremental relaying

In incremental relaying, if the S-D link SNR is not high enough for the appropriate
communication, the relay participates in the communication and transmits the received
signal. Otherwise, R remains silent (i.e., there is no second phase). Since the relay does
not cooperate in every time slot, the spectral efficiency will be R when relay is silent

and R/2 otherwise. Therefore, the averaged spectral efficiency can be expressed as

> }+ Pr{Hhmm

Rl RPr{Hhmm

< N'} (5.12)
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2R 10g2 NI
P
of DF-IR is written as,

where ' = L. (5.12) can be evaluated using (3.13). The outage probability

F—IR _ )
hr o0 —pe{ [t | < e st <
2
+Pr{Hhﬁ§n >ﬂ}Pr{HhSm?n + |2 |1* <u} (5.13)
whereﬁ:%

5.1.4 Fixed AF relaying

The outage probability for fixed AF relaying can be written as a function of fading

coefficients as (The analysis for AF relaying is only given for N, = 1)

F.
P(I)A‘utSM { ’ hSD

min

or(olmsf el <uf G

where f(x,y) = [9]. In order to find the pdf of the left hand side of the inequality,

xy
x+y+1
we can employ the upper bound approach as performed in [S5]. The expressed function

can be upper bounded as,

V< min(x,y). (5.15)

x+y+17—
R, ) < u}- (5.16)

N
For N, = 1, each {|h1|2} is exponentially distributed. Hence & £ |hmin|* is also

flx,y) =

Hence, the outage probability is re-expressed as

F
Pfutw ~ Pr { ’hmm

+ min (‘hmm

exponentially distributed with the pdf fz (&) = N,e ¢ and the cdf Fz (&) = 1 —e M5,
Therefore the pdf of ® = a+min(b,c) is fo(®) = 2N, (e M® — e~2%®)_ Finally, the
outage probability of AF relaying SM is given as

u
P = / fa(®)dz=1—2e Nk 4 o2k (5.17)
0

5.1.5 AF incremental relaying

The outage probability of AF-IR can be written as,
F—IR _
s —ee{in < e i

min
. SR
+ min (‘hmm

—eef s

min

i ) srz}. (5.18)
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The analytical expression for (5.18) is the same as in (5.17), but the only difference is

u replaced by fi.

5.2 Performance Evaluation

In this section, we present computer simulation results for the outage probability of
cooperative SM systems. Monte Carlo simulations are realized for at least 10’ channel
uses as a function of received SNR (p) and obtained curves are compared to the
analytical results. All cooperative SM systems are compared with the conventional

modulation techniques on an equal spectral efficiency basis.

The outage probability performance of fixed DF, DF-SR, DF-IR and fixed AF, AF-IR
of an N; =4, QPSK SM system is presented in Figure 5.1. As seen from Figure
5.1, the simulation results and the analytical curves have exact match. In [9] and
[55], it is stated that the AF relaying is superior to DF relaying in terms of outage
probability. This result is observed in here as well. The performance of cooperative
SM and the corresponding PSK systems is presented in Figure 5.2 for R = 4 bits/s/Hz.
As seen from Figure 5.2, the cooperative SM system provides better performance than

corresponding conventional modulated systems for both DF and AF protocols.
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Figure 5.1 : Outage probability performance of N; = 4 QPSK AF vs. DF Cooperative
SM system (N, = 1).
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Figure 5.2 : Outage probability performance of N; =4 QPSK Cooperative SM
system with respect to SIMO 16-PSK (N, = 2).
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6. BER ANALYSIS OF MIMO COOPERATIVE SM SYSTEMS

In this chapter, we propose novel cooperative SM systems with two main relaying
techniques (amplify-and-forward, AF, and decode-and-forward, DF) where all nodes
have multiple transmit and/or receive antennas. Most of the studies in the
literature of cooperative SM systems, which combine the advantages of cooperative
communications and SM systems, consider only the SSK scheme with single
receive/transmit antenna at relay and destination. Since the error performance of
SM highly depends on the number of receive antennas and more flexible cooperative
communications systems can be obtained by using SM with multiple antennas, it is
essential to investigate multi-antenna cooperative SM systems. We derive analytical
expressions of the average bit error probability (ABEP) for both the newly proposed
cooperative SM-DF and cooperative SM-AF systems and validate with the computer
simulation results. Furthermore, we present the BER comparison of considered
systems with classical M-PSK/QAM cooperative systems. Computer simulation
results indicate that multiple antennas cooperative SM systems provide better error

performance than classical cooperative systems for both relaying techniques.

6.1 System Model

The considered cooperative communications system for SM MIMO-DF and
MIMO-AF consisting of a single relay is given in Figs. 6.1 and 6.2. In these systems,
S and R have N° and NX transmit antennas while R and D have NX and NP receive
antennas, respectively. The channel matrices composed of channel fading coefficients
between S-R, S-D and R-D can be given as HF ¢ (CNEXNfS, H? ¢ (CN'PXNfS, and
HFP ¢ N7 XNfR, respectively. Each entry of the above matrices is modeled as an
independent and identically distributed rv. with .4 (0, G}%) and the channel obeys
the Rayleigh flat fading model, where G,% is equal to GSZR, GgD and GI%D for the
corresponding three channel matrices, respectively. To take into account the path loss,

the variances are defined as 03 = dgg*, 03, = dg5 and 6, = dgy where dsg, dsp
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Figure 6.1 : Cooperative communications scenario with SM MIMO-DF.

and dgp are the distances between S-R, S-D and R-D, respectively and « is the path

loss exponent [9]. SNR parameter is defined as received SNR at D.

An SM symbol is givenasx=[0 0 --- 0 x, 0 --- 0]7, where [ is the index

[\ J/

lrl N,;:l
of the activated transmit antenna, x, is the M-PSK/QAM constellation symbol and it is
assumed that E {x"x} = 1. In the first time slot, S transmits an SM symbol to R and

D as

SR — HRx + nSR ©6.1)

y*? = BPx 40P (6.2)

respectively, where nSR(2) € CV*(N7)*1 is the AWGN vector with .4’ (0,Np).

6.1.1 Decode-and-forward cooperative SM

In the second time slot, the detector at R, which has the ideal channel state information

(CSI), detects the SM symbol applying the ML decision rule as

(I,%,) = argmin
7xq

2
ySR—HSRXH 6.3)

and re-encodes into a new SM symbol by considering [ and Xy as X =

[0 0 -~ 0 % O --- 0]7 and sends it to D, which is received as

N

~ —~

-1 NR-T
yRP = HRPg + nRP (6.4)
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Figure 6.2 : MIMO-AF configuration (NX = NX = NF),

where nfP € CN"*1 is the AWGN vector with @4 (0,Np). From (6.2) and (6.4), the

ML detection rule at D is given by

(0.4,) = argmmin (22 2"+ "2 2. 63
Xq

6.1.2 Amplify-and-forward cooperative SM

In MIMO-AF system, R amplifies the received signal at each receive antenna and sends
to D from the same antenna as seen from Figure 6.2 (NX = N = N®). The received

signal vector at D becomes
yRP — GHFPySR 4 nRP
= GH*"H**x + n\ivo (6.6)

1 . 1 - . . .
= /——>— (In — 18 the scaling factor for the normalization of
where G /N,R(GSZR+N0) (in G, |, /N,R g

the transmitted energy at R), nynvio is the colored Gaussian noise vector and can be
expressed as

nvvo = GHEPnR 4+ nkP 6.7)

with the conditional covariance matrix

C=E {nMIMOn{I/HMO | HRD}

= G?HF? (HF?)" Ny + Nolyp. (6.8)
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ML detection rule at D is given for the MIMO-AF system as [56]

~ 2 2
(7.%,) = argmin <HySD - HSDXH /No+ Hc—l/2 (yRD - GHRDHSRX> H ) . (69
q

6.2 Average Bit Error Probability Analysis For DF Relaying

The ABEP of the cooperative SM system can be evaluated using the average pairwise

error probability (APEP) which is computed next.

APEP at D for the MIMO-DF cooperative SM system is upper bounded as
PR (x = %) < PR(x)Pp(x = X |R:x)+ Y Pr(x = X)Pp(x > X |R:X)  (6.10)
X
XX
where Pg(x — X) is the APEP at R when x is transmitted and it is erroneously detected
as X, Pg(x) is the probability of correct decision at R, Pp(x — X | R : X) is the APEP
at D when R detects the SM symbol correctly and Pp(x — X | R : X) is the APEP at D

when R makes a decoding error.

Pp(x — X | R : X) can be calculated for all possible X as
2
Pp(x > X|R:X)=FE {Pr{HySD —HSDXH + HyRD —HRDX”2

> HySD _ wPx

g [y*° —HRP%||? | HSD,HRD}} 6.11)
= e {re{ | (rPxn?) 0] )

2
> H <HSDX +nSD) _ wPx

n H (HRDX i nRD) _HRP%

2 HSD,HRD}} (6.12)
which simplifies to
Pp(x = X | R:X)

HHSD (x —X)

/20 (B2 () -4 092 (=) 4 192 (3 - P

|+ [[HRP (- %) |* - || R (3 —x) ||

—E{LQ

(6.13)

When the transmitted SM symbol x is erroneously detected as

£=[00 ... 0 5 0 ... 0]

(. 7 . 7




at both R and D, i.e., for the case of X = X, (6.13) can be written as

B (x —%)||* - | HRP (k%) |

/20 (2 (x )+ 102 ) )

. (6.14)

Pp(x >X|R:X)=E< Q

Since the Q-function strictly decreases, (6.14) is greater than (6.13). Moreover, at high
SNR values (Ng — 0), (6.14) can be approximated as [57]

]2 < |[HRP (x — %)

Pp(x = %|R:%) ~Pr (HHSD (x— %) I’ HSD,HRD> . (6.15)

Since the right and left hand sides of the inequality in (6.15) follow the same
distribution, this probability equals 0.5. This implies that ABEP of MIMO-DF
cooperative SM system is dominated by the case of X = X. Therefore, (6.10) can be

approximated as

PYF(x = %) = PS(X)Pp(Xx = X | R:X)+Pr(x = X)Pp(x > X |R:X).  (6.16)

Pr(x — X) is the APEP of the conventional SM and can be formulated as

Pr(x — X) = Pr X—>X]HSR}}

[HSR (x — %)
—E . 6.17
\/ 2Ny ©.17)

P{(x) is also dominated by the case of X = X and can be approximated as Pg(x) ~

(1 —PR(X — ﬁ))

Since Pp(x — X | R : x) is the APEP at D when R detects the SM symbol correctly, the
antenna index and the data symbol are detected properly, i.e., [ = I and Xy = x4. For
this case, by substituting X = x in (6.13), Pp(x — X | R : x) simplifies to

HSD HRD 2
Pp(x — X|R:x) \/H H —;H (x—%)| ) (6.18)

To obtain the APEP, the pdf.s of the rv.s in Q-function of (6.17) and (6.18) have to be
computed. Let 5% £ £ HHSR (x—X) HZ with the pdf fysz(7), YR > 0 where p = +
The APEP at R can be calculated as

Pux %)= [0 (\/r) n(nay (6.19)

53



which can be computed with Craig’s formula [58]. Using the alternative form of the

Q-function in (6.19) yields

1 /3 1
Pr(x — X :—/ Mose [ — 40 6.20
i ) T Jo VSR( 2sin29> (020

where Mk (s) is the MGF of ¥*k. For the Rayleigh flat fading channel model,

¥SR follows the gamma distribution (in this special case, in fact, it follows
2
Erlang distribution) with Gamma (Nf, %) where A, is the single eigenvalue of

(x—%) (x —%)" and is equal to

2 . ~
—% fl=1I
po= PRl =] (6.21)
lxq |+ | %4 if 1 1.
The MGF of YSR is obtained as [58]
Ao, \
G r
Mise (s) = <1 — ’”TSRS> . (6.22)

(6.20) can be computed using Eq. (5A.4a) of [58] as

1 k1 (27\ /1—pu2\’

2
where U = 1/&%. The same procedures can also be followed for the

calculation of Pp(x — X | R : X).

Let us consider

pPr=? (HHSD x=)|| + [ (X—f‘)Hz)
oy (6.24)

(6.24) is the sum of two Gamma rv.s with different scale parameters. The MGF of

(6.24) can be written as

2 N\ M 2\ NP
Mypr(s) = (1 - M’“%s) (1 —M‘%Q . (6.25)

Therefore, Pp(x — X | R : X) can be written as

. 1 (2 1
PD(X—>X\R:X):—/ M. pr (— )d@ (6.26)
0

T 2sin% 0

which can be calculated with the help of Appendix 5A.58 of [58].

54



On the other hand, the pdf of Y”F follows the distribution of the sum of two gamma

D pho® 2 _ 2 _ 2 : o
rv.s as Gamma | 2N,”, =5— | when og, = Ogp, = 0. Therefore, its MGF is given as

PAG> —2NP
MYDF(S):<1— ; s> . (6.27)

As aresult, Pp(x — X | R : X) is obtained as

NP1 /5 2N
PD(X—>§(|R:X):% 1—p ) <2jj> (1 4“) (6.28)
Jj=0

where u is as defined in (6.23).

After computing the APEP, the ABEP can be averaged as [11]

1
PPF ~ %) PR (x — % 6.29

P Nogy () & &0 X €2
X#£X

where n (x — X) is the number of bit errors between the SM symbols x and %.

An upper limit can be obtained when 6 = /2 is used in the integrand function of

(6.20) and (6.26). Therefore, Pg(x — X) and Pp(x — X | R : X) are upper bounded as

. Pra0ge
2 \ N 2 \ M
Po(x— & |R:x) < <1+p’l’j#) (1+M’j#) . (63D

We can easily see from (6.16), (6.30) and (6.31) that when SNR — oo, 1e,
MM — oo, the diversity order can be achieved as min {Nfe ,2NP } Note that,
when G§R = ng“ > GszD,G,%D, i.e., R close to S, R detects the signal correctly with
a high probability and (6.31) dominates compared to (6.30). Therefore, the diversity

order will be 2NP.

6.3 Average Bit Error Probability Analysis For AF Relaying

The APEP at D for the SM MIMO-AF system can be calculated as
2 2
P (x—=%)=E {Pr{ HySD —HSDXH /No+ HCfl/2 (yRD — GHRDHSRX) H

2 2
> HySD_HSD)A(H /No+ Hc—l/z (yRD_GHRDHSRﬁ) ’

| HSD,HSR,HRD}} .

(6.32)
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Following the same steps as in (6.12) and after simplifications, (6.32) can be rewritten

PAF(x %) = E {Q (\/W)} (6.33)

where 5P is same as in (6.24) and 5P is given as

as

) G2 HCfI/ZHRDHSR (x— %) 2

RD
v 2

The MGF of y’P can be calculated as in (6.22). On the other hand, the MGF of y3kP

(6.34)

is given as (see Appendix A)

det ()
Hrm‘“ I'(rmax —n+ )T (rmin—n+1)

where 7y, = min {NR,N, } Fmax = Max {NR,N,D } and ® is an 7y, X rmin Hankel

M,),SRD( ) (6.35)

matrix whose (n,m)th entry is obtained as
1 1
@, =z "T(N)U (n,n, E) +G*2 T (n+ 1)U (n +1,n+1, E) (6.36)
) plxscszk N .
where z = G° (1 — =58 ), ) = rmax — Fmin +n+m —1and U(-,-,-) is the confluent
hypergeometric function of the second kind.
Using Craig’s formula again, (6.33) is expressed as

1 /3 1 1
PAF R :—/ M (— )M (— )de 6.37
b (X=X =2 o TP\ 2sinZe ) P\ 2sin26 (6.37)

where numerical integration is needed. When the numerical integration is not used,

(6.37) can be simplified and upper bounded as
PAF(X—>)2)<1M Ny ! (6.38)
b o P\ 2)Tr\ ) ‘

ABEP can be obtained using the union bound as [11]

F
< NMlog2 NM ZZn X%X x—>x) (6.39)

X

On the other hand, when SNR—> o, i.e., }LXGSD SR) /Ny — oo, (6.38) is approximated to

ND

2 —N;, —'min
PAF(x— %) ~ % <1+p’lf#) (G2 (1+ pl’fﬂ)) (6.40)

where we use U(a,b,z) ~ z!=" for small z [59]. Finally, the diversity order of the

MIMO-AF system can be observed from (6.40) as N” -+ min {N® NP}.
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6.4 Performance Evaluation

In this section, analytical and computer simulation results for the BEP of cooperative
SM systems are presented. ~Moreover, BER performance comparisons of the
cooperative SM (both AF and DF) and classical cooperative systems are performed.
In these comparisons, classical cooperative systems are selected as in [9] where the
considered modulation is classical M-ary PSK or QAM. On the other hand, modulation
order is chosen to provide the same spectral efficiency as in the cooperative SM
systems. Since, only a single transmit antenna is active in the SM systems, a single
antenna is employed for classical M-PSK/QAM systems (N> = 1). At receiver, MRC is
considered for classical cooperative systems. Monte Carlo simulations are performed
for at least 10° channel uses as a function of the received SNR at D and compared with

the analytical results. The path loss exponent is chosen as o = 3.

6.4.1 Results for DF relaying

In order to obtain the same spectral efficiency, the number of transmit antennas and
modulation orders are taken identical for S-R and R-D links, i.e., N° = NX = N, and

MS = MR = M for MIMO-DF relaying.

BER performance of the cooperative SM system with DF relaying is given in Figure
6.3. The number of receive antennas for R and D are considered as the same, i.e., Nf =
NP = 2. The computer simulations are evaluated for different spectral efficiencies, by
considering different number of transmit antennas and modulation orders. As seen
from Figure 6.3, theoretical curves closely match with computer simulation results at

high SNR due to the use of BER union bound.

In Figure 6.4, the effect of number of receive antennas on the BER performance is
investigated. Computer simulation results are depicted for NS = Nk =2, M =2
(BPSK) and different number of receive antennas at R and D. As seen from Figure
6.4, since the lower modulation orders and number of transmit/receive antennas are
chosen, the analytical curves and computer simulation results are in close match also
at lower SNR values. On the other hand, the slope of the curves, i.e., the diversity order,
depends on the number of receive antennas at R and D, i.e., min {Nf, 2NP } In Figures

6.3 and 6.4, unit distances are considered between all nodes, i.e., dsp = dsg = dgp = 1.
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Figure 6.3 : BER performance of cooperative SM system with DF relaying for
different number of transmit antennas and modulation orders,
NS =NE=N, and NE=NP =2.
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Figure 6.4 : BER performance of cooperative SM system with DF relaying for
different number of receive antennas at R and D, NtS = NtR =N, =2,
M =2 (BPSK).
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Figure 6.5 : BER performance of cooperative SM system with DF relaying for
different relay locations (dsp = drp = 1).
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In Figure 6.5, the effect of different distances between nodes on the BER performance
is evaluated both analytically and theoretically. The SM parameters are chosen as N° =
2, M =2 (BPSK) and the number of receive antennas at R and D is N¥X = NP =2. A
unit distance is assumed between S to D and R to D (dsp = drp = 1), and the following
three different cases are considered for the distances between S and R: dsg = 0.3,
dsg = 0.7 and dsg = 1. It can be seen from Figure 6.5 that the BER performance of
DF relaying, more specifically the diversity order, improves when R gets closer to S.
For this case, 0'§R becomes larger than 6> and when the SNR goes to infinity, (6.31)

dominates the diversity order that converges to 2NP.

The BER performance comparison of cooperative SM and classical cooperative M-ary
modulated systems for R = 3, 4 and 5 bits/s/Hz spectral efficiencies is given in Figure
6.6, where R = log,(N;M) assuming two receive antennas at R and D. As seen from
Figure 6.6, cooperative SM system provides approximately 2 dB SNR gain over the
corresponding classical APM modulated cooperative system when R and D have two

receive antennas.

6.4.2 Results for AF relaying

Computer simulations are performed as a function of the power spent at S to noise ratio
(Ps/Np) for AF relaying. The power spent at R is taken equal to Ps, i.e., Ps = Pg. In

all computer simulations, unit power is assumed at each nodes.

Theoretical and computer simulation results for AF relaying are given in Figure 6.7,
where three different SM configurations are considered: i) N> =2, N = Nk = Nk =2,
NP =2, ii) N5 =2, NE =4, NP =2, and iii) N’ = 4, Nk =4, N? = 4. For all
configurations QPSK is considered. As seen from Figure 6.7, theoretical results exactly

match with the computer simulation results at high SNR values.
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Figure 6.6 : BER performance comparison of cooperative SM with classical
cooperative M-ary modulation for DF relaying systems
(NR=NP =N, =2).
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Figure 6.7 : BER performance of SM MIMO-AF relaying with different
configurations. N® = N® = N® with QPSK.
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Figure 6.8 : BER comparison of MIMO-AF cooperative SM system with classical
M-PSK/QAM modulated cooperative system (NX = NR = NP = 2).
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In Figure 6.8, the BER comparison of MIMO-AF cooperative SM system and classical
M-PSK/QAM modulated cooperative system with ML decision at D is given for R =3
and R = 4 bits/s/Hz spectral efficiencies. The classical modulated systems also use
all of the available antennas at R, denoted by M-PSK/QAM MIMO-AF. Since only a
single transmit antenna is active in the SM system, number of transmit antennas for
classical M-PSK/QAM system is chosen as N° = 1. The number of transmit/receive
antennas for R and D is NX = NP =2 for both systems. As seen from Figure 6.8, the
cooperative SM scheme provides better error performance than classical cooperative
systems for the same spectral efficiency. It can be observed that the SM system
provides approximately 3 and 4 dB SNR gains for R = 3 and R = 4 bits/s/Hz spectral

efficiencies, respectively.

6.4.3 Comparison of MIMO-DF and MIMO-AF systems

The comparison results of MIMO-DF and MIMO-AF cooperative SM systems can be
found in Figs. 6.9 and 6.10. SM parameters are chosen as N,S =2, M =2 (QPSK)
for both figures. In Figure 6.9, the effect of different number of receive antennas at R
and D is investigated. When the number of receive antennas at R is lower, the error
propagation has influence on the BER of the DF system so that MIMO-AF system has
better error performance. Otherwise, MIMO-DF system outperforms MIMO-AF.

Since the location of R directly affects the BER performance of the DF system, its
impact is examined in Figure 6.10. As can be seen from Figure 6.10, when the links
S to R and R to D have dsg = drp = 0.5, MIMO-AF system provides better error
performance above the SNR value of 5 dB. When R gets closer to S, i.e., dsg = 0.4,
MIMO-DF system exhibits better BER performance than MIMO-AF up to the SNR
value of 12 dB. This shows that error propagation effect is still significant at these

distances.
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Figure 6.9 : BER comparison of MIMO-AF and MIMO-DF cooperative SM systems
under different number of receive antennas, NtS =2, M =4 (QPSK).
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Figure 6.10 : BER comparison of MIMO-AF and MIMO-DF cooperative SM
systems under different R locations, NtS =2,M =4 (QPSK),
NR=NP =2 dsp=1.
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7. CONCLUSIONS AND RECOMMENDATIONS

In this thesis, we have evaluated the outage probability performance of both classical
SM and cooperative SM systems. Due to the fact that SM conveys information not only
by the modulated symbols, but also by the antenna indices, the capacity calculation
of SM differs from the conventional systems. The corresponding capacity can be
calculated as the sum of the capacities of APM and the space domains. Interrelated
with the capacity, the outage probability performance of an SM system, which is not
thoroughly examined in the literature, is deeply affected by the antenna index errors.
In this work, we have derived the outage probability performance of point to point SM
and the cooperative SM systems with classical DF and AF relaying, as well as dynamic
relaying techniques such as SR and IR, for the worst case scenario. In both systems,
although the minimum channel gains are selected, a better outage performance is

achieved compared to the classical systems.

We also have investigated the ABEP performance of the cooperative SM scheme
for AF and DF relaying. Most of the studies on cooperative SM systems in the
literature consider only the SSK scheme with a single receive antenna at R and/or
D. In this work, we have derived analytical expressions for the ABEP of AF and
DF multi-antenna cooperative communications systems that employ SM. We also
have presented a diversity order analysis and have demonstrated the effect of relay
location to DF relaying. Since the BER performance is derived analytically from
the union bound, computer simulations and analytical results have demonstrated that
the derived expressions for the ABEP exactly match with the computer simulation
results in high SNR region. Furthermore, we have presented the comparison results
of MIMO-DF and MIMO-AF relaying with classical M-PSK/QAM systems. For both
relaying systems, SM technique provides error performance gain over conventional
cooperative APM systems. Finally, the comparison results of MIMO-AF with

MIMO-DF cooperative SM systems have been introduced. Investigation of real
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practical problems such as signaling design and synchronization, channel estimation

errors, resource management, interference, etc., has been left as a future study.

Additionally, we have investigated new and simple algorithms to reduce the
computational complexity of optimal solution of GSM and GSIM systems. Although
the GSM and GSIM increase the overall spectral efficiency, the receiver complexity
also increases with the number of transmit antennas. The optimal solution of
GSM/GSIM is the ML detection process which has greater complexity with the
exhaustive search. In this work, we propose new and simple algorithms which are
based on the N best estimate values of a reduced cost function to achieve a near
ML solution with lower computational complexity. Our proposed algorithm for GSM
system shows approximately same performance with respect to ML with low N values.
On the other hand, for high activated transmit antenna numbers, GSIM shows relatively
unsatisfactory performance compared to the optimal solution. In order to overcome
this problem, another low complexity algorithm using sphere decoding is presented.
Complexity calculations show that proposed algorithms have lower complexity even if

the values of N are high.
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APPENDIX A.1 : Derivation of (6.35)
To find MVSRD, we extend Ysgp, given in (6.34), as

G RD\H ~— 1 gRD¥ySR H (R "
'}’SRDZTH((H )7 CTHPHR (x— %) (x —X) (H ) ) (A1)
Using the eigenvalue decomposition for the Hermitian matrix (x — %) (x—%)7, we
have
(x—%) (x— %) = VAV, (A2)

Because the rank of the matrix (x— &) (x— %) is equal to one, we have a single
eigenvalue A, and the corresponding eigenvector v where A, is as in (6.21) with the
indices defined in X. Since the elements of the channel matrices are Gaussian r.v.’s,
the elements of the HS®v vector are also Gaussian. Let us define the vector d = H5Ry,
hence we obtain

Ysrp = szx (a” (a*)" c"'HRPa) (A3)
The MGF of Y’RP is given as
Mseo(s) = E {eWSRD}
— Ero g {exp <% (a (u0)" C—IHRDd)) } . (A4)

As mentioned earlier, d is a complex Gaussian vector with the covariance matrix Rq =
GgRINR where NX = N¥ = NR. Therefore, the MGF of y°kP given HRP can be obtained
from [60, Theorem D.1]

1
. .
det (T — EH75 (R0 €~ 1HRP)

M ysro|gro (s) = (AS)

It is difficult to integrate ( A.5) with respect to H®?. On the other hand, the eigenvalue
decomposition of the Hermitian matrix H®? (HRP )H can be used, i.e., HXP = VAVH
where V € CN*N* ig a unitary matrix and A € RM *N" is a diagonal matrix with

ordered eigenvalues AP > ARD > ... > /'Lrliﬁ along its main diagonal, which yields
[61]

1
MYSRD|A(S) = pry =
det (INrD — o A (INrD + G2A) )
"min 1
L e (A6)
a 2Ny (1+G2AfP)
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where i, = min{N® NP}. The joint pdf of ordered eigenvalues is [62]

:lngx’ln(lm A) Hrmm lrmax rmm 7l

A7
Hrm‘“F(rmaX n+ DI (rpm—n+1) ( )

fA(R) =

where ripax = max{N¥ NP}. The MGF of P can be derived using ( A.6) and ( A.7)
as

G2, GSRSA'RD B RD RD RD
Mysro(s) //IRD /M;fg ( 2No ( 1—|—G27LRD)) ATE) dATT - iy
(A.8)

( A.8) can be calculated using Corollary 2 in [61] as

o0 G2 G2osARD N\ !
o1 B xO5RSMn
Mo (s) = A det([/o <1 2No(1+G2?L§D))

 Alran 2 A ). (a9
l’l,m_l,"‘ »I'min

where 1 = [T™" " (rmax —n+ 1) T (rmin —n+1).  Performing some algebraic
manupulations in ( A.9), the result in (6.35) can be obtained. This completes the
derivation.
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