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ABSTRACT

BOUNDARY CONTROLLER AND OBSERVER DESIGN FOR
KORTEWEG-DE VRIES TYPE EQUATIONS

This thesis studies the back-stepping boundary controllability of Korteweg-de Vries
(KdV) type equations posed on a bounded interval. The results on the back-stepping con-
trollability of the KdV equation obtained in Cerpa and Coron (2013) and Cerpa (2012) are
reviewed and extended to the KdV-Burgers (KdVB) equation. The stability of the KdVB
equation is boosted to any desired exponential rate for sufficiently small initial data with a
boundary feedback controller acting on the Dirichlet boundary condition. Moreover, the case
that there is no full access to the system is considered. For these kinds of systems, an observer
is constructed assuming an appropriate boundary measurement is available. The ideas about
designing output feedback control for the KdV equation presented in Marx and Cerpa (2016),
and Hasan (2016) are reviewed and extended to the KdVB model.
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OZET

KORTEWEG-DE VRIES TIPINDEKI DENKLEMLER ICIN SINIR
KONTROLU VE GOZLEMCI DIZAYNI

Bu tez, sonlu bir aralikta diisiiniilen Korteweg-de Vries (KdV) tipi denklemlerin geri
adim yontemi ile sinirdan kontrol edilebilirligi iizerine bir calismadir. (Cerpa and Coron
(2013)) ve (Cerpa (2012))’da bahsedilen KdV denklemi i¢in geri adimlama tekniginin sonuglari
incelenmis ve Korteweg-de Vries-Burgers (KdVB) denklemine genellenmistir. Kararlilik, sol
Dirichlet sinir kosulunda etkili olan sinir geri besleme kontrol girdisine sahip sistemler i¢in
baglangi¢ kosulunun yeterince kii¢iik oldugu durumda saglanmaktadir. Ayrica dikkat edilmesi
gereken nokta, iissel azalma hizinin tercih edilen kadar biiyiik olmasidir. Dahasi, sisteme
tam erisim olmayan durum diistintilmiistiir. Bu tiir sistemler i¢in, uygun bir sinir dl¢limii
mevcutken bir gozlemci dizayni olusturulabilir. (Krstic (2009)), (Marx and Cerpa (2016)) ve
(Hasan (2016))’da sunulan KdV denklemi i¢in ¢ikt1 geri besleme kontroliiniin tasarlanmasi ile
ilgili fikirler iizerinde durulmustur ve KdVB modeline aktarilmistir. Buna ek olarak, kapali
dongii sistemlerinin iissel kararliligi, gézlemci durumlarin1 da iceren Volterra doniisiimiine

dayanan geri adim yontemi kullanilarak kamitlanmistir.
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CHAPTER 1

INTRODUCTION

Control theory is used in many areas such as
— fluid flows in aerodynamics and propulsion applications
— flexible structures in civil engineering applications
— electromagnetic waves and quantum mechanical systems.

The back-stepping control is one of the methods developed for controlling PDEs from
the boundary. The ideas behind it are associated with the feedback linearization. The non-
linearities in the system can have potential harms on stability. One method to deal with
those nonlinearities is feedback linearization. On the other hand, a better method is the back-
stepping method since it does require to cancel out the nonlinearities contrary to the feedback
linearization.

The procedure of the back-stepping method for PDEs is as follows. At first, a de-
sirably exponentially stable target system is chosen. The original plant is mapped into this
target system via an integral transformation. This is called the forward transformation. More-
over, the original plant’s boundary inputs are determined with respect to this transformation.
Then, an inverse transformation is constructed and the target system is mapped back into the
original plant. This is called the backward transformation. A combination of the forward
and backward transformations gives the stability of the original plant subject to the boundary
controllers determined by the forward transformation.

The back-stepping method has been applied to many PDEs in control design. For ex-
ample, the back-stepping boundary controllers were constructed for some unstable parabolic,
hyperbolic and also complex-valued PDEs (Krstic and Smyshlyaev (2008b), Cerpa (2012),
Krstic and Smyshlyaev (2008a), Krstic (2009)). The Ginzburg-Landau equation (Aamo et al.
(2005)), the Navier-Stokes equation (Vazquez and Krstic (2007)), and the Schrodinger equa-
tion (Krstic et al. (2011)) are some examples in the literature. In addition to these examples, oil
well drilling problems (Di Meglio (2011)), kick problem (Hasan (2015)), and heave problem
(Aamo (2013)) are some real life examples.

This thesis is devoted to the study of the boundary feedback controllability and observ-
ability of the Korteweg-de Vries (KdV) and Korteweg-de Vries Burgers (KdVB) equations
posed on bounded intervals by using back-stepping technique.

KdV and KdVB equations are nonlinear partial differential equations of third order,

which can describe approximately behaviour of long shallow water waves, see Korteweg and



de Vries (1895). These equations have interesting mathematical quantities and several pos-
sible applications. The controllability and stabilization of KdV and KdVB equations have
been deeply analysed because of their fascinating behaviours, (see e.g., Rosier (1997), Rus-
sell and Zhang (1996), Rosier and Zhang (2006), Rosier and Zhang (2009), Perla Menzala
et al. (2002), Balogh and Krstic (2000), Jia and Zhang (2012), Krstic (1999), Tang and Krstic
(2013), Gao and Deng (2007), Balogh et al. (2001), Cavalcanti et al. (2014), Hasan and Foss
(2011), Qian et al. (2014), Crépeau and Prieur (2010), Liu and Krsti¢ (2002)).

The surprising thing for KdV system is that the features of the control for this system
varies depending on where the controls are put. See for example (Rosier (2004), Glass and
Guerrero (2008)) for the control acting on the left boundary condition, (Rosier (1997)) for the
control acting on the two right boundary conditions, and (Rosier (1997), Glass and Guerrero
(2010)) for the control acting only on right-end point. In contrast to that, Coron and Crépeau
(2004), Cerpa and Crépeau (2009), and Cerpa (2007) showed that the nonlinear KdV equation
has the exact controllability for some spatial domains for which the linearized system cannot
be controlled.

For example, consider the following linearized KdV model with the homogenous

boundary conditions in [0, 27]:

(1.1)

ut(L X) + ux(t’ X) + uxxx(t, X) =0,
u(t,0)=0, u@2r)=0, ul2r)=0.

One can easily show that the function (1 — cos(x)) satisfies above system. Thus, one can also
deduce that the solution is non-decreasing solution which implies that above system is not
exponentially stable in the interval [0, 2r].

The KdV-Burgers Equation (KdVB) also gives us distinctive properties. For example,
one can deduce from Amick et al. (1989) that the Cauchy problem for KdVB equation has a
solution on R, which satisfies

(Dl 2z = OG2). (1.2)

It is mentioned in the same paper that there is no expectation to get a decay rate faster than
this one.

Another example can be given for the case of bounded domains. Let us set the feed-
back controller U = 0. Then, we multiply (1.8) by u and integrate over (0, 1). By using
Poincaré inequality and given boundary conditions the exponential decay of solutions can be

obtained and u satisfies
(., Dllz2 0.1y = OCe™). (1.3)



On the other hand, let us consider the KdVB equation with a small viscocity coefficient

e>0:

Uy — €Uy + Upyy +un, = 0. (1.4)

In that case, one can get a decay rate

lu@®llz01 = O™, (1.5)

which is slower than above one.

Our main aim in this thesis is to answer the following stabilization problem:

" Is there a boundary feedback controller U(t) = U(u(t,-)) such that the solutions of
(1.6) and (1.8) satisfy the exponential stability for any given 1 > 02"

Chapter 2 is a review of Cerpa and Coron (2013). In this chapter, we study the bound-
ary feedback controllability of the KdV equation posed on [0, L]

Uy + Uy + U, + un, =0, in[0,L], >0,
ut,0)=U®@), u(t,L)=0, wu (,L)=0, inR,, (1.6)
u(0, x) = up(x), in [0, L].

In the above equation, U(t) is called the feedback boundary controller, which is defined in
terms of integral operator.

The goal is to choose a controller that steers the solution of (1.6) to zero as t — oo.
Indeed, it is proven that given any positive A, the solution of (1.6) with the boundary feedback

controller U(¢) satisfies

(1.7)

—At
<
e < e llule

where u is sufficiently small.
In Chapter 3, the ideas behind the boundary controllability of the KdV equation using
the back-stepping method are extended to the following KdV-Burgers equation



Uy — Uyy + Uy, + u, =0, x€[0,1], >0,
wO0,)=U@1), u(l,t)=0, ul(l,r)=0, inR,, (1.8)
u(x, 0) = up(x), in [0, 1].

The KdVB model with a feedback boundary controller U(?) is settled in a bounded interval
[0,1].

It is proven that if u is sufficiently small, then the solution of (1.8) decays to zero as
t — oo with a positive rate 4 which can be chosen as large as desired.

Chapter 4 reviews the observer design presented in Marx and Cerpa (2016) and Hasan
(2016) for the KdV equation introduced in (1.6). The observer system is defined by

ﬁt(x, t) ™ ﬁxx(-x’ t) + ﬁxxx(xa t) + Pl(x)b’(f) i axx(l’ t)] = Oa (1 9)
w0, =U®), a(1,1) = a,(1,1) =0, '
with the error i := u — # satisfying the error system
Uy + Uy + Uy — it (L, t =0,
iy + Ty + Gy — P1(X0)iee(L, 1) (1.10)
i0,t) =a(L,t) = ut,(L,2) =0,

where y = u,,(L, 1) is a measurement to extract some information when there is no access to
the full state of the system. This measurement is used to construct an observer and apply the
back-stepping technique to design an output feedback control making the closed-loop system
exponentially stable. Local exponential H* stability of the state and of the error can be shown
via Lyapunov operator. That is, for any positive A there exists a positive constant C such that

the solution of the coupled system (1.6)-(1.9) satisfies

e Dl + 1Dz, < Ce ol (1.11)

oD’

Finally, in Chapter 5, we design an observer design for the KdVB equation based on

the observer model of the KdV equation in the previous chapter. More precisely, at first an



observer with a boundary measurement y = u,.(1, ) can be defined by

(X, 1) = (X, 1) + fhy(x, 1) + Pl(x)b’(f) — i (1,0] =0, (1 12)
w0, =U®), a(1,1) =a,(1,1) = 0. ‘
with the error i1 := u — i satisfying the error system
i ’t_~xx ’t+~xxx 1) — ~xx l’t :O,
(X, 1) = U (X, 1) + Hn(X, 1) = P1(0)ite(1,7) (1.13)
0,t) =u(l,1) = a,(1l,1) =0.

After applying the back-stepping technique , it is proven that the solution of the cou-
pled system (1.8)-(1.12) tends to zero as t goes to infinity with positive decay rate 4. Moreover,
it can be proven in the same way as the KdV that the system and the observer error have local

exponential H* stability.



CHAPTER 2

RAPID STABILIZATION FOR THE KORTOWEG-DE
VRIES EQUATION FROM THE LEFT DIRICHLET
BOUNDARY CONDITION

In this chapter, we will review a stabilization result for the KdV equation, which was
recently proved in Cerpa and Coron (2013). In their paper, Cerpa and Coron considered the

following KdV equation posed on the bounded interval [0, L] for a given L > 0

u, (1, x) + u(t, xX) + e (2, x) + u(t, x)u(t, x) =0,
u(t,0)=U(@), ult,L)=0, uJ ,L)=0, (2.1)
u(0, x) = up(x).

where U(?) is a feedback type controller at the left end point of the boundary.

The aim is to find a boundary feedback controller which enforces the exponential
decay of the system with the decay rate as large as desired.

In order to obtain such a control law, Cerpa and Coron used the back-stepping tech-
nique. See for example Cerpa and Coron (2013);Tang and Krstic (2013) for this method. At
first, the exponential stabilization of the corresponding linearized system is studied. Then,
the same result is extended to the nonlinear system under assumption that the initial datum is

small.

Theorem 2.1 Let A > 0. Then, there exists r > 0, D > 0, a function k = k(x,y) and a control
law U(t) = U(u(t,.)) = fOL k(0, y)u(t, y)dy associated with the gain kernel function k(x, y) such
that

lu(t, M2y < De_/UHMO”LZ(O,L)a V>0 (2.2)

for any solution of (2.1) satisfying ||u(0, )l 20, < 7.



2.1. Control Design

Based on the linear part of the equation, we consider the system linearized around the

origin

u (1, %) + u(t, X) + Uy (£, x) = 0, in[0,L], >0,
ut,0)=U®), u@t,L)=0, ult,L)=0, inR,, (2.3)
u(0, x) = up(x), in [0, L].

We use a transformation IT : L?(0, L) — L?*(0, L) defined by

L
w(t,x) = Il(u(x)) := u(t, x) — f k(x, y)u(t, y)dy. 2.4)

Here, k(x, y) is an unknown kernel function, and our purpose is to find out the kernel k so that

if u(x, 1) is a solution of (2.1) with boundary feedback controller

L
U@ = f k(0, y)u(t, y)dy, (2.5)
0
w(t, x) is a solution of the following stable (target) system,

wi(t, x) + we(t, X) + W (£, x) + Aw(t, x) =0, in[0,L], ¢>0,
w(t,00=0, w(L)=0, wd(,L)=0, in R,, (2.6)
w(0, x) = wy(x), in [0, L].

For any 7 > 0, the target system is exponentially stable with rate A.

We can easily prove this fact by using the Lyapunov function defined by

1t 5
V(i) = EL |w(t, x)|“dx.



Differentiating the Lyapunov function and using the given boundary conditions, we have

J L
r V() f(; w(t, X)w(t, x)dx

L L
- f w(t, X)w,(t, x)dx — f w(t, X)W (2, X)dx
0 0

L
—/lf w2(t, x)dx
0

L
= w(t, OIw(t, X5 + f W, X)W, (t, X)dx
0

L
—/lf wz(t,x)dx
0

L
= —wi(1,0)— A f wA(t, x)dx
0
L
—/lf w?(t, x)dx.
0

The above inequality implies that

IA

Iw(, Nizory < e IwO, ey, Vi =0. 2.7)

Remark 2.1 Taking L*(0, L)-norms of both sides of (2.4), one can easily show that

Iw®ll20,1) < le®llr20,0), (2.8)

where the constant of the inequality depends on the function k.

2.2. Gain Kernel PDE and Method of Successive Approximation

We want to find out what conditions k(x,y) has to satisfy. In order to do this, we
substitute the given transformation into the target system. Let us first introduce the following

notations:

k(x, %) = Lk(x, Y)ly=s»
ky(x, x) = %k(x, Mly=xs (2.9)
dixk(x, xX) = ko(x, x) + ky(x, x).



At first, we compute the derivative of (2.4) with respect to ¢

wy(t, x)

and then with respect to x

w,(t, x)

Wx(t, X)

Wxx(Z, X)

L
.0~ [ kcedy
‘L L
u,(t, x) + f uy (1, Y)k(x, y)dy + f Uyyy (1, YIK(x, y)dy
L
1.0+ kel = [ ey
L

O = [tk 30y

L
u,(t, x) — k(x, x)u(t, x) — f u(t, y)ky(x, y)dy
+k(X, L)uxx(t’ L) - k(x, )C)I/txx(t, X) - ux(t’ y)ky(x’ y)li

L

+ f uy (1, y)kyy (x, y)dy

L
u,(t, x) — k(x, x)u(t, x) — f u(t, y)ky(x, y)dy
+k(x, L)u,,(t, L) — k(x, x)LZCx(t, x) + u,(t, x)k,(x, x)

L

'H"(t» y)kyy(x’ y)lf; i f u(t’ y)kyyy(x, y)dy

L
u,(t, x) — k(x, x)u(t, x) — f u(t, y)k,(x, y)dy
+k(x, L)u,,(t, L) — k(x, x)LZCx(t, x) — u(t, x)ky(x, x)

L
—u(t, X)kyy(x, x) — f u(t, y)kyyy(x, y)dy,

L
I/tx(l', -x) + k(-x, .X')l/l(t, -x) - f kx(-x’ )’)”(t, y)dy’

U (t, x) + k(x, X)u,(t, x) + u(t, x)%k(x, X)

L
k. (x, x)ut, x) — f k(X y)ut, y)dy,

d? d
Urrx(t, X) + u(t, x)ﬁk(x, X) + 2u,(t, x)ak(x, x)

+u (8, X)k(x, x) + u(t, x)%kx(x, x) + u,(t, x)k,(x, x)

L
+u(t, x)k,(x, x) — f kyex (x, y)u(t, y)dy.



Plugging the above equations into the target system, we obtain the following

wi(t, X) + wi(t, x) + Wy (, X) + Aw(t, x) =
- f ) [foan3) 4 K)o (6) 4 Ky(e) + kGl dy (210)
+k(x, L)u,,(t, L) + u,(t, x) {ky(x, x) + k(x,x) + Z%k(x, x)}
+u(t, x) {/l + kee(X, X) = kyy(x, X) + %kx(x, X) + dd—;k(x, x)} ,

If the kernel k(x, y) satisfies the third order PDE below (gain kernel PDE), the right-hand side
of (2.10) is zero:

kyr(X,¥) + kyy(x,y) + ky(x,y) + ky(x,y) = =Ak(x,y), inT,
k(x,L) =0, in [0, L],
(x,L) in [0, L] 2.11)
k(x,x) =0, in [0, L],
kx(-xa X) = %(L r .X), in [Oa L]a

where (x,y) € T := {(x,y)|x € [0, L],y € [x, L]}.
In order to solve the above equation, we transform it into an integral equation. In order to do

that let us make the following change of variables

t=y—ux, s=x+Yy, (2.12)

and define the function G(s, 1) := k(x,y). We compute

0Gds 0G ot

k, = ga‘FEa:Gs—Gz,
0Gds  0G ot
k, = ——+——=G,+G,,
YT Gsay T aray e
k. = 9G:0s 0G0 0Gds 9GOt _ . oo o

ds dx Ot Ox Os 0x Ot Ox
ky, = Gg+2Gy+ Gy,

10



kxxx =

ds ox | ar ox \ s ox  at ox
+5Gn as N 0G, ot

ds Ox Ot Ox’
= Gy — 3Gy + 3Gy — Gy,

0Gg; Os N 0G,, dr ) 0Gyds 0Gg (?t)

kyy = Gyt 3Gy + 3Gy + Gy

Hence, we have k(x,y) = G(x + y,y — x) such that

ky=Gs—G, k,=G,;+G,
ki = Gy —2Gy + Gy,

kyy = Ggs +2Gy + Gy,

kixx = Gygs — 3Gy + 3Gy — Gy,
kyyy = Gyss + 3Ggsr + 3Gy + Gy

Yy

Therefore, the function G(s, r) must solve the boundary value problem given by

6G 15(5,1) + 2G55(s, 1) + 2G (s, 1) = —AG(s, 1), in Ty,
G(s,2L — s) =0, in [L,2L],

(s s) in [ ] 2.13)
G(s,0) =0, in [0, 2L],
Gt(s’ O) = /gl(s - 2L)9 in [Oa 2L]a

defined in the triangle Ty := {(s,?)|? € [0, L], s € [t,2L — t]}.
In order to solve (2.13), we will integrate the first equation of (2.13) by using the given bound-

ary conditions:

Jy 6Gus(n, &)dé = = [[{2G 151, &) +2G (0, €) + AG(n, )} dé,

6G /(1. €) — 6G1(11,0) = — [ (2G (11, €) + 2G,(1.€) + AG(1, )} dE,

i 6Gi(n,DdT = = [ Adt — [} [T {2G5s(10.) +2G (1, €) + AG(y, £)} dédr,

6Gs(n’ t) - 6GA(77, 0) = At — j(;t j(;r {ZGSSS(U’ f) + ZGS(U’ 6) + /IG(U’ 'f)} dé:dT,
[76G mndy = [ ddn = [ [} [T2G5s(1.€) + 26,1 €) + AG(n, £)) dédd,
6G(s,1) = ~AUQL—1-3)+ [ [ [{2G,ss(1,€) +2G, (0, &) + AG (1, &)} déddn.

11



G(s, t) must satisfy the integral equation

G(s, 1) = —%(2[‘ —t—9)

1 21—t t T
s f fo fo 2G5, &) + 2G4(n,€) + AG(n, §)} dédrdn. (2.14)

Since the solution of (2.13) is also a solution of the gain kernel PDE (2.11), if G(s, t) exists,
then so is k(x, y). To prove the existence of G(s, t), one uses the method of successive approx-
imations.

First, we start with an initial guess

Gl(s.f) = —(g)t[((ZL—t)—s)], (2.15)

and set up the recursive formula for (2.14) as follows

2Lt
G"(s,1) = G'(s,0)+ = f f f {2G%. (1, &) + 2G(n, &) + AG"(n, €)} déddn, for n > 1.
(2.16)

After some computations, we have the following

v = wan-n-alldf - on ()52

6/32 |5
+%[(2L—t)2—s2] [(g) %]

G(s,H) = [RL-1)—s] [— (2)3 7.6t.74.3 (%) (/61)3 7.6.3.2

+(%)3(2L)6.5t.64.3 ( )( L t.e. _(g)
3

(%) (%) .52.3_@) L) 54t5 (%)

2
- 6 )52
(Jonr (4 i (4T w8

3
1
3

1
3 5432

\_/[\)

(

12



() 55-(5) o5+ ()55~
3 6 3 5 2 5
%[(ZL 0= ][ (g) 6.5 : +(§) (2L)5.4t.3.2+(§) 5.4t.3.2
_(4)2(1) P +(_2f_]
o) 535337 (5) 52
SR ]

The series ),. ; G"(s,?) is uniformly convergent in T since for any k > 1 and any (s,1) € Ty

B
IGX(s, 1) < Mw(ﬂ" Uy by, (2.17)

where M, B are positive constants. Hence the series defines a continuous function G : Ty — R

G(s, 1) = Z G"(s,1). (2.18)

This leads us to the solution of our integral equation as follows

G = Gl+iG”“
n=1

1 & 2L—t t
o 6 Z f f f {2G7,(n,8) + 2G(n, &) + AG"(n, &)} dédrdn

21—t ©0 00
f f f { ZGm<n,§>+2ZGz<n,§>+AZG"<n,f>}d§drdn
n=1 n=1

2Lt
o Ef fo fo (26, (1.6) + 2G\(1. &) + AG"(n, &)} dédrd,

where )", G%(s,t) and ), ,
Therefore, G(s, t) is a solution of (2.14) as well as the boundary problem in (2.13) so that we

G',(s, 1) are also uniformly convergent.

obtain the existence of the kernel k(x, y).
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2.3. Stability of the Linear System

In this section we show that the back-stepping transformation is invertible. In other
words, we will conclude that the stability of the target system implies the stability of the linear

system . To complete the design, let us define the inverse transformation, IT™!

L
u(t,x) = H_l(w(x)) =w(t, x) + f {(x, y)w(t, y)dy, (2.19)

where € is a continuous kernel function.

Similar to the computations in the previous section we obtain the following third order PDE

gxxx(x’ )’) + fyyy(-x’ y) + [x(x’ )’) + fy(x, )’) = ﬂf(x, y)’ inT,
{(x,L)=0, in [0, L],
(x, L) in [0, L] (2.20)
{(x,x) =0, in [0, L],
{(x,x) = %(L - X), in[0, L].

Moreover, the existence of such the kernel £(x, y) can be proved similar to the kernel k(x, y).
The important thing is to realise that by taking L?-norms both sides of the inverse transforma-

tion (2.19), we obtain

el z200.) S WOllz200.1) (2.21)

with the constant depens on the kernel funtion ¢.
(2.21) means that the exponential stability of w implies the exponential decay of the linearized

system which proves the following proposition

Proposition 2.1 Let A. Then, there exists a kernel function k = k(x,y) such that the solu-
tion of the linearized KdV equation in (2.3) with the boundary feedback controller U(t) =
fOL k(0, y)u(t, y)dy satisfies

lell2 ) < e_/lt”uO”LZ(Q) (2.22)

fort>0.
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2.4. Stability of the Nonlinear System

Assume that u(z, x) is a solution of the nonlinear system

u,(t, x) + u(t, x) + ty (2, x) + u(t, Hu(t,x) =0, inT,
u(t,0)=U@®), u@,L)=0, uJl,L)=0, inR,, (2.23)
u(0, x) = up(x), in [0, L],

where the control U(¢) is given by (2.5). Then, w = II(u(t, x)) satisfies the following

wi(t, x) + wi(t, X) + Wi (t, x) + Aw(z, x)

L L
— (W(t, x) + f t(x, yyw(t, y)dy) (Wx(t’ x) + f Celx, yyw(s, y)a'y) (2.24)

with homogeneous boundary conditions
w(t,0)=0, wL)=0, and w,(L)=0. (2.25)

Multiplying the previous equation by w and integrating in (0, L), we have

L L L
f w(t, w(t, x)dx = -— f w(t, X)w,(t, x)dx — f w(t, X)W (1, X)dx
0 0 0

L L L
-1 f w2(t, x)dx — f w2(t, x) [ f o (x, y)w(t, y)dy] dx
0 0 X

L L
— f w(t, x)w, (¢, x) [ f {(x, y)w(t, y)dy] dx
0 x

L L L
- fo w(t, x) [ f fx(x,y)W(t,y)dy] [ f é’(x,y)W(t,y)dy] dx

15



fOL w(t, )w(t, X)dx = —w(t, X)w (1, )5 + fOL w,(t, X)W (2, X)dx

-A fOL wA(t, x)dx — fOL w(1, x) [fo Co(x, yyw(t, y)dy] dx

+ fOL IwWA(t, x)ECx, X)w(t, x)dx — fOL WA (1, x) [ Ik ey, y)dy] dx

= frwie ) | [ eyt ay| | [ 0y, vy | dx

= 1w (1,0 - 2 fOL w(t, x)dx — 3 fOL w(t, X) [fo C(x, y)w(t, y)dy] dx
= Jwie ) | [ eyt || [0y, vy ax

Using integration by parts and Cauchy-Schwarz inequality, we have

1d ) 5
EE”W(I)”LZ(O’L) + A”W(Z‘)HLZ(O’L)

1 2, (3 2 3
< =3It O + { Slllcrcr + 10 oy | IO (2:26)
Hence, one has the following inequality
Y +2ly-Cy? < 0, (2.27)

_ 3
where y(¥) = ||W(t)”i2(o,L) and C = 2(§||5||c1(r) + ”{)Hélm)' If we assume that |[wo|20.) < %

and solve the inequality (2.27), then we get

1 1
2
IWOll20,) = Y0 < < : (2.28)
.L) 2 2
_ 1 _C e/ll + C e—/“
woll2or, 24 21 2Mwoll 20,1,

From Remark 2.1, we have [woll;2¢0.. < lluollz2¢0,L. Combining this with (2.21) and (2.28), we

conclude

lu®llizor < e lIw®llzen, fore>0. (2.29)

Therefore, we proved Theorem 2.1.
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CHAPTER 3

STABILIZATION FOR THE KDV-BURGERS
EQUATION FROM THE LEFT DIRICHLET
BOUNDARY CONDITION

In this chapter we study the stabilization problem for Korteweg-de Vries Burgers
(KdVB) equation

U (X, 1) — U (X, 8) + Uy (X, 1) + u(x, Hu(x,£) =0, x€[0,1], >0,
u0,Hn=U@), uwl,t)=0, wu,(l,t)=0, in R,, (3.1
l/t(x, O) = MQ(X), in [O, 1]

The aim is to construct a feedback U(¢) by using back-stepping technique such that
the solutions of (3.1) goes to zero as t — oo with a predetermined exponential decay rate.

Let us state our main theorem

Theorem 3.1 Let A > 0. There exists 6 > 0, D > 0 and a kernel function k = k(x,y) such that
the solution of (3.1) with the control law U(t) = u(t,.) = fol k(0, y)u(t, y)dy satisfies

lut, Mzony < De Vluollzzry, V=0 (3.2)

for any solution of (3.1) satisfying ||u(0, )ll2.1) < 0.

3.1. Control System

We consider the linear part of main system with the same boundary conditions

U (x, 1) — U (3, 0) + Uy (x, 1) =0, x€[0,1], >0,
u@0,n=U@®), ul,H=0, wu(l,n=0, inR,, (3.3)
u(x, 0) = up(x), in [0, 1].

17



We use the Volterra transformation IT : L2(0, 1) — L?*(0, 1) defined by

1
w(x,t) = II(u(x)) :=u(x,t) — f k(x, y)u(y, t)dy. (3.4)

The solution of (3.3) with the boundary feedback controller

1
vw = [ Koyu.nd; (3.5)
0
is mapped to the solution of the following target system

WX, 1) = Wie(X, 1) + WX, 1) + AW(1,x) = 0, x€[0,1], >0,
w0,)=0, w(l,))=0, we(l,r)=0, inR,, (3.6)
W(x’ O) = WO(X)’ in [0, 1]

Our aim is to convert (3.3) into the target system since it is exponentially stable with the decay

rate A. In order to show this, we use the Lyapunov function

1
V() = % f w(x, t)*dx. (3.7)
0

Differentiating the Lyapunov function we get

1 1
f w(x, Hw . (x, Hdx — f w(x, HOW (X, dx
0 0

1
-1 f w?(x, 1)dx,
0

1
= W, e D) - f WAx, B)dx — w(x, W, D)
0

d
d_tv(t)

1 1
+ f wo(x, Ow o (x, Hdx — A f wz(x, tdx,
0 0
1 1 1
= — f wi(x, Hdx + Ewi(x, t)|(1) - /lf w?(x, Hdx,
0 0

1 1 1
= - f wi(x,t)dx—iwi(o,t)—/l f w(x, t)dx,
0 0

1
-1 f w?(x, )dx.
0

IA
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We deduce that w(x, ) decays to zero exponentially fast with the rate A in the L>—sense:

”W(-’t)”LZ(O,l) < 6_/”||W(-,0)||L2(0,1)’ Yt > 0. (3.8)

3.2. Gain Kernel PDE and Method of Successive Approximation

If u is a solution of the main system (3.1) with the boundary feedback controller U(t)

introduced in (3.5), then w is a solution of the target system with the initial data

|
wo = Mo—f k(x, y)uo(y)dy. (3.9

Now, we assume that u is solution of (3.3). Then, if we substitute the integral transformation
(3.9) into the target system, we can find the conditions k(x, y) has to satisfy. In order to do this

let us take derivative of (3.4) with respect to ¢ and x:

wenn = o= [ ey 1,
= o= [ k() 0,1 = 3,0
= wrn - f 1y O DKy + f (5, Dk ),
= u(x, 1) = u (y, DkCx, ), + f 1 14y (v, Dy (X, )y + 1 (3, DK(X, V)
- f | uyy(y, Dky(x, y)dy,
= D)+ (DR + Dl [ . o (. y)dy

X

1
it (1, DA(x, 1) = 1 (0, DACX, X) = (7, Dk, (x, )] + f uy (v, Dkyy (X, y)dy,

X
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1
= u(x, 1) + u(x, k(x, x) — u(x, k,(x, x) — f u(y, Dky, (x, y)dy + ux (1, Hk(x, 1)
1
—U e (X, DK(X, %) + 1 (X, Dky(x, X) + u(y, Dy (X, V)] — f u(y, Dkyyy(x, y)dy,
1
= w,(x, 1) + u(x, k(x, x) — u(x, k,(x, x) — f u(y, ky, (x, y)dy + ux (1, Hk(x, 1)

1
—uye (X, Dk(x, X) + u (x, Dky(x, X) — u(x, Hkyy(x, X) — f u(y, Dkyyy(x, y)dy.

1
we(x, 1) = ux, 1)+ ulx, Hk(x, x) — f k(x, y)u(y, t)dy.

WX, 1) = ug(x, 1)+ u(x, Hk(x, x) + u(x, t)%k(x, X)

1
+u(x, Hk,(x, x) — f kyx(x, y)u(y, t)dy.

2

k(x, x) + 2u,(x, t)ik(x, X)

wx(X, 1) = (X, 1) + ,)——=
WalB0) = 1) + U0 0 .

+u (x, Dk(x, x) + u(x, t)%kx(x, x) + u,(x, Hk,(x, x)

1
'H’t(-x, l)kxx(-x’ X) - f kxxx(-x, )’)M()’, t)dy
By using the target system, we obtain

wi(X, 1) = WX, 1) + Wi (X, 1) + Aw(x, 1) =
10, 1) {Kea (36, %) + 2k (5, %) + Ky (0, ) + ey (0, ) + ke, 1) + A

it (x, 1) (ko (0, X) + ey, %) + ko (6, 2) + ey, 1) + ko (6, 2) + o, 1))

1
+Mxx(1v Z)k(x7 1) + f ”()” t) {_kyy(xa }’) - kyyy(x7 )/) + kxx(-x’ )’) - kxxx(-x’ )’) - /U((X, y)} dy

Note that we use the same notations (2.9) in Chapter 2.

In order for the right hand side of (3.1) to be zero, the kernel k(x,y) defined in the
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triangle 7 := {(x,y)|x € [0, 1],y € [x, 1]} (see Figure 3.1) must satisfy

kyy(x, y) + kyyy(x’ )’) - kxx(xa }’) + kxxx(x, )’) = _/U((-x’ )’), inT,
k ,1 = 0, in 071 H
(x, 1) [0, 1] (3.10)

k(x,x) =0, in [0, 1],
ky(x,x) = %(1 - X), in [0, 1].

1.0

:I.S:

:l.f:

0.4

0.2

0.0 L

0.0 0.2 0.4 0.6 0.8 1.0

Figure 3.1. Triangular domain T

In order to find appropriate k(x,y) and prove the existence of the solution, we convert
the gain kernel PDE into an integral equation. Let us define G(s,?) := k(x,y) and make the

following change of variables

t=y-—x, S=X+Yy.

Then, we obtain

kx:Gs_Gt, ky:G5+G[,

ke = Gy = 2G4 + Gy, kyy =Gy +2Gy + Gy,

kxxx =Gy — 3Gsst + 3(;tts - Gy,
kyyy = Gy + 3G + 3Gys + Gy
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Therefore, the function G(s, f) must be a solution of the following third order PDE

ZGSSS(Sa t) + 6Gsll‘(S7 t) + 4GSI(S’ t) = _/lG(Sa t)a in T07
G(s,2—-15)=0, in [1, 2],
(s s) in [1,2] 3.11)
G(s,0) =0, in [0, 2],
G(5,0) = —4(2 - 5), in [0, 2],

on the triangle T := {(s,1)|t € [0, 1], s € [t,2 — #]} (see Figure 3.2).
To transform the previous system into an integral equation, we integrate (3.11) by using the

given boundary conditions

I Goun.6)dg = =L [T 2G5, €) + 4G (1, €) + AG(, £)} dé,

Gyu(n,7) — Gy(n,0) = —¢ OT {2G55(n, &) + 4G (0, &) + AG(n, )} d¢,

f Gutn.vydr = [ ddr =L [ [T{2G (1, €) + 4G (1, ) + AG(, £)} dédr,

G,(1,1) = Gy(1,0) = 4t = L [' [T{2G s, (. &) + 4G (1, €) + AG(1, §)} dédr,

[T Gy = [ A= L [T [ 712G (0. 6) + 4G (1. ) + AG (1. )} dédrd,
GQ—1,0)=G(s,0) = 22—t —5) = L [T [ [T(2G s, &) + 4G (11, &) + AG(n, &)} déddn
Gls,0) = =42 —t =)+ L [T [ [[{2G s (1. &) + 4G (0, €) + AG(, &)} dédrd.

Hence, we have the following integral equation

/l 1 2—t t T
Gls,1) = ~£12~1=5)+ ¢ f fo fo (26, (1.€) + 4Gy (n,&) + AG(, &)} dédrdn. (3.12)

To find out G(s, 1), we use the method of successive approximations. Let us define the recur-

sive formula,

2—t t T
G (s,1) = G'(s,0) + é f f f [2G" (1, &) + 4G" (11, €) + AG"(n, é)} dédrdn, for n > 1,
K 0 0
(3.13)

and set below G!(s, 7) as an initial guess

Gl(s,f) = gt(s+t—2). (3.14)

b
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Figure 3.2. Triangular domain 7Y

We have the following lemma.

Lemma 3.1 Let G' and G™" be defined by (3.14) and (3.13). Then there exists a C>-function
G such that lim G" = G (uniformly), and moreover, G solves the integral equation (3.12) as

well as the boundary value problem given in (3.11).

Proof 3.1 In order to prove the desired result we will show that G" is Cauchy in C(Ty). Let
us first introduce the following notations:

Let P be the linear differential operator given by

1 2

A
P = SQsss T 50+ =
@ 3()0 3‘10t 650

for ¢ = ¢(s,1), and define the linear integration operator below

2—t t T
Ie1(s. 1) = f fo fo o, E)dédrdn.

Let us set H' = G' and H"*' = I[PH"] for n > 1. Then, we get

G’=G'+I[PH'1=G'+ H?, and
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G? = G' + I[PG*] = G' + I[PG" + PH?*] = G' + I[PG"'] + I[PH?]
=G'+I[PH1 + H®
=G>+ H’.

More generally, G**' = G" + H""\. Then, form > n

zm: (G* - G+

k=n+1

m m
< Z max |G* — G| = Z max |H¥|.
To To

max |G" — G"| = max
To Ty
k=n+1 k=n+1

In order to prove the Cauchy criteria for G", we need to prove that the series )., is
absolutely convergent. This absolute convergence can be proved by obtaining a good estimate

on |H¥|. To do this we start with observing the first few H*’s. For k = 1, we get

H' =G :—(%)z[(z—z)—s]. (3.15)
Then, 5
PH' = —(%) (2 =1)— s+ (g)(%) (3.16)

For k =2, we have

N[ 27
2 _ y_ _ (2 _ _
H? = I[PH'] = (6) [—3'2[(2 £) — 5]

£ Al@-n*- 4
T L A R O

" (%)(%) SR
e 5 5 Q)
2 3

+ale-m -9 [(g) 3—2] (3.17)
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Then,

por ===l 15 - () 25+ () (3)5]
+gle-o=s|(E) 55

(B - @B OF) 2 2@ )] e

For k = 3, we have

H? = I[PH?]

=@=0-4 [(2)3 652—t43 4 (%)3 sfﬁ * (2)2 (%) 432#]
3 7 3 P : >
+[<2-f>-s][‘(§) a3+ (g) 6.52%‘(%) (%)ﬁ]

rzle-n-2- &) st () 5555 3) 432%}

1 /13 225
+[(2_t)_s]§[(6) 5-4-2-2]

L[ oAy 4 L[ay 7
+[(2_I)_s]§[_(6) 6-5-3-2 +[(2_t)_s]§[(8) 7-6-3-2]

1 /13 5
+ﬂ[(2‘”3_s3][(8) 5-4[-3-2]

A2\ 45 A2(2\ 234 ay(2¢ 28
-[<2—f>‘s][(a) (g)m‘(a) (5)—3.2.3-4+(8)(5) 2-1-2-3l
1 AV (2 3t
_5[(2—t)2—s2][(6) (§)3,4.t3.2]

=[<2—f>—s][‘(§)3ﬁ+%(§)3ﬁ
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+(£)32_f6+(&)32_f6_1(3)34_f6
6/ 6-5-4-3 \6) 6-5-3.2 2\6) 6-5-3-2
%)Lg@fﬂ_(&f(z)‘*-_fs
3/5-4.2.1 2\6) 5-4.3.2 6/ \3/4.3.45
2(2) 214 . /1)2(2) 2.3t
3/4.3.2.1 \6)\3)3.2.3-4
2\ 27
( M?)z-yz-J
1 e 7 S 0 2P
+3l@-n _S]L(6)6-54~3+(8)5-43-2
A\ (2 214 A\ (2 3t
_(8)(5)4‘3-2-1_(8)(5)3-4-3-2]
3 t5

rgle-nt- ] [(%) m] - G19

We catch a pattern from above calculations which yields us to the following structure
for H*:

k
1 . . : ‘
k k 3k—1- k 3k—2- k k-1
H" = § . [(2 -1 - s’] : [ SPIRTNY SR S MDA st SR AR +’]. (3.20)

i=1

~

When we calculate I[PH*'], two important observations appear for H*: the maximum
number of terms of type [(2 — t)' — s'|t/ is 3k — 5(k > 2) and the lowest denominator of the
terms of C];',i is k! (when i = 1). Hence, the coefficient 3k — 5 coming from the previous step of
succession when we cancel it with k in the k! and observe that % < 3. We would obtain a

bound in the form 3%, in k steps. Considering the other terms, we estimate

| . | - 3k2k—ia,k
il = =2+ )

A2
6’3]

Not that the maximum number of terms ofHk is3k—-1-1-(k-1+1)+1=2k-1
(when i = 1). It follows that

forje{k—1+i,k+i,...,3k—l—i}withafzmax{

2 10k35(2k — 1)
(k—=1)!

max |H| <
To
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Therefore,

(59

21 k3K 2k — 1) © . (12a)!
<6 6ae'*® ) 3.21
; k- - a;(k—l)! < baer <o (3.21)

3.3. Stability of the Linear System

As we know from Cerpa and Coron (2013), we were able to say that the linearized
KdV system is stable based on the stability of the target system since the back-stepping trans-
formation is invertible. We can use the same method to get the conclusion. Let us try to find

an inverse transformation in the form

1
u(x,t) = IT'w(x)) := wix, 1) + f {(x, y)w(y, t)dy. (3.22)

Differentiating the inverse transformation with respect to ¢

1
u(x, 1) = wlx, 1)+ f (x, y)w, (v, H)dy,
1
= )+ [ ) piyu) = () = 0.0
1 1 1
e+ f £Cr, Yy (v, )y — f £t Y)Wy (v, )y — f (e, (. 1)y,

1
= wix, 1) + we(y, DY), - f Cy(x, y)wy(y, dy

X

1 1
O DG+ f £, Yy, (v, Dy — f Al (. Dy,

X

1
= i 1) = W DG X) — WO D6, (e ) + f £,y (x Wy, 1)y
(1, DG 1) + waa (5 HECE )+ Wi, DG )]

1 1
—f fyy(x,y)wy(y,t)dy—f Al(x, y)w(y, Hdy,
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1
= wilx, 1) — wi(x, Dl(x, x) + w(x, 1), (x, x) + f Ly (x, y)W(y, t)dy

Wi 1, DEC, 1) + Wi (x5, DX, ) = w2, D)6,(x, X) = w(y, Dy (x, V),

1 1
+ f £y (s Y)W, Dy — f A, Y)Wy, Dy,

1
= wilx, 1) — wi(x, Dl(x, x) + w(x, 1), (x, x) + f Ly (x, y)W(y, H)dy

—Wi(L, 0(x, 1) + wi(x, (X, x) — wi(x, DE(x, x) + w(x, D)y, (x, X)

1 1
+ f £y (5, Y)W, Dy — f Al(x, Yy, 1)dy.

Differentiating the inverse transformation with respect to x, we obtain

U(X, 1) = welx, 1) —w(x, Hf(x, x) — w(x, t)%f(x, x) — w(x, )l (x, x)
1
v f £, Y)W Dy,
and
d
uxxx(x’ t) = Wxxx(x’ t) — Wxx(x» t)f(x, .X) - Wx(x, t)—ﬁ(x, X)

dx
2

—w,(x, t)%f(x, x) — w(x, t)%f(x, x) — w(x, ) (x, x)

1
_W(x’ I)%fx()Q x) - W(X, t)fxx(xa X) + f fxxx(x’ y)W(y’ t)dy

Substituting these equations into the linear equation, we have the following kernel PDE system

Ly (X, y) + Lo, y) + €(x,y) = Ci(x,y) = A(x,y), inT,
f N 1 = O, i Oa 1 H
(- 1) tn [0, 1] (3.23)
t(x,x) =0, in [0, 1],
fx(-x7 .X') = %(1 - X), in [07 1],

defined in the triangle T.

Existence of the kernel ¢(x, y) can be proved as the existence of k(x,y). More specif-
ically, the above PDE can be transformed into another third order PDE which can be written
as an integral equation. Moreover, the solution of the integral equation can be obtained by the

method of successive approximations. Here, the crucial point is to realise that, from (3.22),
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we have the following estimation

leOllz0y < WOz (3.24)

which means that # has an exponential decay rate since w satisfies (3.8).

3.4. Stability of the Nonlinear System

Suppose that u(x, t) solves the nonlinear system

U (X, 81) — U (X, 0) + Uy (X, 1) + u(x, Hu(x,£) =0, x€[0,1], >0,
w0, =U@®), u(l,t)=0, wu,l,1r)=0, inR,, (3.25)
u(x,0) = up(x), in [0, 1].

with the control input U(¢) defined in (3.5). Then, the following PDE can be obtained by using

the transformation introduced in (3.4)

wi(x, 1) = W (X, 1) + We (X, 1) + Aw(x, 1) (3.26)

1 1
= —(W(x, f+ f £, y)w(y, t)dy) (wx(x, 1+ f Ce(x, y)w(y, t)dy)
with homogeneous boundary conditions

w(0,) =0, w(,n)=0, and w,(1,1)=0. (3.27)
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Multiplying (3.26) by w(x, t) and integrating in (0, 1), we obtain

1 1 1
f w(x, Hw,(x, t)dx f w(x, Hw(x, Hdx — f w(x, W (X, dx
0 0 0

1 1
-1 f w?(x, Hdx — f w2 (x, Hw,(x, H)dx
0 0

1 1
- [ W [ | aomo, z)dy] dx
0 X

1 1
- f w(x, Hw,(x, 1) [ f {(x, yw(y, t)dy] dx
0 X

1 1 1
- f w(x, 1) [ f {(x, yyw(y, t)dy] [ f C(x, y)w(y, t)dy] dx.
0 X X

1 1
f W, Owi(x, Ddx = Wi, Dw(x, Dl - f WA, 1) = W Wi Dl
0 0
1 1
+ f wie(x, Ow(x, dx — A f w?(x, f)dx
0 0

1
+ f lv1/2()c, He(x, x)w(x, H)dx
0 2

1 1
- f %wz(x, ) [ f C(x, YWy, t)dy] dx
0 X
1 1
_f Wz(x’ t) |:f fx(x,}’)w(y, t)dy:| dx
0 X
1 1 1
= f w(x, 1) [ f C(x, y)w(y, t)dy] [ f C(x, Y)Wy, t)dy] dx
0 X X

1 1 1
= - f wi(t,x)dx—§|wx(o,t)|2—ﬂ f w(x, Hdx
0 0

1 1
_g f WA 1) [ f £, Y)W, t)dy] dx
0 X

1 1 1
_ f w(x, ) [ f £y, r)dy] [ f £ WO, r)dy] dx.
0 x X

Using integration by parts and Cauchy-Schwarz inequality, we obtain

1d
EE”W(I)HEZ(OJ) + /lllw(t)”]z}(o’l)

1 3
2 2 2 3
< AW, = 5100.0) +(§||€||clm+||f||clm WO, (3:28)
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Then, we have the following inequality:
3
Y + 2y —cy? <0, (3.29)

where y(1) = [W(®)I%, o, and ¢ = 2 (3llellcicry + 1R, ;) -

Let us now assume that ||woll;2(0,1) < 4 and solve the inequality (3.29). Then, we obtain

c

1 1
w1720,y = ¥(0) < < (3.30)

| 2 v 2°
c At c e
||W0”L2(0,1) 2/1) 2/1] [2||W0|L2(0,1)]

from which it follows that

IW®ll20.1) S lwollz20,1)- (3.31)

Recalling that |[woll;2) < lluollz2) and combining this with (3.24) and (3.31), we
conclude that

-2 -2
lu@llr2@) < e “lluoll2e™, for 1> 0. (3.32)

As a conclusion, the nonlinear system is exponentially stable with decay rate A under

the assumption that the initial datum is small. Hence, the proof of Theorem 3.1 is complete.
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CHAPTER 4

OUTPUT FEEDBACK STABILIZATION OF THE
LINEAR KORTEWEG-DE VRIES EQUATION

In chapter 2, we designed a control system for the following KdV system

u (o, 1) + u (6, ) + Uy (X, ) + ulx, Hu(x, ) =0, inT,
w0, =U@), ul,t)=0, wu(L,1)=0, in R,, “4.1)
u(x,0) = up(x), in [0, L],

where U(t) is the boundary controller and u is the initial condition. We proved the exponential
stability of both the linearized system and nonlinear system with decay rate 1. We also observe
that this rate can be chosen as large as we desire.

In this chapter, based on Krstic and Smyshlyaev (2008b), Marx and Cerpa (2016),
and Hasan (2016), review the construction of an observer for the linearized model so that the
exponential stabilization can be achieved where the system is not fully observable. The main

result is the following theorem:

Theorem 4.1 For any positive parameter A, there exist a control input U(t) := U(i(x, 1)), a
function py = p1(x), and a positive constant C such that the coupled system (4.3)-(4.4) is
globally exponential stable with a decay rate equals to A. That is,

A —At
< C 4.0
[le(., t)”H(zoi,L) + |lad., t)”L(ZO,L) = e ||u0||H3 4.2)

oD’

4.1. Observer Design
In this section, we will construct an observer for the linearized KdV equation

u(x, 1) + u(x, 1) + ty(x, 1) =0,
u0,H=U@), wuwl,t)=0, and wu(L,1)=0, 4.3)
(1) =t (L, 1).
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We consider the observer

{ (X, 1) + (X, 1)+l (X, 1) + pr(O[Y(@) = (L, )] = 0, G4)

w0, =U®), a(L,t) = it,(L,t) = 0.

We define the error i1 := u — iz and it satisfies

(4.5)

ft,(x, t) + ax(x» t) + ﬁxxx(x’ t) - pl(x)ﬁxx(La t) = Os
w0,r) =a(L,t) =L, t) =0.

For A4 > 0, let us introduce the back-stepping transformation Il as follows

L
The above map transforms (4.5) into the following linear system

W,(X, t) i Wx(x, t) + Wxxx(-xa t) + /lVT/(X, t) = 07
w(0,1) =w(L,t) =w,(L,1) =0,

4.7)

whose solution is exponentially stable with rate A.
Now, our goal is to find the kernel p(x,y) such that #i(x, f) solves (4.5). For that pur-

pose, we differentiate the transformation with respect to 7 and x, respectively.
i:tt(x7 t) = Wt(x’ t) - W(X, t)p(xa .X) + wxx(L’ t)p(x, L)

_Wxx(x’ I)P(x’ .X) + Wx(x’ t)py(x’ x) - W(x9 t)pyy(x’ .X)

L
- [ 500 (o) + £y - Apx)

L
(D) = W)+ W0 Dp(x x) — f Po(e R0, D)y,
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d
(X, 1) = Waa(X, 1) F WX, DPCX, X) + 204X, 1) p(x, )
d2
+w(x, I)ﬁ p(x, x) + Wi(x, Hpy(x, x) + W(x, 1)
x

L
+W()C, t)pxx(xa X) - f Pxxx(x9 }’)W(y, t)dy

Inserting above equations into the error system, we obtain that

ﬁt(x’ t) + ﬁx(x’ Z‘) + axxx(x’ t) - pl(x)ﬁxx(La t) =

Wt(-x’ t) + Wx(xa t) + Wxxx(x, t) + /lW(.X, t)

B d? d
+W(X, t) (pxx(xa X) + @p(x’ .X) + pr(-x’ .X) - pyy(x’ .X) - /l)
d
+Wa(x, 1) (251)(% x) + p(x, X) + py(x, x)) + WL, 1) (p(x, L) — p1(x))
L
a f B0 D Py (5, 9) + Py, ) + Prcel(6,Y) + pa(, ) = Ap(x, )} dy.

we have four condition on 7" := {(x,y)|x € [0, L],y € [x, L]} in order to make right-hand side

equal to zero

Pyyy(X,¥) + Prex(X,¥) + py(x,¥) + pe(x,y) = Ap(x,y), (x,y) €T,
3px(-x’ X) + 3py(x,)7) = 0’ X € [Oa L]’ (4 8)
3Paal(X, X) + 3Py (2, x) = 1 = 0, xe[0,L], '
p('x’ L) = pl(x)7 X € [0, L]
In addition, if we set x = 0 in the transformation I1,, we see the following equality
p©0,y) = 0, Vyel0,L] (4.9)
Hence, the gain kernel PDE can be written as
Prxx(X,Y) + Pyyy(X,¥) + py(x, ¥) + pu(x,y) = Ap(x,y), (x,y) €T,
x,x) =0, x €0, L],
p(x, x) [0, L] 4.10)
pa(x, x) = §(x), x € [0, L],
p0,y) =0, x € [0,L].
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By using the method of successive approximation, we will find the kernel p(x, y) which

solves (4.10). In order to do this, let us introduce new variables

x=L-y, y=L-ux, 4.11)

and define F(X,¥y) := p(x,y). So, the expectation is that F(x,y) solves the following PDE

Fzex(X, ) + Fy5(X, y) + F3(X,5) + Fx(X,y) = —AF(X,y), (x,y) €T,
F(x,x)=0, x€|[0,L], @.12)
Fy(%,%)=4(L-%), x€[0,L],
F(x,L)=0, ye[0,L].

One can realise that we have dealt with the same system as (4.12) in Chapter 2 (2.11).
Therefore, we can say that there exists F (X, y) solving (4.12). It follows that there also exists

p(x,y) solving (4.10). It follows that the function I is linear and continuous.

4.2. Stability Analysis of the Closed Loop System

In order to prove that the error it = u — i tends to O as ¢ tends to infinity, let us define

the back-stepping transformation and its inverse for i as follows

L
w(x, 1) = i(x, 1) — f k(x,y)a(y, t)dy (4.13)

and

L
w(x,t) = wix,t) + f £(x, yw(y, Hdy, 4.14)

where k and ¢ satisfy (2.11) and (2.20), respectively. From (4.13) we obtain the following

equation for w

Wwi(x, 1) + Wo(x, 1) + W (X, 1) + AW(x, 1) =
P10 = [ ke )P0y (L), (4.15)
w0, =w(L, 1) =w,(L,1) =0,
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Here, the important thing is that the exponential decay of (4.15) would imply that the
closed loop system decays exponentially since the maps I1 and I1, are continuous, invertible
and their inverse maps are continuous as well. In order to prove the stability of the target

system, we use the Lyapunov argument by setting the following function

V(i) = Vi) + Va(d) + Vi(0), (4.16)

and for appropriate coefficients A, B

A L

Vi) = = f W(x, 1)*dx, 4.17)
2 Jo
B L

Vo(t) = 5 f W(x, )*dx, (4.18)
B o

Vs(t) = > f Wi(x, D) dx, (4.19)
0

Let us take derivative of the function V(¢):

Vi(t)

L
A f wi(x, Ow(x, Hdx
0

IA

L
(A + D?) f W (x, DPdx + AW L, 1)
0

D2 2~ 2
2(—-A+ X V] (t) +A |Wxx(L9 t)l

L
where D := maxeor {Pl(x) — [ k(x, )’)Pl(y)d)’}-
One can notice the fact that the target system in chapter 2 and the target system satisfied by
w(x, 1) in this chapter are actually the same type of systems. Taking derivative of V,(¢), we

obtain

Vo(t) < =24V,.
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Differentiating V;(¢), we get

L
Vi) = f z(x, )z(x, H)dx
% .
= ~Jk0.0P - B f 12(x, DPdx
0
< =2AV5(0).

Combining the above inequalities, we have

2
V() < 2(—/1 + %) V(1) + AW (L, D) (4.20)
=24V, = 2AV5(1).

At this point, we need more information about the term |W,.(L, £)|*>. We will obtain an

estimate on the term W, (L, ¢)|>. For this purpose, we multiply the target system

4.21)

Wi, 1) + We(x, ) + Wen(x, 1) + AW(x, 1) =0,
w(0,1) = w(L,t) = w(L,t) =0,

by xW,,, then we obtain

- 1 . 1\ _
|Wxx(L’ t)l2 < (Z + L) ”wxx”iZ(o’L) + (2/1 + Z) ”Wx”%}(o’L)

2

L
+Z||Wt||L2(O,L)'

Indeed, one can even say that there exists a, b > 0 such that

2

~ 2 ~
WL OF < allilRsg,,

+ bl (4.22)

Before completing the proof, we need to observe the following two remarks

Remark 4.1 Let V;(¢) be defined by

. B (*
V3(t) = = f |Wxxx(xa t)lzdx’
2 Jo
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Then, there exist positive constants d,, d, such that
dy(Va(1) + V3(0)) < Va(0) + V3(2) < da(Va(t) + V3(D)).

Remark 4.2 Based on Remark 4.1 , we have used the fact that the norm ||fl|gs.) and the

norm || fllz20.) + | fexxllz2c0,0) are equivalent.

Plugging the estimate on |W,.(L, )|* into (4.20) and using the given remarks, we obtain

, D? A?
Vi) < 2 (—/l + X) Vi) + ZLIEVQ(f)

A2
+2b§ V3(t) — 2AV5(t) — 2AV;5(1).

Therefore,

) D? A
Vi) < 2 (—a + 7) Vi) + 2(—1 + %) V,(0)

bA?
+2 (—/l + ?) Vi(1). (4.23)
Finally, the above inequality implies that by choosing A, B > 0 sufficiently large, one has
V() < 2(=A1+¢) V(D). (4.24)

This gives the rapid stabilization since we can choose the parameter A as large as we want.
This proves Theorem 4.1, from which it follows that the closed loop system with the
output feedback control law depending on a boundary measurement of the state is exponen-

tially stable with decay rate as close to A as desired.
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CHAPTER 5

OUTPUT FEEDBACK STABILIZATION OF THE
LINEAR KDV-BURGER’S EQUATION

In Chapter 3, the stabilization of KdVB equation was obtained by using a feedback

controller acting on the left Dirichlet boundary condition. The related model was given by

U (X, 1) — U (X, 0) + Uy (X, 1) + u(x, Hu(x,£) =0, x€[0,1], >0,
w0, =U@), u(l,t)=0, wu,l,r)=0, inR,, (5.1)
u(x,0) = up(x), in [0, 1].

where U(¢) is the control input and u is the initial condition.
It was proved that both the linearized system and the nonlinear system are exponentially stable
with a positive decay rate A.

In this chapter, our purpose is to design an output feedback controller for the KdV-
Burger’s equation and prove the stability of closed-loop system by constructing an appropriate
observer. An output feedback controller is used when a type of boundary measurement is
available while there is no full access to the medium.

Our main result in this section is the following:

Theorem 5.1 For any positive parameter A, there exist a control input U(t) := U(ii(x, 1)), and
a kernel function k(x,y) obtained in Theorem (3.1) and a function p; = p,(x) such that the
solution (5.3)-(5.4) satisfies

A A ) A A
et = lzso.1y + Nitll2onny < € (1o = ftolliro.ry + lolizoy) (52)

fort>0.
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5.1. Observer Design

We propose the following observer system

(X, 1) = (X, 1) + leee(X, 1) + pr(O[Y(0) — (1, 1)] = 0,
w0, =U@), a(l,1) = a,(1,1) =0,

for the plant

u,(x, t) - uxx(x’ t) + uxxx(xa t) =0,
u,H=U(@), u(l,)=0, and u.(l,7)=0,
y(t) = u(1,0).

We set it := u — 1. This function is called the error and it satisfies

ilt(x’ t) - ﬁxx(x, t) + ﬁxxx(x’ t) - pl(x)ﬁxx(la t) = O,
0,0 =a(l,t) =a.l,r) =0.

We define the back-stepping transformation I
1
) = ToGi) = i) - [ pe)i.nds
so that the solution i is mapped into the solution of the linear system

wi(x, 1) = W (x5, 1) + We(x, 1) + AW(x, 1) =0,
w0, =w(,t) =w.(1,1) =0,

which is exponentially stable with decay rate A as it was shown in Chapter 3.

(5.3)

(5.4)

(5.5)

(5.6)

(5.7)
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Finding p(x,y) is the important step here. In order to obtain the kernel p(x,y), we

differentiate the transformation (5.6) with respect to ¢ and x, respectively:

i(x, 1) = wix, 1)+ we(x,)p(x, x) — wx, 1) p,(x, x)
+Wxx(17 t)p(x’ 1) - Wxx(xa t)p(x7 X)

+Wi(x, py(x, X) — WX, 1) pyy (X, X)

1
- f W 1) {Pyy(,3) + pyy(x,y) = Ap(x, y)) dy.

iex(x, 1) = WX, 1) + Wi(x, (X, X) + W(x, t)%p(x, x)

1
w(x, Hp(x, x) — f Wy, Dpx(x, y)dy.

d
Hox(X, 1) = Weee(X, 1) + Wi (X, D) p(x, X) + 20 (x, t)d—p(x, X)
X
2

d
+W(-x’ t)_p(x, .X') + wx(-x’ t)px(x, -x)
dx?

+W(x, f)dipx(x, x) + W(x, D) Pxx(X, X)
X

1
- f W(y’ t)pxxx(xa )’)dy

Substituting the above equations into the error system, we obtain

i;‘t(x’ t) - ﬁxx(x’ t) + ﬁxxx(xa t) - pl(x)ﬁxx(l’ t) =
Wi, 1) = Win(X, 1) + W (X, 1) + W(X, 1) + War(1, 1) (p(x, 1) — p1(x))

(X, 1) (3Pay(X,) + 3P, 3) = A) + W2(x, 1) (3py (6, X) + 3pa(x, 1))

1
+ f B, D) {AP(, ) = Pyy(6,9) = Pypy(X, ) + Par(X,3) = P, )] dly.
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This equation gives four conditions on 7 := {(x,y) | x € [0, 1], y € [x, 1]}

Py(X,Y) + Pyyy(X,Y) = Pax(X,Y) + Prc(X, Y) = Ap(x,y), (x,y) €T,
3p.(x,x) +3p,(x,y) =0, x €[0,1], (5.8)
3pu(x, X) + 3py(x,x) = A = 0, x€[0,1], '
p(x, 1) = p1(x),
with another one obtained by setting x = 0 in the transformation (5.6)
pO,y) = 0, VyelO,1]. (5.9
These four conditions yield that p satisfies the following gain kernel PDE:
Py(X, ) + Pyy(X,Y) = pax(X,y) + Prcn(x,y) = Ap(x,y), (x,y) €T,
x,x) =0, x €[0,1],
p(x, x) [0, 1] (5.10)
pa(x, %) = 4, x €[0,1],
p(0,y) =0, xe|0,1].

We will use the method of successive approximation to obtain p(x,y). Now, let us introduce

the following change of variables

¥=1-y, v=1-x (5.11)

with F(X,y) := p(x,y). We expect that F(X, y) solves the following third order PDE system

F}‘CX(X7)_]) - FXXX(Xa)_}) - F)_/)_‘()_C’)_}) - Fyyy()_f,)_’) = AF()_@)_’), ()_C’)_)) € T,
F(x,x) =0, x € [0,1], (5.12)
Fy(x,%) =41 -X%), x¥e[0,1],
F(x,1) =0, € [0,1].
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Figure 5.1. Control gain p;(x) for different values of A

The solution of (5.12) can be found as the solution of the gain kernel PDE introduced
in Chapter 3.

5.2. Stability Analysis of the Closed Loop System

In order to prove the stabilization of the closed-loop system, let us consider the back-

stepping transformation and its inverse for ii. So, recall that

1
Wx, £) = ax, f) — f k(x, y)i(y, H)dy (5.13)

and

1
u(x, t) = wix,t) + f {(x, y)Ww(y, H)dy, (5.14)

where k and ¢ satisfy (3.10) and (3.23), respectively. Then, W satisfies the following system:

{ Wy — Wiy + Wege + AW = — {pl(x) - fxl k(x, y)pl(y)dy} Wax(l, ), (5.15)

w(0,1) = w(l,1) =w,(1,7) = 0.

The following lemma estimates the term w2 (1, 7) at the right hand side of (5.15).
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Lemma 5.1 Let w be a solution of (5.7). Then,

(1, O < (IOlz20,) + 0 Dl20.1) -

Proof Let us first multiply (5.7) with xW,, and integrate over (0, 1), we have

1 1 1 1
f AW W e dx — f va/ixdx + f AW WedXx + A f AW Wdx
0 0 0 0

1 1 1 1
1 1
f X nd X — f X2 dx + =W (1, 0 = = f w2 dx — A f XW . dx
0 0 2 2 0 0

By using Cauchy-Schwarz inequality, we estimate

~ 2 ~ 112 ~ 2 ~ 112
|Wxx(17 l)' S ”WIHLQ(O,I) + 4||WXX||L2(O,1) + Allwx”LZ(O’l)-

(5.16)

Then, we obtain the following inequality from the main equation and the triangle inequality

~ 2 2115112 ~ 2 ~ 112
[ A Y 7 1 A 1 [ [ Y B

Let us recall the Gagliardo-Nirenberg inequality:

(5.17)

Let (0,1) ¢ R%. Letm € N, r,q € [1,00], and w € L9(0,1) N L"(0,1). Assume that 97w €

L9(0, 1). Define p by

Then,

. o~
ID'Wllz» < CIID"WIIZ Wl 0

Now, for this case take p =2, j=2,m = 3,r = 2,andg = 2, thatis a = %, one has

2 1
”wxx”Lz(O,l) < ||Wxxx||Zz(071)”W”22(0,1)'

(5.18)
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Secondly, take p =2, j=1,m = 3,r = 2,andg = 2, thatis a@ = %, one has

1 2
Wxll20.1) < IDWxexll 2 1 P11 g1

(5.19)

Let us take squares both sides of (5.18)-(5.19) and apply them e—Young’s inequality, then we

have

~ 2 ~ 2 ~ 112
”WXXHLZ(O,]) < ”Wxxx”Lz(()’])+||W||L2(0,1)’

(5.20)

for € > 0 small enough and fixed. We get the following inequality by using (5.20) in (5.17)

~ 2 ~112 ~ 112
||Wxxx”L2(0,l) S ||W||L2(O,l) + ”Wt”LZ(O’])'

From (5.21), we can write the following
~ i o) ~ 112
”WXXHL?(O,I) S ”W”L2(0,1) + ||Wt||L2(0,1)'
Combining all of these we can rewrite (5.16) in the form:

~ 2 ~ 112 ~ 112
|Wxx(lat)| S ||W||L2(0,1) + ”Wt”LZ(O,])'

Now, let us an energy functional for the above system by
E(1) = WO, + WO 1, + WO
12(0,1) 12(0,1) 20,1y

Multiplying (5.15) by W and integrating over (0, 1), we have

1d . X 1. R 3 b
5 O 01, + 10D, + 5104001 + AR 1) = Wal11) fo yivdsx,

(5.21)

(5.22)

(5.23)

(5.24)

(5.25)
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where Y(x) = {pl(x) - fx ! k(x, y)pl(y)dy}. Let us combine this with Lemma 5.1 and use

e—Young’s inequality to obtain
g, < (<21 - O Ce (1117 vl 5.26
IOz 0., < (=24 = OO g1, + Ce (9120, + 172 1) (5.26)

where C. depends on €, A, and |[/|c.-
One can observe that the target system in Chapter 3 and the system (5.7) are the same

systems. Hence, we have right to state t] 1at
lt”W(t)”[z(o’l) — ”W(I)HZZ(OJ), t = Y ( . /)

which is equivalent to

”W(t)”LZ(O ) — _2€t||W0||L2(0 1* (528)

Now, we take the derivative of (5.7) with respect to t, then multiply both sides by W, and

integrate over (0, 1). Hence, we obtain

1 1 1 1
f wtwttdx = f 1’T’Yxxl‘"T’Ytd-x - f wxxxtwtdx - /l f wtzdx’
0 0 0 0

1d . ) 1 _
d ||Wl(t)||L2(0 D = _”WIX(I)”LZ(O,I) - Elwxll /lllwt(t)”LZ(o D

241
It follows that
||Wz(l)||L2(0,1) < e_/UHWI(O)”LZ(o,D =e /U||~N ~m /lWOHLZ(O nse ||W0||H3(0,1), t>0. (5.29)
We deduce the following inequality by combining (5.26)-(5.29)

E'(1) < —2A - ©)E(t) + Ceppe ™, (5.30)

where C.,,, > 01is a constant that depends on €, [[Wollz2(,1), Wy — W — AWollr2(0,1), A, and [[]]eo.

Let us multiply both sides of (5.30) by ¢>*~" and integrate, then we obtain

E(t) < Ceppe 9, t20. (5.31)
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Using the above analysis, now we can prove Theorem 5.1:

Proof Let us first pick some A > A, for example, 1 = A+ £. We can put A instead of A in the
entire analysis above and obtain E(7) < C,,,e” 9" < C,,,,e " where the constant C,,, and
all kernel functions depend on A. It can be observed from the back-stepping transformation
that [|i(D)||z30,1) < IW(@)lm30,1)- Likewise, we obtain from (5.14) that [|()]|;20.1) < WO r2(0,1)-
Moreover, we can write a similar relation between initial data using the invertibility of the
back-stepping transformations, that is |[Wollzz 0,1y < llto — Tiollm30.1) and [[Wollr20.1y < litollr2(0,1)-

Combining all of these arguments, we deduce that

~ N ) ~ ~
llee = @l 30,1y + Nl z20,1) S € t(||u0 — ol + ||u0||L2(0,1))-
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CHAPTER 6

CONCLUSION

This thesis is divided into two main parts. The first part is devoted to the study of
boundary control designs for the Korteweg-de Vries (KdV) and the KdV-Burgers (KdVB)
equations posed on a bounded interval. Exponential stabilization for the linearized versions
of both equations is obtained by placing a feedback controller on the left Dirichlet boundary
condition. This controller is constructed by using the back-stepping method. Exponential
stabilization of the corresponding nonlinear systems can only be shown under a smallness
assumption the initial datum. In the second part of this thesis, we studied the observer designs
for the KdV and the KdVB equations posed on a finite interval. It is shown that stabilization
can be still achieved when a type of boundary measurement is available while there is no full
access to the medium. The results obtained in Chapter 3 and Chapter 5 in this thesis will also

appear as a research article (see Ozsar1 and Arabaci (2017)).
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