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OZET

Akilli sistemler genel olarak, verileri toplama, analiz etme ve diger sistemler ile iletisim
kurma kapasitesine, belirli bir derecede zekaya sahip olan gémull bilgisayar veya kontrol
edilen sistemleri, makineleri ve cihazlar1 ifade eder. Ciftcilerin g¢iftliklerini kolaylikla
yonetmelerine olanak tanmiyan akilli teknolojilerdeki gelismeler, akilli ¢iftlik kavramini
ortaya c¢ikarmaktadir. Bu teknolojiler, siit cift¢iligine harcanan emege ve insan-hayvan
etkilesimine olan ihtiyaci azaltir. Bu teknolojilerin ciftliklerde uygulanmasiyla ¢iftlik
verilerinin miktar1 ve kapsami artmakta ve ciftcilik islemleri giderek veri odakli ve veri
etkin hale gelmektedir. Bu nedenle biiyiik veri analizi, ¢iftlik islemlerinde tahmine dayali
bilgiler sunmak, ger¢ek zamanli operasyonel kararlar vermek i¢in kullanilmaktadir. Biiyiik
verilerin analizi, depolama, analiz ve gorsellestirme gii¢liiklerini beraberinde getiren daha
degisken ve karmasik yapilar1 islemek icin algoritmalarin kullanilmasini gerektirir. Biiyiik
hacimli ve giderek biiyiiyen veri kiimelerinin islenmesi gereksinimini karsilamak i¢in farkli
depolama ve isleme yontemleri uygulanmaktadir. Apache Spark, biiyiik veri islemeyi daha
kolay ve hizli hale getiren etkili bir dagitik veri isleme motorudur. Spark, dlgeklenebilir
makine 6grenmesi, grafik analizi, akan ve yapisal veri isleme i¢in gelistirilen bellek ici
programlama modeline ve iist diizey kiitiiphanelere sahiptir. Bu tezde akilli ¢iftliklerden
elde edilen biiylik dlgekli veriler analiz edilmis ve sirali Oriintii madenciligi algoritmasi
olan PrefixSpan, Apache Spark makine 6grenme kiitiiphanesi kullanilarak uygulanmaistir.
Gegmis verilerinin analiz edilmesiyle, sorunlarin ana kaynaklar1 tahmin edilebilir ve ortaya
cikabilecek muhtemel problemler ortadan kaldirilabilir durumda olacaktir. Bu analizle,
sistemlerde meydana gelebilecek arizalarin erken tespit edilmesi ve bakim islemlerinin
buna gore yonetilmesiyle dnemli maliyetlerin en aza indirgenmesi mimkdn olabilir.
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ABSTRACT

Intelligent systems refer broadly to computer embedded or controlled systems, machines
and devices that possess a certain degree of intelligence with the capacity to gather and
analyze data and communicate with other systems. Developments of intelligent
technologies that allow farmers to manage farms with ease has introduced the smart
farming concept. These technologies take over the labor of dairy farming and reduce the
need for human-animal interactions. As implementation of these technologies on farms,
farm data grow in quantity and scope and farming processes become increasingly data-
driven and data-enabled. Therefore, big data analysis is being used to provide predictive
insights in farming operations, drive real-time operational decisions. The analysis of big
data requires algorithms to handle more varied and complex structures with difficulties in
storing, analyzing and visualizing. Different storage and processing methods are
implemented to meet the requirement of processing large-volume, growing datasets.
Apache Spark is an effective distributed data processing engine that makes big data
processing easier and faster. Spark has advanced in-memory programming model and
upper-level libraries for scalable machine learning, graph analysis, streaming and
structured data processing. In this thesis, large scale data obtained from intelligent farms,
are analyzed and PrefixSpan, a sequential pattern mining algorithm, is implemented using
Apache Spark machine learning library. Based on the analysis of the past data, the main
sources of the problems could be predicted and the possible problems that may arise can be
eliminated. With this analysis, it can be possible to minimize significant costs by early
detection of failures that may occur in systems and management of maintenance processes
accordingly.
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1. GIRIS

Akalli giftlik, ciftlik yonetiminde bilgi ve iletisim teknolojisinin kullanimini1 vurgulayan
bir gelismedir ve Nesnelerin Interneti, Bulut Bilisim gibi yeni teknolojiler bu gelisimi

guclendirmektedir [53].

Akalli ¢iftlik, robotik veya otomatik sagim, yemleme, temizlik vb. sistemlerinden olugsur
ve bu sistemler siit ¢ift¢iligine harcanan emege ve insan-hayvan etkilesimine olan ihtiyaci
azaltacak yeni teknolojilerdir [20]. Robotik veya otomatik sagim, yemleme, temizlik
sistemlerinin  gelistirilmesinin baglica nedeni birgok siit iilkesinde artan emek

maliyetlerine bagh olarak emek verimi gelistirilmesine ihtiya¢ duyulmasidir [12].

Akilli makineler ve algilayicilar g¢iftliklerde kullanilir hale geldik¢e ve ciftlik verileri
miktar1 ve kapsami artacaktir. Nesnelerin Interneti ve Bulut Bilisim'deki hizli gelismeler,

Akalli ¢iftlik ad1 verilen olguyu yonlendirmektedir [49].

Ciftcilikte robot ve yapay zekanin daha fazla kullanilmasi beklenmektedir. Biyiik veri
teknolojileri bu gelismede karsilikli ve 6nemli bir rol oynamaktadir. Biiyiik veri, ciftlik
islemlerinde 6ngdriicii bilgiler sunmak, ger¢ek zamanli operasyonel kararlar almak ve is
stireglerini yeniden tasarlamak i¢in kullanilmaktadir [53]. Verilerden anlamli ¢ikarimlar
elde etmek ve elde edilen sonuglar dogrultusunda kararlar almak i¢in akis hiz1 ve boyutu

yuksek olan buyik verinin islenmesi gerekir.

Bu tez calismasinda akilli ¢iftliklerden elde edilen biiyiik olgekli veriler, biiylik veri isleme
teknolojisi olan Apache Spark platformu kullanilarak sayisal ve oransal bazda analiz
edilmis ve bu veriler iizerinde sirali Oriintii madenciligi (sequential pattern mining)
algoritmas1 olan PrefixSpan uygulanmistir. Yapilan ¢alismada akilli ¢iftliklerde ¢alisan
robotlarin ¢esitli sebeplerle verdigi alarmlar analiz edilmistir. Gegmis alarm bilgilerinin
islenmesiyle alarmlar arasindaki iliskilerin ve Orintilerin bulunarak alarmlarin temel
kaynaklarma inilmesi ¢alismanin temel amacidir. Bu calismada Nesnelerin Interneti
teknolojilerini kullanan bir¢ok akilli sistemde oldugu gibi akilli giftliklerde de blyik veri
kavraminin yayginlastigi, bu verilerin islenmesiyle akilli ¢iftliklerin Uretim ve maliyet gibi

durumlar1 {izerinde degisiklik saglanabilecegi, ayrica sirali Orlinti madenciligi



algoritmalarmin da biiyiik veri teknolojileri ile biiyiik veri islemede kullanilabilecegi ifade

edilmistir.

Tez ¢alismasi, tezin konusunun ve planlamasinin 6zetlendigi giris boliimii ile birlikte alt1
bolimden olugmaktadir. Blyuk veri kavrami ve biiyiik verinin 6zellikleri, kaynaklari,
zorluklari, analizi, teknolojileri ikinci bolimde agiklanmistir. Veri analizi ve ¢alismada
kullanilan siral1 oriintii madenciligi ve algoritmalari {i¢iincii boliimde verilmistir. Yapilan
calisma ile benzer olan akademik calismalar dordiincii bolimde verilmis ve yapilan
calismada kullanilan veri setinin detaylari, problem tanimi ve caligmanin adimlar ile
sonuglar1 besinci boliimde yer almistir. Son olarak altinci boliimde galigmanin kisa bir

Ozeti ve sonuglarinin yorumlar1 bulunmaktadir.



2. BUYUK VERI

Buyuk veri kavrami, geleneksel veri tabani yontemleri ve araglar1 kullanilarak verimli bir
sekilde islenemeyen yiiksek hacimli veriyi ifade eder [37]. Daha detayli bir tanimla biiyiik
veri; karar alma, anlam ¢ikarma ve islem optimizasyonunu artirma i¢in yeni isleme
yontemleri gerektiren yiiksek hacimli, yiiksek hizli ve / veya yiiksek cesitlilikli bilgi
varliklaridir [23]. Bir veri kiimesinin mevcut teknolojilerle yakalanmasi, toplanmasi,
iyilestirilmesi, analizi ve gorsellestirilmesi zor oldugunda bu veri kiimesi biiyiik veri olarak
adlandirilabilir. Genel anlamuiyla ise ¢ok sayida gesitlilik gdsteren ¢ok biiyiik veri kiimeleri

toplulugudur [10].

Kurum ve kuruluslarda, analog teknolojiler yerine dijital teknolojilerin kullaniminin
artmasi, internete bagli cihazlarin ve sistemlerin artmasi, sosyal medya kullanicilarinin ve

kullaniminin artmasi biiyiik veri kavramini ortaya ¢ikarmistir [37].

Biiyiik veri, verilerden anlam ¢ikarmaya ve elde edilen sonuglar dogrultusunda karar
almaya yardimci1 olmasi sebebiyle degerlidir. Dolayisiyla anlamli ¢ikarimlar elde edilmesi
icin akis hiz1 ve boyutu yuksek olan biylk verinin islenmesi gerekir. Biiyiik veri isleme
yontemleri temel olarak veri yonetimi ve veri analizi olmak tizere ikiye ayrilir. Biiyiik veri
yOnetimi verinin toplanmasi, kaydedilmesi, ¢ikarilmasi, temizlenmesi, aciklanmasi,
biitiinlestirilmesi, kiimelenmesi agamalarindan olusur ve veri analize hazir hale getirilir.
Buyuk veri analizi verinin modellenmesi, analiz edilmesi ve yorumlanmasi asamalarindan
olusur. Biiyiik veri analizi, karar odakli ve eylem odakli olarak ayrilabilir. Karar odakl
analiz, bliylik veri kaynaklarinin belirli bir kisminin analiz edildigi ve elde edilen
sonuclarin i konularinda kararlar almada kullanildigt durumlar igerir. Eylem odakli
analiz, verinin belirli bir tiirii veya Oriintiisii tespit edildiginde hizli cevap verilmesini ve bir

islem yapilmasini, bir eylemde bulunulmasini gerektiren durumlari igerir [51].
2.1. Buyuk Verinin Ozellikleri
Buyuk verinin 6zellikleri, geleneksel olarak 3V (volume, velocity, variety) ile ifade

edilirken [23] glncel kaynaklarda genellikle 5V (volume, velocity, variety, veracity, value)

ile verilmektedir [48]. Bu o6zelliklerden hacim (volume) verinin boyutunu, hiz (velocity)



verilerin akis hizini, ¢esitlilik (variety) heterojen veri tiplerini, dogruluk (veracity) verilerin

tutarliligini ve giivenilirligini, deger (value) veri kiimelerinden elde edilen kazanimlari

ifade eder [49].

e Terabaytlar
* Kayitlar
* Hareketler
* Tablolar, Dosyalar

s Yigin
e Gergek Zamanh
s islemler
* Alaslar

Volume
{Hacim)

Velocity
(Hiz)

* Yapisal

* Yapisal Olmayan
* Cok Faktorlii

* Olasiliksal

Variety
(Gesitlilik) 5V

Value
(Deger)

Veracity
(Dogruluk)

o istatistiksel
« Olaylar
* Korelasyonlar
s Varsayimsal

* Giivenilirlik
 Gergeklik
+ Bilinirlik
* Kullanilabilirlik
e izlenebilirlik

Sekil 2.1. Blyuk verinin o6zellikleri [13]

2.1.1. Hacim/buyuklik (volume)

Buylk verinin biiyiik olarak adlandirilmasi bu verilerin ne kadar yiiksek hacimlere sahip
oldugu konusuna agiklik getirmektedir. Blyuk veri hacmi; verinin buyukluk, boyut, 6lgek
ve miktar ozelliklerini kapsar. Terabayt (ondalik gdsterimde 1012), eksabayt (ondalik
gosterimde 1018) boyutlarinda veriler kaydedilmekte ve tiim bu verilerin erisilebilir,
aranabilir, islenmis ve yonetilebilir olmasi gerekir. Glinlimiizdeki veriler petabayt (ondalik
gosterimde 10™) boyutunda iken yakin gelecekte verilerin zettabayt (ondalik gosterimde
10?") boyutuna ¢ikmasi beklenmektedir [13,36].

2.1.2. Haz (velocity)

Buyuk verinin hizi, ¢esitli kaynaklardan gelen verilerin hiziyla ilgili bir kavramdir. Bu

ozellik, verilerin {iretim hizim veya iletim hizin1 ifade eder. Veriler iiretildigi hizda



yakalanmazsa ¢ok sayida veri kaybi yasanir. Yiiksek hizda veri iireten kaynaklara 6rnek
olarak log dosyalari, sosyal medya, bilgi islem cihazlari, ¢gevrim i¢i oyunlar verilebilir.
Yiiksek hizdaki veriler zamanla biyik veri kavramini olusturur. Ornegin algilayic
cihazlardan gelen veriler siirekli olarak veri tabanina tasinacak ve bu miktar kiiclik
olmayacaktir. Dolayisiyla geleneksel sistemler, gergek zamanli verilere dair analitik bilgi

verme konusunda yeterli degildir [36, 40].

2.1.3. Cesitlilik (variety)

Veriler yapilandirilmig, yar1 yapilandirilmis ve yapilandirilmamis olarak siniflandirilir.
Web sayfalari, log dosyalari, sosyal medya siteleri, e-posta, dokiimanlar, algilayici cihazlar
gibi ¢esitli kaynaklardan gelen veriler metin, goriintii, ses, video vb. olabilir. Tim bu
veriler, islenebilmeden once ortak bir bigime doniistiiriilmelidir. Bu kadar ¢ok cesitli

verinin mevcut analitik sistemler ve yontemler kullanilarak igslenmesi zordur [36, 40].

2.1.4. Dogruluk (veracity)

Buytk verinin dogruluk boyutu, veri tutarliligi (veya kesinligi) ve veri giivenilirligi olmak
tizere iki yonden incelenir. Dogruluk 6zelligi verinin kaynaginin, toplanma ve islenme
yontemlerinin, depolanmasinin da giivenilir olmasini gerektirir. Kullanilan verilerin
yetkisiz erisime ve degistirilmeye karst korunmasini saglar. Verinin dogrulugunun

miimkiin olmast igin;

. Verilerin ve bagli verilerin biitiinliigii,

. Veri orijinalligi ve kaynaginin giivenilirligi,

. Hem verilerin hem de kaynagin tanimlanmasi,

. Bilgisayar ve depolama platformunun guvenilirligi,
. Kullanilabilirlik ve zamanlamanin dogrulugu

saglanmalidir [13].
2.1.5. Deger (value)
Veri isleme, biiyiik miktarda gesitli veri toplayan organizasyonlarin temel kaygilarindan

biridir. Islenmemis veriler nispeten smirl bir degere sahiptir. Veri sahipleri icin birikmis

verilerden ek degerler ¢ikarilmasi ve tiiretilmesi onemlidir. Depolanan veriler izerinde



belirli sorgularin calistirllmasiyla elde edilen filtrelenmis verilerden 6nemli sonuglar
cikarilabilir. Bilgi birikimi ve kullanilabilir bilgi elde edilmesi i¢in verilerin analiz edilmesi

gerekir [16, 36].

2.2. Buyuk Verinin Kaynaklar:

Veri Oretimi blylUk verinin ilk adimidir. Giiniimiizde biiyiik verilerin ana kaynaklari,
isletmelerdeki islem ve ticaret bilgileri, Nesnelerin Interneti’ndeki lojistik ve algilama
bilgileri, Internet diinyasindaki insan etkilesimi bilgileri, konum bilgisi ve bilimsel
arastirmalarda tretilen verilerdir. Dogada yaygin olan algilama ve bilgi islem, ticari,
Internet, hiikiimet ve sosyal ortamlar benzeri goriilmemis karmasiklikla heterojen veri
iretmektedir. Bilimsel uygulamalar arttik¢a, veri kiimesinin 6lgegi giderek genislemekte

ve bazi disiplinlerin gelistirilmesi biiylik dl¢lide veri yiginlarinin analizine dayanmaktadir

[9].

Cizelge 2.1. Biiyiik Veri kaynaklar1 ve kullanim alanlari [14]

Biiyiik Veri Kaynagi Kullanim Alanlari
1. Bilim a. Bilimsel Kesifler
2. Telekom b. Yeni Teknolojiler
3. Enddstri c. Imalat, Siire¢ Kontrolii, Nakliye
4. Isletme d. Kisisel Hizmetler
5. Yasam Cevresi, Schirler e. Yasam Cevresi Destegi
6. Saglik Hizmetleri f. Saglik Hizmetleri Destegi
7. Sosyal Medya ve Sosyal Aglar

Internete baglanan fiziksel nesnelerin sayisinin giderek artmasi Nesnelerin Interneti
kavramini ortaya ¢ikarmaktadir. Nesnelerin Interneti, her yerde bulunan ve yaygin olan
bilgisayar, goémiilii aygitlar, iletisim teknolojileri, algilayic1 aglari, internet protokolleri ve
uygulamalar1 gibi temel teknolojileri kullanarak bu fiziksel nesneleri birbirleriyle

haberlesebilen ve organize olarak c¢alisabilen akilli nesnelere doniistiiriir [5].

Nesnelerin Interneti diinyasinda siirekli olarak ¢ok miktarda ham veri toplanmaktadir ve bu
verilerin kullanilabilir bilgiye doniistiiriillmesi gerekir [47]. Algilayicilarla donatilmis ¢ok

sayida fiziksel nesnenin internete baglanmasi, "biiylik veri" kavramini iiretir. Birbirine



bagli cihazlarin {trettigi bu verilerin toplanmasi, depolanmasi ve islenmesi i¢in bir
mekanizma gereklidir. Ancak yaygin olarak kullanilan donanim ve yazilim araglari, kabul
edilebilir bir zaman diliminde verilerin yakalanmasi, yonetilmesi ve islenmesi icin yeterli
degildir. Biiylk veri analizi icin Apache, Hadoop ve SciDB gibi platformlar
bulunmaktadir. Nesnelerin Interneti verilerinin miktart mevcut araglar tarafindan beslenip
islenemeyecek kadar biiyiiktiir ve bu platformlar, kullanicilara verimli bir sekilde hizmet

vermek i¢in ger¢ek zamanli olarak ¢alismalidir [5].

2.3. Buyuk Verinin Zorluklar:

Buyuk veri ¢aginda hizla artan veri yogunlugu; veri toplama, depolama, yonetim ve analiz
konusunda biiylik zorluklar doguruyor. Geleneksel veri yonetimi ve analiz sistemleri,
iliskisel veri taban1 yonetim sistemine dayanmaktadir. Bununla birlikte, iliskisel veri tabani
yonetim sistemleri yalnizca yapilandirilmis veriler i¢in gegerlidir. Geleneksel iliskisel veri
taban1 yonetim sistemleri biiyiik verilerin biiyiik hacim ve heterojenligini idare

edememektedir [9].

Buyuk verinin sahip oldugu o6zellikler ve hassasiyet, teknik, hukuksal vb. agilardan 6nem
arz etmesi nedeniyle bir¢ok yonden zorluklari bulunmaktadir. Verilerin biiylik hacimlerde
olmasi erisim, depolama, arama yapma, isleme, analiz asamalarini; verilerin iiretim ve akis
hizinin ytliksek olmasi yakalama ve isleme asamalarini; ¢esitlilik 6zelligi isleme ve analiz
asamalarin1 zorlastirmaktadir [41]. Bu zorluklar, veri yasam dongiisiine dayali olarak ti¢

temel kategoriye ayrilabilir [4]:

. Veriden kaynaklanan zorluklar; verilerin hacim (volume), hiz (velocity), ¢esitlilik
(variety), dogruluk (veracity), deger (value), degiskenlik (variability),
gorsellestirme (visualisation) gibi 6zellikleri sebebiyledir.

. Veri isleme siirecindeki zorluklar; verilerin toplanmast ve depolanmasi,
temizlenmesi ve On islemeden gecirilmesi, birlestirilmesi ve biitiinlestirilmesi,
analiz i¢in dogru modelin segilmesi ve sonuglarin yorumlanmasi asamalartyla
iligkilidir.

. Yonetimsel zorluklar; gizlilik, glivenlik, veri miilkiyeti, veri ve bilgi paylasimi,

maliyet gibi konular1 kapsar.



2.4. Buyuk Veri Analizi Teknolojileri

Biiytik veri kavrami verilerin islenmesi, analizi ve depolanmasi i¢in yeni nesil araglara ve
veri tabanlarina ihtiya¢ duymaktadir. Bu ihtiya¢ dogrultusunda dagitik sistemler iizerinde
calisgan yeni analiz yazilimlari ve veri tabani programlar1 ortaya c¢ikmistir. HDFS
dosyalama sistemini ortaya ¢ikaran ve Tlizerinde MapReduce programlama modeli
kullanilmasina olanak saglayan Apache Hadoop [24], Apache Spark [25] gibi
teknolojileridir. Bu teknolojileri kullanan Mahout [26] gibi veri madenciligi yazilimlar1 ve
sorgulama yapilmasini miimkiin kilan Hive [27], Pig [28], Drill [29] gibi yazilimlar ortaya
¢ikmistir. Bunlarin disinda biiyiik verilerin depolanmasi ve performansli sorgulama
yapilmasini saglayan MongoDB [30], HBase [31], Cassandra [32] gibi NoSQL [33] veri

tabanlar1 blyik veri diinyasina kazandirilmistir.

2.4.1. Apache Hadoop

Hadoop, Apache Software Foundation tarafindan saglanan bir acik kaynak projesidir.

Hadoop, siradan sunuculardan (commodity servers) olusan kiime (cluster) tizerinde biiyiik

verileri islemek amagli uygulamalari ¢aligtiran, Java ile gelistirilmis agik kaynakli bir

kiitiiphanedir. Hadoop mimarisi dort bilesenden olusur [36, 41]:

. Hadoop Distributed File System (HDFS): Kime genelinde cok ylksek bant
genisligi saglamak icin verileri birden ¢cok sunucu iizerinde depolayan dagitik dosya
sistemidir.

. MapReduce: Blyuk 6lgekli verilerin paralel olarak islenmesini saglar.

. Hadoop YARN (Yet Another Resource Negotiator): Kiimedeki kaynaklarin
yonetimini ve i planlamasini1 gergeklestirir.

. Hadoop Common: Diger Hadoop modiillerinin gerektirdigi kiitliphanelerin ve

araclarin bulundugu bir ara¢ kutusudur.

Hadoop dagitik dosya sistemi

Hadoop dagitik dosya sistemi (Hadoop Distributed File System - HDEFS), siradan
sunuculardaki kiimeler {iizerinde calisan ve c¢ok biiylik dosyalar1 depolamak igin

tasarlanmis bir dosya sistemidir. HDFS blok boyutu, normal dosya sistemininkinden ¢ok



daha buyulktir. Bu biiyiik blok boyutunun nedeni, disk aramasi sayisin1 azaltmaktir. HDFS

kiimelerinde NameNode ve DataNode olmak {izere iki tip diigiim vardir [36].

NameNode ana (master) siire¢ olarak bloklarin sunucular iizerindeki dagilimindan,
yaratilmasindan, silinmesinden, bir blokta sorun meydana geldiginde yeniden
olusturulmasindan ve her tiirli dosya erisiminden sorumludur. NameNode olmadan
dosyaya erismek miimkiin degildir. Bu nedenle, hatalara karsi dayanikli olmasi ¢ok
onemlidir. HDFS tiizerindeki tiim dosyalar hakkindaki bilgiler (metadata) NameNode
tarafindan saklanir ve yonetilir. Her kiimede yalnizca bir adet NameNode olabilir. HDFS
ad alan1 (namespace), dosya ve dizinlerin bir hiyerarsisidir. Dosyalar ve dizinler, izin,
degistirme ve erisim zamani, ad alan1 ve disk alani kotalar1 gibi nitelikleri kaydeden
NameNode'da temsil edilir. Dosya igerigi biiyiik bloklara ayrilir (Genellikle 128
megabayttir, ancak kullanici tarafindan belirlenebilir.) ve dosyanin her blogu birden ¢ok
DataNode'da (Genellikle {gtiir, ancak kullanici tarafindan belirlenebilir.) gogaltilir [36,
45].

DataNode ise islevi bloklar1 saklamak olan is¢i (worker) siirectir. Her DataNode kendi
yerel diskindeki veriden sorumludur. Ayrica diger DataNode’lardaki verilerin yedeklerini
de barindirir. DataNode’lar kiime igerisinde birden fazla olabilir. Bir DataNode uzerindeki
her blok kopyasi ana sunucu iizerinde iki dosya ile gosterilir. Ik dosya verinin kendisini

igerir, ikinci dosya ise blogun meta verisini igerir [36, 45].

MapReduce

MapReduce, biiyiik Olceklenebilirlik saglayan bir programlama yaklasimidir. Hadoop
kiimelerindeki verileri isleyebilmek amaciyla kullanilir. Temel olarak Map goérevi ve
Reduce gorevi olmak iizere iki islemi gerceklestirir.  Map gorevleri dagitik dosya
sisteminden girdiler alir ve bu girdilerden anahtar-deger (key-value) ciftleri uretir. Bu
islem Map fonksiyonu i¢in yazilan koda gére gergeklestirilir. Uretilen deger ana kontrolcii
tarafindan toplanir, anahtar ile siralanir ve Reduce gorevlerine gore boliiniir. Siralama
temelde ayni anahtar-degerlerin ayni Reduce gorevleriyle bitmesini saglar. Reduce
gorevleri bir anahtarla iligkili olan tiim degerleri bir anahtarda birlestirir. Birlestirme islemi

de Reduce gorevi igin yazilan koda gore gergeklestirilir [36].
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2.4.2. Apache Spark

Apache Spark, hiz, kullannom kolaylig1 ve karmasik analitik {izerine kurulan ve biiylik
Olcekli verilerin paralel olarak islenmesini saglayan agik kaynak kodlu kiitiiphanedir. Spark
metin verisi, grafik verisi gibi ¢ok ¢esitli veri setleri i¢eren, toplu veya ger¢ek zamanli veri
kaynagina sahip olan biiyiik 6lgekli verilerin iglenmesi siirecinin yonetilmesini saglayan

genis kapsamli ve birlesik bir yap1 sunmaktadir [44].

Spark, Scala programlama dili ile yazilmistir ve Java Virtual Machine ortaminda ¢alisir.
Spark uUzerinde Java, Python, Clojure, Scala ve R programlama dilleriyle uygulama
gelistirilebilir. Cok sayida {ist diizey operatér icermesi, etkilesimli olarak calisabilen
paralel uygulamalarin gelistirilmesini kolaylastirmaktadir. Spark, programcilarin Directed
Acyclic Graph (DAG) oriintiisii  kullanarak karmasik, ¢ok adimli veri hatlar
gelistirmelerine olanak tanir ve farkli islerin ayni veri ile ¢alisabilmesi igin bellek ici veri
paylasimini destekler. Apache Spark teknolojisinde programlama modeline verilen isim
Resilient Distributed Dataset (RDD)'dir. RDD kavrami verinin bellek igerisinde tutulan ve
paralel olarak iglenebilen halini ifade eder. Bellek ici veri depolama ve gergek zamanh
isleme gibi yetenekleri nedeniyle Spark, diger blyuk veri teknolojilerinden birkac kat daha

hizli performans sergileyebilmektedir [25, 44].

Spark ekosisteminin bir parcast olan ve biiyiik veri analitigi ve makine Ogrenmesi

alanlarinda ilave yetenekler saglayan ek kiitliphaneler bulunmaktadir.

Spark .
Spark SQL Saaming MLlIib GraphX
Apache Spark

Sekil 2.2. Apache Spark kutlphaneleri [25]

. Spark Streaming: Gergek zamanli akig verilerini islemek i¢in kullanilabilir.

Olgeklenebilir hataya dayanikli akis uygulamalari olusturmayi kolaylastirir.
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Spark SQL: Veri setlerini Java Database Connectivity ara yuzl (zerinde ortaya
cikarir ve gorsellestirme araglar1 kullanarak Spark verisi iizerinde SQL (Structured
Query Language) sorgularini ¢alistirma olanagi saglar. Sorgular1 hizli hale getirmek
icin bir maliyet tabanli iyilestirme, dikey depolama ve kod iiretimi igerir.

Spark MLIib (Machine Learning Library): Smiflandirma, regresyon, kiimeleme,
iliskilendirme kurallari, karar agaclar, filtreleme, boyut azaltma gibi islemleri
iceren makine Ogrenmesi algoritmalarindan ve Ozellik doniisiimii, model
degerlendirmesi gibi is akis1 yardimci programlarindan olusur.

Spark GraphX: Graflar (¢izge) ve graf paralel hesaplama i¢in kullanilan ara ylzdur.

Graf analitigi gorevlerini basitlestiren graf algoritmalari icerir [6, 25].
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3. SIRALI ORUNTU MADENCILIiGi

Agrawal ve Sirikant tarafindan sunulan Sirali Griintii madenciligi (sequential pattern
mining), bilgi kesfi ve veri madenciligi alanindaki model kesfi yaklagimlarindan biridir. Bu
kavram, sirali bir dizide sik gegen tiim alt dizilerin bulunmasi islemidir. Sirali bir dizi,
elemanlardan olusur; elemanlar da Ogelerden olusur. Sirali Oriinti madenciligi
algoritmalari, kullanicinin belirledigi minimum destek degeri iizerinden caligir. Sirali

orlintli madenciligi modeli su sekilde ifade edilebilir [1]:

I ={iy, i, . . ., ix} kiimesi 6gelerden (item) olusur ve I’nin bir alt kiimesine (subset), 6ge
seti (itemset) denir. Siral1 bir liste olan s = <Sg, Sp, . . ., Sm> (Sj € 1) ise sekans (sequence)
veya sirali dizi olarak adlandirilir. Burada s,, eleman ismini alir ve bir 6ge setidir. Bu sirali
dizideki elemanlarin sayisi, sirali dizinin boyutunu verir. Sirali dizinin uzunlugu ise siralt
dizideki Ogelerin (item) toplam sayisidir. Eger, a = <ay, ap, ... , ax> ve b = <by, by, ..., by>
seklinde iki sirali dizi (sequence) igin 1 <j; <, < ... < Jx-1 < jx < v seklindeki sayilar i¢in
a1 € by, a2 € bp, ..., ax E bjx olursa, b sirali dizisi a sirali dizisini kapsar (b super-

sequence, a subsequence).

Sirali Oriintii madenciligi, onceden belirlenen bir minimum destek degeri esigini asan
belirli sirali oriintiileri ¢ikarma siirecidir. Sirali dizilerin sayisi ¢ok biiyiik olabildiginden ve
kullanicilarin en ilging sirali Oriintiileri elde etmek igin farkli ¢ikar ve gereksinimleri
oldugundan genellikle minimum bir destek degeri kullanici tarafindan 6nceden belirlenir.
Minimum destek degerinin kullanilmastyla bu ilgisiz Oriintiiler ilgi ¢ekici hale getirilebilir,

dolayisiyla madencilik islemi daha verimli hale getirilebilir [58].

Sirali oriintii madenciliginin kullanimi; biyolojide farkli amino asitlerin modellerinin
analizi, DNA dizilerindeki oriintiilerin kesfedilmesi ve biyoinformatik [74, 75, 76, 77, 78,
79, 80, 81], ticari organizasyonlarda miisteri davranislarinin incelenmesi [82, 83, 84, 85],
web servislerinde kullanici erisim Oriintiilerinin  kesfedilmesi [86, 87, 88], sistem
performans analizi [89], telekomiinikasyon ag1 analizi [90, 91, 92], metin analizi [93, 94,

95] gibi ¢esitli alanlara yayilmis durumdadir [66].
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3.1. Sirah Oriintii Madenciligi Algoritmalar:

Stral1 6riintli madenciligi lizerinde yogun sekilde calisilmasi sonucu ¢esitli algoritmalar
ortaya cikmustir. Literatlirdeki sirali oriinti madenciligi algoritmalar1 ¢izelge 3.3°te

verildigi gibidir. Bu algoritmalar dort farkli kategoriye ayrilmistir:

. Apriori Tabanli Algoritmalar (Apriori Based Algorithms)

. Dikey Projeksiyon Tabanli Algoritmalar (Vertical Projection Based Algorithms)
. Oriinti-Blyiime Algoritmalar (Pattern-Growth Algorithms)

. Erken Budamali Algoritmalar (Early Prunning Algorithms).

Cizelge 3.1. Sirali 6rlintii madenciligi algoritmalari

Yil Algoritma Kategori

1995 AprioriAll [1] Apriori Based
1996 GSP [2] Apriori Based
2000 FreeSpan [18] Pattern Growth
2000 PrefixSpan [42] Pattern Growth
2001 SPADE [56] Vertical Projection
2002 SPAM [7] Vertical Projection
2004 DISC-all [11] Early Prunning
2005 HVSM [46] Vertical Projection
2005 LAPIN-SPAM [54] Early Prunning
2006 LAPIN-LCI [55] Early Prunning
2006 LAPIN-SUFFIX [55] Early Prunning
2007 PRISM [17] Vertical Projection

Ik olarak, Apriori-All ve GSP, prunning arama alan1 i¢in basit ve sezgisel ancak etkili bir
fikir olan apriori prensibine dayanmaktadir [1, 2]. Apriori ilkesi sik bir dizinin tiim alt
dizilerinin sik olmasi gerektigini belirtmektedir. Algoritmalar, bir dizinin alt dizinleri

izerindeki kararini temel alarak arama alanini budamak i¢in bu gergegi kullanir.

Ikincisi, SPADE algoritmas1 dizi veri tabanlar1 igin dikey projeksiyon gdsterimini
kullanmaktadir [56]. SPADE algoritmalari, apriori prensibinden yararlanip Apriori-All ve
GSP'nin aday ve test yaklasimini iiretmeyi takip etseler de dikey izdiisim nedeniyle

Apriori-All ve GSP'den ¢ok daha etkili saymay1 desteklemektedir.
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Uciincii  olarak, oriintii biiyiime algoritmalar1 FreeSpan ve PrefixSpan 6nceki
algoritmalardan farkli olarak, ¢ok sayida aday olusturmadan, ongdriilen veri tabanlar
kavramini getirmistir [18, 42]. Oriintii biiyiime algoritmalar1, desen biiyiidiik¢e yansitilan
sekilde projekte edilen veri tabanlar1 iizerinde madencilik yaparlar. Bagka bir deyisle,
orlintli bilyiime yaklasimi, p her prefix (6nek) olarak ¢ikti desenlerine ¢iktiginda, bu
tahmin edilen veri tabanindaki kaliplar1 bulan ve bulunan her sik gegen Orlntl icin
ongoriilen veri tabani olusturur. Tahmini veri tabanlari, 6rintiler buyudikge éngdrilen
veri tabanlar1 kiigiiltiildiigiinden, veri tabani taramalarinin boyutunu azaltir. PrefixSpan

algoritmasi, hem GSP hem de FreeSpan'den ¢ok daha iyi performans gosterir [39].

Son olarak, model biliyiime algoritmalari i¢in arama alanini budamak i¢in yeni bir basit
LAPIN (Last Position Index) fikri ortaya atilmis ve LAPIN fikrinin, yogun veri

tabanlarinda dnceki yaklagimlardan daha iyi performans gosterdigi goriilmistiir [54, 55].

3.1.1. PrefixSpan algoritmasi

PrefixSpan (prefix-projected sequential pattern mining), sirali bir dizide (Sequence)
onekleri (prefix) belirleyerek alt dizileri (subsequences) bulan bir sirali 6riintii madenciligi
algoritmasidir. Onekleri belirleyerek alt dizilerin ¢ikarilmasi, aday alt dizilerin
olusturulmasi sirasinda harcanan g¢abay1 azaltmaktadir. Genel fikri, yalnizca onek alt
dizilerini (prefix subsequences) incelemek ve yalnizca projekte edilen veri tabanlarindaki
sonek siralr alt dizilerini (postfix subsequences) projelendirmektir. Projekte edilen her veri

tabaninda sirali Oriintiler yalnizca yerel sik gecen oruntuler kesfedilerek buyuttlur [19].

Madencilik verimliligini daha da artirmak i¢in seviye bazli (level-by-level) projeksiyon ve
iki seviyeli (bi-level) projeksiyon olmak (zere iki tiir veri tabani projeksiyonu
kesfedilmistir. Projeksiyon maliyetini azaltmak ve Ongorulen (alt) veri tabani ve onun
eslestirilmis psuedo projeksiyon isleme yapisi ana hafizaya sigabildiginde islemeyi
hizlandirmak igin bir ana bellek tabanli psuedo projeksiyon teknigi gelistirilmistir. Bu
caligma, veri tabani biiyilk oldugunda iki seviyeli projeksiyonun daha iyi performans
gosterdigini ve tahmin edilen veri tabanlar1 bellege sigdiginda islemeyi biiylik oranda
hizlandirdigin1  gostermektedir. PrefixSpan tiim Orlintl setini kesfetmekte ve Apriori
tabanli GSP algoritmasi ve FreeSpan'ten 6nemli Ol¢iide daha etkili ve daha hizli
caligmaktadir [19].
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o=<epq e, ..,e>ve P =<e e, ...,en> (m<n) seklinde iki sirali dizi (sequence)
icin; eger (1) i <m-1icin e =€, (2) em' S em, (3) en' - em kiimesindeki butln 6geler e’

"den sonra sirali olarak geliyorsa 3, a’nin 6nekidir (prefix) [19].

Verilen a ve B sirali dizilerinden B, a’nin alt sirali dizisi (Subsequence) olacak sekilde; eger
(1) o' ’de B oneki var ve (2) o' ‘niin uygun siiper sirali dizisi (Super-sequence) o yoksa,

o’nin alt sirali dizisi olan o', B 6nekine gore o’nin bir projeksiyonudur [19].

o =<ep, €y ...,6>,a'nn P =<eg ey ..., En1 €m> (M < n) 6nekine gore projeksiyonu
Ve en" = (ém - em') olacak sekilde; vy = <en", €m+1, ... , €p> sirali dizisi, o’nin  O6nekine

dayanan soneki (postfix) olur ve a = . y seklinde gosterilir [19].

e Eger B, o’nin sirali alt dizisi degilse a’nin 3’ya gore projeksiyonu ve soneki yoktur.

e q, bir siral1 veri taban1 olan S’nin siral1 Oriintiisii olacak sekilde; a-projekte veri taban,
S’deki o dnekine gore sirali dizilerin soneklerinin biitiintidiir ve S|, seklinde gosterilir.

e a, S sirali veri tabanindaki bir sirali oriintii ve B, o dnekiyle baslayan bir sirali dizi
olacak sekilde; S|, a-projekte veri tabaninda B’nin destek (support) degeri, S|, ‘daki y
sirali dizilerinin sayisidir ve supportsa seklinde gosterilir. Genellikle supportsy, (f) <
supportsy, (B / o)’dir [19].

Algoritmanin girdisi, bir siralt veri tabani olan S ve minimum destek esigi olan min_sup
degeridir. Ciktis1 ise sirali oriintii setlerinin tamamidir. Parametreleri; sirali oriintiiler olan
a, o’nin uzunlugu olan L, a-projekte veri tabanmi olan S|,’dan olugmaktadir. Ydntem
basamaklarinda 6nce S|, bir kez taranir ve F sik gegen 6ge setleri bulunur; (1) F, sirali bir
oriintii olusturmak iizere o’nin son elemanina eklenebilir veya (2) sirali bir Oriintii
olusturmak tizere a’ya eklenebilir. Sonraki adimda bir o' sirali oriintii olusturmak ve o
¢iktisin1 bulmak igin her bir F sik gecen 6gesini a’ya eklenir. Daha sonra her bir o' icin S|,

a'-projekte veri tabani olusturulur ve PrefixSpan (o, L+1, S|,) ¢agrilir [19].

PrefixSpan, veri kimesine birden fazla tarama yapmaya gerek kalmadan, bir veri
kiimesinden sirali Oriintiiler bulmay1 amaglar. Bu algoritma, her turda birer uzun 6ge
bulabilir ve daha sonra oriintiileri olusturmak i¢in tim yuksek frekanstaki dgeleri bulmak
icin art arda uygulanir. Tekrarlama sirasinda, veri kiimesi daima bulunulan sik dgelere

dayanilarak temizlenir; bu da veri kiimesini biliylik oranda azaltir ve arastirma siiresini
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kisaltir. PrefixSpan, sirali veri tabaninin yalnizca bir taranmasi ile desenler bulabilen bir

desen biiyiime yontemi kullanir. PrefixSpan'e li¢ temel adim eklenmistir:

1. Veri tabanini tarayarak ve islemlerdeki 6geleri sayarak uzunluk-1 sirali oriintiileri
bulur.
2. Proje veri tabanini arama alanin1 azaltmak ve adim 1'de bulunan her oriintii i¢in

proje veri tabanini olusturmak, yani her islemde desenin ilk goriinlisiinden once
tim oOgeleri kaldirmaktir. Ardindan, Oriintiiniin kendisi éngorulen verilerin 6niine
gelecektir.

3. Ongoriilen veri tabaninda sirali driintiiler bulur. Adim 1'deki prosediirii izleyerek,
ongoriilen veri tabaninda uzunluk-2, uzunluk-3 gibi uzunluklari olan sik kullanilan

oruntiler de bulunacaktir.

Son olarak, sirali Oriintiilerin timii, yukaridaki 3 adimin ardisik olarak uygulanmasiyla

bulunabilir [15].

PrefixSpan tarafindan hicbir sirali aday dizinin Uretilmesi gerekmez. Apriori benzeri
algoritmalarin aksine, PrefixSpan yalnizca uzunlugu kisa olan sik gecen dgeler Uzerinden
uzunlugu daha fazla olan sirali Oriintileri Gretir. Ongoriilen bir veri tabaninda var olan
herhangi bir aday dizisi iiretmez veya test etmez. Onemli sayida aday dizisi iireten ve test
eden GSP ile karsilastirildiginda, PrefixSpan ¢ok daha kiigiik bir alan1 arar. PrefixSpan'in
baslica maliyeti projekte veri tabanlarinin olusturulmasidir. En kotii ihtimalle, PrefixSpan
her sirali Oriintli i¢in projekte bir veri tabani olusturur. Sirali Oriintiilerin sayisi iyi ise

maliyet énemsizdir [19].

Apache Spark platformunda PrefixSpan algoritmasi

Makine Ggrenmesi algoritmalarinin ¢alistirtlabildigi Apache Spark platformunun MLIib
kiitiiphanesi lizerinde PrefixSpan programi iki asamada gergeklestirilir. Frekans hesaplama
kismi kavrami, her islemdeki Ogeleri saymak ve olusum sayisini minimum destekle
karsilastirmaktir. RDD'de flat map ve map ogeleri saymak igin kullanilabilir ve her bir
madde bir tekilde saklanir ve daha fazla karsilastirma yapilir. Proje veri tabani1 kismi harita
ve filtre fonksiyonlariyla uygulanabilir. Map islevi, 6neki kaldirildiktan sonra her bir
islemi geri getirecek ve filtre, dgeler olmadan islemleri kaldirmak icin kullanilacaktir.

PrefixSpan programinit yazmak i¢in RDD'yi kullanarak islem modeli basitlestirilmistir.
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Dahasi, ara sonuglarin tiimi, islemi hizlandirmak i¢in bir baska gelisme olacak sabit disk

yerine bellege kaydedilebilir [15].
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4. LITERATUR ARASTIRMASI

Son yillarda siral1 6riintii madenciligi 6nemli bir veri madenciligi teknigi haline gelmis ve
pek cok alanda uygulanmigtir. Sirali 6riintii madenciliginin temel amaci, bir islemsel veri
tabani igerisinde gecen sik dizileri kesfetmektir. Sirali 6riintii madenciligi, sirali olaylarin
aralarindaki iligkileri bulmaya olaylarin belirli bir siralamasi olup olmadigini belirlemeye

caligir [58].

Akbar ve Saptawati, 2016 yilinda yaptiklari ¢alismada Spark platformunda uygulanan
PrefixSpan'i dagitik bir sistem olarak kullanarak veriden daha fazla bilgi edinmek i¢in
Olceklenebilir sirali Oriintii ¢ikarmayi Onermislerdir. Calismanin amaci, karmagsik ve
yilksek  boyutlu  verilerin  Olgeklenebilirliginin  etkin  ve hizli  bir sekilde
gerceklestirilmesidir. Calismada yapilan deneyler, bu ydntemin madencilik islemini
hizlandirmak i¢in kiimeleme kaynaklarini tam olarak kullanabildigini, veri tabani tarama
suresini azalttigim1 ve Spark platformunda artan sayida isci ile Oongoriilen veri tabanini
olusturabilecegini gdstermektedir. PrefixSpan genis ve yiiksek boyutlu verileri islemek
lizere genisletilmistir. Is¢i sayisinim artirilmasi, 6zellikle yiiksek boyutlu veriler igin zaman
performansi iizerinde yiiksek etkiye sahiptir. Bununla birlikte, deney sonucu, 6zellikle is¢i
sayis1 ii¢ veya daha fazla oldugunda, performansin is¢i sayisiyla dogrusal olarak
artmadigin1 gostermistir. Deney ayrica performansin yiiriitiicii hafizanin sayisiyla dogrusal
bir sekilde 6l¢eklenmedigini, bu nedenle Spark'in optimum diizeyde calismasi i¢in ¢ok

fazla yapilandirma gerektirdigini agiga ¢ikarmstir [3].

Wei ve digerleri, 2012 yilinda yaptiklart ¢alismada buyik veri kiimesindeki sirali
orantalerin incelenmesi igin, MapReduce programlama modeline ve PrefixSpan'e dayali
dagitik ardigik Oriintii arastirma algoritmasini1 6nermislerdir. Madencilik gorevleri bircok
kiigiik goreve ayrilmistir; map fonksiyonu her prefix-projected ardisik oriintiiyli kesfetmek
icin kullanilir ve 6ngoriilen veri tabanlar paralel olarak olusturulmustur. Arama alanini
basitlestirir ve daha yiiksek bir maden verimliligi elde eder. Ardindan ara degerler,
muhtemelen daha kiiciik bir degerler seti iiretmek icin tiim bu degerleri bir araya getiren
bir reduce islevine gegirilir. Hem teorik analizler hem de deney sonuglari, MapReduce-
PrefixSpan'in veri tabanini tarama siiresini azalttigin1 gostermistir. Hadoop platformunda

artan sayidaki islemci ile biiylik veri madenciligi sorununu etkin bir sekilde ¢ozer, 6nemli
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hizlanma ve 6lgeklendirme performanslarina sahiptir [52].

Deng ve digerleri, 2014 yilinda yaptiklart calismada ardisik bir Oriintii arastirma
algoritmasini hizli biiylik 6lcekli bir veri isleme motoru olan Spark ile entegre etmek igin
yeni bir yontem, buyuk verilerdeki oriintii madenciligini 6nermislerdir. Bu yontemin hizli
ve rahat bir sekilde muazzam verileri nasil isledigini gostermek i¢in iyi bilinen bir
algoritma PrefixSpan ornek olarak kullanilmistir. Deneyler, bu yontemin ortak platform
Hadoop'tan daha iyi bir performans ile madencilik islemini hizlandirmak i¢in kiimeleme

kaynaklarinin tam olarak kullanilabilecegini gostermistir [15].

Huang ve digerleri, 2010 yilinda yaptiklar1 calismada sirali Oriinti madenciliginin
Olceklenebilirlik problemini ele alan bir dagitik madencilik algoritmasi tasarlamiglardir.
Onerilen DPSP algoritmasi, Hadoop platformu iizerinde uygulanmistir. Kullanilmayan
ogeleri silmek, mevcut aday sirali Oriintiileri icin DPSP'de MapReduce gorevleri
onerilmistir. Deneysel sonuglar, DPSP'nin biiyiik 6l¢eklenebilirlige sahip oldugunu ve
sonug¢ olarak madencilik algoritmalarinin performansini ve uygulanabilirligini artirdigini

gostermistir [22].

Honarvar ve Sami 2016 yilinda yaptiklar1 ¢aligmada PrefixSpan algoritmasini kullanarak
gercek cihazlarin glic kullanimina ait veri setinden degerli sirali dizi Oriintiileri
cikarmiglardir. Bu arastirmada dagitik ve paralel biiyiik veri isleme platformu olan Spark
kullanilarak iki farkli kiime iizerinde gerceklestirilen deneylerin sonucunda elde edilen
bulgular, elektrik kullaniminin azaltilarak karbondioksit ve sera gazi emisyonunu azaltmak
gibi ¢esitli uygulamalar i¢in sirali dizi oriintiilerinin ¢ikarilmasinin énemini gostermistir

[21].

Wei ve digerleri, 2012 yilinda sirali 6riintii madenciligi lizerine yaptiklari ¢alismada Bulut
Bilisim kiimesi ortaminda buyuk 6lgekli veri madenciligi problemini ¢6zme konusunda iyi
performans gosteren MR-PrefixSpan algoritmasini 6nermis ve uygulamislardir. Blylk
Olgekli veri setleri lizerinde sirali 6riintii madenciligi yapilabilmesi i¢in 6nerilen algoritma,
PrefixSpan ve MapReduce programlama modeline dayanan dagitik sirali Oriintii
madenciligi algoritmasidir. Bu arastirmada gerceklestirilen hem teorik analizler hem de
deney sonuglari, MR-PrefixSpan'in veri tabanini tarama siiresini azalttigini1 gostermektedir
[52].
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Sik gegen Oge seti madenciligi, birliktelik kurallar1 madenciligi siirecinde Onemli bir
adimdir. Biiyiik veri ¢aginda sik gegen dge seti madenciligi i¢in geleneksel yaklagimlar,
bilgi islem giicii ve bellek alan1 sinirli oldugunda 6nemli zorluklarla karsilasir. Zhang ve
digerleri, 2015 yilinda yaptiklar1 c¢alismada, matris temelli bir budama yaklasimi
uygulayarak aday 6ge seti miktarin1 6nemli 6l¢iide azaltabilen etkili bir sekilde dagitik sik
gecen Oge seti madenciligi algoritmasini (Distributed Frequent Itemset Mining Algorithm -
DFIMA) énermislerdir. Onerilen algoritma, iteratif hesaplamanin verimliligini daha da
artirmak icin Spark kullanilarak uygulanmistir. Onerilen algoritma, paralel FP biiyiime
(parallel FP growth)  algoritmasi ile karsilagtirllmis ve standart karsilastirmali
degerlendirme veri kiimelerini kullanan sayisal deney sonuglari, DFIMA'nin daha iyi

verimlilik ve 6l¢eklenebilirlige sahip oldugunu gostermistir [57].

Chen ve digerleri, 2013 yilinda yaptiklari ¢alismada, buluttaki MapReduce modeline
(SPAMC olarak kisaltilir) dayanan sirali 6riintii madenciligi algoritmasini 6nermislerdir.
Onceki SPAM algoritmasindan tiiretilmistir, sdzciik dizisi agacin1 olustururken aday
ortintiileri etkin bir sekilde tiretmek ve budamak i¢in yinelemeli bir MapReduce framework
tasarlanmistir. Bu, yalnizca aga¢ yapiminin alt gorevlerini bagimsiz mapper'lara paralel
olarak dagitmakla kalmaz ayni zamanda destek sayiminin paralel olarak islenmesini de
saglar. Deneysel sonuclar, SPAMC'in biiyiik verilerle maden zamanini 6énemli 6l¢iide
azaltabilecegini, asir1 derecede yiiksek Olgeklenebilirlik elde edebildigini ve bulut

kiimesinde miitkemmel bir yiik dengelemesi saglayabilecegini gostermistir [8].

Buyuk veriler, oOl¢eklenebilirlik, uyarlanabilirlik ve kullanislilik agisindan geleneksel
makine 6grenmesi i¢in sayisiz zorluklar yaratirken diger yandan bircok teknik zorlugu
gidermek, gercek diinya etkileri yaratmak ve yeni makine 6grenmesi ¢oziimlerine ilham
vermek icin yeni firsatlar sunar. Yapilan bazi caligmalarda biiyiikk veri ile makine
ogrenmesinin firsatlar1 ve zorluklar1 derlenmis, sistematik bir sekilde 6zetlenmis ve biiylik
verinin 6zelliklerine (boyut, hiz, ¢esitlilik, dogruluk, deger) goére kategorize edilmistir.
Makine 6grenmesi yaklasimlarina genel bir bakis sunulmus ve bu tekniklerle tanimlanan
cesitli zorluklarin iistesinden gelinme sekli tartisilmigtir. Makine 6grenmesi yaklasimlar
ve teknikleri, uygulayicilarin kullanim durumlar i¢in uygun ¢oziimleri segmesine yardimei
olmak i¢in nihai amaci ile g¢esitli zorluklar1 nasil ele alabilecekleri konusunda tartigilmistir.
Bu calismalarin amaci arastirmacilara, Biiylik veri ile makine 6grenmesi konusunda daha

kolay ve daha iyi secim yapilmasina yonelik giiclii bir temel saglamaktir. Bu hedef, ¢esitli
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zorluklar ve makine 6grenmesi yaklagimlar: arasindaki iligkileri ortaya koyan kapsamli bir
matris gelistirerek ve boylece bir dizi kosulda verilen en iyi se¢imleri vurgulayarak

gerceklestirilmistir [59, 60].

Qiu ve digerleri, 2016 yilinda yaptiklar1 ¢alismada biiyiik boyutlu veri isleme i¢in makine
Ogrenmesi lizerine yapilan caligmalardaki son gelismelerin aragtirmasi sunmuslardir.
Makine 6grenmesi teknikleri gozden gegirilmis ve temsil galismalari, derin 6grenme,
dagitik ve paralel 6grenme, aktarma 6grenme, aktif 6grenme ve ¢ekirdek tabanli 6grenme
gibi son ¢alismalarin bazi umut verici 6grenme yontemleri vurgulanmistir. Buytk veri igin
makine Ogrenmesindeki zorluklar ve olasi ¢oziimler hakkinda analiz ve tartigmalara
odaklanilmistir. Biiylik veri isleme igin sinyal isleme teknikleriyle makine 6grenmesinin

yakin baglantilari arastirilmistir [43].

Singh ve Reddy’nin 2015 yilinda yaptiklari c¢alismanin amaci, buyuk veri analizi
gerceklestirmek icin kullanilabilen farkli platformlarin derinlemesine bir analizini
gerceklestirmektir. Bu ¢alisma, blyUk veri analizi i¢in farkli donanim platformlarini
aragtirmig ve Olgeklenebilirlik, veri hizi, hata toleransi, ger¢ek zamanli isleme, desteklenen
veri boyutu ve yinelemeli gorev gibi cesitli metriklere dayanan bu platformlarin
avantajlarin1 ve dezavantajlarin1 degerlendirmistir. Donanima ek olarak, bu platformlarin
her birinde kullanilan yazilim cergevelerinin ayrintili bir agiklamasi da giiclii yanlar1 ve
dezavantajlar1 ile birlikte ele alinmistir. Burada agiklanan kritik 6zelliklerden bazilari,
okuyucularin hesaplama ihtiyaclarina bagli olarak dogru platform secimi konusunda
bilingli bir karar vermeleri i¢in potansiyel olarak yardimeci olabilir. Biiyiik veri analizi
baglaminda platformlarin her birinin etkinligine daha fazla bilgi saglamak i¢in, yaygin
olarak kullanilan k-means kiimeleme algoritmasimin ¢esitli platformlardaki belirli

uygulama seviyesi ayrintilart ayn1 zamanda kaba kod seklinde tanimlanmistir [61].

Yapilan bazi ¢alismalarda Apache Spark kullanilarak blyUk veri analizleri Uzerine teknik
bir inceleme sunulmus ve Apache Spark'in temel bilesenleri, soyutlamalar ve temel
ozellikleri iizerine odaklanilmistir. Apache Spark projesinin, buyUk veri analizinin temel
zorluklarini ¢6zmek i¢in ¢ok dnemli bir katki sagladigi belirtilmis ve bir makine 6grenmesi
ornegi calistirllmistir. Dogrusal regresyon modelinin ¢alismasindan elde edilen sonuglara
dayanilarak Spark'in paralel hesaplama ve iterasyon uygulamalarinda iyi oldugu kanisina

varilmistir [62, 63].



23

Hafez ve digerleri, 2016 yilinda yaptiklart ¢alismada biylk veri madenciligi aract olan
Apache Spark tarafindan farkli tiirde ve boyutta veri kiimeleri tizerinde farkli makine
O0grenmesi algoritmalar1 kullanmiglardir. Algoritmalar pazarlama, paketleme ve istatistik,
giivenlik veri setleri olmak iizere {i¢ farkli veri kiimesinde uygulanmistir. Algoritmalar esas
olarak dogruluk ve egitim siiresi olmak {izere birka¢ parametre temel alinarak
karsilastirilmistir. Modelin olusturulmasinda yliriitme siiresi ile veri kayitlarinin hacmi ve
veri kiimelerinin nitelik buiytikliigli arasinda dogrudan bir iliski oldugu gozlemlenmistir.
Bu deneyin bulgusu, karar agaci algoritmasinin pazarlama ve gilivenlik veri seti i¢in en
uygun ¢oziim oldugunu gostermistir. Ayrica, paketleme ve istatistik veri setinde lojistik

regresyon algoritmasi en yiiksek dogruluga sahip olmustur [64].

Biiylik miktarlardaki verilerin islenmesi i¢in yeni platformlara ihtiyag duyulmasiyla
birlikte MapReduce modelini temel alan ve ana 6zelligi bellek i¢i hesaplama olan Apache
Spark ile dagitik akan veri ve yigin veri isleme tizerine odaklanan Apache Flink ortaya
cikmistir. Biiylik veriyi islemek ve depolamak ic¢in kullanilan bu iki platformun
Olceklenebilirliginin y1gin veri islemesi iizerine karsilastirmali bir caligmasi yapilmistir. Bu
iki platform, kendi makine 6grenmesi kiitiiphanelerinde bulunan &grenme algoritmalari
olan destek vektdr makineleri ve dogrusal regresyon kullanilarak ayni veri kiimesi iizerinde
test edilmistir. Deneysel sonuglar, Spark MLIlib'in Flink'ten daha iyi performansa ve genel

olarak daha diisiik ¢calisma zamanlarina sahip oldugunu géstermistir [65].

Beykent Universitesinde, Kayim tarafindan 2015 yilinda yapilan “K-Means ile DBSCAN
Algoritmasinin ~ Paralellestirmesi ve Hadoop Uzerinde Biiyilk Veri Analizinde
Kullanilmasi, Performans ve Yeterlilik Karsilastirmasi” isimli yiiksek lisans tezinde veri
madenciligi kiimeleme algoritmalarindan olan k-means ve DBSCAN algoritmasinin
paralellestirmesinin biiylik veriler {izerindeki etkileri incelenmis ve paralellestirmenin
performans ve hiz kriterlerini olumlu etkiledigi goriilmustir. K-means ve DBSCAN
algoritmalarinin degisik diigiimlerde paralellestirmesi incelendiginde diigiim sayisinin
artmast ile kiimeleme hizinin da arttigi gorilmiistiir. Calisma kapsaminda yapilan
uygulamalar neticesinde Hadoop iizerinde veri madenciligi algoritmalarinin Mahout ile

caligtirllarak biiytik veriler lizerinde iyi performanslar elde edilebilecegi goriilmiistiir [67].

Istanbul Universitesi biinyesinde, Cetinkaya tarafindan 2016 yilinda yapilan “Hadoop /
MapReduce Teknolojisi Kullanilarak Hizli Tiiketim Sektoriinde Biiyiik Veri Analizi”
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isimli yuksek lisans tezinde biyik verinin analizi icin Hadoop platformunda MapReduce
ve HDFS ile pazar sepeti analizi ve k-means ile kiimeleme algoritmalari {izerinde
calisilmistir. Bu ¢alismalar neticesinde miisteri kanallar1 miktara ve karliliga gére yeniden
olusturulmustur. Ayrica pazar sepeti analizi, MapReduce teknigi ile yapilarak iiriin
birliktelikleri bulunmustur. Bu analiz ile {iriinlerin birliktelikleri belirlenerek miisterilere
iriin 6onerme, misterilerin aligkanliklar1 hakkinda fikir edinme, raf dizilimi, kampanya
modellerinin belirlenmesi ve miisteri memnuniyeti amaclanmistir. Hadoop iizerinde
MapReduce teknigi ile paralel olarak yapilan analizlerin veri miktarina bagl olarak belirli
bir diigiim sayisina kadar kazanim sagladig1 ve veri miktari arttirildik¢a en optimum siirede
analiz etmek i¢in kullanilacak diigiim sayisini arttirmak gerektigi gozlemlenmistir. Ayrica
veri miktarina bagli olarak belirli bir diiglim sonrasinda diiglim sayisini arttirmanin
kazanim saglamadigi aksine daha uzun zamanda analiz edildigi gozlemlenmistir. Bu
caligma ile paralel islemenin ve Hadoop platformunun kullanilmasi ile etkin sonuglar

alindig1 belirlenmistir [68].

Istanbul Teknik Universitesinde, Akgiin tarafindan 2016 yilinda yapilan “Apache Spark
Tabanli Destek Vektdér Makineleri ile Akan Biiyiik Veri Siniflandirma” isimli yiiksek
lisans tezinde kullanilan sahtecilik veri kiimesi i¢in lojistik regresyon ve destek vektor
makineleri yontemlerinin basarimlarini analiz etmek adma birikmis veri lizerinden SAS
triinii kullanilarak deneyler yapilmistir. Siniflandirma probleminin ¢oziimiinde destek
vektor makineleri yonteminin basarili oldugu gbézlemlendikten sonra ilgili destek vektor
makineleri yontemi akan veri lizerine uyarlanmaya calisilmistir. Akan buyik veri
teknolojisi olarak Apache Spark Streaming sec¢ilmistir. Apache Spark Streaming ve
Apache Spark MLIib teknolojileri kullanilarak destek vektér makineleri yontemi akan veri
tizerine uyarlanmistir. Apache Spark Streaming teknolojisi ile beraber gelen mevcut akan
lojistik regresyon yontemi ile sonuglar karsilagtirilmis ve gelistirilen destek vektor
makineleri yonteminin kullanilan veri kiimeleri iizerinde daha basarili sonuclandigi
gozlemlenmistir. Ote yandan Apache Spark teknolojisi paralel programlama modeli ile
calismaktadir. Gelistirilen akan destek vektor makineleri yontemin dagitik bilgisayarlara
getirdigi yiik incelendiginde mevcut akan lojistik regresyon yontemi ile benzer sonuclar

ciktig1 gozlemlenmistir [69].

Firat Universitesi blnyesinde, Halla¢ tarafindan 2014 yilinda yapilan “Biiyiik Veri

Analizinde Dagitik Makine Ogrenmesi Algoritmalarinin Kullanilmas1” isimli yiiksek lisans
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tezinde olusturulan bulut sistemi iizerinde agik kaynakli blyuk veri isleme teknolojileri
olan Hadoop ve Spark teknolojileriyle uygulamalar gelistirilmistir. Biiyiik verilerden
otomatik olarak faydali bilgi ¢ikariminda kullanilan makine 6grenmesi teknikleri ve bu
yontemlerin dagitik bir sistem iizerinde uygulanis1 uygulamalar gelistirilerek incelenmistir.
Internet {izerinden otomatik bir sekilde ekonomi, spor, kiiltiir, politika ve diinya
kategorilerinden haberler toplanip bu haberlerin otomatik bir sekilde smiflandiriimasi
Naive Bayes makine Ogrenmesi algoritmasinin paralel bir sekilde calistirilmas: ile
gerceklestirilmistir. Yapilan siniflandirma, hem kategorilerin dogru olarak tahmin edilmesi
acisindan basar1 gostermis hem de biiyiik miktarda verinin yiiksek performansh bir sekilde
paralel olarak siniflandirilabildigini gdstermistir. Makine Ogrenmesi tekniklerinin
incelenmesinin yaninda, bu tekniklerinin uygulanmasi asamasina kadar olan siirecin de
paralel bir sekilde gergeklestirilmesi incelenmis ve bu amagla log analizi, dagitik dogal dil
isleme caligmalar1 yapilmistir. Log analizi ile biiylik miktarda log verisinin Hadoop ile
analizi yapilmistir. Birden fazla Hadoop isinin =zincirleme olarak calistirilmasi
gosterilmistir. Ayni islemler Spark ile gergeklestirilip Hadoop ve Spark teknolojileri igin
performans karsilastirilmasi yapilmistir. Yapilan karsilagtirmalar sonucunda Spark’in

Hadoop’a gore daha hizli sonug verdigi goriilmiistiir [70].

Sabanci1 Universitesinde, Selguk tarafindan 2015 yilinda yapilan “Biiyiik Veri Uzerinde
Dagitik Dosya Sistemi ve Paralel Isleme Kullanarak Mahremiyet Korumali Arama” isimli
yuksek lisans tezinde belli bir blyik veri uygulamasi ile iligkili giivenlik ve mahremiyet
sorunlar1 adreslenmektedir. Sifreli bulut verisi ilizerinde giivenli kelime-tabanli aram
isleminin Biiylik Veri ortaminda zor oldugunu vurgulanip teknik zorluklar belirtilmistir.
Ayrica, sadece devasa degil ayn1 zamanda degisen ve ¢ok hizli biriken blyik veri ortami
icin, sifreli veriler {izerinde uygulanabilir temel islemlerden biri olan mahremiyet korumali
kelime arama iglemi iizerinde var olan bir ¢alisma uyarlanmistir. Gelistirilen ¢éziimler,
blyuk veri ortaminda, sifreli veriler {izerinde aramaya olanak veren giivenli bir endeks
yapisin1 makul bir hiz ile insa edebilmeli, ayrica verimli ve etkili bir kelime arama islemi
yéntemi igin ¢ok hizl giincelleyebilmelidir. Onerilen ¢dziimlerin, ¢ok biiyiik veri kiimeleri
ile galisacak sekilde 6l¢eklendirilebilmesi i¢in, Hadoop Dagitik Dosya Sistemi (HDFS) ve
MapReduce programlama modeli gibi paralel programlama teknikleri ve dagitik dosya
sistemleri kullanilmaktadir. Gergek veriler iizerinde gerceklestirilen kapsamli deneyler

vasitasiyla onerilen yontemin etkinligi ve dogrulugu deneysel olarak gosterilmistir [71].
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Gazi Universitesi biinyesinde, Aydemir tarafindan 2016 yilinda yapilan “Simir Giivenligi
icin Biiyiikk Veri Teknik ve Teknolojileri ile Boru Hattt Tasarimi” isimli yiksek lisans
tezinde sinir giivenligi i¢in gergek zamanli akan veri ve yi8in veri lizerinde analiz yapmay1
saglayan tutarli, dayamikli, dagitik ve Olgeklendirilebilir bir sistem ilk Ornegi
gelistirilmistir. Sistem akan veri ve yigin veri lizerinde islem yapmay1 saglayan lambda
mimarisi temel alinarak hem gergek zamanli hem de gegmise doniik veriler tizerinde analiz
yapilmasma olanak saglayan bir yapida olusturulmustur. Gelistirilen sistemin test
edilebilmesi i¢in 6rnek senaryolar olusturulmus elde edilen sonuglar gdzlemlenmistir.
Mevcut sistemlerin sahip olduklar1 veri igleme yetenekleri ile kiyaslandiginda Onerilen
sistemin yeni yaklagimlar ve ¢oziimler gelistirilmesine olanak saglayan erken uyari sistemi

olarak kullanilabilecek bir tasarima sahip oldugu gériilmiistlr [72].

Pamukkale Universitesinde, Salur tarafindan 2016 yilinda yapilan “Biiyiik Veri
Araglarindan Hadoop Kullanarak Veri Madenciligi” isimli yliksek lisans tezinde Biiyiik
Veri isleme araclarindan olan Hadoop iizerinde veri madenciligi yapmak ig¢in
Ozellestirilmis olan Mahout araci kullanilmistir. Metin madenciliginde kullanilan veri
kiimesi icin Tiirkiye'deki 15 giinliik gazetenin Twitter'da paylasmis olduklar1 haber
basliklar1 kullanilmistir. Bu haber basliklart Tiirkge dogal dil isleme igin gelistirilen
Zemberek kiitiiphanesi yardimiyla 6n islemlerden gegirilmistir. Bu haber basliklari olumlu
veya olumsuz olarak siiflandirilmistir. Smiflandirma islemi i¢in Mahout araciyla birlikte
Naive Bayes istatistik tabanli smiflandirma algoritmast kullanilmistir. Siniflandirma

isleminde %80'e yakin basari elde edilmistir [73].
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5. UYGULAMA

5.1. Veri Seti ve Problem Tanimi

1948 yilinda Hollanda’da kurulan ve diinya genelinde bir¢ok tilkeye ¢iftlik, tarim arazisi,
enerji alanlarinda ¢esitli hizmetler veren bir sirket, yine Hollanda’da kurulan ve
Istanbul’da subesi bulunan bir yazilim gelistirme firmasiyla ortaklik kurarak tarim ve
hayvancilik sektoriinde hasat, siit sagimi, besleme ve iiremeye iligkin mevcut olan biitiin

verilerin birbiriyle baglantisini yaparak cift¢ilere destek olmayi hedeflemistir [34].

Bu Ar-Ge firmasinda tarim ve hayvancilik sektoriine yonelik oldukca kapsamli robotik ve
gdmiilii yazilim projeleri yiiriitiilmektedir. Siit Uretim Ciftligi Otomasyonu projesi, modern
mandira ¢iftliklerinde kullanilan siit sagma, yem verme, temizlik, vb. robotlarinin
otomasyonunu saglamak amaciyla baslatilmistir. Bu robotlar kullaniciya ihtiyag
duymayan, tamamen otonom siit sagim, yemleme ve temizlik sistemleri kapsaminda
gelistirilen robotlardir. Karsilikli mesajlagsma, periyodik tarama vb. yontemlerle koordineli
calisan robotlar ¢iftliklerde siit sagim, yemleme ve temizlik siireclerini tamamen otomatik
hale getirmek suretiyle ¢iftgilerin yeterince agir olan islerini azaltmakta ve daha verimli bir
siit tiretimi, 1 giiclinde verimlilik, hayvanlarin diizenli ve saglikli beslenmesi, 6l¢iim ve

raporlama avantajlart saglamaktadir [35].



Resim 5.1. Siit sagim robotu [35]

Resim 5.2. Yemleme robotu [35]

Ciftlik hayvanlarini izlemek amaciyla kurulan sisteme, dinya genelinde bulunan yaklasik
30000 robottan siirekli veri akis1 olmaktadir. Ciftliklerde galisan robotlar kendi aralarinda
mesajlasmakta, ayn1 zamanda kullaniciyr uyarmak ve bilgilendirmek amaciyla cesitli

alarmlar vermektedir. Merkezi bir sistemde toplanan bu alarmlar, robotun ¢alismasini ve
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ciftlikteki 6nemli bir siireci durduran kritik alarmlar olabilecegi gibi aciliyet seviyesi diisiik

basit uyar1 mesajlar1 da olabilir.

Alarmlarin aralarindaki iliskileri tanimlayabilecek akilli bir mekanizma bulunmamasi
sebebiyle bazen robotlarin iirettigi ayni alarmlar ciftgiye tekrar tekrar bildirim olarak
gonderilebilmektedir. Dolayisiyla biiyiik boyutlardaki bu veri trafigi, sistemi ve ¢ift¢iyi
yormaktadir. Yapilan caligmada ge¢mis alarm bilgileri analiz edilerek bu problemlere

¢ozUm getirilmesi amaglanmustir.

Mevcut veriden bilgi kesfi stireci, veri madenciligi agamalar1 géz 6niinde bulundurularak
gerceklestirilmistir. Siire¢ sirasiyla; problemin belirlenmesi, veri setinin On isleme tabi
tutulmasi, sirali Oriintiilerin ~ ¢ikarilmast ve sonuglarin  degerlendirilmesi olarak

gerceklestirilmistir.

St sagim sistemi; siit sagim robotu, siit depolama tanki, kontrol sistemi ve yonetim sistemi
olmak Uzere dort temel pargadan olusmaktadir. Bu cihazlardan toplanan verilerden olusan
veri tabani; cihazlarin bilgileri, alarm turleri, alarm tanimlari, alarm bilgileri gibi tablolari
icermektedir. Ciftliklerde bulunan biitiin cihazlarin isimleri, id’leri, versiyonlari, seri
numaralari, konum bilgileri gibi veriler cihaz bilgileri tablosunda; cihazlarin verdigi
alarmlarin kategorileri ve aciliyet seviyeleri alarm tirleri tablosunda; alarmlarin id’leri ve
tanimlar1 alarm tanimlar1 tablosunda; verilen alarmlarin baslangi¢ ve bitis zamanlari tarih
ve saat bi¢iminde, alarmlari veren cihazlarin id’leri ve alarm id’leri alarm bilgileri
tablosunda bulunmaktadir. SQL Server araciligiyla veri tabani {izerinde SQL sorgulari
yazilarak tablolardan kullanilacak veri tiirleri ¢ekilmistir. Bu sekilde elde edilen veri

setinin bir 6rnegi sekil 5.1°de gosterildigi gibidir.

Kullanilan veri seti; robotlarin bulundugu konumlar, robotlarin id’leri, robotlarin isimleri,
iiretilen alarmlarin olustugu tarihi ve saati, alarmlarin id’leri, alarmlarin tanimlamalari,
alarmlarin aciliyet seviyesi gibi alanlardan olusmaktadir. Ciftliklerde ayni id’ye sahip
robotlar birden fazla bulunabilir ancak robotlarin konum bilgisini veren adres numarasi
tektir. Alarmlarin aciliyet seviyeleri ise “1 (critical alarm), 2 (alarm), 3 (attention), 4
(report), 5 (pulse alarm)” seklinde bes kategoriden olusmaktadir. Bu kategorilere dahil olan
alarm tarleri 691 adet farkli alarm tanimlamalarindan olusmaktadir. Aciliyet seviyesi 1
(critical alarm) olan 315 adet, 2 (alarm) olan 208 adet, 3 (attention) olan 106 adet, 4



30

(report) olan 61 adet ve 5 (pulse alarm) olan 1 adet alarm tanimlamas1 mevcuttur.

Bu tanimlamalardan kritik alarm seviyesinde olan alarm tanimlarina gucin kesilmesi,
alarm seviyesinde olan alarm tanimlarina hava basincinin diismesi, uyari seviyesinde olan
alarm tanimlarina id tanima hatasi, rapor seviyesinde olan alarm tanimlarina temizligin
baslangi¢-bitis bildirimleri 6rnek olarak verilebilir ancak darbeli alarm seviyesinde olan
alarm yalnizca hayvanlarin denetlenmesi gerektiginin bildirimidir. Kritik alarmlar, derhal
miidahale gerektiren bir durum oldugunda verilir. Bu durumlarda cihazin c¢alismasi
durmustur veya birka¢ dakika i¢inde duracaktir. Cihazin yeniden g¢alistirilabilmesi igin
kullanic1 miidahalesi gerekir. ikinci seviyedeki alarmlar, midahale gerektiren ancak acil

olmayan bir durum oldugunda verilir. Bu durumlarda cihaz ¢alismaya devam etmektedir.

DeviceAddress IndicationCreationTime IndicationDescription IndicationName Deviceld DeviceMame Indicationld
101 2017-05-17 12:47:13.000 Cleaning: <P1», <P3> Report 30 Astronaut A4 101 97
101 2017-05-17 12:16:25.000 Cleaning: <P1», <P3> Report 30 Astronaut A4 101 97
201 2017-05-17 12:16:24.000 End of main cleaning <P1> Report 24 CRSM3 A 107
101 2017-05-17 12:14:05.000  Exceeding conduct. value after cleaning Attention 30 Astronaut A4 101 13
201 2017-05-17 12:00:31.000 Start of main cleaning (<P1>) <P2> Report 24 CRSM3 A 106
101 2017-05-17 09:59:43.000 Cleaning: <P1», <P3> Report 30 Astronaut A4 101 97
101 2017-05-17 08:38:31.000 Cleaning: <P1», <P3> Report 30 Astronaut A4 101 97
101 2017-05-17 08:07:11.000 Cleaning: <P1», <P3> Report 30 Astronaut A4 101 97
101 2017-05-17 07:56:37.000 Cleaning: <P1», <P3> Report 30 Astronaut A4 101 97
101 2017-05-17 07:27:30.000 Milk filter has been exchanged Report 30 Astronaut A4 101 128
101 2017-05-17 06:16:27.000 Cleaning: <P1», <P3> Report 30 Astronaut A4 101 97
201 2017-05-17 06:16:25.000 End of main cleaning <P1> Report 24 CRSM3 A 107
201 2017-05-17 06:00:32.000 Start of main cleaning (<P1>) <P2> Report 24 CRSM3 A 106
101 2017-05-17 05:24:18.000 Failure led <P1><pP2= Attention 30 Astronaut A4 101 242
101 2017-05-17 02:44:53.000 Cleaning: <P1», <P3> Report 30 Astronaut A4 101 97
101 2017-05-16 22:23:07.000 Cleaning: <P1», <P3> Report 30 Astronaut A4 101 97
201 2017-05-16 22:23:05.000 End of main cleaning <P1> Report 24 CRSM3 A 107
101 2017-05-16 22:20:38.000  Exceeding conduct. value after cleaning Attention 30 Astronaut A4 101 13
201 2017-05-16 22:00:31.000 Start of main cleaning (<P1>) <P2> Report 24 CRSM3 A 106
101 2017-05-16 21:25:45.000 Cleaning: <P1», <P3> Report 30 Astronaut A4 101 97
101 2017-05-16 20:40:29.000 Cleaning: <P1», <P3> Report 30 Astronaut A4 101 97

Sekil 5.1. Veri setinden bir kesit

5.2. Veri Setinin Analizi

Yapilan ¢aligmada akilli ¢iftliklerde bulunan robotlardan hangi robotun hangi alarmlar
verdigini bulabilmek amaci ile her bir robotun verdigi alarmlar ayr1 ayr analiz edilmistir.
Bu analizler Apache Spark platformunda Python dili kullanilarak yapilmistir. Bir ciftlikte
ayni robottan birden fazla bulunabilmektedir, dolayisiyla Deviceld yani cihaz numaralari
ayn1 olacaktir. Ancak bu robotlarin bulunduklari konumu gosteren DeviceAddress
numaralart tektir. Bu nedenle robot ayrimlari DeviceAddress (robot konumu) bilgisi ile

saglanmustir.
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DeviceAddress (robot konumu) numarasi1 101 olan robotun 834 glinlik 33625 adet alarm
verisi IndicationTypeld yani alarmin aciliyet seviyesine gore incelendiginde sekil 5.2°de
gosterildigi lizere yaklasik 18000 adet aciliyet seviyesi 4 (report) olan alarmlar, yaklasik
12000 adet aciliyet seviyesi 3 (attention) olan alarmlar, yaklagik 2000 adet aciliyet seviyesi
2 (alarm) olan alarmlar, yaklagik 1000 adet aciliyet seviyesi 5 (pulse alarm) olan alamlar
ve son olarak yaklasik 200 adet aciliyet seviyesi 1 (critical alarm) olan alarmlar mevcuttur.
Bu analiz var olan toplu veri setinin kategorize edilerek gortilmesini ve hangi oranlarda
hangi alarm tipi ile karsilagildiginin tespitini yapmaktadir. Detayli incelendiginde ise
DeviceAddress (robot konumu) numarasi 101 olan robotun 834 glinde yaklasik 200 defa

caligmasinin kesildigi ve durus yasandigi goriilmektedir.

Ayni analiz DeviceAddress (robot konumu) numarasi 102 olan robotun 3011 gunluk
276173 adet alarm verisi alarmin aciliyet seviyesine gore incelendiginde sekil 5.3’te
gosterildigi lizere yaklasik 133000 adet aciliyet seviyesi 4 (report) olan alarmlar, yaklasik
87000 adet aciliyet seviyesi 2 (alarm) olan alarmlar, yaklasik 53000 adet aciliyet seviyesi 3
(attention) olan alarmlar, yaklasik 1500 adet aciliyet seviyesi 5 (pulse alarm) olan alamlar
ve son olarak yaklasik 850 adet aciliyet seviyesi 1 (critical alarm) olan alarmlar mevcuttur.
Detayli incelendiginde ise DeviceAddress (robot konumu) numarasi 102 olan robotun

3011 giinde 850 defa galismasinin kesildigi ve durus yasandigi goriilmektedir.
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¥ (2) Spark Jobs

* B Hind: pyspark.sgl.dataframe.DataFrame = [DeviceAddress: integer, Indicatior
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B J - Plot Options... £ -

Command took 1.67 seconds -- by duygusonmez@gazi.edu.tr

Sekil 5.2. Alarmlarin aciliyet seviyesine gore gerceklesme miktarlari (101)

¥ (2) Spark Jobs

B 1ind: pyspark.sgl.dataframe.DataFrame = [DewviceAddress: integer, IndicationTime:
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Sekil 5.3. Alarmlarin aciliyet seviyesine gore ger¢eklesme miktarlar1 (102)

DeviceAddress (robot konumu) numarast 101 olan robotun 834 gunlik ve DeviceAddress
(robot konumu) numarasi 102 olan robotun 3011 giinliik verisine ait alarmlarin grafiksel

analizlerinin detayma inildiginde hangi alarm tipinin hangi mevsimde daha ¢ok olustugu
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sekil 5.4’te ve sekil 5.5’te gosterildigi gibidir. Sekil 5.4 incelendiginde sonbahar, ilkbahar
ve yaz mevsimlerinde aciliyet seviyesi 4 (report) olan alarmlar daha ¢ok goriiliirken kis
mevsiminde aciliyet seviyesi 3 (attention) olan alarmlarin daha fazla oldugu goriilmektedir.
Sekil 5.5 incelendiginde sonbahar, ilkbahar ve yaz mevsimlerinde aciliyet seviyesi 4
(report) olan alarmlar daha ¢ok goriiliirken kis mevsiminde aciliyet seviyesi 2 (alarm) olan
alarmlarin daha fazla oldugu goriilmektedir. Dolayisiyla mevsimlerin alarm olusumunda
etkiye sahip oldugu ve kis aylarinda goriilen alarmlarin énem seviyesinin daha yiiksek
oldugu anlagilmaktadir. Kis aylarinda daha fazla gergeklesen alarmlarin diger
mevsimlerden farkli olmasinin sebebinin arastirilmas: ve problemin kaynagina inilmesi
amactyla alarm numaralarinin karsiliklarinin incelenmesi akilli ¢iftlikler agisindan
onemlidir. Bu sebeple alarm kayitlar1 mevsimsel bazda gruplandirilarak analiz

edilebilmektedir.
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Sekil 5.5. Alarm tiplerinin mevsimsel bazda gerceklesme oranlar1 (102)
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Alarm tiplerinin detayma inildiginde 691 farkli alarm tanimlamast mevcuttur.
DeviceAddress (robot konumu) numarasi 101 olan robotun 33625 adet alarm verisine ait
alarm tanimlart analiz edildiginde sekil 5.6’da gosterildigi lizere %42 oraninda
Indicationld yani alarm numarasi 97 olan alarmlar, %22 oraninda alarm numarasi 224 olan
alarmlar, %6 oraninda alarm numaras: 270 ve 135 olan alarmlar, %3 oraninda alarm
numarasi 79 olan alarmlar, %2 oraninda alarm numarasi 8, 272, 4, 134 olan alarmlar ve

%13 oraninda diger alarmlar mevcuttur.

Ayni sekilde DeviceAddress (robot konumu) numarasi 102 olan robotun 276173 adet
alarm verisine ait alarm tanimlar1 analiz edildiginde sekil 5.7°de gosterildigi tizere %19
oraninda Indicationld yani alarm numarast 209 olan alarmlar, %17 oraninda alarm
numarasi 97 olan alarmlar, %8 oraninda alarm numaras: 60 ve 227 olan alarmlar, %5
oraninda alarm numaras: 135 olan alarmlar, %4 oraninda alarm numaras: 4, 249 olan
alarmlar, %1 oraninda alarm numaras1 88 olan alarmlar ve %12 oraninda diger alarmlar

mevcuttur.

Aciliyet seviyesine gore kategorize edilmis alarmlar ve gerceklesme miktarlari ise sekil 5.8
ve sekil 5.9°da gosterilmistir. Oransal ve sayisal bazda analiz edilen bu alarm id’lerinin bir
kisminin ne anlama geldigi ¢izelge 5.1°de belirtildigi gibidir. Bu analizlerin detayma
inildiginde 0zellikle aciliyet seviyesi yiiksek olan 1s1 sensor hatasi veya biitiin siit
kazanlarinin doldugu gibi alarmlarin biiyiik oranlarda goriilmeleri, ¢iftliklerin bu konular
izerine yogunlagarak bu tip alarmlarin azalmasi igin gerekli dnlemleri almalar1 gerektigini

gostermektedir.
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Cizelge 5.1. Alarm tiplerine ve tanimlarina karsilik gelen id'ler

ﬁi‘;?allgl Alarm Tipi Nﬁrlrizgﬁ Alarm Tanimi
(IndicationTypeld) (IndicationType) (Indicationld) (IndicationDescription)
4 Report 97 Cleaning
3 Attention 224 Local database error
. MWS max offset correction
3 Attention 270 exceeded
4 Report 135 Bucket M4USE filled, tagnr.
5 Pulse Alarm 79 Visit cow needs supervision
3 Attention 8 User not present _(c_ow, tag under
supervision)
4 Report 272 Downtime ended
3 Attention 4 Cow detected not identified
2 Alarm 134 All buckets M4USE filled
4 Report 189 Boiler
2 Alarm 209 MQC-C: Temp sensor fault
3 Attention 227 Function not configured
9 Alarm 60 Overdue heating boiler time
Astronaut
3 Attention 249 Timeout heating Pura
2 Alarm 88 Time out between visit cows
» (2) Spark Jobs
v = dnd: pyspark.sgl.dataframe.DataFrame = [De eAddress: integer, IndicationTime

& 92 ~ Plot Options...

Command took 1.33 =seconds —-- by duyguso

-3

Sekil 5.6. Alarmlarin gergeklesme oranlari (101)
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» (2) Spark Jobs

E nd: pyspark.sql.dataframe.DataFrame = [DeviceAddress: integer, IndicationTim
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Command took 1.86 seconds —-- by duygusonmez@gazi.edu.tr

Sekil 5.7. Alarmlarin gergeklesme oranlari (102)
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Sekil 5.8. Aciliyet seviyesine gore kategorize edilmis alarmlar ve gerceklesme miktarlar

(101)
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Sekil 5.9. Aciliyet seviyesine gore kategorize edilmis alarmlar ve gerceklesme miktarlar
(102)
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5.3. Algoritmanin Uygulanmasi

Gegmis alarm bilgilerinin PrefixSpan algoritmasi ile analiz edilebilmesi i¢in alarmlarin

giin bazinda siralamasini elde etmek amaci ile veri seti lizerinde SQL sorgular1 yapilarak

alarmlarin tarihleri ve hangi sirada gerceklestikleri belirlenmistir. PrefixSpan algoritmasi

uygulanan verilerin bir kismi sekil 5.10°da belirtildigi gibidir.

Dates

13.08.2008
19.08.2008
20.08.2008
21.08.2008
22.08.2008
23.08.2008
24,08.2008
25.08.2008
26.08.2008
27.08.2008
28.08.2008
29.08.2008
30.08.2008
31.08.2008
01.09.2008
02.09.2008
03.09.2008
04.09.2008
05.09.2008
06.09.2008
07.09.2008

Sekil 5.10

Indications
83, 189, 120, 120, 189, 120, 120, 120, 120, 120, 120, 120, 120, 189, 120, 120, 120, 120, 97, 189, 120, 120, 189, 106, 189, 97, 107, 189, 189, 5, 135,
189, 106, 189, 97, 107, 189, 189, 186, 189, 4, 4, 4, 189, 97, 189, 189, 106, 189, 97, 107, 4, 189, 135, 186, 128, 135, 4, 4, 135, 4, 189, 4, 189, 189, 4,
97, 189, 106, 189, 97, 107, 189, 189, 191, 189, 189, 189, 97, 189, 189, 106, 189, 97, 107, 4, 4, 4, 189, 135, 135, 135, 128, 189, 108, 109, 97, 97, 189
189, 106, 189, 97, 107, 189, 189, 189, 189, 97, 189, 189, 106, 189, 97, 107, 189, 135, 128, 135, 135, 79, 189, 135, 189, 189, 189, 146, 189, 189, 97,
185, 185, 189, 106, 189, 97, 107, 189, 189, 4, 4, 186, 189, 189, 97, 189, 189, 106, 189, 97, 107, 189, 128, 135, 135, 189, 135, 189, 185, 189, 189, 18
189, 106, 189, 97, 107, 189, 189, 189, 189, 186, 97, 97, 189, 4, 189, 106, 97, 189, 97, 107, 189, 4, 4, 189, 135, 135, 189, 135, 189, 189, 189, 189, 4,
189, 106, 189, 97, 107, 189, 189, 186, 189, 189, 189, 97, 189, 189, 106, 189, 97, 107, 189, 128, 135, 135, 135, 189, 189, 189, 189, 189, 189, 189, 4,
189, 106, 97, 189, 97, 107, 189, 97, 189, 189, 189, 97, 189, 189, 106, 189, 97, 107, 189, 135, 128, 135, 135, 189, 189, 189, 189, 189, 189, 189,97, 1
4, 189, 106, 189, 97, 107, 189, 189, 189, 189, 186, 186, 189, 97, 189, 189, 106, 189, 97, 107, 189, 135, 128, 135, 189, 189, 4, 4, 189, 189, 186, 189,
189, 106, 189, 97, 107, 189, 189, 4, 4, 4, 191, 189, 186, 4, 189, 4, 4, 4, 189, 4, 4, 97, 189, 4, 189, 4, 106, 189, 97, 107, 189, 135, 128, 135, 135, 189,
189, 106, 189, 97, 107, 189, 189, 189, 186, 189, 189, 97, 189, 129, 129, 189, 106, 189, 97, 107, 135, 189, 135, 135, 189, 189, 189, 189, 189, 189, 18
189, 106, 189, 97, 107, 189, 189, 189, 97, 186, 189, 97, 189, 189, 106, 189, 97, 107, 128, 135, 189, 135, 189, 189, 189, 129, 189, 189, 189, 189, 97,
189, 106, 189, 97, 107, 4, 185, 5, 189, 5, 5, 5, 5, 79, 135, 189, 189, 4, 97, 189, 170, 4, 189, 106, 189, 97, 107, 97, 69, 120, 135, 135, 83, 120, 97, 189
189, 106, 189, 97, 107, 97, 189, 189, 185, 5, 5, 97, 97, 189, 191, 189, 106, 189, 97, 107, 79, 135, 134, 97, 189, 135, 97, 186, 135, 97, 135,97, 128, 1
189, 106, 189, 97, 107, 4, 189, 186, 189, 4, 191, 189, 146, 4, 97, 189, 4, 189, 106, 189, 97, 107, 4, 4, 4, 189, 146, 135, 146, 135, 146, 135,97, 184, 1
189, 97, 107, 189, 97, 189, 4, 185, 189, 106, 189, 97, 107, 191, 189, 185, 185, 189, 97, 4, 4, 95, 97, 189, 4, 189, 106, 189, 97, 107, 135, 128, 189, 13
185, 189, 106, 211, 189, 97, 107, 185, 189, 189, 189, 189, 97, 189, 97, 189, 106, 186, 189, 97, 107, 186, 189, 135, 135, 135, 97, 189, 4, 189, 108, 10
189, 106, 52, 189, 97, 107, 4, 189, 189, 189, 189, 97, 189, 4, 189, 106, 97, 189, 97, 107, 135, 189, 135, 135, 135, 128, 189, 189, 189, 189, 189, 189,
139, 189, 189, 97, 189, 4, 4, 189, 189, 128, 135, 189, 135, 135, 135, 189, 189, 189, 189, 189, 97, 189, 189, 135, 135, 189, 189, 189, 108, 83, 60, 120
189, 106, 189, 97, 107, 189, 186, 189, 4, 189, 97, 189, 189, 106, 189, 97, 107, 189, 135, 97, 128, 135, 97, 135, 135, 97, 189, 191, 191, 189, 122, 124
186, 189, 106, 189, 97, 107, 189, 4, 189, 189, 97, 189, 185, 189, 106, 189, 97, 107, 189, 135, 135, 185, 135, 135, 97, 189, 128, 189, 189, 189, 189, 9

. On islemeden gegirilmis veri

Gegmis alarm bilgilerinin analiz edilmesi amaci ile PrefixSpan algoritmasi ile Spark

platformu

iizerinde Scala programlama diliyle kodlanmistir. Alarmlarin analizi giinliik

olarak siralanarak mevsimsel bazda yapilmistir. Minimum destek degeri 0,9 ve maksimum

orlinti uzunlugu 10 olarak belirlenerek algoritma veri seti lizerinde uygulanmistir.

PrefixSpan algoritmasinin akis semas sekil 5.11°de belirtildigi gibidir.
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BASLANGIC

-

MIiNiMUM DESTEK DEGERINiN
VE MAKSIMUM ORUNTU
UZUNLUGUNUN
BELIRLENMESI

-

SIRALI DiZININ (SEQUENCE)
NUMARALANMASI

-

SIRALI Dizi GRUNTULERININ VE 1-UZUNLUKLU SIK
GECEN OGE LISTESININ OLUSTURULMASI

-

UCGENSEL MATRISIN
OLUSTURULMASI

-

2-UZUNLUKLU SIRALI DizZi ORUNTULERININ
URETILMESI, PROJEKTE VERI TABANININ VE HER BiR
X-UZUNLUKLU SIRALI Dizi GRUNTULERI iGiN S-
MATRISLERININ OLUSTURULMASI

BITIS

Sekil 5.11. Algoritma akis semasi

Cihazlarin irettigi alarmlarin mevsimsel olarak analiz edilmesi amaci ile DeviceAddress
(robot konumu) numarast 101 ve 102 olan robotlarin alarm verileri ginlik olarak
siralanmig ve 4 mevsimlik alarm verileri 3’er aylik alinarak isleme tabi tutulmustur.
PrefixSpan algoritmasinin ¢aligma adimlarinda anlatildig: gibi sekil 5.12°de gosterildigi
Uzere algoritma oncelikle uzunlugu bir olan oriintiileri bulur ve bu say1 kullanicinin

belirledigi maksimum oriintii uzunluguna kadar siirer.
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[[971], 91

[[39111, 87

[[135]], B7

[[135, 3911], 83

[[135, 135]], 54

[[135, 135, 135]], 82
[[97, 39111, BT

[[97, 13511, BT

[[9T7, 135, 331]], 83

[[97, 135, 135]], B4

[[97, 135, 135, 135]], 82
[[e7, 5711, 91

[[a7, 97, 39111, &7

[[97, 97, 135]], 87

[[37, 97, 135, 391 83
[[87, 97, 135, 135 24
[[97, 97, 135, 135, 135]], 82
[[37, 97, 9711, 91

[[97, 97, 97, 351 a7
[[97, 97, 97, 13511, &7
[[9T., 97, 97, 135, 391]]1, &3

Sekil 5.12. Algoritma sonucu (sonbahar mevsimi)

DeviceAddress (robot konumu) numaras1 101 olan robota ait veriler lzerinde algoritma
caligtirildiktan sonra ¢ikan 01.09.2015 — 30.11.2015 tarihleri arasindaki sonbahar mevsimi
icin elde edilen sonuglar incelendiginde uzunlugu 1 olan sirali alt dizilerden 97 (temizlik)
numarali alarmla 91 giinde de karsilasildigi goriilmektedir. Uzunlugu 2 olan sirali alt
dizilerden 135 (kazanin dolmasi) ve 391 (pompa calisma saati) seklinde siralanan
alarmlarla 83 giinde de karsilasildigi goriilmektedir. Benzer sekilde kullanicinin belirledigi
maksimum Oriintii uzunluguna kadar sirali alt diziler bulunmaktadir. Ancak bulunan bu
alarm dizilerinin aciliyet seviyesi 4 (report)’tiir, yani kullaniciyr bilgilendirme amaciyla
verilen bildirim seklinde alarmlardir. Yaklasik olarak her giin verilen bu alarmlarin aciliyet
seviyesinin diisiik olmasi ¢iftlikler agisindan olumlu bir sonuctur. Aksi takdirde aciliyet
seviyesi yliksek olan alarmlarin bu denli sik goriilmesi ciftliklerin c¢alismasini biiyiik

oranda aksatirdi.

Bu calismanin amacinin aciliyet seviyesi yliksek olan alarmlarin tespiti ve bu alarmlarin

diger alarmlar ile aralarindaki iliskilerin bulunmasi olmasi sebebiyle PrefixSpan
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algoritmasi, minimum destek degeri 0,2 ve maksimum oriinti uzunlugu 10 olarak
belirlenerek veri seti tzerinde yeniden uygulanmistir. 01.09.2015 — 30.11.2015 tarihleri
arasindaki sonbahar mevsimi icin elde edilen yeni sonuclar sekil 5.13’te gosterildigi
gibidir. Bu sonuclar incelendiginde uzunlugu 1 olan sirali alt dizilerden 4 (algilanan inegin
etiket numarasinin belirlenememesi) numarali alarmla 22 gunde de Kkarsilasildigi
goriilmektedir. Uzunlugu 2 olan sirali alt dizilerden 391 (pompa calisma saati) ve 4
(algilanan inegin etiket numarasinin belirlenememesi) seklinde siralanan alarmlarla 22
giinde de karsilagildigi goriilmektedir. Benzer sekilde kullanicinin belirledigi maksimum
orlintli uzunluguna kadar sirali alt diziler bulunmaktadir. Bir¢ok gilinde karsilagilan 4
(algilanan inegin etiket numarasinin belirlenememesi), 8 (etiket numarasi belirli olan bir
inegin denetlenmesi gerektigi halde bir kullanicinin mevcut olmamasi), 95 (RCS alarmi),
134 (biitin kazanlarin dolmasi) gibi alarmlarin aciliyet seviyeleri 2 (alarm) ve 3
(attention)’tiir, yani daha sik goriilen aciliyet seviyesi diigiikk olan alarmlara gore daha
yuksektir. Dolayisiyla aciliyet seviyeleri yiiksek olan alarmlarin tespiti ve bu alarmlarin
diger alarmlar ile aralarindaki iligkilerin bulunmasi amaciyla sonraki analizler, minimum
destek degeri 0,2 ve maksimum Oriintii uzunlugu 10 olarak belirlenerek veri seti iizerinde

uygulanmaya devam edilmistir.
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[[411, 22

[[134]], 56

[[271], 91

[[@5]], 3@

[[8]], &4

[[331]1]1, &7

[[7311, 73

[[128]], 36

[[135]1]1, &7

[[27211, 30

[[391, 4]], 22

[[331, 95]], 29
[[391, 272]], 26
[[331, 128]], 35
[[331, 134]], 55
[[331, 134, 35]], 1%
[[391, 134, 128]]1, 21
[[391, 134, 134]], 38
[[391, 134, 134, 13471, 22
[[331, 8]], &2

[[331, 2, 55 22

Sekil 5.13. Algoritma sonucu (sonbahar mevsimi)

Sonuglarda goriilen Oriintii uzunlugu, belirlenen maksimum oriinti uzunluguna kadar
devam etmektedir. Sekil 5.13’te verilen sonucun devaminin bir kismi sekil 5.14’te verildigi
gibidir. Bu sonuglardan bir 6rnek olan “391, 79, 8, 8, 8 seklinde siralanan alarmlarla 29
giinde de karsilasildig1 goriilmektedir. Bu alarmlardan Indicationld yani alarm numarasi
391 olan alarmin aciliyet seviyesi 4 (report), alarm numarasi 79 olan alarmin aciliyet
seviyesi 5 (pulse alarm) iken alarm numarasi 8 olan alarmin aciliyet seviyesi 3
(attention)’tiir. Bu alarmlarin tanimlarina bakildiginda 391 numarali alarm pompanin
caligma saatini, 79 numarali alarm ineklerin denetlenmesi gerektigini ve 8 numarali alarm
etiket numarasi belirli olan bir inegin denetlenmesi gerektigi halde bir kullanicinin mevcut
olmadigin1 belirtmektedir. Bu sirali diziden ¢ikarilan sonug¢ dolayisiyla 79 numarali
alarmdan sonra 8 numarali alarmin sik sik verilmesi, gerekli denetimlerin yapilmadiginin
gostergesidir. Elde edilen oriintiilerin incelemesine devam edildiginde “135, 135, 134, 134,
134” seklinde siralanan alarmlarla 22 giinde de karsilasildigi goriilmektedir. Alarm
numarast 135 olan alarmin aciliyet seviyesi 4 (report) iken alarm numarast 134 olan

alarmin aciliyet seviyesi 2 (alarm)’dir. Bu alarmlarin tanimlarina bakildiginda 135
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numarali alarm siit kazaninin doldugunun, 134 numarali alarm ise biitiin kazanlarin
doldugunun gostergesidir. 135 numarali alarmin arka arkaya verilmesinden sonra 134
numarali alarmin da sik sik verilmesi, 135 numarali alarmin daha fazla dikkate alinarak
biitlin siit kazanlar1 dolmadan yani 134 numarali alarmin sik¢a tekrarlanmasina sebebiyet
vermeyecek sekilde dnlem alinmasi gerektigini gosterir. Bu alarm dizilerinden ¢ikarilan
sonuglarin incelenmesiyle ¢iftliklerde goriilen problemlerin ve isleyis aksamalariin temel

kaynaklarina inilebilecektir.

» (5) Spark Jobs

[[391, B, 128]], 23
[[3921, B, 1324]], 39
[[391, B8, 134, 134]], 26
[[391, B, 8] 39

[[321, 28, B, 134]], 21
[[391, B, B, B]], 29
[[391, B, B, B, B8]] 25
[[321, 7T3]1], 71

[[391, 72, 95]], 25
[[391, 79, 272]], 21
[[391, 79, 128]], 29
[[391, T3, 134]], 44
[[391, T2, 134, 134]], 3@
[[391, 73, 2] 52

[[391, 79, &, 95]], 22
[[391, 79, 8, 128]], 23
[[391, 79, 8, 134]], 39
[[391, 79, 8, 134, 134]], 26
[[391, 79, 8, 8]], 39
[[391, 79, &, 8, 134]], 21
[[391, 72, &, &, 8]], 29

Sekil 5.14. Algoritma sonucu (sonbahar mevsimi-devam)

01.12.2015 — 29.02.2016 tarihleri arasindaki kis mevsimi i¢in elde edilen sonuclarin bir
kismi sekil 5.15°te ve sekil 5.16’da verilmistir. Bir dnceki sonbahar mevsiminden farkli
olarak gorilen aciliyet seviyesi 3 (attention) olan 334 numarali alarmin tanimi MQC-C
cihazinin ¢alismay1 durdurmasidir ve bu alarmla 35 giinde de karsilagilmistir. Bu cihazin
ozellikle kis mevsiminde hangi sebeple bu kadar fazla ¢alismayr durdurmasinin sebepleri
arastirtlmalidir. Mevsimsel bazda yapilan oransal analizlerde ki mevsiminde aciliyet

seviyesi 3 (attention) olan alarmlarin daha fazla verilmesinin sebeplerine bu gibi
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incelemelerle ulasilabilecektir. Bir bagska 6rnek olan ve 21 glinde de gorilen “135, 135,
135, 4, 4, 79, 8” seklinde siralanan alarm dizisi incelendiginde ise 135 numarali alarmin
aciliyet seviyesi 4 (report), 4 numarali alarmin aciliyet seviyesi 3 (attention), 79 numaral
alarmin aciliyet seviyesi 5 (pulse alarm), 8 numarali alarmin aciliyet seviyesi 3
(attention)’tiir. Bu alarmlarin tanimlamalarina bakildiginda 4 numarali alarm sagim igin
gelen bir inek oldugunun algilandig1 ancak bu inegin etiket numarasinin belirlenemedigini
ifade eder. Bu alarmin ardindan verilen 79 numarali alarm inegin denetlenmesi gerektigini
ve 8 numarali alarm inegin denetlenmesi gerektigi halde bir kullanici bulunmadigini ifade
eder. Bu sonuglar ineklerin etiketlerinin kontrol edilmesi, inek denetimlerinin
siklastirilmasi gerektigi ortaya ¢ikarmaktadir. Bu mevsimde de 135 (siit kazaninin dolmasi)
numarali alarmin arka arkaya verilmesinden sonra 134 (biitiin siit kazanlarinin dolmasi)
numarali alarmin da sik sik verilmesi, 135 numarali alarmin daha fazla dikkate alinarak
biitiin siit kazanlar1 dolmadan yani 134 numarali alarmin sik¢a tekrarlanmasina sebebiyet

vermeyecek sekilde 6nlem alinmasi gerektigini gosterir.

334, 334]], 29
334, 334, 334]], 26
334, 334, 334, 334]], 24

79, 334]]1, 26

79, 334, 334]], 22

79, 334, 334, 334]], 21

79, 334, 334, 334, 334]], 20
79, 134]], 19

79, 811, 37

79, 8, 334]1, 23

Sekil 5.15. Algoritma sonucu (kis mevsimi)
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b (5) Spark Jobs
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[[135, 135, 135, 4, 411, 37

[[135, 135, 135, 4, 4, 134]], 22

[[135, 135, 135, 4, 4, 811, 21

[[135, 135, 135, 4, 4, 79]], 24

[[135, 135, 135, 4, 4, 79, 8]], 21

[[135, 135, 135, 4, 4, 79, 73]], 20
[[135, 135, 135, 4, 4, 79, 7%, &]], 19
[[135, 135, 135, 4, 4, 4]], 19

[[135, 135, 135, 135]], 54

[[135, 135, 135, 135, 334]], 24

[[135, 135, 135, 135, 334, 334]], 21
[[135, 135, 135, 135, 334, 334, 334]], 20
[[135, 135, 135, 135, 334, 334, 334, 334]], 19
[[135, 135, 135, 135, 134]], 34

[[135, 135, 135, 135, 8]], 23

[[135, 135, 135, 135, 7311, 27

[[135, 135, 135, 135, 79, 334]], 21
[[135, 135, 135, 135, 79, 334, 334]], 20
[[135, 135, 135, 135, 79, 334, 334, 334]], 19
[[135, 135, 135, 135, 79, a]]1, 23

rr1=5 135 135 135 74 7all 77

Sekil 5.16. Algoritma sonucu (kis mevsimi-devam)

01.03.2016 - 31.05.2016 tarihleri arasindaki ilkbahar mevsimi icin elde edilen sonuglarin
bir kismu sekil 5.17°de verilmistir. Onceki mevsimlerden farkli olarak aciliyet seviyesi 2
(alarm) olan 52 numarali alarmla 29 giinde de karsilasildigr goériilmektedir. Bu alarmin
tanim1 temizlik deterjaninin bittigini ifade etmektedir. Bu alarmla bu kadar fazla
karsilasilmamasi i¢in deterjan miktarinin yenilenmesi sikligi artirilmasi veya deterjanin
bulundugu kismin boyutunun biiyiitilmesi gerekebilir. Sonraki Oriintiiler incelendiginde
“97, 97, 97, 97, 52, 52” seklinde siralanan alarm dizisinin 25 giinde de goriildigi
belirlenmistir. Temizlik yapildigini ifade eden 97 numarali alarmin aciliyet seviyesi 4
(report) iken temizlik deterjaninin bittigini ifade eden 52 numarali alarmin aciliyet seviyesi
2 (alarm)’dir. Arka arkaya ¢ok fazla temizlik yapildigini ifade eden alarmin verilmesinden
sonra temizlik deterjaninin bittigini ifade eden alarmin tekrarlanarak verilmesi, belirli bir
temizlik miktarindan sonra deterjan miktarinin yenilenmesi veya deterjanin bulundugu
kismin boyutunun biiylitiilmesi gerekebileceginin gostergesidir. Bu mevsimde de 135 (siit

kazaninin dolmasi) numarali alarmin arka arkaya verilmesinden sonra 134 (biitiin siit
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kazanlarinin dolmasi) numarali alarmin da sik sik verilmesi, 135 numarali alarmin daha
fazla dikkate alinarak biitlin siit kazanlar1 dolmadan yani 134 numarali alarmin sik¢a
tekrarlanmasina sebebiyet vermeyecek sekilde dnlem alinmasi gerektigini gdsterir. Onceki
mevsimde oldugu gibi 4 (algilanan inegin etiket numarasiin belirlenememesi) numarali
alarmin ardindan 79 (inegin denetlenmesi gerektigi) numarali alarmin ve 8 (inegin
denetlenmesi gerektigi halde bir kullanici bulunmadigl) numarali alarmin sirali dizisinin
goriilmesi, ineklerin etiketlerinin kontrol edilmesi ve inek denetimlerinin siklagtirilmasi

gerektigini ortaya ¢ikarmaktadir.
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811, 27
(a7, 5211, 29
a7, 52, 5211, 25
[97, 334]], 31
[97, 334, 33411, 31
[97, 334, 334, 334]], 25
a7, 334, 334, 334, 33411, 21
a7, 272]1, 33
a7, 73]], 37
(a7, 73, 811, 27

Sekil 5.17. Algoritma sonucu (ilkbahar mevsimi)

01.06.2016 - 30.08.2016 tarihleri arasindaki yaz mevsimi icin elde edilen sonuclarin bir
kismi sekil 5.18’de verilmistir. Onceki mevsimlerden farkli olarak aciliyet seviyesi 2
(alarm) olan 88 numarali alarmla 51 giinde de karsilasildig1 goriilmektedir. Alarm tanimina
bakildiginda 88 numarali alarm, ineklerin ziyaret sureleri arasinda zaman asimi yasandigini
ifade etmektedir. Yaz aylarinda bu alarmla hangi nedenden dolayr bu kadar fazla
karsilasildigi belirlenmeli ve &nlem almmalidir. Onceki mevsimde oldugu gibi bu

mevsimde de 97 (temizlik yapilmasi) numarali alarmin tekrarlamasinin ardindan 52
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(temizlik deterjaninin bitmesi) numarali alarmin verilmesi, belirli bir temizlik miktarindan
sonra deterjan miktarmin yenilenmesi veya deterjanin bulundugu kismin boyutunun
bilyiitiilmesi gerekebileceginin gostergesidir. Onceki mevsimlerde gorilen orintilere
benzer olarak 79 (inegin denetlenmesi gerektigi) numarali alarmin ardindan 8 (inegin
denetlenmesi gerektigi halde bir kullanici bulunmadigi) numarali alarmin goriilmesi,
ineklerin etiketlerinin kontrol edilmesi ve inek denetimlerinin siklastirilmasi gerektigini

ortaya ¢ikarmaktadir.
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Sekil 5.18. Algoritma sonucu (yaz mevsimi)

01.09.2016 - 30.11.2016 tarihleri arasindaki sonbahar mevsimi icin elde edilen sonuglarin
bir kismu sekil 5.19’da verilmistir. Onceki mevsimlerden farkli olarak aciliyet seviyesi 3
(attention) olan 13 (temizlikten sonra iletkenlik degerinin asilmasi), 250 (milkcup/liner
cihazinin temiz olmamasi), 270 (MWS cihazinin maksimum offset diizeltmesinin asilmasi)
numarali alarmlarla 47, 22 ve 36 giinde de karsilasildig1 goriilmektedir. Bu alarmlarla diger
zamanlardan farkli olarak bu kadar fazla karsilagilmasinin sebepleri arastirilarak 6nlemler
almmalidir. Sonrasindaki Oriintiiler incelendiginde “128, 13 sirali alarm dizisi ile 29

giinde de karsilasildigir goriilmektedir. Aciliyet seviyesi 4 (report) olan 128 numarali
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alarmim tanimi sut filtresinin degistirilmesi ve aciliyet seviyesi 3 (attention) olan 13
numaralt alarmin tanimi temizlikten sonra iletkenlik degerinin asilmasidir. St filtresinin
degistirilmesinden sonra iletkenlik degerinin asilmasinin bu kadar sik goriilmesi ve
temizlikle ilgili bu durumun alarm olarak verilmesinin sebebi arastirilmali ve probleme
yonelik 6nlem alinmalidir. Ayn1 sekilde 97 (temizlik yapilmasi) numarali alarmin ardindan
13 (temizlikten sonra iletkenlik degerinin asilmasi) numarali alarmla 47 giinde de
karsilasilmasi temizlik konusunda diizeltmeler yapilmasi1 gerektiginin gostergesi olabilir.
Benzer bir durum olarak 13 (temizlikten sonra iletkenlik degerinin asilmasi) numarali
alarmin ardindan 270 (MWS cihazinin maksimum offset diizeltmesinin asilmasi) numaral
alarmla ¢ok sik karsilasilmasinin sebebi arastirilmalidir. Onceki mevsimlerde oldugu gibi
79 (inegin denetlenmesi gerektigi) numarali alarmin ardindan 8 (inegin denetlenmesi
gerektigi halde bir kullanict bulunmadigl) numarali alarmin tekrarlanarak goriilmesi,
ineklerin etiketlerinin kontrol edilmesi ve inek denetimlerinin siklastirilmasi gerektigini

ortaya ¢ikarmaktadir.

[[394]], 29
[[411, 21
[[135]], 41
[[97]1], 91
[[8]11, 31
[[7T31], 43
[[13]1, 47
[[272]], 45
[[278]], 36
[[258]], 22
[[25]1], 37
[[228]], 29
[[128]], 48
[[334, 228]], 29
[[128, 135]], 23
[[128, 7911, 22
[[128, 272]], 19
[[128, 13]], 29
[[278, 27811, 35
[[27@, 278, 278]], 35
[[27@, 278, 27@, 270]], 35

Sekil 5.19. Algoritma sonucu (sonbahar mevsimi)
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01.12.2016 - 28.02.2017 tarihleri arasindaki kis mevsimi i¢in elde edilen sonuglarin bir
kismi sekil 5.20°de verilmistir. Bir onceki mevsimde oldugu gibi aciliyet seviyesi 3
(attention) olan 13 (temizlikten sonra iletkenlik degerinin asilmasi) ve 270 (MWS
cihazinin  maksimum offset diizeltmesinin asilmasi) numarali alarmlarla sikga
karsilagilmasinin sebepleri arastirilarak gorilen problemlere yonelik dnlemler alinmalidir.
Onceki mevsimlerle ayn sekilde 128 (siit filtresinin degistirilmesi) numarali alarmin
ardindan 13 (temizlikten sonra iletkenlik degerinin asilmasi) numarali alarmin sikca
goriilmesi ve 97 (temizlik yapilmasi) numarali alarmin ardindan 13 (temizlikten sonra
iletkenlik degerinin asilmasi) numarali alarmla sik¢a karsilagilmasi, ayrica “97, 128, 13”
seklinde sirali olan Oriintiiniin sik¢a goriilmesi temizlik konusunda diizeltmeler yapilmasi

gerektiginin gostergesi olabilir.

[[4]11, 2@

[[394]], 23

[[97]1], 9@

[[228]], 22

[[272]], 34

[[13]1], &3

[[25]1]1, 36

[[270]], 23

[[128]]1, 79

[[135]1, 23

[[394, 228]], 22

[[278, 27@]], 23

[[27e, 278, 278]], 23

[[27®, 278, 278, 27011, 2

[[270, 278, 278, 270, 278]], 22

[[27®, 278, 27@, 270, 278, 279]], 2

[[270, 27@, 270, 270, 278, 270, 270]], 21
[[27@, 2T7@, 270, 270, 270, 270, 270, 270]], 21
[[27@, 2T7@, 270, 270, 270, 270, 270, 278, 278]], 21
[[27@, 2T7@, 27@, 270, 270, 270, 270, 270, 270, 270]], 20
[[13, 22811, 18

Sekil 5.20. Algoritma sonucu (kis mevsimi)

DeviceAddress (robot konumu) numarasi 102 olan robota ait veriler Uzerinde algoritma
calistirildiktan sonra ¢ikan 01.09.2015 — 30.11.2015 tarihleri arasindaki sonbahar mevsimi
icin elde edilen sonuglarin bir kism1 sekil 5.21°de verilmistir. Onceki mevsimlerden farkli

olarak aciliyet seviyesi 2 (alarm) olan 226 numarali alarmla 29 giinde de karsilasildig:
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goriilmektedir. Bu alarmin tanimi, sagim robotundaki temizlik fir¢asiyla ilgili bir
dongiiniin ¢ok sik gergeklestigini ifade etmektedir. Bu alarmla bir mevsimde bu kadar fazla
karsilagilmasi fircayla ilgili problemin uzun siiredir giderilmediginin ve bu cihazlarin
kontroliiniin daha sik yapilmas1 gerektiginin gostergesidir. Aciliyet seviyesi 3 (attention)
olan ve 34 glinde de gorilen 129 numarali alarmin tanimi, sagima gelen inegin etiket
numarasinin sagim siiresince farkli farkli okunmasidir. Bu durum, ineklerin etiketlerinin
kontroliiniin  siklastirilmas1  gerektiginin  gdstergesi  olabilir.  Sonraki  Oriintililer
incelendiginde alarm numarasi 4 (algilanan inegin etiket numarasinin belirlenememesi) ve
129 (sagima gelen inegin etiket numarasinin sagim siiresince farkli farkli okunmasi)
seklinde siralanan alarmlarin  goriilme sikligmin  yiliksek olmasi, bu gerekliligi
desteklemektedir. Onceki analizlerde belirlendigi iizere yaz mevsiminde sik goriilen,
aciliyet seviyesi 2 (alarm) olan 88 (ineklerin ziyaret siireleri arasinda zaman asimi
yasanmasi) numaralt alarmla 91 giinde de karsilagildigi goriilmektedir. Bu alarmin
sonbahar mevsiminde de hangi nedenden dolay:1 bu kadar fazla goriildiigii belirlenmeli ve
onlem alinmalidir. Ayrica 88 (ineklerin ziyaret slireleri arasinda zaman asimi yasanmast)
numarali alarmdan sonra 129 (sagima gelen inegin etiket numarasinin sagim siiresince
farkli farkli okunmasi) veya 226 (sagim robotundaki temizlik firgastyla ilgili bir dongiiniin
cok sik gerceklesmesi) numarali alarmin ¢ok sik verildigi giinler bulunmaktadir. Aciliyet
seviyeleri kritik olan bu alarmlar arasindaki iliskinin belirlenmesiyle yasanan probleme
daha koklu ¢ozimler bulunabilir. Bu mevsimde de 135 (siit kazaninin dolmasi) numaral
alarmin arka arkaya verilmesinden sonra 134 (biitiin siit kazanlarinin dolmasi) numaral
alarmin da sik sik verilmesi, 135 numarali alarmin daha fazla dikkate alinarak biitiin siit
kazanlart dolmadan yani 134 numarali alarmin sik¢a tekrarlanmasina sebebiyet
vermeyecek sekilde onlem alinmas1 gerektigini gosterir. Onceki mevsimlerde oldugu gibi 4
(algilanan inegin etiket numarasinin belirlenememesi) numarali alarmin ardindan 79
(inegin denetlenmesi gerektigi) numarali alarmin ve 8 (inegin denetlenmesi gerektigi halde
bir kullanici bulunmadigl) numarali alarmin sirali dizisinin goriilmesi, ineklerin
etiketlerinin kontrol edilmesi ve inek denetimlerinin siklastirilmasi gerektigini ortaya

cikarmaktadir.
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Sekil 5.21. Algoritma sonucu (sonbahar mevsimi)

01.12.2015 - 29.02.2016 tarihleri arasindaki kis mevsimi i¢in elde edilen sonuglarin bir
kismi sekil 5.22°de verilmistir. Onceki analizlerde belirlendigi iizere yaz ve sonbahar
mevsimlerinde sik goriilen, aciliyet seviyesi 2 (alarm) olan 88 (ineklerin ziyaret sireleri
arasinda zaman asimi yasanmasi) numarali alarmla 88 giinde de karsilasildig
goriilmektedir. Bu alarmin mevsimden bagimsiz olarak hangi nedenden dolay1 bu kadar
fazla gorildiigii belirlenmeli ve O6nlem alinmalidir. Aymi sekilde aciliyet seviyesi 3
(attention) olan 129 (sagima gelen inegin etiket numarasinin sagim siiresince farkli farkl
okunmasi) numarali alarmin sik goriilmesi, ineklerin etiketlerinin kontroliiniin hala
gerceklestirilmediginin gostergesi olabilir. Bu mevsimde de 135 (siit kazaninin dolmasi)
numarali alarmin arka arkaya verilmesinden sonra 134 (biitiin siit kazanlarinin dolmasi)
numarali alarmin da sik sik verilmesi, 135 numarali alarmin daha fazla dikkate alinarak
biitlin siit kazanlar1 dolmadan yani 134 numarali alarmin sik¢a tekrarlanmasina sebebiyet
vermeyecek sekilde onlem alinmas1 gerektigini gosterir. Onceki mevsimlerde oldugu gibi 4
(algilanan inegin etiket numarasinin belirlenememesi) numarali alarmin ardindan 79

(inegin denetlenmesi gerektigi) numarali alarmin ve 8 (inegin denetlenmesi gerektigi halde
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bir kullanici bulunmadigl) numarali alarmin sirali dizisinin goriilmesi, ineklerin
etiketlerinin kontrol edilmesi ve inek denetimlerinin siklagtirilmas: gerektigini ortaya

cikarmaktadir.

[[128]], 33

[[129]], 1%
[[321]], &5

[[411, 391

[[8]1]1, 53

[[88]], B8

[[37]1], 91

[[135]], 91

[[7T91], 6@

[[272]], 21
[[134]]1, 73
[[95]], 24

[[183]], 91

LI

[L

[[391, B8]

[[391, B, 128 28
[[391, 8, 8]], 41
[[321, 8, 8, 128]], 22
[[391, 8, B, B]], 23
[[391, T9]], 56

Sekil 5.22. Algoritma sonucu (kis mevsimi)

01.03.2016 - 31.05.2016 tarihleri arasindaki ilkbahar mevsimi i¢in elde edilen sonuglarin
bir kismu sekil 5.23’te verilmistir. Onceki mevsimlerde oldugu gibi aciliyet seviyesi 2
(alarm) olan 52 (temizlik deterjaninin bitmesi) numarali alarmla 25 giinde de karsilasildig:
goriilmektedir. Bu alarmla bu kadar fazla karsilasilmamasi igin deterjan miktarinin
yenilenmesi siklig1 artirilmasi veya deterjanin bulundugu kismin boyutunun biiyiitiilmesi
gerekebilir. Bu mevsimde de 135 (siit kazaninin dolmasi) numarali alarmin arka arkaya
verilmesinden sonra 134 (biitiin siit kazanlarinin dolmasi) numarali alarmin da sik sik
verilmesi, 135 numarali alarmin daha fazla dikkate alinarak biitiin siit kazanlar1 dolmadan
yani 134 numarali alarmin sik¢a tekrarlanmasina sebebiyet vermeyecek sekilde onlem
almmas1 gerektigini gosterir. Onceki mevsimlerde oldugu gibi 4 (algilanan inegin etiket

numarasinin belirlenememesi) numarali alarmin ardindan 79 (ine8in denetlenmesi
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gerektigi) numarali alarmin ve 8 (ine8in denetlenmesi gerektigi halde bir kullanici
bulunmadig1) numarali alarmin sirali dizisinin goriilmesi, ineklerin etiketlerinin kontrol

edilmesi ve inek denetimlerinin siklastirilmasi gerektigini ortaya ¢ikarmaktadir.

¥ (5) Spark Jobs
[[B]1], 41

[[95]1], 25
[[135]], 56
[[189]], 92
[[134]]1, 43
[[4]1]1, 83

[[88]1], &3
[[391]], &7
[[T91], 44

[[52]1], 25
[[128]]. 51
[[2T72]] 29
[[aT1]1, 3=z

[[391, 95]], 24
[[391, 52]], 22
[[391, 272]], 24
[[391, 8]], 41
[[391, 8, 8]], 25
[[391, 134]], 39
[[391, 134, 8]], 19
[[391, 134, 134]], 29

Sekil 5.23. Algoritma sonucu (ilkbahar mevsimi)

01.06.2016 - 30.08.2016 tarihleri arasindaki yaz mevsimi ve 01.09.2016 - 16.11.2016
tarihleri arasindaki sonbahar mevsimi i¢in elde edilen sonuglarin bir kismi sekil 5.24 ve

5.25’te verilmistir. Bu mevsimlerde de dnceki mevsimlerle ayni sonuglara ulasilmistir.



b (5) Spark Jobs

[[1351], 20
[[1258]], 41
[[189]], 92
[[272]], 25

[[4]11, 55

[[391]], 91
[[88]], 7@

[[7T3]], 36

[[9711, 92

[[8]1, 30

[[88, 8]], 22
[[88, 7311, 26
[[88, 73, 8]], 22
[[88, 128]], 26
[[88, 4]], 46
[[88, 4, 79]], 19
[[ss, 4, 12811, 19
[[8&, 4, 4]]1, 30
[[88, 4, 4, 4]], 22
[[88, 8811, 55
[[88, =28, 8]1, 22

Command took 15.81 seco

Sekil 5.24. Algoritma sonucu (yaz mevsimi)
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b (5) Spark Jobs

[[272]], 21
[[129]], 43
[[189]], 77
[[128]], 26
[[135]], 53
[[391]], 72

[[4]], 7o

[[81], 3@

(7211, 39

(8511, 17

(fe7vll, 77

[[4, 27211, 2@
[[4, 12811, 26
([4, 8]], 38

([4, 7911, 37

[[4, 79, 811, 30
[[4, 1291], 4@
[[4, 129, 128]1], 16
[[4, 129, 8]], 16
[[4, 129, 7911, 2@
[[4, 129, 73, 8]], 18

Command took 15.20 seconds

Sekil 5.25. Algoritma sonucu (sonbahar mevsimi)
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6. SONUC

Bu tez ¢alismasinda biyuk veri konusu ele alinmis, biiyiik verilerin yonetimi ve biiyiik
veriden otomatik olarak faydali bilgilerin ¢ikarimi konusundaki yeni teknoloji ve
yontemler incelenmistir. Sirali Oriintii madenciligi ve algoritmalar1 anlatilarak kullanilan

PrefixSpan algoritmas1 agiklanmistir.

Bu tez ¢alismasinda akilli ¢iftliklerden elde edilen biiylik Glgekli alarm verileri, veriler
sayisal ve oransal bazda Apache Spark platformunda Python programlama dili kullanilarak
analiz edilmistir. BlyUK veri {izerinde sirali 6riintii madenciligi problemini ele alabilecek
PrefixSpan algoritmas1 Apache Spark MLIib teknolojisi kullanilarak Scala programlama

diliyle bu veriler tizerinde uygulanmustir.

Yapilan analizlerin sonucunda mevsimlerin verilen alarmlar {izerinde bir etkisi olabilecegi
tespit edilmistir. Ozellikle kis mevsimlerinde elde edilen sonuglarda aciliyet seviyesi
yilksek olan alarmlarin daha fazla gerceklestigi goriilmiistiir. Ornek olarak MQC-C
cihazinin ¢alismayi durdurdugu giinlerin 6zellikle kig aylarinda diger mevsimlere oranla
cok daha fazla gortilmesi verilebilir, bunun sonucunda bu aksamanin sebepleri arastirilmali
ve gerekli dnlemler alinmalidir. Ilkbahar mevsiminde temizlik deterjaninin bittigini ifade
eden alarmin sikca goriildiigii tespit edilmistir. Bu alarmla ¢ok fazla karsilagiimamasi igin
deterjan miktarinin yenilenmesi siklig1 artirtlmasi veya deterjanin bulundugu kismin
boyutunun buyutilmesi gerekebilir. Mevsimlerin geneline bakildiginda ¢esitli oriintiiler
ortak olarak goriilmiistiir. Ornek olarak sagim igin gelen bir inek oldugunun algilandig
ancak bu inegin etiket numarasinin belirlenemedigini ifade eden alarmin ardindan verilen
alarmlar inegin denetlenmesi gerektigini ve inegin denetlenmesi gerektigi halde bir
kullanici bulunmadigint belirtmektedir. Baska bir 6rnege bakildiginda algilanan inegin
etiket numarasinin belirlenemedigini ifade eden alarmin ardindan sagima gelen inegin
etiket numarasinin sagim siiresince farkli farkli okundugunu ifade eden alarmin goriilme
sikliginin yiiksek oldugu goriilmektedir. Bu sonuglardan dolay:1 ineklerin etiketlerinin
kontrol edilmesi, inek denetimlerinin siklastirilmas1 gerektigi ortaya g¢ikmaktadir. Sit
kazaninin dolmasi alarminin arka arkaya verilmesinden sonra biitiin siit kazanlarinin
dolmasi alarminin da sik sik verilmesi, bu alarmlarin daha fazla dikkate alinarak biitiin siit

kazanlar1 dolmadan 6nlem alinmasi gerektigini veya kullanilan siit kazanlarinin hacminin
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genisletilmesi gerektigini gosterir. Arka arkaya c¢ok fazla temizlik yapildigini ifade eden
alarmin verilmesinden sonra temizlik deterjaninin bittigini ifade eden alarmin tekrarlanarak
verilmesi, belirli bir temizlik miktarindan sonra deterjan miktarinin yenilenmesi veya
deterjanin bulundugu kismin boyutunun biiyiitiilmesi gerekebileceginin gostergesidir.
Benzer sekilde temizlik yapilmasi alarminin ardindan st filtresinin degistirilmesi ve
temizlikten sonra iletkenlik degerinin asilmasi alarmlarinin sik¢a gorilmesi temizlik
konusunda diizeltmeler yapilmasi gerektiginin gostergesi olabilir. PrefixSpan algoritmasi
sonucu elde edilen oruntulerin bu sekilde incelenmesi aracilifiyla bu alarmlarin temel
sebeplerine inilebildigi, alarmlarin verildigi siralarin tespit edilmesi sonucu alarmlar
arasinda iliskiler bulundugu ve mevcut problemlere getirilebilecek ¢6zim Onerileri

sunulabilecegi gosterilmistir.

Akallr giftliklerdeki gegmis alarm bilgileri analiz edilerek yapilan ¢aligmanin temel amaci
alarmlar arasindaki iligkilerin ve Oruntllerin bulunarak alarmlarin temel kaynaklarina
inilmesidir. Birbiriyle iliskili alarmlarin ve Oriintiilerin belirlenmesi, alarmlarin gercek
kaynaklarina inilmesini kolaylastirmaktadir. Verilerin analiz edilmesi ile gegmis alarm
verilerine dayanilarak olusmasi muhtemel sorunlarin 6nceden tahmin edilebilmesiyle
sistemlerde olusabilecek arizlar erken tespit edilerek bakim siireclerinin buna gore

yonetilmesi sonucu maliyetlerde 6nemli diislisler gerceklestirilebilecektir.
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