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OZET

ABC algoritmasi bal arilarin dogadaki yiyecek kaynaklarmmi bulma ve nektar
toplama davranis ilkelerine dayali giincel bir sezgisel optimizasyon algoritmasidir. Bu
calismada, dogrusal olmayan dinamik sistemlerin ANFIS (Adaptive Neuro-Fuzzy
Inference System) bulanik ¢ikarim modeli kullanilarak modellenmesi problemi iizerinde
Yapay Ar1 Kolonisi (Artificial Bee Colony, ABC) algoritmasinin optimizasyon bagarimi
incelenmistir. Inceleme icin literatiirden secilen bes dencktasi kullanilmistir. Her bir

denektas1 problem parametreleri ABC ile ayarlanan ANFIS ile modellenmistir.

Her bir denektasi icin ABC ile elde edilen sonuglar popiiler ve siklikla kullanilan
PSO ve DE’nin sonuglariyla kiyaslamali olarak irdelenmistir. Calisma c¢ergevesinde
elde edilen istatistiki verilere gore, ABC algoritmasinin DE’ye ¢ok yakin basarim
gosterdigi belirlenmistir. Ancak bir nesil bagina kogsma zamani kategorisinde ABC’nin
basarimi en yakin rakibi olan DE’ye gore iki kat daha hizli oldugu sonucuna varilmistir.
Bu sonucu dayali olarak ABC algoritmasinin gercek zaman gOmiilii sistem
uygulamalarinda  isletiminin  digerlerine  nazaran daha  verimli  olacad

degerlendirilmistir.

Anahtar Kelimeler: Yapay Art Kolonisi Algoritmasi, ANFIS, Bulanik
Modelleme, Dinamik Sistem



ABSTRACT

ABC algorithm is an up-to-date heuristic optimization method based on
principles of honey bees behaviors in finding/gathering nectar from food sources in the
nature. In this study, performance of the ABC algorithm is investigated on the problem
of nonlinear dynamic systems modeling/ identification using ANFIS (Adaptive Neuro-
Fuzzy Inference Systems) fuzzy inference model. Fort this investigation, five

benchmark problems selected from the literature have been used.

Each benchmark problem is identified /modeled with ANFIS which of
parameters tuned by ABC. Obtained results for each benchmark have been
comparatively examined with the results of PSO and DE popular and commonly used
algorithms. According to the obtained results in this study, it is determined that
performance of ABC algorithm is very close to performance of DE algorithm. However,
it is concluded that performance of ABC in terms of run time per generation was two
times better according to that of DE. Based on this conclusion, it is evaluated that
operating of ABC algorithm in the application of real time embedded systems would be

more efficient.

Key words: Artificial Bee Colony, ANFIS, Fuzzy Modeling, Dynamic System.
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1. GIRIS

Gilinlimiizde gelisen teknolojiye bagimli olarak ¢cogu konu zorlasmis ve insanlar
tarafindan anlasilmasi zor hale gelmistir. Bu zorluklar1 asmak, 6grenilmesi gereken
konular1 inceleyip uygulama yapabilmek i¢in bilisim teknolojilerinden faydalanilmaya
baslanmistir. Bu nedenle insanlar geleneksel egitime oranla, bilgisayar destekli egitime
yonelmis; bu da hem zamandan tasarruf saglamis hem de daha yiiksek basarim elde

edilmesine olanak saglamistir.

Gelencksel yontemlerle laboratuvar ortaminda yapilmaya calisilan deneylerde
elektrik ile ilgili cesitli kazalar, kullanilan malzemelerin genellikle pahali olmas1 ve
temininin zor olmasi gibi sayilabilecek bir¢ok olumsuz etken bulunmaktadir. Fakat tiim
bunlar bir bilgisayar benzetimi kullanilarak ¢ok rahat bir sekilde yapilmaktadir.
Bilgisayar benzetiminde bir sistemin optimizasyonu ya da bir devrenin incelenmesi gibi
olaylarda gerekli elemanlar kullanilarak, sistemin basarimi laboratuvar ortamina gore
daha kolay incelenebilmekte, sistemde degisiklikler yapilmasina imkan vererek verimin
artmasi saglanmaktadir. Bu nedenle bilgisayar destekli tasarim, modelleme ve
benzetimde miikemmele ulasma istegi yapay zeka, yapay sinir aglari, bulanik mantigin

ortaya ¢cikmasina neden olmustur.

Giinliik yasantimizda bir olay1 anlatirken, bir nesneyi tanimlarken kullandigimiz
ifadeler belirsizlik diger bir tabir ile bulaniklik igerir. Bu belirsizlikler Bulanik
Mantik’in konusu olarak ele alinmistir. Yani bulanik mantik diisiincelerimizdeki kesin

dogru ya da yanlislar arasindaki ihtimalleri degerlendirmeye yaramaktadir.

Bulanik mantik ilk kez Zadeh tarafindan tanimlanmistir. Klasik mantiga gore bir
sey ya siyahtir ya da beyazdir. Bulanik mantiga gore ise kismen siyah ya da kismen
beyaz olabilir. Zadeh bilgisayardaki 1 ve 0 kesinligi yerine insan diisiincesindeki gibi

ara degerleri de almis ve gercek hayattakine benzetmistir.

Bilindigi iizere cogu fiziksel sistem davranist dogrusal degildir. Bulanik
mantigin ortaya cikisindan bu zamana kadar bircok bilim adami dogrusal olmayan
sistemlerin modellenmesi {izerine ¢alismislardir. Bulanik mantigin kullanilmasiyla
dogrusal olmayan sistemlerde sistem basarimi artmis, uygulama kolaylasmis ve en

Oonemlisi gercege yakin sonuglar alinmistir. Kisaca bulanik mantik 6zellikle dogrusal



olmayan sistemlerin modellenmesi, kestirimi, sezimi, denetimi, vb. problemlerde iistiin

basar1 saglamistir.

Gergek hayatta problemlerin ¢ogu dogrusal olmayan bir yapiya sahiptir.
Ozellikle baz1 problemlerdeki degisken sayilarinin, zorluk derecelerinin yiiksek olmasi
klasik ¢oziim yoOntemlerini basarisiz kilmaktadir. Dogrusal olmayan problemlerde
bulanik mantigin etkin kullaniminin yaninda dogadaki sistemlerden esinlenerek ortaya
cikarilmis bir¢ok ydntem bu tip problemlerin ¢dziimiinde de kullanilmaktadir. Ozellikle
siirli tabanl1 sezgisel arama algoritmalar1 problem ¢6ziimiinde hizlidir ve dogru sonuglar

verebilmektedir.

Genellikle bu sezgisel arama algoritmalarin ortak noktalar1 bireylerin ¢evresiyle
ve diger bireylerle olan etkilesimini ele almalaridir. Buna siirii zekas1 ad1 verilmektedir.
Siiriilerde hayatta kalma agisindan yiyecek bulmak biiyiik 6nem tagimaktadir. Yiyecek
bulma calismalarinda dogada yasayan canlilar siirekli bir is boliimii i¢erisindedir. Yapay
Ar1 Kolonisi Algoritmasi ( Artificial Bee Colony, ABC ) bu tip algoritmalarin en giincel
olanlarindan biridir. Bu algoritma bal arilarinin zengin cicek nektarlart bulmak igin
oncellikle kasif ar1y1 ¢cevreye gonderip ¢igek nektar: olan alanlar1 tespit ederek kovana
geri donmeleri ve kovandaki is¢i arilara farkli dans ¢esitleriyle nektar kaynaginin
uzaklik ve verimlilik bilgisini vermelerinden esinlenerek 2005 yilinda Kayseri Erciyes
Universitesi Bilgisayar Miihendisligi Boliimii 6gretim iiyesi Prof. Dr. Dervis Karaboga
tarafindan 2005 yilinda yaymlanan g¢aligma (Karaboga,2005) ile bilimsel camiaya

tanitilmastir.

ABC algoritmas1 disinda dogadaki siiriilerin yiyecek bulma davraniglarindan
yola ¢ikarak modellenen birgok basarili algoritmalar bulunmaktadir. Bu algoritmalarin
baslicalar1 sunlardir: 70’li yillarda Holland tarafindan ve 80°li yillarda Golberg
tarafindan gelistirilmis Genetik Algoritma (GA), Dorigo tarafindan ozellikle
miihendislik alaninda siirekli optimizasyon problemleri i¢in dnerilmis Karinca Kolonisi
Algoritmast (Ant Colony Optimization), 1995 yilinda J.Kennedy ve R.C.Eberhart
tarafindan gelistirilmis Parcacik Siirii Optimizasyonu (PSO), Price ve Storn (Price,
1999), tarafindan 1995 yilinda gelistirilmis Farksal Gelisim (Differential Evolutionary,
DE) algoritmasi.



ABC algoritmasinin amaci en iyiyi en az enerjiyle en kisa zamanda bulmaktir.
ABC’nin bu 06zelligi kisa zamanda kendisine farkli kullanim alanlar1 olusturmus ve
olusturmaya devam etmektedir. Bir sonraki boliimde verilen literatiir 6zetinden de
anlagilacagi {lizere, algoritma heniliz bulamik bir sistemin (6zellikle ANFIS)

optimizasyonunda kullanilmamustir.

Bu tezde bulanik isleyisi ger¢ekleyen ANFIS (Adaptive Neuro-Fuzzy Inference
System) bulanik mantik modeli kullanilarak; ABC’nin dogrusal olmayan dinamik
sistemlerin bulanik modellenmesinde optimizasyon basarimi, popiiler ve siklikla

kullanilan PSO ve DE’nin basarimlariyla kiyaslamali olarak incelenmistir.

1.1. Literatiir Taramasi

Prof.Dr. Dervis KARABOGA (Karaboga, 2005) tarafindan gelistirilen ABC
algoritmas:1 ile ilgili olarak 2005 yilindan 2012 yilina kadar ¢esitli ¢aligmalar
yapilmistir. Asagida verilen literatlir taramasina gore bu giine kadar ABC algoritmasi
tabanli bulanitk mantik ile ilgili sadece Chaiyatham ve Ngamroo (Chaiyatham ve
Ngamroo ,2012) tarafindan bir ¢alisma yapildig1 goriilmiistiir. Yapilan ¢aligmalardan

bazilarinin kisa 6zeti asagida verilmistir.

Chaiyatham ve Ngamroo (Chaiyatham ve Ngamroo ,2012) bulanik bir PID
denetleyicinin parametre optimizasyonunu BCO (Bee Colony Optimization) dedikleri
aslinda ABC olan algoritmayla 6nermislerdir. Calismada ABC'nin iistiinliikleri tizerinde

calisilan (EZ aktif ve reaktif gii¢c kontrol modeli) problem i¢in vurgulanmstir.

Su vd. (Su vd., 2012)’de veriden basarimi gelistirilmis T-S bulanik model
cikarimini otomatik olarak yapmak maksadiyla yeni bir yontem Onerilmistir. Bu
yontemde, Yapay Ar1 Koloni (ABC) algoritmasina dayali de§isken genotip (genotype)
diisiincesi yeni bir algoritmaya (VABC) doniistiiriilmiistiir.

Cuevas vd. (Cuevas, Sencion-Echauri, Zaldivar, 2012) tarafindan yapilan
calismada ABC algoritmasindan tiiretilmis DisABC adi verilen ikili optimizasyon
algoritmasi1 gelistirilmistir. PSO ve DE tabanli muadilleriyle karsilastirildiginda

DisABC’nin ikili optimizasyon problemleri i¢in 1yi sonuclar verdigi gozlenmistir.

Karaboga, Cetinkaya (Karaboga, Cetinkaya, 2011) tarafindan yapilan ¢alismada

ABC algoritmas: giiriiltiiyli azaltmak icin uyarlamali FIR ve IIR tasariminda



kullanilmistir. ABC, PSO ve DE ile karsilastirilmis ve ABC yaklasiminin tasarimlarda

ve gliriiltiiniin iptal edilmesinde basarili oldugu goriilmiistiir.

Sonmez (Sonmez, 2011) tarafindan yapilan ¢alismada ABC algoritmasi ile bag
yapilarinin (truss structure) agirligini minimize etme onerilmistir. 200 den fazla bilesen
ve sabit geometrili bes bag yapisi 6rnegi ile ABC algoritmasmin literatiirdeki diger
optimizasyon algoritmalartyla karsilastirildiginda bag yapilar i¢in giiglii bir arama ve

optimizasyon teknigi oldugu gosterilmistir.

Karaboga, Akay (Karaboga, Akay, 2011) tarafindan yapilan ¢alismada kisith
optimizasyon problemleri i¢in degistirilmis ABC algoritmasi dnerilmis ve performansi
HM, SR, ISR, OPA, ASCHEA, SMES, GA, DE, PSO algoritmalar1 ile
karsilagtirilmistir.  ABC algoritmasinin ele alinan kisitli optimizasyon problemlerini

¢ozmek i¢in kullanilabilir oldugu sonucuna varilmistir.

Ziarati vd. (Ziarati, Akbari, Zeighami, 2011)’de arama kisitl proje cizelgeleme
problemi iizerinde ii¢ farkli ar1 koloni algoritmasi ¢alisilmis incelenen diger algoritmalar
ile karsilagtirlldiginda ar1 algoritmalarinin ele alinan problem igin etkili oldugu
bildirilmistir.

Samrat vd. (Samrat, SibaK, Ajith, 2011) tarafindan yapilan ¢alismada ABC
algoritmasi kullanilarak MOSFET kiiciik sinyali esdeger devre modelinin parametreleri
belirlenmis ve hesaplama zamami ve ¢6ziim kalitesi agisindan ABC ve PSO’nun
basarimi karsilastirilmistir. ABC algoritmasinin PSO’ya gore daha hizli yakinsadig
bildirilmistir.

Wang vd. (Wang, Chen, Tellambura, 2010) tarafindan yapilan g¢alismada
OFDM’de faz faktorlerinin en iyi kombinasyonunu aramak i¢in degistirilmis ABC
algoritmasi tabanli yeni bir yontem onerilmistir. ABC-PTS adi verilen yontem ile

hesaplama yiikiiniin azaltildig: bildirilmistir.

Xu, Duan (Xu, Duan, 2010) 'de algak irtifada ugagin gorsel hedef tanimasi igin
yeni bir sekil eslestirme yaklasimi tanimlanmistir. ABC algoritmasinin kullanildigi
yaklasimin GA’ya gore daha iyi sonug verdigi gosterilmistir.

S. and Sishaj (S., Sishaj, 2010) makalede, ABC algoritmasi ekonomik yiik

dagitim sorununu ¢dzmek i¢in kullanilmis ve ABC’nin karmagik olmayan gii¢ sistemi



dagitim problemlerinin ¢6ziimii i¢in umut verici bir yontem oldugu sonucuna

varilmistir.

Zhang vd. (Zhang ,Ouyang, Ning, 2010)’da popiilar olan veri analizi ve veri
madenciligi teknigi i¢in bir yaklasim sunulmustur. Bu c¢alismada ABC algoritmasi N
nesnesinin K kiimeye optimal kiimelenmesi amaciyla kullanilmistir. Bu algoritma ile
cok iyi bilinen gergek veri kiimeleri lizerinde popiiler olan algoritmalar (GA, SA, TS,
ACO) ve son zamanlarda onerilen K-NM-PSO ile karsilastirilma yapilmistir. Buna gore
ABC algoritmas1 ¢oziim kalitesi ve gerekli islem zamani agisindan diger algoritmalara

gore daha iyi oldugu gosterilmistir.

Karaboga, Ozturk (Karaboga, Ozturk, 2009) tarafindan yapilan ¢alismada; veri
kiimelerini siniflama amaciyla yapay sinir ag1 (YSA) egitiminde ABC kullanilmustir.
Veri kiimlerini siniflamak i¢in kullanilan diger algoritmalarla karsilastirilarak ABC’nin

YSA egitiminde etkin bir sekilde kullanilabilecegi bildirilmistir.

S.L, Yang (S.L, Yang, 2009) tarafindan yapilan ¢alismada sabit ters
elektromanyetik problemler icin  kiiresel ¢oziimlere ulasma araci olarak ABC
algoritmasi Onerilmis ve test edilmistir. Elde edilen sayisal sonuclara gore ABC

algoritmasinin MPM (matrix pencil method) yontemine rakip oldugu gdsterilmistir.

Alok (Alok, 2009) tarafindan yayimlanan ¢aligmada yaprak kisithh minimum
mesafeli aga¢ (leaf-constrained minimum spanning tree) problemi olan LCMST
problemi uygulama ile ABC algoritmas1 arasinda bir karsilagtirilma yapilmistir. Yeni
ABC vyaklagimi ile elde edilen sonuclarda kisa siirede daha kaliteli sonuglar elde

edilmistir.

Karaboga (Karaboga, 2009) tarafindan yaymlanan makalede; IIR sayisal siizgeg
tasarimi i¢in ABC algoritmasi kullanilarak yeni bir yontem tanimlanmis ve geleneksel
olarak kullanilan (LSQ-nonlin) ve PSO algoritmalar1 ile basarimi karsilastirilmistir.
Rapor edilen sonuglara gore yapay ar1 kolonisi IIR filtresi tasarimi i¢in alternatif bir

yaklasim oldugu belirlenmistir.

Kang vd. (Kang, Li, Xu, 2009) tarafindan yapay ar1 koloni algoritmasi (ABC)
ile yalin Nelder-Mead yontemi birlestirilmis ve ters analiz problemleri igin
uygulanmistir. Bu uygulama beton baraj sistemlerinin parametre tanimlamasinda

kullanilmistir. Onerilen bu karma yaklasimin basarimini gérmek icin iki 6rnek iizerinde
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standart ABC ile gercek kodlu GA karsilastirilmistir. Ele alinan problem igin gercek
kodlu GA’nin standart ABC’den daha iyi bagarim gosterdigi rapor edilmistir.

Karaboga ve Basturk (Karaboga ve Basturk, 2008) tarafindan yapilan ¢alismada
cok boyutlu matematiksel fonksiyon optimizasyonunda ABC algoritmasinin
performansini, Farksal Gelisim (DE), Pargacik Siirii Optimizasyonu (PSO) ve Evrimsel
algoritma (EA) ile karsilastinnlmistir. Karsilastirilma sonucunda ABC algoritmasinin

performansinin daha iyi oldugu sonucuna varilmastir.

1.2. Tez Calismas1 Kapsam

Yukarida kisaca ABC ile yapilan literatlir calismalar1 6zetlenmistir. Yapilan
Ozetten de anlagilacagi {lizere ABC algoritmasi dinamik sistemlerin bulanik
modellenmesinde heniiz kullanilmamistir. Bu tez g¢aligmasinda ABC algoritmasinin
dinamik sistem modelleme problemi icin bulanik model (ANFIS) elde etmek amaciyla
kullanim1 tizerinde c¢alisilmistir. Calismada ABC'nin basarimi bilinen diger asezgisel
aramam algoritmalari ile kiyaslanmistir. Bu ¢ercevede yapilan ¢alismalarin anlatildigi
bu tez kitabinin organizasyonu su sekildedir: ikinci boliimde bu ¢alismada kullanilan
rastgele arama tabanli evrimsel algoritmalar ( ABC, PSO, DE) tanimlanmis olup
calismanin ana konusu olan ABC’nin isleyisi 6rnek matematiksel bir fonksiyonun
optimizasyonu iizerinde detaylica anlatilmistir. Ugiincii boliimde kullanilan temel
bulanik model olmas1 sebebiyle ANFIS ve {izerinde ¢alisilan 6rnek dinamik sistemler
tanitilmistir. Dordiincti boliimde bulanik mantik tabanli dinamik sistem modelleme ve
bu modelin sezgisel optimizasyonu ii¢ farkli algoritma igin kiyaslamali olarak
irdelenmistir. Son boliimde elde edilen sonuglarin yorumu ve ileriye doniik

yapilabilecek ¢alismalar tizerinde durulmustur.



2. CALISMADA KULLANILAN SEZGISEL ARAMA ALGORITMALARI

Bu boliimde bal arilarinin dogada yiyecek kaynagi bulurken nasil bir yol
izledikleri detayli bir sekilde anlatilmis ve bu yapiyr modelleyen Yapay Ar1 Kolonisi
(ABC) algoritmasi anlatilmistir. Bunun yaninda c¢alismada karsilastirmalar igin

kullandigimiz iki 6nemli sezgisel arama algoritmalar1 hakkinda da bilgi verilmistir.
2.1. Yapay An Kolonisi Algoritmasi

2.1.1. Dogada arilar

Dogada bilinen en segici tiirlerden biri olan bal arilari, en iyiyi bulmak ig¢in
profesyonel bir arama siireci ger¢eklestirmektedirler. Bu arama siirecinde kovandaki her
arinin  yiyecek kaynaklarini aramasi, diger arilarla iletisim, nektarlarin kovana
getirilmesi gibi kendine ait gorevleri vardir. Bu gorevlere gére kovanda ii¢ gesit ar1

bulunmaktadir. Bunlar kralige ar1, erkek ve is¢i arilardir (Akay,2009).

2.2.2. Arilarin yiyecek bulma davranisi ve salinim dansi

Arilarin yasama devam edebilmeleri i¢in en 6nemli etken yiyecek kaynaklaridir.
Yiyecek kaynaklarina kovan etrafindaki nektar kaynaklar1 da denilebilir. Bal arilar1 bu
yiyecek kaynaklarina ulagmada ve bu kaynaklar1 kovana tasimada yuvaya yakinlik,
zenginlik, enerji gibi. etkenler ¢ok etkilidir. Bal arilar1 en az enerjiyle en kisa zamanda
yiyecek kaynaklarini kovana tagimay1 hedeflemektedirler. Ciinkii bir nektar kaynaginin
niteligini, nektar kaynagindan getirilen nektarin harcanan enerjiye orani belirler. Ayrica
kaynaklardan yiyecek getiren arilarin diger arilar1 bu kaynaklara yonlendirmek igin
kaynagin konum bilgisini diger arilara iletmesi gerekir. Konumla ilgili bilgiyi alan ar1
bu hedefe ulagmak icin gilines 1s18indan faydalanir. Arlar yoriingeleri ile giines
arasindaki aciy1 hesaplayabilmektedirler. Enerji tliketimine gore uzaklik belirleyen
arilar, yiiklerine gore farkli yiikseklikte wucgarak enerjilerini ayarlamaktadirlar

(Akay,2009).

Tereshko, ar1 kolonisinin yiyecek arama davranigini reaksiyon difiizyon
denklemlerine dayali bir modelle tanimlamis ve kovanda yiyecek arama davraniginda
rol alan haberlesmenin nasil gergeklestigini incelemistir (Tereshko,2005). Tereshko’nun

reaktif diflizyon denklemlerine dayali olarak Onerdigi siirii zekasinin ortaya ¢ikmasini



saglayan minimal yiyecek arama modelinde ii¢ temel bilesen vardir. Bunlar; Yiyecek
kaynaklari, gorevi belirli is¢i arillar ve gorevi belirsiz is¢i arilar (Kasif ve gozcii
arillar)dir (Tereshko ve Loengarov, 2005). Bu model iki modda caligmaktadir. Bir
yiyecek kaynagina yonelme ve kaynagi birakma (Tereshko ve Loengarov, 2000). Akay
calismasinda bu 6geleri asagidaki gibi agiklamistir (Akay, 2009).

Yiyecek kaynaklari: Arilarin yiyecek aramak igin gittigi kaynaklardir. Bir
yiyecek kaynagiin degeri, kaynagin ¢esidi, yuvaya olan uzakligi, nektar miktar1 veya
nektarin ¢ikarilmasiin kolayligir gibi bir¢ok faktére bagli olmasina ragmen basitlik

acisindan sadece kaynagin zenginligi tek bir kriter olarak alinabilir.

Gorevi belirli isci arilar: Bu is¢i arilar daha 6nceden belirlenmis kaynaklardan
toplanan yiyecegin kovana getirilmesi isi ile gérevlendirilmislerdir. Bir diger gorevi ise
gittikleri kaynagin konum ve kalite bilgilerini kovandaki diger arilarla dans ederek

paylasmaktir.

Gorevi belirli olmayan is¢i arilar: Bu arilar nektar toplanabilecek kaynaklar
arama egilimindedirler. Gorevi belli olmayan iki ¢esit is¢i ar1 vardir. Bunlar rastgele
kaynak arayan kasif arilar, kovanda bekleyen ve gorevli arilan izleyerek bu arilar

tarafindan gelen bilgiye gore yeni kaynaklara yonelen gozcii arilardir.

Arilar arasinda bilgi paylasimi kolektif bilginin olusumunda en 6nemli husustur.
Bir kovan goz 6niine alindiginda, tiim kovanlarda ortak olan bazi bdliimlere ayirmak
miimkiindiir ve bu bolimlerden en 6nemlisi ise dans alamidir. Yiyecek kaynaginin
kalitesi ve yeri ilgili bilgi paylasimi dans alaninda olmaktadir. Bir ar1 dans ederken
diger arilarda ona antenleri ile dokunur ve buldugu kaynagin tad1 ve kokusu ile ilgili
bilgi alirlar. Ziyaret ettikleri kaynaga daha fazla ar1 yonlendirebilmek i¢in kovandaki
cesitli alanlarda bu dans1 gerceklestirir ve kaynaga geri doner (Akay,2009).

Sato ve Hagiwara, arillarin davraniglarina dayanan bee system olarak
adlandirdiklart GA gelistirmislerdir (Sato,Hagiwara, 1997). Bu modele gore bir ar1
yiyecek kaynagi ile ilgili bilgiyi bir dans aracigiyla calistigi arilara iletmektedir. Grup
zekasiin en giizel drneklerinden birini sergileyen bal arilari, en iyiye an az enerjiyi sarf

ederek ulagsmay1 amacglamaktadirlar. Hedeflerine ulasabilmek i¢in tiim arilar ortak karar



vermektedirler. Bu karar verme siirecinde en 6nemli etken ar1 dansi denilen salinim
dansidir. Bu dansta kaynagin kovana uzakligi, dogrultusu, zenginligi gibi gerekli her
tiirlii bilgi gizlidir. Bu dans bilginin niteligine gore degismektedir. Ornegin “daire
dans1” kaynagin kovana 15 metreden daha yakin mesafede oldugunu gosteriyor. Arilar
25-100 metre arasindaki besin kaynaklar1 i¢in de “sallanma dansi”ni, kovana 100
metreden daha uzak kaynaklar i¢inse kaynagin uzakligini, koordinatlarint ve niteligini

bildiren “kuyruk dans1” ile birbiriyle iletisim kurmaktadirlar ( Griiter ve Farina, 2009).

Tiim zengin kaynaklarla ilgili bilgiler dans alaninda gozcii arilara iletildiginden,
gozcii arilar birkac dansi izledikten sonra hangisini tercih edecegine karar verir. Zengin
kaynaklarla ilgili daha fazla bilgi aktarimi1 oldugundan bu kaynaklarin secilme olasilig
daha fazladir (Akay,2009).

Yiyecek arayicilarin davranislart Sekil 2.1°de 6zetlenmistir. Bu davranislarin
sekil tizerinde agiklamalarin1 Akay soyle yapmistir: A ve B bulunmus kaynaklar olarak
varsayllmistir. Baglangicta gorevi belli olmayan ve kaynak bilgisinden yoksun ari
kaynak aramaya baslayacaktir. Bu ar1 i¢in iki durum mevcuttur: Ilki; S ile gosterilen
kasif ar1 olabilir ve yiyecek aramaya baslayabilir Ikincisi; Dans eden arilar izleyerek

tarif edilen kaynaklara giden R ile gosterilen bir gozcii ar1 olabilir.

Kaynaklara giden arilar bulduklari kaynaklardan nektar getirmeye baglarlar.
Boylece bu arilar gorevli bir ar1 haline gelmislerdir. Nektar1 kovana getiren ar1 igin

bundan sonra ii¢ se¢enek vardir (Tokmak, 2011):

1) Bilgi paylasiminda bulunmadan kaynaktan nektar getirmeye devam edebilir.

Bu ar1 EF2 ile gosterilmistir.

1) Kaynaga donmeden once dans ederek nektar kaynaginin yeri ve miktari
hakkinda diger arilara bilgi paylasiminda bulunarak diger arilar1 bu kaynaga

yonlendirebilir. Bu ar1 EF1 ile gosterilmistir.

1i1) Kaynagi terk ederek dans alaninda gozcii ar1 olabilir. Bu a1 UF ile

gosterilmistir.
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Sekil 2. 1. Arlarm yiyecek arama davramsi(Akay,2009)

2.2. Yapay Ar1 Kolonisi (ABC) ve Temel Adimlar:

Dogadan esinlenen algoritmalarin siirii zekas1 yaklasimlari, boceklerin i¢giidiisel
problem ¢6zme becerilerini kullanan etkili metasezgisel yontemlerdir. Bu yontemlerin
icinde bal arillarinin yiyecek arama davranisini modelleyen Yapay Ari Kolonisi
algoritmasi1 giincel bir metasezgisel algoritmadir. Karaboga, arilarin yiyecek arama
davranigini  modelleyerek Yapay Ari Kolonisi (Artificial Bee Colony, ABC)
algoritmasini gelistirmistir (Karaboga,2005).

ABC optimizasyon algoritmasi en fazla nektara sahip kaynagin yerini bulmaya
calisarak uzaydaki c¢oziimlerden problemin ¢oziimiini bulmaya caligmaktadir

(Akay,2009). ABC algoritmasinin temel adimlari asagidaki gibi 6zetlenebilir:
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1:Baslangi¢ yiyecek kaynagi bolgelerinin iiretilmesi
2: Tekrarla ¢evrim sayisi=maksimum nesil sayis1 oluncaya degin.
3:1s¢i arilarin yiyecek kaynagi bdlgelerine gonderilmesi

4:Olasiliksal seleksiyonda kullanilacak olasilik degerlerinin gorevli arilardan
gelen bilgiye gore hesaplanmasi

5: Gozcii arilarin olasilik degerlerine gore yiyecek kaynagi bolgesi segmeleri
6:Kaynag1 Birakma kriteri: Limit ve Kasif Ar1 tiretimi
7:Git2

2.2.1.Baslangic yiyecek kaynagi bolgelerinin iiretilmesi

Algoritma E.2.1 ile rasgele yiyecek kaynaklari iiretmekle baglar.

X (E.2.1)

ij=X"" 4 rand (0,1)*(X M- XM

E.2.1’de i=1...... SN , SN: Yiyecek kaynagi sayisi, J=I...... D, D: optimize

x™

max . :
j Xj

™. j. parametrenin alt sinir, f : ).

edilecek parametre sayisin1 gostermektedir.

parametrenin {ist sinir degerini gostermektedir.

Algoritma baslangicinda her kaynaga ait gelistirilememe sayaci failure(i)
sifirlanmaktadir. Maksimum cevrim sayist (MCN) veya tanimlanmig bir durdurma
kriteri, algoritmanin durdurma kriteri olarak kullanilabilir (Karaboga, 2008; Akay,
2009).

2.2.2.1s¢i arlarin yiyecek kaynag bélgelerine gonderilmesi

Her bir kaynagin bir gorevli aris1 vardir. Dolayisiyla yiyecek kaynaklarinin
sayis1 gorevli arilarin sayisina esittir. Isci ar1 calistign yiyecek kaynagi komsulugunda
yeni bir yiyecek kaynagi belirler ve bunun kalitesini degerlendirir. Bulunan yeni kaynak
eskisinden daha iyi ise bunu hafizaya alir. Bu davranis E.2.2°deki denklemde verilmistir
(Akay, 2009).

Vij = xij + 05 % (xij — xij) (E.2.2)
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Esitlik ile x; gosterilen her bir yiyecek kaynagi i¢in [1,D] simirlar1 dikkate
alinarak rasgele secilen j parametresinin degistirilmesi ile yeni Vi kaynagi bulunur. Bu
islem yine rasgele secilen Xj komsu ¢oziimiinin ( K € {1,2...SN} , j parametresinin
farki alinarak [-1,1] aralifinda rasgele segilen 0 sayisi ile agirlandirildiktan sonra
mevcut kaynagm j parametresine eklenmekle gergeklenir (Akay,2009). E.2.2°deki x;;
ile x;; arasinda farkla yeni aday ¢0ziim iiretilir. V;; belirlenen parametre sinirlari igine
E.2.3 ile ¢ekilir.

i
v = vl-j,xjmi" < vy <x (E.2.3)

max max
X] 'vij > x]

min
'vij < X]

Sinirlar dahilinde iiretilen yeni v; aday ¢dziimiin uygunlugu hesaplanarak bir
uygunluk degeri atanmaktadir. Bunun iginde E.2.4 kullanilir. Burada f;, v; kaynaginin

yani ¢Oziimiin maliyet degeridir. Bulunan uygunluk degerine gore ag¢ gozli (greedy)

secme islemi uygulanarak yeni aday ¢6zlimiin siiriiye katilip katilmayacagi belirlenir.

1 £20
fitness; =4 1tfi P (E.2.4)

1+abs(f;) fi<0

Bulunan vi ¢6ziimiiniin uygunluk degeri mevcut Xi ¢oziiminiin uygunluk
degerinden daha nitelikli ise eski kaynak bilgilerinden vazgecerek hafizasina yeni vi
¢oziimii siirtiye katilir ve onun igin gelistirememe sayaci (failure(i)) sifirlanir. Eger
bulunan ¢6ziim eskisinden daha nitelikli degilse eski kaynagina doniiliir ve

gelistirememe sayacini bir artirilir (Akay,2009).

2.2.3.Gozcii arilarim seleksiyonda kullanacaklar1 olasihk degerlerinin

hesaplanmasi

Tiim gorevli arilar bulduklar1 kaynakla ilgili bilgiyi gozcii arilarla paylasirlar.
Gozcii ar1 ise aldigr bilgiler dogrultusunda nektar kaynaginin miktar ile iligkili olarak
bir kaynak secer. Algoritmanin bu noktasinda uygunluk degerlerine bagli olan se¢im

islemi rulet carki kullanilarak yapilir. Bir kaynagin uygunluk degerinin, diger tiim
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kaynaklarin uygunluk degeri toplamina (E.2.5) i. kaynaginin orani olasilik degeri olarak
belirlenmistir (Akay, 2009).

p; = fitness;/ YiL, fitness; (E.2.5)

2.2.4.Gozcii arilarim yiyecek kaynagi bolgesi Secmeleri

Her bir kaynak i¢in [0,1] araliginda rastgele bir say: iiretilerek bu say1 ile p;
karsilagtirilir. Bu karsilastirilmada p; degeri liretilen sayidan biiyiik ise yeni ¢oziim
tretilir ve kalitesi hesaplanir. A¢gozlii se¢imde segilebilen yeni ¢oziim i¢in ¢dziim
gelistirememe sayaci failure sifirlanir. Aksi durumda gozcili ariin failure sayaci

bir artirilir.

2.2.5. Kaynagi birakma Kriteri: Limit ve kasif ar iiretimi

Bir ¢evrim sonucunda tiim ig¢i Ve gozci arilar arama siireglerini tamamladiktan
sonra kaynagin bitip bitmedigini “failure” adi verilen ¢oziim gelistirememe sayaci
belirler. Bir kaynak icin ¢6zlim gelistirememe sayaci belli bir esik degerinin iistiindeyse,
bu kaynak tiikenmis anlamina gelir ve is¢i armmin kendine yeni bir kaynak aramasi
gerekmektedir. Kaynagin tiikendigini belirleyen esik degeri ABC algoritmasi i¢in en

onemli parametresidir ve “limit” olarak adlandirilmaktadir (Akay,2009).

ABC algoritmasmin kontrol parametreleri ile ilgili literatiirde tavsiye edilen
degerler su sekildedir: Koloni biiytlikliigii icin genellikle 20-50 aras1 bir deger, limit i¢in
ise parametre sayist (D) ve koloni biiyiikliigii’'niin (SN) carpimi1 (SN*D) civarinda bir
deger onerilmektedir (Karaboga, 2011).

2.2.6. ABC algoritmasi ile fonksiyon optimizasyon érnegi

ABC algoritmasinin ¢aligmasini anlamak ve basarisim test edebilmek igin
matematiksel ifadesi E.2.6’da verilen Sekil 1'den de goriilecegi ilizere birkag yerel
maksimumu ve minimumu bulunan “peaks” fonksiyonu flizerinde ¢aligilmis,

algoritmaya kiiresel minimum buldurulmustur.
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2 2 2.2 2.2 E.2.6
y= 3(1_ Xl )Ze—(x1 —(x,+1) ) _10(% _ X13 _ XZSje(xl Xy ) _%e((xlﬂ) X, ) ( )

ABC ile yapilan fonksiyon optimizasyonu blok yapist Sekil 2.2°de verilmistir. Blok
yapidan da goriilecegi lizere ABC fonksiyon igin uygun girisleri belirlemektedir. Bu
calismada fonksiyonun kiiresel minimumunu bulmak hedeflenmistir. Bu bakimdan
ABC’nin bireyleri fonksiyonun aday girisleridir. Algoritma isletilirken ABC her nesilde
tiim bireylerini fonksiyona gonderip fonksiyon ¢ikisi hesaplanarak bireylerin uygunluk
degerleri belirlenir. ABC’nin isleyisi sirasinda her birey uygunluk degerleri baz alinarak
her nesilde gelistirilmis olur. Sonugta bireyler fonksiyonun global minimumunu
verdirecek giris degerlerine dogru siiriiklenirler. EK-1'de bu uygulamada kullanilan

yazilim kodlar1 verilmistir.

v W
1
> fonksiyon Y -
Xy Y
[ "
1
| ABC fitness |
! 1
I
N fi )

Sekil 2. 2. ABC ile fonksiyon optimizasyonu blok yapisi
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Sekil 2. 3. “Peaks” fonksiyonun tanimladig1 yiizey

ABC algoritmas1 kullanilarak yapilan fonksiyon optimizasyonununda; koloni
biytikligi 50, makimum g¢evrim sayist 100, limit 30 alinmistir. Matematiksel ifadenin
ABC algoritmasinda kullanilan ari; = [x4; X,;] birey yapisim1 gostermektedir. Buna
gdre matematiksel fonksiyon i¢in elde edilen her uygunluk degeri f; = y(xq;,X5;)
seklinde ifade edilmektedir. Algoritma 100 kez ayr1 ayn g¢alistirildiginda buldugu
¢ozlimlerin ortalamasmin x1=0.2284 , X,=-1.6253 oldugu gozlenmis ve bu giris
degerlerine karsilik fonksiyonun y=-6,5511 sonucunu iirettigi belirlenmistir. Bu deger
Sekil 2. 3’den de anlasilacagi iizere fonkiyon yiizeyindeki kiiresel minimumdur.

Sekil 2.3'de algoritmanin ¢aligmasinin muhtelif adimlarinda arilarin ilgili uzaydaki
pozisyonlar1 goriilmektedir. Sekilden arilarin baglangicta uzayda rasgele dagilmis
olmalarina ragmen en son algortima adiminda kiiresel minimuma ¢ok yakin civarda

toplandiklar1 gortilmektedir.



1.nesil 25.nesil
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a
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1 s
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[m}
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) @)
5 N o 2 N
a o o R
35 2 B} o 3 33 2 1 0
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3 3
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f/\\ix 3 ] \/\ < }
1 . —— =
Val o > ———
]
or oF p
ERS e 4k T

Sekil 2. 4. Algoritmanin gesitli nesil sayilarinda arilarm arama uzay1 konumlari

2.2.7.ABC algoritmasi ile PID denetleyici parametre optimizasyonu érnegi

Bu kisimda ABC algoritmasi kullanilarak dogru akim (DA) motoru hiz kontrolii
icin PID parametrelerinin (K,, Kq ve K;) optimizasyonu gerceklestirilmistir. Sekil 2.5 ‘te
optimizasyon igin kullanilan blok model yapis1 goriilmektedir. Modelde kullanilan ¢ :

Sistemin mevcut K,,,K,, K; parametre icin verilmistir. K,,K;,K; en uygun degeri

bulabilmek igin

_1yN 2
fi = 2i=16i

esitligi kullanilir.
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Wset

DA motoru w

- - - —

tf: Sistemin meveut K, , K, Ky

parametreleri t=0 - t=tf

k=1 - k=N

Sekil 2. 5. ABC ile PID denetleg parametre optimizasyonu blok yapist

Uygulamada kullanilan DA motorun modeli Sekil 2.4’de, motora ait parametreler ise

Cizelge 2.1°de verilmistir.

V(s)

4@_,

K

1(s)

Ls + R

Vi(s)

Js +b

K

A

Sekil 2. 6. DA motor modeli 6bek semas1 (Babuska,1999)

Cizelge 2. 1. DA motoru parametreleri

p 93.3 kW Hiz 1150 devir/dk
V, |210V R, 0.0125Q

L, 1.2 mH B 1.89 Nm/rad/s
J 2.83 kg.m? Ko, Kg 1.78
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ABC algoritmasi ile yapilan optimizasyonda; koloni biiyiikligi 20, maksimum

¢evrim sayisi 100, limit degeri 15 olarak alinmistir. (limit=cicek s*parametre sayisi)

PID parametrelerinin optimizasyonu igin sezgisel algoritmalarinin bireyleri
uygunluk degeri (E.2.7)’de verilen ortalama karesel hata (mse) 6l¢iitii kullanilmustir.
Esitlikte N bireylerin belirledigi degerlerle isleyen PID denetle¢ denetimi altinda sayisal
sistem ¢Oziimiinde kullanilan toplam adim sayisini, axer motor agisal hiz Onayar (set)
degeri, @, ise sistem ¢oziimiinde elde edilen agisal hiz degerini ve k Ornekleme

indeksini gostermektedir.
1Y )
fi=y 2@ (0 -0, (K) €28
k=L

PID parametrelerinin sinir degerleri (E.2.8)’de verildigi bicimde kullanilmistir.

0<K, <10, 0<K;<3, 0<K;<10 (E.2.9)

Algoritma MATLAB programlama dilinde kodlanarak Intel(R) Core(TM) i7, Q 740
@ 1.73 GHz CPU, 6 GB RAM donanimli, 64 bit isletim sistemine sahip bir diz istii
bilgisayarda caligtirilmistir.

ABC algoritmasinin basarimini 6l¢ebilmek i¢in algoritma 100 defa ¢alistirilmis, her
calistirma sonucu bulunan PID parametrelerinin ortalama degerlerinin sirasiyla
Kp=9.6366, Kd= 0.1194, Ki =9.7851 oldugu bulunmustur. Sekil 2.5'de 100 ayn
caligma sonunda bulunan parametreler ve 6l¢iit degerleri verilmistir. Goriilecegi tizere
algoritma %95 oraninda hep ayni parametre degerlerini ¢6ziim olarak isaret etmistir.
(Karakuzu vd., 2012)’de ayn1 problem igin ABC’nin basarimi GA, TACO, PSO ve DE
ile karsilastirilmali olarak incelenmis olup, ABC’nin en anlamli rakiplerinin PSO ve DE
oldugu bildirilmistir. Bu ¢calismanin sonraki kisimlarinda ABC’nin kiyaslamali bagarimi

PSO ve DE algoritmalar1 kullanilmistir.
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3
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Sekil 2. 7. ABC algoritmasinin 100 kez kosturulmasi sonucu bulunan sonuglar

2.4. Pargacik Siirii Optimizasyonu (PSO, Partical Swarm Optimization)

PSO 1995 yilinda J.Kennedy ve R.C.Eberhart tarafindan kus siiriilerinin
davraniglarindan esinlenilerek gelistirilmis populasyon tabanli sezgisel optimizasyon
teknigidir (Kennedy and Eberhart, 1995). Algoritma, rasgele atanmis bireylerinin
(pargacik) ilgili arama wuzaymda kendilerinin ve siiriideki tiim pargaciklarin
deneyimlerine dayali olarak konumlarini her nesilde gilincelleyerek optimum sonucu

bulmaya caligmaktadir. Algoritma temel olarak asagidaki islem basamaklarindan olusur;

1. Rasgele iiretilen baslangi¢ par¢aciklari ile baslangi¢ siiriisii olusturulur.
2. Siirii igerisindeki tiim pargaciklarin uygunluk degerleri hesaplanir.
3. Her bir par¢acik i¢cin mevcut nesilde yerel en iyi par¢acik (pbest) bulunur.
4. Mevcut nesile kadar bulunan yerel eniyiler icerisinden kiiresel en iyi parcacik
(gbest) belirlenir.
5. Pargacik hizlar: ve parcaciklar giincellenir.

6. Durdurma kriteri saglanincaya kadar 2,3,4,5 adimlar tekrar edilir.
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Bu ¢alismada pargacik hizlarinin giincellenmesi i¢in algoritmanin yalin hallerinden biri
olan E.2.10’da verilen yontem (Clerc and Kenndy, 2002) ve gelistirilmis sekli olan
E.2.11'de ( Cavuslu vd.,2012) verilen yontem kullanilmastir.

Vi (n) = §|_Vi (n _1) + Clrl(pi,lbest - pi (n))+ CZrZ(pgbest - pi (n))J (E210)

Vi (1) = £V, (N=1) + (P, oese — B (M))+ Coly (Pypese — (M)} + @A) (E.2.11)

2.5. Farksal Gelisim (DE, Differantiol Evalution) :

Farksal Gelisim algoritmas1 Price ve Storn tarafindan 1995 yilinda gelistirilmis,
ozellikle stirekli verilerin s6z konusu oldugu problemlerde etkin sonuglar verebilen,
isleyis ve operatorleri itibariyle genetik algoritmaya dayanan popiilasyon temelli
sezgisel bir optimizasyon teknigidir (Price, 1996). Temel olarak, DE algoritmasi
poplilasyon igerisinden rastgele secilen iki bireyin agirlik farkinin {igiincii bir bireye

eklenmesi mantigina dayanmaktadir.

DE algoritmas1 3 6nemli parametreye sahiptir: skala faktorii (SF), ¢aprazlama
olasilik sabiti (CR) ve popiilasyon boyu (PS). Bir popiilasyon PS kadar bireyi igerir.
Skala faktorii (SF) gaprazlama olasilik sabitine (CR) gore daha hassastir (Price,1997).
DE algoritmasinin basinda PS optimizasyon parametrelerine gore belirlenir ve
optimizasyon siirecinde degistirilmez. Normal sartlarda popiilasyon boyu (PS)
optimizasyon parametre sayisinin 5-10 kati olarak secilir. Baslangi¢ popiilasyonu
rastgele secilir. DE algoritmas1 3 temel operatdre sahiptir: mutasyon, caprazlama ve
secim (Price,1999). Mutasyon ve gaprazlama operatorleri yeni bireyler iiretir ve se¢im
operatorii ile uygun olanlar belirlenir, bu sekilde popiilasyonda stirekli en 1yi bireylerin

bulunmasi saglanir.

Bu c¢alisma kapsaminda pratikte en sik kullanilan DE stratejisi olan rastgele, en iyi
bireyler / 1 fark vektorii / binom caprazlamasi olarak kisaca adlandirilan strateji

kullanilmistir. De’nin isleyisi E.2.12 ve E.2.13 ile 6zetlenebilir.

Vigu =Xig T SF(Xb,g —Xig )"‘ SF(Xr1,g —Xig ) (E.2.12)

Vg if F<CR
Uiy :{ b9+t (E.2.13)

Xig »if r>CR
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Bu denklemlerde r,r,,r; €[1,PS] rastgele iretilen katsayilardir. X,, popiilasyon
igerisindeki en iyi uygunluk degerine sahip bireyi, v; , mutasyona ugramis bireyi, U;

deneme bireylerini gostermektedir. Rastgele katsayilar birbirinden farkli olmak
zorundadir. Skala faktorii (SF) sabit bir degerdir ve 0 <SF <2 olarak degisir. Skala

faktorli rastgele segilen bireylerin fark vektdrlerinin agirliklandirilmasinda kullanilir.
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3. KULLANILAN DINAMIK SISTEMLER, BULANIK SISTEM VE SEZGISEL

OGRENME YONTEMLERI

Bu boliimde tez ¢aligmasinda ABC algoritmasinin bulanik sistem modellemede
basarimini incelemek ic¢in kullanilan 6rnek dinamik sistemler, bulanik ¢ikarim sistemi

ve sezgisel algoritmalar kisaca tanitilmistir.

3.1. Ornek Dinamik Sistemler

Bu calismada ABC algoritmasinin bulanik sistem modellemede basarimini
incelemek amacl kullanilmak iizere Cizelge 3.1°de verilen ve literatiirde sikca

kullanilan dinamik sistemler kullanilmistir.

Cizelge 3. 1’de uygulamada kullanilacak olan 6rnek dinamik sistemler ve bu
sistemlerin girislerinde kullanilan u(k) dizileri verilmistir. Uygulamada 6rnek dinamik
sistemler modellenirken Sekil 3.1°de verilen ANFIS yapisi kullanilmistir. Her bir rnek
dinamik sistem i¢cin ANFIS yapist olusturulurken Cizelge 3. 2’de tanimlanan ANFIS
dikkate alinmistir. Her bir sistemin girisleri belirlendikten sonra, her girise ait 2’ser adet

“Gauss” iiyelik fonksiyonu (UF) ve kural sayilar1 tanimlanmustir.

Ormnek dinamik sistemlerin modellenmesi asamasinda dncelikle egitim veri seti
hazirlanmis ve kullanmilmistir. Egitim seti kullanilarak sezgisel algoritmalarin
kosturulmas1 elde edilen sonuglar kaydedilmistir. Tim sistemler icin egitim
tamamlandiktan sonra egitimlerin basarisin1 daha iyi test edebilmek icin, her bir egitilen
sistem egitim setindekinden farkli olarak rasgele olusturulan u(k) dizileri kullanilarak
ayr1 ayr1 test seti hazirlanmistir. Test setleri yardimiyla egitilen ANFIS sistem modelleri
test edilmistir. ODS sistemleri i¢in Sekil 3.1°de egitim fazinda kullanilan, Sekil 3. 2°de

test fazinda kullanilan girig dizileri (u(k)) verilmistir.
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Cizelge 3. 1. ABC, PSO ve DE 6grenmeli bulanik mantik tabanli dinamik sistem
tanima/modelleme i¢in literatiirden segilen 6rnek dinamik sistemler (ODS)

Ornek Dinamik Sistemler Egitim Seti Test Seti
k-1)-yk-2)-(y(k-1)+25 27K
y(k) = it ) ;( ) (yg )+ )+u(k), u(k) = cos—| u(k) =sin—
1+y (k- +y (k-2) 100 25
1
(Narendra,1990)
y(k) 3 27K 2
y(k+1) = —— —+u (k), (Narendra,1990) u(k) = cos—| u(k) = sin—
2 1+y~ (k) 100 25
-3y(k [11] [-11]
y(k +1) = y(k) +u(k)e vl , (Babuska,2012)
3 Araliginda Araliginda
rasgele rasgele
24+ y(K) u(k)? [-55] [55]
ylk+1) = y(k)-08 2 y(k =1) +0.5u(k), Araliginda Araliginda
4 1+u(k)
rasgele rasgele
(Oussar,1998) o o
genlikli genlikli
y(k) [-22] [-22]
y(k +1) = 0.5*(—2+(1+ u(k)uk)@—u(k))) Aralizind Araligind
1+y° (k) raliginda raliginda
5
(Sastry,1994) rasgele rasgele
genlikli genlikli
Cizelge 3. 2. Her bir ODS igin kullanilan ANFIS yapist
ODS - -
No Girisler Giris UF sayilari Kural sayisi Ayarlanacak
parametre sayisi (D)
1 u(k), y(k-2), y(k-1) 2,2,2 8 36
2| u(k), y(k), y(k-1) 2,2,2 8 36
3 u(k), y(k) 2,2 4 20
4 | uk), y(k), y(k-1) 2,2,2 8 36
5 u(k), y(k) 2,2 4 20
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Sekil 3. 1.0DS sistemleri igin sistem tanimanin egitim fazinda kullanilan giris (u(k)) dizileri: (a) ODS 1
ve 2 igin, (b) ODS 3 i¢in [-1 1] araliginda rasgele genlikli 10 6rnekleme periyotlu darbe (c) ODS 4 igin |-
5 5] araliginda rasgele genlikli ve rasgele drnekleme periyotlu darbe (d) ODS 5 igin [-2 2] araliginda
rasgele genlikli ve rasgele 6rnekleme periyotlu darbe



a)

u(k)

b)

u(k)
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©)

u(k)

Sekil 3. 2. ODS sistemleri icin sistem tanimanin test fazinda kullanilan giris (u(k)) dizileri: (a) ODS 1
ve 2 icin, (b) ODS 3 icin [-1 1] araliginda rasgele genlikli 10 6rnekleme periyotlu darbe (c) ODS 4 icin [-
5 5] araliginda rasgele genlikli ve rasgele drnekleme periyotlu darbe (d) ODS 5 igin [-2 2] araliginda
rasgele genlikli ve rasgele 6rnekleme periyotlu darbe

3.2. ANFIS Bulamik Cikarim Sistemi

Bulanik mantik; Kiime teorisine dayanan matematiksel bir disiplindir ve klasik
kiime gosteriminin genisletilmesidir. Bulanitk mantigin ve bu mantik kurallarmi
kullanan bulanik kiime teorisinin Lotfi A. Zadeh tarafindan gelistirilip 1965 tarihli
orijinal makalesinde (Zadeh,1965) yayinlanmasindan sonra belirsizlik igeren sistemlerin

incelenmesi yeni bir boyut kazanmastir.

Bulanik sistemler, bulanik kiime teorisi, bulanik if-then kurallar1 ve bulanik
mantifa dayali popiiler bir hesaplama yapisina sahiptir. Bulanik mantik ile sistem

modellemesinde; bulaniklastirma, kural ¢ikarma ve durulama olmak iizere ti¢ temel
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adim vardir. Bulaniklastirma asamasinda, girisler bulaniklastirilir. Yani sistem
girislerine uygun giris iiyelik fonksiyonlar1 belirlenir ve “if-then” kurallar1 kullanilarak
bulanik kiimelerinin digerleriyle iliskilendirilmesi saglanir. Durulama ile bulanik ¢ikis

degerlerinin kesin bir ¢ikis degerine dontistiiriilmesi saglanir (Senol, Yildirim, 2008).

Sistem modellemek ic¢in bulanik girisimli ¢esitli bulanik modeller vardir.
Bunlardan en ¢ok kullanilanlari; Mamdani, Sugeno ve Tsukamoto bulanik modelleridir.
Mamdani bulanik sistem modeli en basit model olup diger modellerin temelini
olusturmaktadir. Mamdani bulanik mantik modelinin bir uyarlamasi olan Sugeno

bulanik mantik modeli ilk kez 1985 yilinda kullanilmaya baslanmustir.

Bulanik sistemlerin etkinliginin artirilmasinda, uyarlama tekniginin katkisini
saglamaya yonelik gesitli yontemler gelistirilmistir. Bunlardan biri de 1993’de Jang
tarafindan gelistirilmistir (Jang,1993).

ANFIS Sugeno tipi bulanik sistemlerin yapisina sahip, her biri belli bir islevi

gerceklestirmek lizere tasarlanmis 5 Katmanli bir yapiya sahiptir.

Asagidaki Sekil 3.3’de iki giris, iki kural, tek ¢ikisli Sugeno Bulanik ¢ikarimina
esdeger ANFIS mimarisi goriilmektedir.
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Sekil 3. 3. iki girisli-tek ¢ikish birinci dereceden kural polinomlu ANFIS mimarisi

Bu sistemin parametreleri 1. katmandaki iiyelik fonksiyonlarinin ve 4. katmanda
imlenen kurallarin parametreleridir. Bu parametreler uygun degerlere getirildiginde
sistem istenen (X,y)—>z eslesmesini gergeklestirir. ANFIS ile ilgili detayli bilgi
(J.,Jang,1993)’den edinilebilir.
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ABC algoritmasinin bulanik sistemin egitim performansini dlgebilmek igin
yaygin olarak kullanilan PSO ve DE algoritmalarindan faydalanilmistir. Bu iki
algoritma ile ayni uygulamalar ve sonucunda karsilastirmalar yapilmis ve erisilen

bulgulara sonraki boliimlerde yer verilmistir.
3.3. Kullanilan Algoritmalar

Yapilan c¢alismada dinamik sistemleri ANFIS bulanik sistemi ile
tanima/modelleme icin egitim amaghh ABC algoritmasi kullanmilmistir. ABC
algoritmasinin bulanik sistem modellemedeki basarisini 6lgebilmek i¢cin PSO ve DE
algoritmalari karsilagtirma i¢in kullanilmistir. Uygulamada kullanilan ABC, PSO ve DE
algoritmalarin ozellikleri, yapisi ve parametre degerleri ile ilgili bilgiler asagida

verilmistir.

3.3.1. ABC algoritmasi

Calismada 6rnek dinamik sistemlerin tanima/modellemesi yapilirken sadece standart
ABC algoritmas1 kullanilmamistir. Uygulama i¢in standart ABC algoritmasi modifiye
edilerek iki adet gelistirilmis ABC algoritmasi (G-ABC-I, G-ABC-II) tanimlanmis ve
belirlenen dinamik sistem tanima problemleri iizerinde ti¢ farkli ABC algoritmasi ile

calisilmistir. Bu algoritmalarin kisaca tanimi asagida verilmistir:

e Standart ABC algoritmasi: ABC algoritmasi iizerinde herhangi bir degisiklik
yapilmamis halidir. Sistem tanima ve modelleme igin kullanilan standart ABC
icin yazilim kodlar1 EK-1'de verilmistir.

e Gelistirilmis ABC-I (G-ABC-1) : Standart ABC algoritmasinda bulunan 0 (teta)

degiskenin lineer bir sekilde azaltilmasi ile algoritmada bir degisiklik yapilmigtir. 0 :

[-1 1] araliginda diizglin dagilimli rasgele bir sayidir. Gelistirilmis ABC-I i¢in

gozcii ar1 atama islemleri E.3.1 ve E.3.2°da verildigi gibi tanimlanmustir.

Vij=xij + 0 % wy; (x5 — Xpj) (E.3.1)
W= —=xn+15 (E.3.2)

max
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Esitliklerde; Gj,qx : Maksimum nesil sayis1, n: Gegerli nesil sayisi

Vij - i.gozcii arimin j. boyuttaki degeri
Xij - iis¢i armn j. boyuttaki degeri
X K.isci arimin j. boyuttaki degeri

k: rasgele belirlenen komsu art indisi

e Gaelistirilmis ABC-I1 (G-ABC-II) : Standart ABC algoritmasinda bulunan 6’ya
kiiciik bir normal dagilimh rasgele sabitin eklenmesi ile algoritmada bir degisiklik
yapilmistir. Gelistirilmis ABC-II ‘de yapilan degisiklikler E.3.3 ve E.3.4’de

verilmigtir.
katsayi= A * rand[size(v)] (E.3.3)
Vi_V; + katsayi; (E.3.4)

Yukaridaki E.3.3’de “A” olarak goriilen eklenen kiiciik sabit, giris
egitim verilerinin 6z degerlerine gore asagidaki gibi (E.3.5) belirlenmistir:

1

X: giris veri kiimesi olmak itizere; lamda < =
max(eig (XX 7))

(E.3.5)

Sistem tanima/modelleme i¢in belirlenen ii¢ farklt ABC algoritmasi i¢in Cizelge
3.3’de verilen parametre degerleri kullanilmistir. Her bir algoritma siirii bliytikligi
degeri 40 alinmis ve 50 kez kosturulmustur. Algoritma ile optimize edilecek parametre

sayisi ise Cizelge 3. 2' nin en sagdaki siitununda verilen say1 kadardir.

Cizelge 3. 3. ABC parametreleri

Parametre Adi Parametre Degerleri
Koloni biiyiikliigii (N) 40

Max nesil sayisi 1000

Limit (N/2)*D*0.5

Algoritma kosma sayisi 50
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3.3.2. PSO

Dinamik sistem tanima problemleri lizerinde iki farkli PSO algoritmas: ile
calistlmistir. Calismada standart PSO algoritmasinin yaninda, modifiye edilerek
gelistirilmis PSO algoritmas1 (PSO-1) kullanilmistir. Bu algoritmalarin kisaca tanimi

asagida verilmistir.

e Standart PSO algoritmasi: PSO algoritmasinin {izerinde bir degisiklik
yapilmamis halidir.

e Gelistirilmis PSO-1 (PSO-I) : Standart PSO algoritmasinda bulunan pargacik
hiz1 degerine, daha 6nceden belirlenmis “Lamda” katsayisinin eklenmesiyle bir

degisiklige gidilmistir (Cavuslu vd., 2012).

Sistem tanima/modelleme i¢in belirlenen iki farkli PSO algoritmasi i¢in Cizelge

3. 4’de verilen parametre degerleri kullanilmastir.

Cizelge 3. 4. PSO parametreleri

Parametre Ady Parametre Degerleri
Siirii Biiytikliigii 40
Max nesil sayisi 1000
cl, c2 2.05
Algoritma kosma sayisi 50
3.3.3. DE

Calismada standart DE algoritmasi kullanilmistir. DE {izerinde hicbir degisiklik
yapilmamig basit halidir. Sistem tanima/modelleme icin belirlenen DE algoritmasi i¢in

Cizelge 3.5’de verilen parametre degerleri kullanilmistir.

Cizelge 3. 5. DE Parametreleri

Parametre Ady Parametre Degeri
Popiilasyon biiyiikliigii (NP) 40

Max nesil sayisi 1000
Caprazlama sabiti 0.4

Skala faktorii 0.3

Algoritma kosma sayisi 50
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3.4. Bireylerin Yapisi

Calismada dinamik sistem modelleme araci olarak Sekil 3.1°de verilen ANFIS
yapist kullanilmistir. Cizelge 3. 1°de verilen her bir ODS igin Cizelge 3. 2’de gériildiigii
gibi girisler, giris iiyelik fonksiyon sayilari, belirlenen {iyelik fonksiyonuna gore kural
ve parametre sayisi belirlenmistir. ANFIS bulanik mantik modellemesi yapilirken
sistemler durumuna goére belirlenen girisler i¢in ikiser adet Tlyelik fonksiyonu
tanimlanmis ve bunlara ait kural sayilar1 Cizelge 3. 2°de verilmistir. ANFIS bulanik
mantik modelinde sistemleri modelleyebilmek i¢in Sugeno yontemi ve Tlyelik
fonksiyonu olarak yaygin olarak kullanilan gauss fonksiyonu secilmistir. Buna gore
ANFIS optimizasyonu i¢in kullanilan bireylerin yapis1 asagidaki gibidir.

bi=[c11 12 €13 . 011 012 O13 ..P1 G111 ---- PR QR TR]

¢;j=1. Girigin j. UF’sinin merkezini;

oi;= 1. Girisin j.UF sinin standart sapmasin;

Pk qk Tk iSe K. kuralin sonug (kural) parametrelerini gostermektedir.

3.5.ABC ile ANFIS parametre optimizasyonu

[ : y (k)
ODS
e(k)

1
X fi=% Ze(kz)

7/ y(k)
%‘ ANKAs

psc |

)

Sekil 3. 4. ABC ile ANFIS optimizasyonu blok yapist

Sekil 3.4’de optimizasyon i¢in kullanilan blok model yapisi goriilmektedir.
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4. SEZGISEL ARAMA ALGORITMA TABANLI BULANIK SISTEM

OPTIMiZASYONU

Bu boliimde, ABC algoritmasi literatiirde ¢ok kullanilan PSO ve DE ile
kiyaslanarak ODS basarimi incelenmistir. Kiyaslama Boliim 3 Cizelge 3.1°de verilen
bes adet dinamik sistemin bulanik modellenmesi iizerine yapilmistir. Tiim deneylerde
kullanilan algoritmalarin popiilasyon biiylikliigli, maksimum nesil sayisi ve optimize
edilecek parametre sayist ayni kullamilmistir. ABC, PSO ve DE algoritmalarinda
kullanilan popiilasyon biiyiikliigii 40, max nesil sayist 1000 olarak alinmistir.

Algoritmalarla ilgili diger parametre degerleri Boliim 3.3’de verilmistir.

Cizelge 3.1’de verilen dinamik sistemler iizerinde ABC, PSO ve DE
algoritmalarin bagarim kiyaslamalar1 yapilmistir. ABC algoritmasi icin standart ABC,
G-ABC-I ve G-ABC-II olmak iizere ii¢, PSO algoritmasi i¢in standart PSO ve G-PSO-I
olmak tizere iki, DE i¢in ise sadece standart DE olmak {izere toplam 6 degisik sezgisel

algoritma kiyaslama amagli kullanilmustir.

Her algoritma, her bir dinamik sistem igin, rasgele olusturulmus baslangic
popiilasyonlari ile 50°ser kez ayr1 ayr1 kosturulmustur. Her bir algoritmanin 50’ser kez

kosmasi sonucu elde edilen sonuglar istatistiki olarak irdelenmistir.

Cizelge 3.1’de verilen 6rnek dinamik sistemler sirasiyla ABC, PSO ve DE
algoritmalar1 kullanilarak ANFIS ile modellenmis ve her bir sisteme igin elde edilen
model sonuglar1 en iyi, en koti, baslangi¢ durum ve son durum seklinde kategorize
edilerek asagidaki alt boliimlerde grafiksel olarak verilmistir. Verilen sekillerde mavi
diiz ¢izgi ile verilenler istenen sonucu, kirmizi kesikli ¢izgiyle verilen ise elde edilen

sonucu gostermektedir.
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4.1. ODS 1 ‘in Tanmmmasi/Modellenmesi

4.1.1.0DS 1 icin egitim asamasi ve sonuclari

ODS 1 igin Sekil 3.2 (a)’da verilen u(k) kullanilarak olusturulan egitim seti
dizileri kullanilarak kosturulan ABC, PSO ve DE algoritmalarinin basarim sonuglari
sirasiyla asagida verilmistir. Bu uygulama sonucunda Sekil 4.1 ve Sekil 4.2°de ABC,
PSO ve DE 6grenmeli ANFIS ile ODS 1 egitim faz1 igin en iyi birey ile elde edilen en

Iyi ve en kotii birey ile elde edilen en kotii sonug grafikleri verilmistir.

Bu grafikler detayli bir sekilde incelendiginde tiim algoritmalarm ODS1’in
egitim setine gore birbirlerine yakin sonuglar elde ettikleri goriilmiistiir. Sekil 4.3 ve
Sekil 4.4’de Standart ABC, G-ABC-I, G-ABC-Il, Standart PSO, G-PSO-I ve Standart
DE’nin ODS 1 i¢in bulanik modelleme egitim fazinda UF’lerin baslangi¢ ve son durum
grafikleri verilmistir. Bu sekillerde verilen grafikler ile her bir algoritmanin tyelik
fonksiyonlarini tizerinde degisimler goriilebilir. Sekillerde birinci siitunda verilen
grafikler 1. Girise, 2.siitun da verilenler 2.girise, 3.siitunda verilenler ise 3. girise ait

UF’lerin ilk ve son durumunu gostermektedir.
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Sekil 4. 1. ABC 6grenmeli ANFIS ile ODS 1 igin egitim fazi sistem tanima sonuglari.
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Sekil 4. 2. PSO ve DE 6grenmeli ANFIS ile ODS 1 igin egitim faz1 sistem tanima sonuglari.
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Sekil 4. 3. ABC 6grenmeli ANFIS ile ODS 1’in bulamk modelleme egitim fazinda UF’lerin baslangic
ve son durumlart.
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Sekil 4. 4. PSO ve DE 6grenmeli ANFIS ile ODS 1’in bulanik modelleme egitim fazinda UF’lerin

baglangi¢ ve son durumlari.
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ODS 1’in ANFIS ile modellenmesi icin Standart ABC, G-ABC-I, G-ABC-II,
Standart PSO, G-PSO-I ve Standart DE ile ayr1 ayr1 kosturulmasi sonucunda elde edilen
1yl Olciit degerine sahip kosmanin en iyi bireyi ile elde edilen modelleme sonuglari
kiyaslanmustir. Sekil 4.5’de Standart ABC, G-ABC-1, G-ABC-II, Standart PSO, G-PSO-

| ve Standart DE i¢in elde edilen en iyilerin karsilagtirilmasi verilmistir.

Sekil 4.5°de algoritmalarin ODS 1 icin elde ettikleri performansi inceleyebilmek
icin grafik iizerinde kirilma noktas1 biiyiitiilmiis ve daha detayli bir inceleme
yapilabilmistir. Buna gore DE, ABC ve G-ABC-I istenene yakin sonuglar elde ederken;
PSO ve G-PSO-I’ de ise basarimin kotli oldugu goriilmektedir.

y(K)
n

1 ﬂ‘ || m—— Istenen
I ABC
G-ABC-l
G-ABC-lI
DE

PSO
G-PSO-I

o 10 20 30 40 50 60 70 80 90 100
ornekleme indeksi

Sekil 4. 5. ABC, PSO ve DE 6grenmeli ANFIS ile ODS 1 igin elde edilen modellerin karsilagtiriimast

Sekil 4.5°de ABC, PSO ve DE 6grenmeli ANFIS ile ODS 1 i¢in elde edilen
modellerin karsilastirilmasi yapilirken isaretlenen alan i¢in asagida Cizelge 4.1°de hata

degerleri verilmistir.
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Cizelge 4. 1. ODS I’in isaretlenen alan igin elde edilen hata degeri

35 36 37 38 39 40 41 42 43

Istenen | -0,02252 |-0,65816 |-0,66551 | -0,30067 | -0,4835 |-0,58764 | -0,50024 | -0,50788 | -0,56924
ABC 0,051635 |-0,31709 | -0,6539 | -0,53067 | -0,43521 | -0,51036 | -0,56029 | -0,54162 | -0,55612
G-ABC-I | 0,151302 | -0,28871 | -0,70921 | -0,47976 | -0,30763 | -0,55293 | -0,56963 | -0,50092 | -0,55091

SABC10,272631 | -0,02129 | -0,19656 | -0,46216 | -0,80753 | -0,38607 | -0,43439 | -0,57542 | -0,51048

PSO 0,360377 |-0,09374 | -0,71584 | -0,57767 | -0,14839 | -0,47328 | -0,55709 | -0,43145 | -0,47118
G-PsO-I | 0,274718 | -0,1886 | -0,79729 | -0,54614 | -0,10219 | -0,50347 | -0,55958 | -0,40894 | -0,46725
DE 0,297082 |-0,1837 |-0,69998 | -0,53626 | -0,63985 | -0,39256 | -0,49544 | -0,56296 | -0,49088

ABC
G-ABC-l ||
G-ABC-II
DE

PSO
G-PSO-I

olgut

0 50 100 150 200 250 300 350 400 450 500
nesil no

Sekil 4. 6. ABC, PSO ve DE &grenmeli ANFIS ile ODS 1 modelleme egitim seyri

Sekilde verilen egitim seyri her bir algoritma igin ayr1 ayr1 50’ser kogsmanin(en

1yi bireyler icin) ortalamas1 alinarak elde edilmistir.

ODS 1 igin algoritmalarin egitim fazinda yakinsama hizlar1 Sekil 4.6’da
verilmistir. Sekillerden goriilecegi lizere, PSO ve tiirevinde ¢abuk premature yakinsama
goriilmektedir. Cabuk yakinsamanin algoritmalarin  local minimumda takilip

kalmalarina neden oldugu Sekil 4.5’de verilen sonug¢lardan anlagilmaktadir.

4.1.2.0DS 1’in test asamasi ve Sonuclari

ODS 1 igin Sekil 3.3 (a)’da verilen giris (u(k)) dizisi kullanilarak olusturulan
veri seti (test seti) aracign ODS 1’in ABC, PSO ve DE 6grenmeli ANFIS modelindeki

cikis cevaplari ve performansi incelenmistir. ABC algoritmasi kullanilarak elde edilen
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cikis cevaplart PSO ve DE algoritmalart ile elde edilen cevaplarla karsilagtirilmigtir.
Calisma ile ABC algoritmasmin bulanik sistem optimizasyonundaki bagarisi

degerlendirilmistir.
Boliim 3 Sekil 3.3(a)’da verilen ODS 1 igin girislerden biri olan u(k) dizisi i¢in

21k
egitim fazinda; u(k)=cos 17;—0 kullanilirken, test fazi i¢in Sekil 3.3(b)’dan da goriilecegi

lizere u(k):sinzzis" olarak kullanilmistir. ODS 1 icin u(k) giris dizisi hazirlandiktan

sonra, Cizelge 3.2°de belirlenen diger girislerle beraber test veri seti olusturulmustur.

Olusturulan test seti ile ABC, DE ve PSO algoritmalariyla elde edilen ODS 1
ANFIS modellerinin sonuglar1 Sekil 4.7 ve Sekil 4.8’de grafiksel olarak verilmistir.

Sekil 4.7 ve Sekil 4.8 de verilen grafikler detayli olarak incelendiginde test

fazinda en iyi sonucun G-ABC-I algoritmasi ile alindig1 goriilmistiir.
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Elde edilen en iyi birey ile elde edilen sonu¢ | Elde edilen en kotii birey ile elde edilen sonug
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Sekil 4. 7. ABC 6grenmeli ANFIS ile ODS 1 igin test faz1 sistem tanima sonuglari
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Elde edilen en iyi birey ile elde edilen sonu¢ | Elde edilen en kétii birey ile elde edilen sonug

Standart PSO

G-PSO-I

Standart DE
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Sekil 4. 8. PSO ve DE &grenmeli ANFIS ile ODS 1 igin test fazi sistem tanima sonuglart
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4.2. ODS 2’°nin Taninmasi/Modellenmesi

4.2.1.0DS 2 icin egitim asamasi ve Sonuclari

ODS 2 i¢in, Boliim 3 Cizelge 3.2°de verilen giris degiskenleri ve sekil 3.2(a)’da
verilen u(k) giris dizisi egitim veri seti hazirlanmistir. ODS 2 igin Sekil 3.2°de verilen
egitim veri seti kullanilarak sirasiyla ABC, PSO ve DE algoritmalar1 ANFIS
optimizasyonu i¢in 50’ser kez kosturulmustur. Uygulama sonucunda ABC, PSO ve DE
algoritmasinin sistem tanima sonuclar1 grafiksel olarak Sekil 4.9 ve Sekil 4.10°da

listelenmistir.
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Sekil 4. 9 ve Sekil 4.10°da verilen sekillerde en iyi sonucu DE algoritmasinin

verdigi gorillmistiir.

Elde edilen en iyi birey ile elde edilen sonu¢ Elde edilen en kotii birey ile elde edilen sonug
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Sekil 4. 9. ABC 6grenmeli ANFIS ile ODS 2 igin egitim fazi sistem tanmima sonuglar1
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Elde edilen en iyi birey ile elde edilen sonu¢ Elde edilen en kotii birey ile elde edilen sonug

istenen ¢ikis
— PSO-ANFIS ¢ikis

Standart PSO

G-PSO-I

Standart DE

Sekil 4. 10. PSO ve DE 6grenmeli ANFIS ile ODS 2 igin egitim fazi sistem tanima sonuglari

ODS 2’nin ANFIS ile modellenmesi i¢in Standart ABC, G-ABC-I, G-ABC-II,
Standart PSO, G-PSO-I ve Standart DE ile ayr1 ayr1 kosturulmasi sonucunda elde edilen
1yl Olciit degerine sahip kosmanin en iyi bireyi ile elde edilen modelleme sonuglari
kiyaslanmistir. Sekil 4.11°de Standart ABC, G-ABC-I, G-ABC-Il, Standart PSO, G-

PSO-I ve Standart DE i¢in elde edilen en iyilerinin karsilastirilmas1 verilmistir.
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Sekil 4.12°de algoritmalarm ODS 2 igin elde ettikleri performansi
inceleyebilmek icin grafik ilizerinde kirilma noktasi biiyiitilmiis ve daha detayli bir
inceleme yapilabilmistir. Buna gore DE ile istenene yakin sonuglar elde edilirken; diger

algoritmalarda ise basarimin kotii oldugu goriilmektedir.

Sekilde verilen egitim seyri her bir algoritma icin ayr1 ayr1 50’ser kosmanin (en

iyl bireyler icin) ortalamas1 alinarak elde edilmistir.

ODS 2 i¢in algoritmalarin egitim fazinda yakinsama hizlar1 Sekil 4.12°de
verilmistir. Sekillerden goriilecegi lizere, PSO ve tlirevinde ¢abuk premature yakinsama
goriilmektedir. Cabuk yakinsamanm algoritmalarin local minimumda takilip

kalmalarina neden oldugu Sekil 4.12°de verilen sonuglardan anlasilmaktadir.

y(k+1)

""" istenen
ABC
G-ABC-l
G-ABC-II
DE

PSO
G-PSO-I

-0.5~

15 r r r = r r
0 10 20 30 40 50 60 70 80 90 100

ornekleme indeksi

Sekil 4. 11. ABC, PSO ve DE 6grenmeli ANFIS ile ODS 2 elde edilen modellerin kargilastiriimast

Sekil 4.11’de ABC, PSO ve DE 6grenmeli ANFIS ile ODS 2 elde edilen
modellerin karsilastirilmasi yapilirken isaretlenen alan i¢in asagida Cizelge 4.2°de hata

degerleri verilmistir.



Cizelge 4. 2. ODS 2’nin isaretlenen alan igin elde edilen hata degeri
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1 2 3 4 5 6 7 8
Istenen 0,994092 1,476521 1,412095 1,380319 1,335346 1,283574 1,225606 1,162757
ABC 0,972806 1,472788 1,714482 1,28707 1,298444 1,260548 1,219414 1,169147
G-ABC-I 0,455304 1,688291 1,539641 1,315965 1,31505 1,296268 1,272734 1,24229
G-ABC-lI 0,050487 1,674328 1,185494 1,421368 1,382528 1,370035 1,341893 1,300979
PSO 0,242163 1,306635 1,552474 1,353157 1,333626 1,290737 1,243388 1,190459
G-PSO-I 0,122145 1,586314 1,723399 1,343461 1,332973 1,283417 1,231258 1,17364
DE 0,020588 1,520857 1,392006 1,411112 1,379713 1,33756 1,286994 1,228324
4.5 T T T
\ ABC
4 U G-ABC-l ||
\ G-ABC-II
\ DE
35 il PsO ||
—— G-PSO-
3 *‘ B
2.5 ﬁ\ -
=1
° Ll
2 [ —
100 150 200 250

nesil no

Sekil 4. 12. ABC, PSO ve DE 6grenmeli ANFIS ile ODS 2 modelleme egitim seyri
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4.2.2. ODS 2’in test asamasi ve Sonuclar

ODS 2 igin Sekil 3.3 (b)’da verilen giris (u(k)) dizisi kullamlarak olusturulan
veri seti (test seti) aracig1 ODS 2°nin ABC, PSO ve DE 6grenmeli ANFIS modelindeki
cikis cevaplar1 ve performansi incelenmistir. ABC algoritmasi kullanilarak elde edilen
cikis cevaplart PSO ve DE algoritmalan ile elde edilen cevaplarla karsilastirilmistir.
Calisma ile ABC algoritmasinin bulanik sistem optimizasyonundaki bagarisi

degerlendirilmistir.
Boliim 3 Sekil 3.3(b)’da verilen ODS 2 icin girislerden biri olan u(k) dizisi igin

2tk
egitim fazinda; u(k)=cos 17;—0 kullanilirken, test fazi i¢in Sekil 3.3(b)’dan da goriilecegi

lizere u(k):sinzzisk olarak kullanilmistir. ODS 2 icin u(k) giris dizisi hazirlandiktan

sonra, Cizelge 3.2°de belirlenen diger girislerle beraber test veri seti olusturulmustur.

Olusturulan test seti ile ABC, DE, ve PSO algoritmalariyla elde edilen ODS 2
ANFIS modellerinin sonuglar1 Sekil 4.13 ve Sekil 4.14’de grafiksel olarak verilmistir.

Sekil 4.13 ve Sekil 4.14° de verilen grafikler detayli olarak incelendiginde test

fazinda en 1iyi sonucun Standart PSO algoritmasi ile alindigi gorilmistiir.
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Elde edilen en iyi birey ile elde edilen sonu¢ Elde edilen en kdtii birey ile elde edilen sonug

Standart ABC

G-ABC-I

G-ABC-I

Sekil 4. 13. ABC 6grenmeli ANFIS ile ODS 2 igin test faz1 sistem tanima sonuglari
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Elde edilen en iyi birey ile elde edilen sonu¢ Elde edilen en kotii birey ile elde edilen sonug

Standart PSO

G-PSO-I

Standart DE

Sekil 4. 14. PSO ve DE 6grenmeli ANFIS ile ODS 2 igin test faz1 sistem tanima sonuglari
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4.3. ODS 3’iin Taninmasi/Modellenmesi

4.3.1. ODS 3 icin egitim asamasi ve sonuclar

ODS 3 i¢in Cizelge 3.1°de verilen fonksiyona uygun olarak ANFIS yapisinda
kullanilmak iizere Cizelge 3.2°de girisler belirlenmistir. Belirlenen bu girislerden veri
setini etkileyen u(k) giris dizisi [-1 1] araliginda rasgele degerler ile olusturulmustur.
ODS 3 i¢in hazirlanan u(k) dizisi grafigi Sekil 3.2 (b)‘de egitim igin, Sekil 3.4(b)’de ise

test seti i¢in verilmistir.

ODS 3’iin egitim veri seti olusturulduktan sonra kosturulan uygulama da ABC,
PSO ve DE 6grenmeli ANFIS i¢in Sekil 4.15 ve Sekil 4.16°da elde edilen en iyi birey

icin en iyi ve en kotii birey igin en kotii sonug grafikleri verilmistir.

Sekil 4.17°de verilen grafikler ile her bir algoritmanin iiyelik fonksiyonlari
tizerinde uyguladig1 degisimler goriilebilir. Sekillerde birinci stitunda verilen grafikler 1.
girise, 2.siitunda verilenler ise 2. girise ait UF’lerin ilk ve son durumunu

gostermektedir.



Elde edilen en iyi birey ile elde edilen sonu¢ | Elde edilen en kétii birey ile elde edilen sonug

Standart ABC

G-ABC-I

G-ABC-II

15 : : c : c : : c c B c c c c c c c c c
0 10 20 30 40 50 60 70 80 90 100 15 0 10 20 30 40 50 60 70 80 90 100

Sekil 4. 15. ABC égrenmeli ANFIS ile ODS 3 icin egitim faz1 sistem tanima sonuglar1
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Elde edilen en iyi birey ile elde edilen sonug

Elde edilen en kétii birey ile elde edilen sonug

Standart PSO

Istenen ¢ikis.
PSO-ANFIS gikis

Gelistirilmis G-PSO-I

100

20 30 40 50 60 70 80 90 100

Standart DE

15

100

30 40 50 60 70 80 90 100

Sekil 4. 16. PSO ve DE 6grenmeli ANFIS ile ODS 3 igin egitim faz1 sistem tanima sonuglari
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Sekil 4. 17. ODS 3 igin ABC 6grenmeli ANFIS ile egitim faz1 igin kullanilan UF’lerin baslangi¢ ve son
durumlari
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Sekil 4. 18. ODS 3 i¢in PSO ve DE 6grenmeli ANFIS ile egitim fazi icin kullanilan UF’lerin baslangig
ve son durumlari




degisimi
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ODS 3 igin standart ABC baz alinarak bir nesil siiresince iiyelik fonksiyonlarinin

Cizelge

4.3°de

verilmistir.

Algoritma

ANFIS  yapisi

kullanilarak

kosturulmadan Once belirlenen sinir matrisine goére nasil bir degisim gosterdigi

incelenmistir.
Cizelge 4. 3. ODS 3’iin Standart ABC kullamlarak bir kez kosturulmasi sonucu elde edilen ANFIS
parametrelerinin degisimi
Parametre Bagslangi¢ n=1 n=100 n=450 n=700 Son deger n=1000

! €11 1,6252036 0,4268606 3,579844 4,3307309 3,9237479
2] on -0,3426217 8,8553989 | 7,5026601 3,3477184 3,3342794
8 €12 1,3133891 0,5 0,956577 2,4811606 1,1458794
41 o 2,2518872 0,5 1,9989136 0,58966 0,5120684
5 C21 -1,2440589 -10 5,718242 -8,2763055 -4,0863074
6] on -1,3074976 10 -8,1885003 -3,6672156 3,7186192
! €22 1,1594156 -4,4151187 | 5,5754907 1,6711882 -4,5320006
8| 02 5,6100491 -6,7474112 | -5,7529214 -4,6851029 -4,2707841
9 p1 -8,7864205 1,7794449 | 1,3950953 -4,1118179 -3,8335696
0 ¢ 8,9131357 -3,0783714 | -3,8635145 6,8137336 7,6619083
. n 9,9454546 -10 -3,0361178 -2,7233718 -6,8464156
2] P2 -4,46167 -4,0769138 | 4,2671801 5,2338731 -3,4525737
Bl 4 3,6720173 -0,1102185 | 2,9626164 -9,9542835 -5,8038276
“loon -2,4114026 3,8492758 | -7,1599891 -2,8820805 -3,1545889
L1 Pps -3,3029163 | -4,5511468 | -6,8356302 -3,0171915 1,9820433
6] qs 3,0190976 1,4395955 0,679937 -4,1181314 2,5587251
] 13 -5,9029941 10 9,4790501 8,5183038 7,037454

18] Pa 7,8149457 5,7803697 | 9,6441508 -3,6725254 -4,6529015
Bl 44 -7,3630038 1,5106851 | 0,3651443 0,1158864 -4,28265

201 14 -0,8069841 | -3,7051246 | 0,7118615 0,3187111 2,9536664

ODS 3 igin egitim boyunca 15. eleman1 yani bulanik kontrolériin 3. kuralmin p

parametresinin degisimi standart ABC, PSO ve DE ile egitim seyri hakkinda fikir sahibi

olunmasi amaciyla Sekil 4.19°da verilmistir.
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Sekil 4. 19. ANFIS’in bir parametresinin egitim siiresince degisim seyri

ODS 3’iin ANFIS ile modellenmesi icin Standart ABC, G-ABC-1, G-ABC-II,
Standart PSO, G-PSO-I ve Standart DE ile ayr1 ayr1 kosturulmasi sonucunda elde edilen
1yl Olciit degerine sahip kosmanin en iyi bireyi ile elde edilen modelleme sonuglari
kiyaslanmustir. Sekil 4.20°de Standart ABC, G-ABC-I, G-ABC-Il, Standart PSO, G-
PSO-I ve Standart DE icin elde edilen en iyilerin karsilastirilmast verilmistir. Sekil
4.20°de algoritmalarin ODS 3 igin elde ettikleri performansi incelendiginde tiim
algoritmalarin istenene yakin cevaplar verdigi gériilmektedir. ODS 3 i¢in algoritmalarin
egitim fazinda yakinsama hizlar1 verilmistir. Sekilde verilen egitim seyri her bir
algoritma i¢in ayr1 ayr1 50’ser kosmanin (en iyi bireyler icin) ortalamasi alinarak elde
edilmigtir. Sekilden goriilecegi lizere, DE, PSO ve G-PSO-I ‘nun g¢abuk yakinsama

gostermistir.
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Sekil 4. 20. ABC, PSO ve DE 6grenmeli ANFIS ile ODS 3 i¢in elde edilen modellerin karsilastiriimasi
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Sekil 4. 21. ABC, PSO ve DE 6grenmeli ANFIS ile ODS 3 i¢in modelleme egitim seyri
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4.3.2.0DS 3’iin test asamasi ve sonuclar:

ODS 3 igin Cizelge 3.1°deki ODS 3 fonksiyonunda kullanilan u(k) dizisinin
rasgele deger atanmasi sonucunda egitim sisteminde kullanilan 6rnekten daha farkli bir
ornek elde edilmis ve elde edilen yeni veri seti test i¢cin kullanilmistir. Sekil 4.22 ve
Sekil 4.23’de uygulamada kullanilan algoritmalarin kosturulmasi sonucunda test fazinda

elde edilen en iyi bireyin sonuglari verilmistir.



Elde edilen en iyi birey ile elde edilen sonug¢ | Elde edilen en kdtii birey ile elde edilen sonug

Standart ABC

G-ABC-I

G-ABC-II

Sekil 4. 22. ABC 6grenmeli ANFIS ile ODS 3 igin test fazi sistem tanima sonuglari

59



60

Elde edilen en iyi birey ile elde edilen sonug Elde edilen en kotii birey ile elde edilen sonug

Standart PSO

Istenen gikis
- PSO-ANFIS gikis

Gelistirilmis G-PSO-I

0 10 20 30 40 50 60 70 80 90 100 ) 10 20 30 40 50 60 70 80 90 100

Standart DE
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Sekil 4. 23. PSO ve DE 6grenmeli ANFIS ile ODS 3 igin test faz1 sistem tanima sonuglari
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4.4. ODS 4’iin Taninmasi/Modellenmesi

4.4.1. ODS 4 icin egitim asamasi ve sonuclar

ODS 4 igin Béliim 3 Cizelge 3.1°de verilen sistem kullanilmistir. Veri seti
olusturulmadan once girislerden 6nemli bir yere sahip olan u(k) dizisi olusturulmustur.
u(k) dizisi olusturulurken rasgele [-5 5] araliginda ve [1 20] darbe genligi dikkate
alinarak, Sekil 3.2(c)’deki grafik elde edilmistir.

ODS 4 i¢gin egitim veri seti sirastyla ABC, PSO ve DE kullanilarak 50’ser kez
kosturulmustur. Uygulama sonucunda sistem tanima sonuclarina gore Sekil 4.24 ve
Sekil 4.25’de elde edilen en iyi birey i¢in en iyi ve en koti birey igin en kot sonug

grafikleri verilmistir.

ABC, PSO ve DE 6grenmeli ANFIS ile ODS 4’iin egitim fazimnin sistem tanima
sonuclarina gore elde edilen modellerin karsilastirilmas: Sekil 4.26°da verilmistir. ODS
4 i¢in tim algoritmalarin kosturulmasi sonucunda ANFIS 6grenmeli modelleme egitim
seyri Sekil 4.27°de verilmistir. Bu sekle gore PSO ve tiirevlerinin ¢abuk yakinsadigi

goriilmektedir.



Elde edilen en iyi birey ile elde edilen sonu¢ | Elde edilen en kotii birey ile elde edilen sonug

Standart ABC

G-ABC-I

G-ABC-II

i 0 10 20 30 40 50 60 70 80 90 100 0 10 20 30 40 50 60 70 80 90 100

Sekil 4. 24. ABC 6grenmeli ANFIS ile ODS 4 igin egitim fazi sistem tanima sonuglari
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Elde edilen en iyi birey ile elde edilen sonu¢ | Elde edilen en kotii birey ile elde edilen sonu¢
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Sekil 4. 25. PSO ve DE 6grenmeli ANFIS ile ODS 4 igin egitim fazi sistem tanima sonuglari
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Sekil 4. 27. ABC, PSO ve DE 6grenmeli ANFIS ile ODS 4 modelleme egitim seyri
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26. ABC, PSO ve DE 6grenmeli ANFIS ile ODS 4 igin elde edilen modellerin karsilastiriimasi.
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4.4.2. ODS 4’iin test asamasi Ve Sonuclari

ODS 4 igin test veri seti hazirlanabilmesi i¢in u(k) dizisinin rasgele deger
atanmasi sonucu egitim sisteminde kullanilan 6rnekten daha farkli bir 6rnek elde
edilmistir. Test veri seti kullanilarak standart ABC, G-ABC-l, G-ABC-II, Standart
PSO, G-PSO-I ve Standart DE i¢in ODS 4 kosturuldugunda elde edilen en iyi birey i¢in

en iyi ve en kotii birey igin en kotii test sonucu Sekil 4.28 ve Sekil 4.29°da verilmistir.

Sekil 4.28 ve Sekil 4.29 detayli olarak incelendiginde; ABC, G-ABC-I, G-ABC-
I1, Standart PSO, G-PSO-I ve Standart DE’nin ANFIS 6grenmeli test fazi sonuglarinda

hicbir algoritmanin gercege yakin sonug vermedigi goriilmektedir.
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Elde edilen en iyi birey ile elde edilen sonu¢

Elde edilen en kotii birey ile elde edilen sonug

Standart ABC

G-ABC-I

G-ABC-II

Sekil 4. 28. ABC, PSO ve DE 6grenmeli ANFIS ile ODS 4 igin test faz1 sistem tanima sonuglar1
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Elde edilen en iyi birey ile elde edilen sonu¢ Elde edilen en kotii birey ile elde edilen sonug

Standart PSO

G-PSO-I
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Sekil 4. 29. ABC, PSO ve DE 6grenmeli ANFIS ile ODS 4 icin test fazi sistem tanima sonuglari
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4.5. ODS 5’in Taninmasi/Modellenmesi

4.5.1. ODS 5’in egitim asamasi ve Sonuclari

ODS 5 i¢in, Béliim 2 Cizelge 3.2°de verilen giris degiskenleri ve Sekil 3.2(d)’de
verilen u(k) dizisi kullanilarak egitim veri seti hazirlanmistir. Buna gore u(k) dizisi
olusturulurken rasgele [-5 5] araliginda ve [1 20] darbe genligi dikkate alinarak Sekil
3.3(d)’deki u(k) giris dizisi elde edilmistir. ODS 5 i¢in egitim veri seti kullanilarak
sirastyla ABC, PSO ve DE algoritmalar1 ANFIS optimizasyonu i¢in kullanilarak 50’ser

kez kosturulmustur.

Uygulama da ABC, PSO ve DE algoritmasinin sistem tanima sonuglart Sekil
4.30 ve Sekil 4.31°de, elde edilen en iyi birey ve en kétii birey igin sonug grafikleri
verilmistir. Sistem tanima sonucuna ait grafikler sirasiyla incelendiginde istenen ¢ikisa
gore en yakin cevabi standart DE’nin verdigi diger algoritmalarin ise kotii oldugu

goriilmektedir.

ODS 5 ‘in ANFIS modellenmesi igin kosturulan standart ABC, G-ABC-I,G-
ABC-II, Standart PSO, G-PSO-I ve Standart DE ile ayr1 ayri kosturulmasi sonucunda
elde edilen en iyi Ol¢iit degerine sahip kogsmanin en iyi bireyi ile elde edilen modelleme
sonuglar1 kryaslanmistir. Istenen ¢ikisa bakildiginda ABC ve DE algoritmalarin daha iyi
sonu¢ verdigi gozlenmis, PSO algoritmalar1 istenene gore fazlaca uzakta oldugu
goriilmiistiir. Ayrica her bir algoritmanin ANFIS yapis1 kullanilarak kosturulmasi
sonucunda elde edilen modelleme egitim seyri Sekil 4.33’de ayrintili bir sekilde

verilmistir.
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Elde edilen en iyi birey ile elde edilen sonu¢ | Elde edilen en kotii birey ile elde edilen sonu¢

Standart ABC

G-ABC-I

G-ABC-I

Sekil 4. 30. ABC 6grenmeli ANFIS ile ODS 5 igin egitim fazi sistem tanima sonuglari
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Elde edilen en iyi birey ile elde edilen sonu¢

Elde edilen en kotii birey ile elde edilen sonug
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Sekil 4.

31. PSO ve DE 6grenmeli ANFIS ile ODS 5 igin egitim fazi sistem tanima sonuglari
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Sekil 4. 32. ABC, PSO ve DE égrenmeli ANFIS ile ODS 5 icin elde edilen modellerin karsilastiriimasi.
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Sekil 4. 33. ABC, PSO ve DE 6grenmeli ANFIS ile ODS 5 modelleme egitim seyri
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4.5.2. ODS 5’in test asamasi ve Sonuclar

ODS 5 igin [-2 2] Araliginda rasgele genlikli ve rasgele drnekleme periyotlu u(k)
dizisi Sekil 3.3(d)’de verilmistir. Olusturulan veri (test seti) seti aracilig1 ile ODS 5’in
ABC, PSO ve DE o6grenmeli ANFIS modelindeki ¢ikis cevaplari ve performansi
incelenmistir. ABC algoritmas1 kullanilarak elde edilen ¢ikis cevaplart PSO ve DE

algoritmalari ile elde edilen cevaplarla karsilastirilmistir.

Olusturulan test seti ile ABC, PSO ve DE algoritmalariyla elde edilen ODS 5
ANFIS modellerinin sonuglart Sekil 4.34 ve Sekil 4.35°de sirayla tiim algoritmalari

kapsayacak sekilde verilmistir.

Verilen sekillere bakildiginda higbir algoritmanin ODS 5 test fazi igin istenen

sonuca yakin bir cevap vermedigi gozlenmistir.
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Elde edilen en iyi birey ile elde edilen sonu¢ Elde edilen en kotii birey ile elde edilen sonug

Standart ABC

G-ABC-I

G-ABC-II

Sekil 4. 34. ABC 6grenmeli ANFIS ile ODS 5 igin test fazi1 sistem tanima sonuglari
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Elde edilen en iyi birey ile elde edilen sonu¢
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Sekil 4.

35. ABC &égrenmeli ANFIS ile ODS 5 icin test fazi sistem tanima sonuglar1
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4.6. PSO ve DE Algoritmalari ile ABC’nin Performansinin Kiyaslanmasi

ABC algoritmasinin bulanik mantik kullanilarak dinamik modellemede
basarimini degerlendirmek i¢in Bolim 3’de Cizelge 3.1°de verilen bes farkli sistem
kullanilmistir. Cizelge 3.1°de verilen her bir sistem i¢in standart ABC algoritmasi ile
50’ser kez kosturulmustur. Bunun yaninda standart ABC algoritmasinda degisiklikler
yapilarak elde edilen G-ABC-1 ve G-ABC-II algoritmalart da kullaniimistir.
Modellemede ABC algoritmasinin basarimini degerlendirmesi i¢in hem egitim hem de
test fazi i¢in ii¢ farkli ABC algoritmas: kosturulmustur. ABC algoritmalariyla elde
edilen sonugclar, literatiirde ¢ok kullanilan Parcacik Siirii Optimizasyon (PSO) ve
Farksal Gelisim (DE)’e ait sonuglarla kiyaslanmistir. Bu algoritmalara ait bilgilere

Bolim 3’de verilmistir.

Basarim kiyaslamasinda her bir sistem i¢in egitim fazinda kullanilan
algoritmalarin popiilasyon biiyiikliikleri ve maksimum nesil sayilari ayni alinmistir.
Kosturulan algoritmalarin egitim seti icin basarim kiyaslamasi Cizelge 4. 4’de, test seti

icin basarim kiyaslamasi Cizelge 4. 5’de verilmistir.

Cizelge 4. 4 ile yapilan kiyaslamada her bir sistem i¢in sirasiyla ortalama,
standart sapma, en iyi, en kotii, 1 nesil siiresi, bagarim sayisi olmak iizere sonuglar 6
ayr1 kategoride istatistiki olarak irdelenmistir. Bu kategorileri sirasiyla asagidaki gibi

tanimlayabiliriz:

e Ortalama: 50 ayr1 kogsma sonunda bulunan egitim 6l¢iit degerlerinin ortalamasi.

e Standart sapma: 50 ayr1 kosma sonunda bulunan egitim oOlgiit degerlerinin
standart sapmasi.

e Eniyi: 50 ayr1 kogsma sonucu elde edilen dlgiitler icinde en 1yi dl¢iit degeri.

e En koétii: 50 ayr1 kogma sonucu elde edilen oOlgiitler icinde en kotii 6lgiit degeri.

e 1 nesil siiresi: 50 ayr1 kogsma sonunda bulunan 1 nesil siiresi.

Cizelge 4. 4’de sonuglara gére ABC algoritmasi PSO ve DE algoritmasiyla
kiyaslandiginda; ABC ve DE algoritmasinin en 1iyi basarimi gosterdigi, PSO
algoritmasmin ise diger iki algoritmaya gore daha kotii basarim sergiledigi
goriilmektedir. 1 nesil siiresi kategorisinde DE, PSO ve ABC karsilastirildiginda en iyi

kosma zamani ABC algoritmasina aittir. Bu sonuca dayali olarak, gercek zamanl
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uygulamalarda ABC, DE ve PSO kullaniomina gore daha elverigli oldugu
anlasilmaktadir. ABC algoritmasinin diger algoritmalara gore daha basit bir yapist ve

kontrol parametre sayisinin az olmasi da algoritmaya bir iistiinliik kazandirmaktadir.

Calismada ABC algoritmasinin bulanik ag yapisi iizerinde bagsarimini daha iyi
inceleyebilmek icin farkli veri setleri (test seti) kullanilarak her bir sistem igin elde
edilen ANFIS modeli test edilmistir. Bu veri setleri kullanilarak ABC, PSO ve DE
algoritmalari i¢in elde edilen sonuglar Cizelge 4. 5°de verilmistir. Elde edilen sonuglara
gore genel olarak bulanik sistem modellemede DE'nin daha basarili oldugu ancak ABC
ve tiirevlerinin basarimlarinin DE'nin bagarimina ¢ok yakin oldugu sonucuna
varilmistir. incelemede ele alinan PSO algoritmasinin basarimimin ise ABC ve DE'nin

basarimlarina gore daha kotii oldugu goriilmiistiir.
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Cizelge 4. 4. ABC, PSO ve DE algoritmalarinin ODS modellemede EGITIM fazi basarim

kiyaslamasi
ODS 1 ODS 2 ODS 3 ODS 4 ODS 5
Algoritma Olgiit (Maksimum | (Maksimum | (Maksimum | (Maksimum | (Maksimum
nesil =1000) | nesil =1000) | nesil =1000) | nesil =1000) | nesil =1000)
Ortalama 0.036994 0.045392 0.012165 0.050564 0.255944
Std sapma 0.012073 0.032781 0.013409 0.019603 0.014218
En iyi 0.013664 0.003924 0.004422 0.01568 0.236442
ABC En kéti 0.058886 0.145957 0.056209 0.092783 0.289824
1 nesil siiresi (s) 0.026451 0.02701 0.015753 0.024448 0.016379
Bagsarim sayis1 1 1 0 3 0
Ortalama 5/25=0.20
Basarim Sayist
Ortalama 0.036842 0.040892 0.016855 0.050983 0.246771
Std sapma 0.011271 0.022851 0.013653 0.018154 0.00849
En iyi 0.016055 0.009197 0.005407 0.015181 0.235473
G-ABC-| En kéti 0.071235 0.117495 0.092333 0.106934 0.271231
1 nesil siiresi (s) 0.024406 0.025045 0.015585 0.024542 0.015048
Bagarim sayisi 2 0 0 0 4
Ortalama 6/25=0.24
Basarim Sayist
Ortalama 0.038039 0.046537 0.018718 0.052317 0.253359
Std sapma 0.012515 0.025984 0.012315 0.016816 0.014552
En iyi 0.015961 0.012833 0.004421 0.0135 0.235528
G-ABC-II En kéti 0.060354 0.111644 0.066238 0.105594 0.30777
1 nesil siiresi (s) 0.025276 0.0247 0.015538 0.025028 0.015218
Basarim sayis1 0 1 1 1 0
Ortalama 3/25=0.12
Basarim Sayist
Ortalama 0.079258 0.030886 0.212148 0.120247 0.413184
Std sapma 0.063467 0.027827 0.568219 0.043797 0.044641
Eniyi 0.027028 0.008052 0.005427 0.03366 0.319359
PSO En kéti 0.437995 0.197535 3.759978 0.220542 0.512254
1 nesil siiresi (s) 0.047024 0.045804 0.02863 0.047661 0.031011
Basarim sayisi 0 0 0 0 0
Ortalama 0
Basarim Sayis1
Ortalama 0.084378 0.023013 0.172979 0.114145 0.449172
Std sapma 0.056409 0.011735 0.460139 0.048272 0.090489
En iyi 0.028781 0.009869 0.003724 0.043578 0.350809
G-PSO-I En kéti 0.296594 0.050653 1.96447 0.311882 0.820956
1 nesil siiresi (s) 0.048889 0.045896 0.030915 0.048223 0.033067
Bagarim sayisi 0 2 0 0 0
Ortalama 2/25=0.08
Basarim Sayisi
Ortalama 0.039115 0.018553 0.00405 0.123121 0.281597
Std sapma 0.004217 0.098136 0.001221 0.01032 0.139422
En iyi 0.33775 0.010484 0.002383 0.112719 0.020042
DE En kot 0.054579 0.131649 0.00828 0.156764 0.551824
1 nesil siiresi (s) 0.040384 0.041445 0.034371 0.040374 0.32614
Basarim sayisi 2 1 4 1 1
Ortalama 9/25=0.36

Basarim Sayisi




78

Cizelge 4. 5. ABC, PSO ve DE algoritmalarimin ODS modellemede TEST fazi bagarim

kiyaslamasi
ODS 1 ODS 2 ODS 3 ODS 4 ODS 5
Algoritma Olgiit (Maksimum | (Maksimum | (Maksimum | (Maksimum | (Maksimum
nesil =1000) | nesil =1000) | nesil =1000) | nesil =1000) | nesil =1000)
En iyi 0.027788 0.020664 0.025316 0.094835 0.203715
En kéti 1.97251 0.801725 547.1167 5.72806 1322.705
ABC Bagarim Sayisi 0 1 0 0 0
Ortalama 1/10=0.1
Basarim Sayist
En iyi 0.032866 0.035922 0.017745 0.120933 0.201923
En kéti 1.869034 1.317354 10.55646 21.5831 344.9939
G-ABC-| | Bagarim Sayist 0 0 0 0 0
Ortalama
Bagarim Sayisi 0/5=0
En iyi 0.023195 0.028244 0.024321 0.08736 0.201685
En kéti 2.494889 0.924081 5.162191 6.997366 154.9019
G-ABC-Il | Basarim Sayisi 1 0 0 0 0
Ortalama 1/10=0.1
Basarim Sayist
En iyi 0.054068 0.025113 0.023815 0.083096 0.324227
En kéti 1.278393 1.094454 51.89824 0.732723 0.931145
PSO Bagarim Sayisi 0 0 0 2 0
Ortalama 2/10=0.2
Basarim Sayisi
En iyi 0.037084 0.022213 0.014848 0.119945 0.393983
En kéti 1.066521 0.272192 18.25806 0.742309 5.139894
G-PSO-l | Basarim Sayisi 0 1 1 0 0
Ortalama 2/10=0.2
Bagarim Sayisi
En iyi 0.047424 0.024831 0.031532 0.204259 0.025181
En kéti 0.195956 0.675152 2.356835 0.919691 0.640239
DE Bagarim Sayisi 1 0 1 0 2
Ortalama 4/10=0.4
Bagsarim Sayis1
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4.7. Literatiire Dayalh Basarim Kiyaslamasi

Yukarida detayli bir sekilde sonuglar1 verilen ODS’ler icin literatiirde ANFIS
kullanilarak yapilmig bir modelleme belirlenemediginden Jang (Jang,1993)’da verilen 3.
ornek i¢cin ABC, DE ve PSO algoritmalarinin bagsarimi irdelenmistir. Asagida E.4.1 ve

E.4.2°de bu 6rnegin matematiksel modeli verilmistir.
y(k+1) =03 y(k) +0.6y(k —1) + f(u(k)) E4.1l
f(u(k)) = 0.6 sin(rru) + 0.3 sin(3nu) + 0.1sin(57u) E.4.2

Jang (Jang,1993)’in bu sistemin ANFIS ile modellemesinde kullandigi ayni giris,
mimari, UF ve kural yapisi kullanilmistir. Farkli olarak burada ANFIS parametre
optimizasyonu sezgisel algoritmalarla yapilmistir. Sistem modellemesi egitim fazi i¢in
egitim seti hazirlanirken E.4.3’de verilen harici giris kullanilmigtir. Test seti
hazirlanirken ise E.4.4°de verilen harici giris kullanilmistir. Uyelik fonksiyonu olarak da

E.4.5'deki genellestirilmis ¢can fonksiyonu kullanilmustir.

2tk

u(k) = sin o E.4.3

u(k) = 0.5sin (2) + 0.5sin(2mk/25) E.4.4
1

tha;(x) = Ty E45

aj

E.4.1°de verilen ayrik dinamik sistemin ANFIS ile modellemesi Jang (Jang,
1993)'da verildigi gibi sirasiyla 3,5 ve 7'ser adet tyelik fonksiyonu ve kural ile
yapilirken parametrelerin (UF ve kural) optimizasyonu ig¢in ABC, PSO ve DE
algoritmalar1 kosturulmustur. Her bir modellemede tiyelik fonksiyonlarin baslangi¢ ve
son durumlari, ANFIS c¢ikislart elde edilmistir. Jang (Jang,1993)'da elde edilen
sonuglara ait sayisal basarim 6lgiitii verilmediginden sadece grafiksel olarak kiyaslama

yapilabilmistir.

Optimizasyon i¢in ABC, PSO ve DE algoritmalarinda kullanilan parametre
degerleri sirasiyla Cizelge 4.6 - Cizelge 4.8'de verilmistir. Bu kiyaslama orneginde
ANFIS ile sistem tanima ve modellemede kullanilan standart ABC ig¢in ar1

uygunluk/kalite degerleri hesaplanirken kullanilan yazilim kodlar1t EK-2'de verilmistir.



Cizelge 4. 6. ABC Parametreleri

Parametre Adi Parametre Degerleri
Koloni bityiikliigii (N) 70

Max nesil sayis1 250

Limit (N/2)*D*0.5
Algoritma kosma sayisi 1

Cizelge 4. 7. PSO Parametreleri

Parametre Adi Parametre Degerleri
Siirii Biiyiikliigii 70

Max nesil sayis1 250

cl, c2 2.05

Algoritma kosma sayisi 1

Cizelge 4. 8. DE Parametreleri

Parametre Ady Parametre Degeri
Popiilasyon biiyiikliigii (NP) 70

Max nesil sayisi 250

Caprazlama sabiti 0.4

Skala faktorii 0.3

Algoritma kosma sayisi 1
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Sekil 4.36’da 3 iiyelik fonksiyonu ile elde edilen basarim ile (Jang,1993)’de

verilen bagsarim kiyaslamali olarak verilmistir. Sekilde sol taraftaki siitun (Jang,1993)'de

verilen sonuglari, sag taraftaki siitunda ise ABC algoritmasimin kosturulmasi sonucu

elde edilen sonuglar1 gostermektedir. Sekilden de goriilecegi iizere, ABC'nin basarimi

(Jang,1993)'de verilen basarima kiyasla oldukga iyidir. Sekil 4.37°de ise 5 {iyelik

fonksiyonu ile ABC algoritmasinin kosturulmasi sonucu elde edilen sonuglar

kiyaslamali olarak verilmistir. Sekil 4.38’de de 7 iiyelik fonksiyonu ile elde edilen

sonuclar kiyaslamali olarak verilmistir. Sekil 4.36 ve Sekil 4.37 incelendiginde ANFIS

bulanik modelinin 5 ve 7 iiyelik fonksiyonu kullanilarak ABC algoritmasi ile

optimizasyonunda basarimin gayet iyi oldugu goriilebilir.
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Bu tez calismasinda kullanilan {i¢ sezgisel algoritmanin basarimi hakkinda da
genel bir degerlendirme elde edebilmek amaciyla, 5 UFli ve 5 kuralli ANFIS modeli
standart ABC, standart PSO ve standart DE ile optimize edilmis olup elde edilen egitim
ve test sonuglart Sekil 4.39°da verilmistir. Sekil 4.40’da ise E.4.1°de verilen sistemin
ANFIS modeli optimize edilirken baslangi¢ ve son durum iiyelik fonksiyonlarinin
durumu verilmistir. Benzer sekilde, Sekil 4.41 ve Sekil 4.42°de de yedi iiyelik
fonksiyonu kullanilarak elde edilen sonuclar verilmistir. ANFIS ¢ikis1 ve sistem ¢ikisi
ile ilgili tim kiyaslamali sekillerde, diiz ¢izgi ile verilen istenen durumu, kesikli ¢izgi ile

verilen ise elde edilen durumu gostermektedir.

3,5 ve 7 fdyelik fonksiyonu kullanilarak elde edilen sonuglar; Jang
(Jang,1993)’da sayisal degerler verilmedigi igin grafiksel olarak incelenmistir. ABC,
PSO ve DE ile elde edilen grafiksel sonuglara bakildiginda, algoritmalarin hem egitim
fazinda (k<250) hem de test fazinda (k>250) basarili olduklar1 goriilmiistiir. Burada
dikkat edilmesi gerekli en 6nemli husus sudur: Jang (Jang,1993)'da ANFIS karmasik
tirevsel hesaplamalarin yapildigt karma bir Ogrenme algoritmasiyla optimize
edilmigken; bu c¢alismada ABC, PSO ve DE ile yalin olarak sadece algoritmalarin

kosturulmasi ile optimize edilmistir.

Sonu¢ olarak, Sekil 4.36-4.42'de verilen kiyaslamali sonuglar topluca
degerlendirildiginde sezgisel algoritma tabanli ANFIS optimizasyonunun iistlin bagsarim
sagladigr goriilmiistiir. Bu istiinliikk Sekil 4.36'nun son satirindaki sekillerde daha net

olarak goriilebilir.
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Baslangic UF'ler

Son durum UF'ler
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Sekil 4. 36. Ug iiyelik fonksiyonu ile modelleme basarimi: sol kolon Jang (Jang,1993)'den alinan
sonuglar, sag kolon ABC ile elde edilen sonuglar
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Baslangi¢ UF'ler
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Sekil 4. 37. Bes iiyelik fonksiyonu ile modelleme basarimi: sol kolon Jang (Jang, 1993)'dan alinan
sonuglar, sag kolon ABC ile elde edilen sonuglar
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Sekil 4. 38. Yedi UF kullanan ANFIS ile elde edilen (sag kolon: d, e, f) (Jang,1993) ile (sol kolon:a, b, c) kiyaslamal1 sonuglar: (a) ve(d) u(k) harici giris, (b) ve (e)

ANFIS ¢ikist f(u(k)), (c) ve (f) sistem ¢ikist y(k+1)
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Egitim fazi icin elde edilen en iyi sonug

Test fazi icin elde edilen en iyi sonug

0.8

<
+—
S
15}
©
C
[
+—
(72
.
600 700
(72
[a |
+
-
(15}
©
c
[
4
w
0.8 c c . c 0.8 c c c c c c
50 100 150 200 250 o 100 200 300 400 500 600 700
0.8 T T 0.8 T T T T T T
L
— i
-
15}
©
[
[
+—
(7p]
-0.8 r c c r 0.8 c : : . . .
(o] 50 100 150 200 250 o 100 200 300 400 500 600 700

Sekil 4. 39. Bes iiyelik fonksiyonu kullanilarak ABC, PSO ve DE ile elde edilen egitim (sol kolon) ve
test (sag kolon) sonuglari
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Sekil 4. 40. ABC, PSO ve DE ile bes iiyelik fonksiyonlu ANFIS optimizasyonunda iiyelik

fonksiyonlarinin baslangi¢ ve son durumlari
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Egitim fazi icin elde edilen en iyi sonug Test fazi icin elde edilen en iyi sonug
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Sekil 4. 41. Yedi iiyelik fonksiyonu kullanilarak ABC, PSO ve DE ile elde edilen egitim (sol kolon) ve
test (sag kolon) sonuglari
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Sekil 4. 42. ABC, PSO ve DE ile yedi iiyelik fonksiyonlu ANFIS optimizasyonunda iiyelik

fonksiyonlariin baglangi¢ ve son durumlari
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5. SONUCLAR

Bu tez calismasinda, bulanik isleyisi gergekleyen ANFIS (Adaptive Neuro-
Fuzzy Inference System) bulanik mantik ¢ikarim modeli kullanilarak; ABC’nin
dogrusal olmayan dinamik sistemlerin bulanik modellenmesinde optimizasyon basarimi
incelenmis ve literatiirde siklikla kullanilan PSO ve DE’nin basarimlariyla
kiyaslanmistir. Boliim 1'de verilen literatiir 6zetinden de anlasilacagi tizere, ABC'nin bu
tez ¢alismasi kapsaminda yapilan ¢alismaya benzer bir kullanim1 heniiz mevcut degildir.

Bu bakimdan bu ¢alismanin ilgili alanda katki sundugu degerlendirilmektedir.

Bolim 3’de verilen ANFIS ag yapisina gore dinamik sistemler i¢cin gerekli
parametre optimizasyon araglari olusturulmus, sistemlerin hem egitilmesinde hem de
test edilmesinde ii¢ algoritma igin popiilasyon biiyiikliigii, parametre, maksimum nesil
sayist ve kosma sayisi esit alinarak uygulamalar yapilmistir. Her bir algoritmanin

basarimi ayri1 ayri elde edilmis ve detayli bir sekilde incelenerek kiyaslama yapilmistir.

ABC algoritmasinin  dogrusal olmayan dinamik sistemlerin  bulanik
modellenmesindeki basarimi popiilasyon bilyiikliigiiniin énemli oldugu PSO ve DE
algoritmalari ile kiyaslandiginda, bu tez kapsaminda yapilan ¢aligmalardan elde edilen
sonuglara gore, genel olarak bulanik sistem modellemede DE'nin daha basarili oldugu
ancak ABC ve bu ¢alismada gelistirilen tiirevlerinin basarimlarinin DE'nin basarimina
cok yakm oldugu sonucuna varilmistir. Incelemede ele alinan PSO algoritmasimin

basariminin ise ABC ve DE'nin basarimlarina gore daha kotii oldugu goriilmiistiir.

Algoritmalarin bir nesil i¢in kosturma siiresine bakildiginda en iyi bir nesil igin
ortalama kosma zamani ABC algoritmasina aittir. Oyle ki, optimizasyon basariminda
DE ABC'den daha iyi sonu¢ vermesine ragmen, bir nesil i¢in ABC'nin ortalama kosma
stiresinin DE'ninkine gore iki kat daha kisa oldugu gozlenmistir. Bu sonuca dayali
olarak, ger¢ek zamanli (Ozellikle gomiilii sistem tabanli) uygulamalarda ABC
isletiminin, DE ve PSO isletimine gore daha elverisli oldugu anlasilmaktadir. ABC
algoritmasimin diger algoritmalara gore daha basit bir yapi ve daha az sayida kontrol

parametresinin olmasi da algoritmaya ayri bir tstiinliik kazandirdig1 degerlendirilmistir.
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Bu tez kapsaminda yapilan c¢alismalar sonucunda ¢ok yeni ve giincel bir
algoritma olan ABC’nin bulanik sistem parametrelerinin optimizasyonunda etkin bir
sekilde kullanilabilece8i gosterilmistir. Bu ¢alismada ABC algoritmasinin dogrusal
olmayan dinamik sistemlerin bulanik mantik tabanli optimizasyonu basariminda bazi
ODS’ler igin istenilene yakin sonuglarinda elde edilemedigi goriilmiistiir. Bu sonucun
sebebi olarak; ANFIS yapisinda 6nceden belirlenen ve sabit tutulan iiyelik fonksiyon
sayisi, kural sayisi, giris sayisi, parametreler i¢in sabit alt ve iist siir degerlerinin
kullanilmas1 gosterilebilir. Bahsedilen bu kisitlamalarin optimizasyon siirecinde ABC
algoritmasmin performansini olumsuz etkiledigi disiiniilmektedir. Bu nedenle ileride
yapilacak calismalarda ANFIS igin 6zellikle kural ve UF sayisinin uyarlamali olarak
belirlendigi problemlerde ABC algoritmasinin basariminin degerlendirilmesi gerektigi
onerilmektedir. Ancak, belirtilen bu yapisal ANFIS 6grenme yonteminin daha karmasik
olacagi unutulmamalidir. Bu baglamda literatiirde heniiz bir sablon seklinde yapisal

O0grenme yontemi gelistirilmis degildir.
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EK-1: Standart ABC ile fonksiyon (peaks) optimizasyonunda kullamlan kodlar

ariS=50;

cicekS=ariS/2;

D=2;

snr=[-3 -3 ;5 5];
limit=cicekS*D;
iteS=100;
eniyicozum=zeros(100,1);

for i=1:cicekS
for j=1:D
x(i,j)=snr(1,j)+rand*(snr(2,j)-snr(1,j));
end

fx(i)=fxhesapla(x(i,:));
fitness(i)=1/(1+%x(i));
hataS(i)=0;

end

for ite=1:iteS

for i=1:cicekS
satir=x(i,:);
sutun=fix(rand*D)+1,;
k=fix(rand*cicekS)+1;
teta=(rand-0.5)*2;
j=sutun;
v=x(i ) Heta*(x(1,))-x(k.));

if (v<snr(1,sutun))
v=snr(1,sutun);
end

if (v>snr(2,sutun))
v=snr(2,sutun);

end

satir(sutun)=v;

gkalite=fxhesapla(satir);

kalite=fx(i);

if (gkalite<kalite)
X(1j)=v;
fx(i)=gkalite;
hataS(i)=0;
fitness(i)=1/(1+gkalite);
else
hataS(i)=hataS(i)+1;
end

end

toplamFitness=sum(fitness);
for i=1:cicekS

p(i)=fitness(i)/toplamFitness;
end

for i=1:cicekS

pr=rand;

if(pr<p(i))
satir=x(i,:);
sutun=fix(rand*D)+1;
k=fix(rand*cicekS)+1;
teta=(rand-0.5)*2;
j=sutun;
v=x(ij) Hteta*(x(1,))-x(k j));

if (v<snr(1,sutun))
v=snr(1,sutun);
end

if (v>snr(2,sutun))
v=snr(2,sutun);

end

satir(sutun)=v;

gkalite=fxhesapla(satir);

kalite=fx(i);

if (gkalite<kalite)
x(i,j)=v;
fx(i)=gkalite;
hataS(i)=0;
fitness(i)=1/(1+gkalite);

else
hataS(i)=hataS(i)+1;

end

end
end

if (max(hataS)>=limit)
i=find(hataS==max(hataS));
for j=1:D
X(i,))=snr(1,j)+rand*(snr(2,j)-snr(1,j));
hataS(i)=0;
end
end

sonuc=fx’;

min(fx);

eniyicozum(ite)=min(fx)
[enkucukdeger enkucukindis]=min(fx);
eniyi=x(enkucukindis,:)
a(ite)=min(fx);

b(ite)=ite;

for i=1:cicekS
t=(ite-1)*cicekS+i;
X()=x(i,1);
Y (1)=x(i,2);
Z(t)=fx(i);

end
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EK-2: Literatiir kiyaslamasi i¢in kullamilan uygunluk/kalite hesaplama fonksiyonu
kodlar:

function E=fxhesapla(ari,veri)

x3=veri(:,3);

G(1,:)=gbellmf(x3,[ari(1) ari(6) ari(11)]);
G(2,:)=gbellmf(x3,[ari(2) ari(7) ari(12)]);
G(3,:)=gbellmf(x3,[ari(3) ari(8) ari(13)]);
G(4,:)=gbellmf(x3,[ari(4) ari(9) ari(14)]);
G(5,:)=gbellmf(x3,[ari(5) ari(10) ari(15)]);

E=0;
for ite=1:length(x3)

fori=1:5
Tnorm(i)=G(i,ite);
end

T=sum(Tnorm);
wT=0;
for 0=1:5
w(0)=Tnorm(o)/T;
end
wfT=0;
for 0=1:5
wf(o)=(ari((0+15))*(x3(ite))+ari((0+20)));

wfT=wfT+wf(0);
end

cikis=wfT,;
e=cikis-veri(ite,3); %
E=e*e+E;

end

E=sqrt((1/length(x3))*E);
end
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