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Bu tezin tasarimi, hazirlanmasi, yiiriitillmesi, arastirmalarinin yapilmasi ve
bulgularinin analizlerinde bilimsel etige ve akademik kurallara 6zenle riayet
edildigini; bu caliyjmanin dogrudan birincil iiriinii olmayan bulgularin,
verilerin ve materyallerin bilimsel etige uygun olarak kaynak gosterildigini
ve alint1 yapilan ¢alismalara atfedildigine beyan ederim.
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Glinlimiizde teknolojinin gelismesiyle, olusturulan goriintiilerin kalitesi
artmaktadir. Kalitesiyle birlikte bu goriintiilerin boyutlar1 ve yiikleme/indirme
siireleri de artmaktadir. Dolayisiyla bu durumda da daha fazla depolamaya ve
zamana ihtiya¢ vardir. Bu sorunlara ¢oziim olarak goriintiilere cesitli goriintii

sikistirma teknikleri uygulanmaktadir.

Goriintii sikistirma  teknikleri, kayipli goriintii sikistirma ve kayipsiz
goriintii  sikistirma olmak Ttizere ikiye ayrilir. Kayipsiz goriintii sikigtirma
isleminde, goriintii kalitesi miimkiin oldugunca degismez fakat sikistirma orani
diisiiktiir. Kayiph goriintii sikistirma isleminde goriintiide bulunan bazi piksellerin
degistirilmesi sayesinde daha fazla sikistirma yapilabilir fakat goriintiiniin kalitesi

orijinaline gore daha diisiik olacaktir.

Sezgisel algoritmalar, dogada yasayan herhangi bir canlinin yasamsal
faaliyetlerini baz alarak bu faaliyetlerin matematiksel olarak ifade edilmesiyle
olugsmustur. Bu yasamsal faaliyetlere avlanma, kesif, kovalamaca, gézlemleme
gibi faaliyetler Ornek wverilebilir. Bu calismada meyve sineklerinin besin
arayisindan esinlenilerek olusturulmus olan Meyve Sinegi Optimizasyon
Algoritmasi, ates boceklerinin es secimlerinden esinlenilmis olan Ates Bocegi
Optimizasyon Algoritmasi, Kuslarin ugus hareketleri baz alinarak olusturulmusg
olan Parcacik Siirli Optimizasyon Algoritmasi ve yarasalarin avlanma
hareketlerinden ilham alinarak olusturulmus olan Yarasa Optimizasyon

Algoritmasi incelenmistir.

Giincel bir sekilde kullanilmaya devam eden bu algoritmalarin destegi ile



literatiirde yaygin bir sekilde kullanilmakta olan, ¢esitli kontrastlara sahip olan, gri
tonlamal1 goriintiiler iizerinde kayipli goriintii sikistirma islemi uygulanmistir. Her
algoritmanin ¢esitli kontrastlardaki goriintiiler {izerindeki performanslari
incelenip, hangi algoritmanin diger algoritmalara kiyasla daha iyi sonug verdigi

incelenmistir.

ANAHTAR KELIMELER: Sezgisel Algoritmalar, Goriintii Stkistirma, Parcacik
Siirii Optimizasyon Algoritmasi, Ates Bocegi Optimizasyon Algoritmasi, K-
Means Algoritmasi.
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ABSTRACT

VECTOR-BASED IMAGE COMPRESSION BY CURRENT META-
HEURISTIC ALGORITHMS
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(SUPERVISOR:PROF. DR. CEYHUN KARPUZ)
(CO-SUPERVISOR:ASSIST. PROF. DR. ILKER KILIC)
DENIZLi, JUNE 2024

With the advancement of technology today, the quality of images created
is increasing. Along with the quality, the sizes of these images and the time it
takes to upload/download them are also increasing. Therefore, more storage and
time are needed in this situation. Various image compression techniques are

applied to images as a solution to these problems.

Image compression techniques are divided into two categories as lossless
image compression and lossy image compression. In lossless image compression,
the image quality remains as unchanged as possible, but the compression ratio is
low. In lossy image compression, more compression can be achieved by changing
some pixels in the image, but the quality of the image will be lower than the

original.

Meta-heuristic algorithms have been developed based on the vital
activities of any living creature in nature, expressing these activities
mathematically. Activities such as hunting, exploration, chasing, and observation
can be given as examples of these vital activities. In this study, the Fruit Fly
Optimization Algorithm, inspired by the food search of fruit flies, the Firefly
Optimization Algorithm, inspired by the mate selection of fireflies, the Particle
Swarm Optimization Algorithm, based on the flight movements of birds, and
the Bat Optimization Algorithm, inspired by the hunting movements of bats, have

been examined.
With the support of these algorithms, which continue to be used

i1



currently, lossy image compression has been applied to grayscale images that are
widely used in the literature and have various contrasts. The performances of each
algorithm on images with various contrasts have been examined, and it has been

investigated which algorithm gives better results compared to other algorithms.

KEYWORDS: Meta-Heuristic Algorithms, Image Compression, Particle
Swarm Optimization Algorithm, Firefly Optimization Algorithm, K-Means
Algorithm.
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1. GIRIS

Giliniimilizde internet ve uygulamalar sayesinde veriler kolayca ve hizlica
olusturulabilmektedir. Olusturulan verilerin arasinda 6zellikle goriintiiler diger veri
tiplerine gore daha fazla yer kaplar. Ozellikle giiniimiizde olusturulan gériintiilerin
kalitesinin artmasiyla birlikte indirme-yiikleme siireleri ve hafizada kapladigi alan da
artmaktadir. Bu yiizden goriintiiniin hafizada kapladig1 alanin kiigiiltiilebilmesi i¢in
sikistirilmas1 gerekmektedir. Sikistirma islemi goriintiideki fazlaliklar1 azaltir ve
goriintliniin miimkiin oldugunca kii¢iik boyutlu olmasini saglar. Goriintii sikigtirma
islemi, kayiph ve kayipsiz olmak iizere ikiye ayrilir (Rahebi 2022). Kayipl goriintii
sikistirma  islemlerinden en yaygin ve pratik olanlarindan biri K-Means
Algoritmasidir. Bu sikistirma yontemi, sikistirma sonrasinda bazi goriintii bilgilerinin
kaybolmasindan dolay1 kayiphidir. Bu sikistirma yonteminde bir goriintii rastgele
biiyiikliikte kiimelere boliiniir ve her kiimeye rastgele bir merkez atanir. Daha
sonrasinda belirlenen merkezler ile kiimeler icerisinde bulunan verilerin Oklid
mesafesi hesaplanir. Ardindan her kiime igerisinde Olglilen mesafelerin agirlik
ortalamast alinir ve kiimelerin yeni merkezleri belirlenir. (Li ve dig. 2012).Bu
yontem sayesinde, orijinal goriintiideki ana hatlarin bozulmadan goriilebilecek
sekilde, orijinal goriintiiye kiyasla daha diisiik kalitede olan ancak hafizada orijinal
goriintiiden daha az yer kaplayan yeni bir goriintii olusturulur (Yuan ve dig. 2014).
Sezgisel algoritmalar, dogadaki herhangi bir canlinin hareketlerinin (besin arama,
ucus, gozlemleme, avlanma, kesif, kovalamaca vb.) gézlemlenip belirli matematiksel
ifadeler ile bu hareketlerin simiile edilmesine dayalidir. Bu algoritmalar sayesinde
herhangi bir miihendislik alanindaki problem kolayca ¢6ziime ulasabilir, bir
sistemdeki belirli bir parametrenin en ideal degeri hesaplanabilir. Bu ¢alismada K-
Means algoritmasinin igleyis mantigi kullanilarak kod defterleri olusturulmus,
sezgisel algoritmalarin destegi ile c¢esitli kontrastlardaki goriintiilere goriintii
sikistirma islemi uygulanmistir. Cesitli sezgisel algoritmalarin goriintii sikistirma
isleminde kullanilmas1 sonucu algoritmalarin performanslar1 karsilagtirilmistir.
Incelenmis olan algoritmalar sunlardir: Meyve Sinegi Optimizasyon Algoritmasi
(MSOA), Parcacik Siirli Optimizasyon Algoritmast (PSOA), Atesbocegi
Optimizasyon Algoritmasi (AOA) ve Yarasa Optimizasyon Algoritmasidir (YOA).
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Performans degerlendirmesi icin MSE (Mean Squared Error) yani Ortalama Karesel
Hata degeri incelenecektir. Bu deger ne kadar kiigiikse algoritmanin performansinin
o kadar iyi oldugu sonucuna ulasilir. Yani ama¢ MSE degerinin minimize
edilmesidir. Bu calismada islem kolaylig1 agisindan 256x256 boyutunda, gri renk

seviyeli, ¢esitli kontrast oranlarina sahip goriintiiler kullanilmistir.

1.1 Tezin Amaci

Bu c¢alismada literatiirde yaygin bir sekilde kullanilmakta olan sezgisel
algoritmalariyla birlikte K-Means algoritmasindan ilham alinarak olusturulmus olan
¢oziim kiimeleri ile literatiire yaygin olarak kullanilan gri tonlamali 256x256
boyutundaki yiiksek ve diisiik kontrastli goriintiilere goriintii sikistirma islemi
uygulanacaktir. Sekil 3.2°de de goriildiigii iizere uygulanacak olan goriintii sikistirma
islemi i¢in goriintiiyli en iyi sekilde temsil eden 8 adet, 4x4 boyutunda olan kod
sOzciiklerinden olusan bir kod kitabinin bulunmasi gerekmektedir. Bu calismada
literatiirde basarili olarak kabul edilen giincel sezgisel algoritmalar kullanilarak en iyi
kod kitab1 bulunmustur. Yapilan bu islemin ardindan, incelenen sezgisel
algoritmalarin performanslari karsilastirilip, aralarindan en verimli ¢alisan ve en iyi

sonucu veren sezgisel algoritmanin hangisi oldugu belirlenecektir.

1.2 Tezin Metodu

Bu ¢alismada goriintiilerin iizerine goriintii sikistirma uygulanabilmesi igin
oncelikle ¢oziim kiimesinin nasil tasarlanmasi gerektigi diistiniilmiis olup K-Means
Algoritmasinin ¢alisma bi¢iminden ilham alinmistir. Borland C++ Builder ortaminda
¢ozlim kiimesi tasarimi i¢in uygun bir kod yazilip, yazilan kodun ¢aligma mantig1
dogrulandiktan sonra literatiirde yaygin olarak kullanilan sezgisel algoritmalar
hakkinda arastirma yapilmistir. Yapilan arastirmalar sonucunda bu ¢alismada, Meyve
Sinegi Optimizasyon Algoritmasi, Parcacik Siirii Optimizasyon Algoritmasi, Ates
Bocegi Optimizasyon Algoritmast ve Yarasa Optimizasyon Algoritmasinin

kullanilmasina karar verilmistir.



Yukarida bahsi gecen algoritmalar igin ¢esitli calismalar incelenip,
algoritmalarin isleyis mantiklart kod ortaminda simiile edilmistir. Mevcut algoritma
i¢cin yapilan simiilasyonun dogrulugu teyit edildikten sonra literatiirde yaygin olarak
kullanilan, ¢esitli kontrastlardaki gri tonlamali goriintiiler iizerinde incelenen bu
algoritmalarla birlikte goriintiilere goriintii sikistirma islemi uygulanmigtir. Caligma
sonucunda elde edilen sikistirilmig goriintiilerin MSE degerleri bilgisayar ortaminda
kayit altina alinmistir. Ardindan bir sonraki algoritmanin kod ortaminda simiile
edilmesi islemine gecilip incelenen sezgisel algoritma ile goriintii sikistirma islemi
yapilmistir. Hedeflenen sezgisel algoritmalarin hepsiyle goriinti sikistirma islemleri
yapildiktan sonra kayit altina alinan MSE degerleri Octave programi yardimiyla
olusturulan c¢esitli grafikler ile incelenmistir. Dort farkli sezgisel algoritmasi
kullanilarak yapilan goriintii sikistirma isleminden elde edilen sonuglar goriintii

sikistirma islemi uygulanmis olan her bir goriintii i¢in karsilagtirilmigtir.

1.3 Tezin Kapsam

Bu ¢alismada goriintii isleme alaninda bulunan goriintii sikistirma teknikleri
ve cesitli glincel sezgisel algoritmalar incelenmis olup, K-Means algoritmasindan
ilham alinarak goriintii sikistirma islemi icin ¢6ziim kiimeleri olusturulmus ve
olusturulan bu ¢6ziim kiimeleri kullanilarak Meyve Sinegi Optimizasyon
Algoritmasi, Parcacik Siirii Optimizasyon Algoritmasi, Ates Bocegi Optimizasyon
Algoritmasi ve Yarasa Optimizasyon Algoritmasi ile diisiik ve yiiksek kontrastli
goriintiilere goriintii sikistirma islemi uygulanmig ve bu algoritmalarin goriintii

sikistirma islemindeki performanslar karsilastirilmistir.



2. LITERATUR OZETi

Goriintii sikistirma islemi, gorlintiiniin boyutunun kiictltiiliip daha kiiciik
depolama alani gerektiren veya daha diisiik bant genisligi kullanilarak iletilmesini
saglayan bir islemdir. Goriintii sikistirma islemi yiiksek kalitedeki goriintiilerin
yiiksek boyutlarda depolama alam1 ve fazla bant genisligi gerektirmesi gibi
problemlerin ¢oziilmesinde 6nemlidir. Goriintii sikigtirma islemi sayesinde depolama
alaninin daha verimli bir sekilde kullanilmasi saglanmis olur, veri paylasimi hizlanir
ve veri yonetimi siire¢leri optimize edilmis olur. Gorintii sikistirma isleminde
algoritmalarin  kullanilmasiyla da biiyiilk boyutlu veya yiiksek c¢oziintirliiklii

goriintiilerin depolanmasi ve taginmasi daha verimli hale getirilmis olur.

Vektor Nicemleme (Vector Quantization) ydntemi, goriintii sikistirma
alaninda yaygin olarak kullanilan, temel amaci verileri benzerliklerine gore siralayip
gruplandirmay1 ve bu gruplarin ortalamalarini belirleyerek sikistirmayr amaglayan
bir yontemdir. Vektér Nicemleme yonteminde, goriintii oncelikle kiiclik bloklara
boliiniir ve her blok vektor olarak degerlendirilir. Bu vektorler kod kitab1 adi1 verilen
bir kiimelerde gruplandirilirlar ve her bir vektér kod kitabindan en yakin vektore
atanir. Boylece, goriintiideki birgok blok ayni kod kitabindaki vektorlerle temsil
edilebilir ve boylece veri miktar1 azaltilabilir. Kisacasi kod kitabi, orijinal
goriintiinlin miimkiin oldugunca benzer sekilde temsil edilmesini saglar. En ideal kod
kitabinin {retimi, gorlintii sikistirma igleminin verimligini ve performansini

iyilestirmek i¢in dnemli bir asamadir.

Kod kitabinin olusturulmasi, sikistirma orani ve kalitesi i¢in Onemlidir.
Benzer 6zelliklere sahip olan bloklarin optimum diizeydeki bir kod kitabinda daha iyi
gruplandirilmasi sayesinde daha yliksek sikistirma oranlari elde edilebilir (Kilig ve
Cetin 2024). Dolayisiyla herhangi bir goriintii i¢in kullanilabilecek olan en ideal kod
kitabin1 bulmak goriintii sikistirma isleminin en 6nemli kisimlarindan biridir. En
ideal kod kitabinin bulunmasi sayesinde goriintii kalitesi korunur, Tepe sinyal-
giiriiltii oran1 (PSNR) yiikselir, Ortalama Karesel Hata (MSE) degeri ve goriintiiniin
boyutu azalir (Rahebi 2022). Kod kitabinin olusturulmasi siirecinde sezgisel

algoritmalarin kullanilmasiyla Vektor Nicemleme yontemindeki verilerin kiimelere
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ayrilma islemi daha verimli bir sekilde yapilabilir. Bu tiir algoritmalarin temel amaci,
popiilasyonu olusturan bireylerin evrimlesmesiyle daha iyi bireylerin yaratilmasi ve

bu sayede optimizasyon problemlerinin ¢oziilebilmesidir (Kili¢ ve Cetin 2024).

Literatiirde, optimizasyon algoritmalarmi kullanarak kod kitab1 tasarimi
yapilan birgok ¢alisma bulunmaktadir. Ornegin ,2008 yilinda Yang tarafindan
kullandig1 Genetik Algoritma, 2013 yilida Tsai ve diger calisma arkadaslari
tarafindan kullanilan Karinca Kolonisi Optimizasyon Algoritmasi, 2007 yilinda Feng
ve diger calisma arkadaglari tarafindan kullanilan Parcacik Siirii Optimizasyon
Algoritmasi, 2011 yilinda Horng ve Jiang tarafindan kullanilan Bal Aris1 Ciftlesme
Optimizasyon Algoritmasi, 2012 yilinda Horng tarafindan kullanilan Ates Bocegi
Optimizasyon Algoritmasi, 2007 yilinda Pan ve Cheng tarafindan kullanilan Tabu
Arama Algoritmasi, 2019 yilinda Kumar ve diger calisma arkadaglari tarafindan
kullanilan Yarasa Optimizasyon Algoritmasi, 2018 yilinda Chiranjeevi ve Jena
tarafindan kullanilan Guguk Kusu Arama Optimizasyon Algoritmasi, 2021 yilinda
Geetha ve diger calisma arkadaglar1 tarafindan kullanilan Aslan Optimizasyon
Algoritmasi, 2013 yilinda Sanyal ve diger calisma arkadaslar tarafindan kullanilan
Bakteriyel Yiyecek Arama Optimizasyon Algoritmast ve 2022 yilinda Rahebi
tarafindan kullanilan Balina Optimizasyon Algoritmasi vb. c¢esitli algoritmalar
goriintii sikistirma isleminde, Vektor Nicemleme yontemindeki kod kitab1 tasarimi

icin kullanilabilir (Kili¢ ve Cetin 2024).

2.1 Problem Tanimi

Giliniimiizde teknolojinin gelismesiyle, olusturulan goriintiilerin  kalitesi
artmaktadir. Kalitesiyle birlikte bu goriintiilerin boyutlar1 ve ylikleme/indirme
stireleri de artmaktadir. Dolayisiyla bu durumda da daha fazla depolamaya ve
zamana ihtiya¢ vardir. Siire ve alandan tasarruf edilmesi icin goriintlii sikistirma

teknikleri kullanilmaktadir.



3. VEKTOR TABANLI GORUNTULER

Gri seviye goriintli veya basitce goOriintii terimi, x ve y'mnin uzaysal
koordinatlar1 ve herhangi bir noktadaki (x,y) fonksiyon degerinin o noktadaki
gorlintiinlin parlakligima (veya gri ton seviyesine) orantili olan iki boyutlu bir 151k
yogunlugu fonksiyonunu ifade eder. Sekil 3.1, bu ¢alisma boyunca kullanilan eksen
kuralin1 gostermektedir. Bazen bir goriintii fonksiyonunu {igiincii eksen parlaklik
olacak sekilde perspektif olarak goriintilemek kullanish olabilir. Sekil x.x’e bu
acidan bakildiginda, parlaklik seviyelerinde ¢ok sayida degisiklik olan bolgelerde bir
takim aktif tepe noktalar1 ve parlaklik seviyelerinin ¢ok az degistigi veya sabit
oldugu yerlerde daha kiigiik tepeler olarak goriinecektir. Daha parlak alanlara orantili

olarak daha yiiksek degerler atamak, cizimdeki bilesenlerin yiiksekligini ilgili

parlaklikla orantil1 hale getirecektir.

Dijital bir goriintii, satir ve silitun indisleri o noktada tanimlanan bir matris

olarak diisiiniilebilir. Bu dijital dizinin elemanlarina piksel denir (Kili¢ 1997).

Origin
> Y
256x256
GRAY LEVEL
IMAGE
-
X

Sekil 3.1: Gri tonlamal1 goriintiiniin vektorel gosterimi (Kilig 1997).

Sekil 3.1°de goruldiigli lizere bu c¢alismada kullanilan goriintiiler vektor
tabanli olarak incelenmistir. Gri tonlamal1 256x256 goriintiilerde vektoriin sinirlar

256 birimdir. Yani goriintii 256x256 boyutunda bir vektor olarak incelenmistir.



Goriintiiniin vektor olarak degerlendirmesi sayesinde ¢oziim kiimesi tasariminda

pratiklik saglanmigtir.

- KOD KIiTABI —
"""""" | 1 ittty = kod sozciigi (m x n) ittt B
"""""""" || 2 i = kod sozciigh (m x n) rmmmmmen] |
““““““ || 3 ity = kod sdzciigi (m x n) --------|__|veniden olusturulmus
_—[—+ -------- L gOrinti
[T . L N
REEEA BRSNS -
‘ | I | I | yeniden olusmrulmu|s I | I | ‘
gorintiiniin m x n piksel boyutlu vektorleri (mx n) blok
N = kod sozciigh (m x n)

Sekil 3.2: Kod kitabinin olusturulmasi.

Sekil 3.2’de goriildiigli lizere herhangi bir goriintiiniin vektdr olarak
degerlendirilmesinin temsili hali gosterilmektedir. Sekil 3.2°de goriintiiyii olusturan
her bir kare 4x4 boyutundadir yani her bir karenin igerisinde goriintiiye ait olan 16
piksel mevcuttur. Yukaridaki sekilde gosterilen kareler temsili olup orijinal goriintii
256x256 boyutunda bir vektor olarak ele alinip 4096 adet kare elde edilmistir.
Goriintiiniin daha kolay bir sekilde islenebilmesi i¢in goriintii 4x4 boyutunda
vektorlere boliiniir. Bu vektorlere kod sézctigii adi verilir. 256x256 boyutundaki bir
goriintiide toplamda 4096 adet kod sozciigli mevcuttur. Bu kod sozciiklerinin bir
araya gelmesiyle de kod kitab1 ad1 verilen vektor gruplari olusturulur. Bu ¢alismada 8

adet kod so6zciigiinden olusan kod kitab1 kullanilmastir.



4. SAYISAL GORUNTULER VE OZELLIKLERI

4.1  Binary Goriintii

0 ve 1 olmak iizere yalnizca iki farkli piksel yogunlugu degerine sahip
goriintiilere binary (ikili) goriintiiler denir. Sekil 4.1°deki gibi goriintiiler genellikle
renkli bir gorlintlinlin ayirt edici bir boliimiinii vurgulamak i¢in kullanilir (Dai ve dig.

2015).

Sekil 4.1: Binary goriintii (Dai ve dig. 2015).

4.2 Gri Tonlamali Goriintii

Gri tonlamali veya 8 bit goriintiiler, 256 farkli piksel degerinden olusur;
burada 0 piksel yogunlugu siyah rengi ve 255 piksel yogunlugu beyaz rengi temsil
eder. Aradaki diger 254 degerin tiimii farkli gri tonlaridir (Huang ve dig. 2021). Sekil
4.2’de literatiirde yaygin olarak kullanilan gri tonlamali bir Ornek goriinti

gosterilmistir.



Sekil 4.2: Gri tonlamal1 goriintii (Lena).

4.3 RGB Renkli Goriintii

Modern diinyada alistigimiz goriintiiler RGB veya bilgisayarlara 16 bitlik
matrisler olan renkli goriintiillerdir. Yani her piksel icin 16777216 farkli renk
miimkiindiir. “RGB” bir goriintiiniin Kirmizi, Yesil ve Mavi tonlarini temsil eder. Bir
piksel, piksel degeri (0, 0, 0) oldugunda siyah, (255, 255, 255) oldugunda beyaz
olacaktir. Aradaki herhangi bir sayr kombinasyonu, dogada var olan tiim farkli
renkleri meydana getirir. Ornegin, (255, 0, 0) kirmiz1 renktir (¢iinkii bu piksel icin
sadece kirmizi1 kanal aktiftir). Benzer sekilde (0, 255, 0) yesil ve (0, 0, 255) mavidir
(Daga ve dig. 2012). Sekil 4.3’de literatiirde yaygin olarak kullanilan bir RGB 6rnek

goriintii gosterilmistir.

Sekil 4.3: RGB goriintii (Baboon) (Daga ve Yusiong 2012).



4.4  Diisiik Kontrasth Goriintii

Goriintiiyii  olusturan piksellerdeki renk degisimlerinin daha az oldugu
goriintiilerdir. Bu tip goriintiilerde cok fazla renk tonu bulunmaz. Sekil 4.4’teki

goriintii diislik kontrasthi ve gri tonlamal1 “Airplane” gorselidir.

< Y

Sekil 4.4: Gri tonlamal1 diisiik kontrastli goriintii (Airplane).

1

Sekil 4.5: “Airplane” isimli gorselin kontrast grafigi.

Sekil 4.5’te goriildiigii gibi diisiik kontrastli goriintiilerde piksellerin renk
yogunlugu, belirli bir gri ton araliginda toplanmustir.



4.5 Yiiksek Kontrasth Goriintii

Goriintiiyii olusturan piksellerdeki renk degisimleri daha fazladir. Sekil
4.6’daki gibi bu tiir goriintiilerde diisiik kontrastli goriintiilere kiyasla daha fazla

detay ve renk tonu bulunur.

Sekil 4.6: Gri tonlamal1 yiiksek kontrastli goriintii (Barbara).

P

Sekil 4.7: “Barbara” isimli gorselin kontrast grafigi.

Sekil 4.7°de goriildiigli gibi yiiksek kontrastli goriintiilerde piksellerin renk

yogunlugu, biitiin ton skalasina yayilmig bir durumdadir.

Bu caligmada literatiirde yaygin bir sekilde kullanilan yiiksek ve diisiik
kontrastli, gri tonlamal1 ve 256x256 boyutta goriintiiler kullanilmistir.
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4.6 BMP (Bitmap)

BMP goriintii, pratik bir goriintii dosyas1 formatidir. Gorilintiiniin ham hali
olup sikistirilma uygulanmamais halidir. Bu ¢alismada BMP formatindaki literatiirde

yaygin olarak kullanilan goriintiiler kullanilacaktir.

4.7  PNG (Portable Network Graphics)

PNG formatindaki goriintiller kayipsiz veri sikistirmast kullanilarak
olusturulmustur. LZ77 algoritmas1 ve Huffman kodlamasmin bir arada kullanan
DEFLATE sikistirma algoritmasi kullanilarak olusturulmustur. Géoriintiilerin

internette dagitimi i¢in tasarlanmistir.

4.8 TIFF (Tagged Image File Format)

Fotograflar ve ¢izimleri depolamak i¢in kullanilan kayipsiz sikistirma yapan
bir dosya formatidir. JPEG ve PNG’ye kiyasla daha yiiksek renk derinligine sahip
goriintiiler i¢in kullanilan bir formattir. Bu format goriintii isleme uygulamalar1 ve

fakslama gibi alanlarda kullanilir (Kaur & Choudhary, 2016).

4.9 JPEG (Joint Photographic Expert Group)

Renkli veya gri tonlamali goriintiileri sikistirmay1 amaglayan bir formattir.
Kayiph sikistirma yapan bir formattir. Sikistirma oraninin ayarlanabilir olmasi bu
formati1 popiiler kilmaktadir. Sikistirma oran arttik¢a goriintiideki kaybolan verilerin
miktar1 artar fakat yeniden olusturulan goriintii, orijinaline kiyasla daha kiigiik
boyutta olur. JPEG formati, goriintiilerin internette depolanabilmesi ve iletilmesi igin

kullanilan yaygin bir formattir.
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5. GORUNTU SIKISTIRMA TEKNIKLERI

Dijital goriintiilemede goriintiinlin temsil edilebilmesi i¢in gerekli olan bilgi
miktarinin azaltilmasi sorununu asabilmek ic¢in goériintiiye, goriintii sikigtirma islemi
uygulanir. Gorilintiiniin kompakt bir temsilini olusturmay1 ve bu sayede goriintii
depolama boyutlarin1 ve iletim siirelerini azaltmayi hedefleyen bir islemdir. Her
goriintli icerisinde gereksiz veriler mevcuttur ve bu veriler fazladan depolama alani
kullanimina sebep olur. Bu tip gereksiz veriler, goriintli boyunca tekrar eden pikseller
veya ¢ok sik tekrarlanmis olan desenler olabilir. Goriintii sikistirma iglemi ile bu
fazlaliklarin azaltilmasi veya ortadan kaldirilmasi depolama alanindan tasarruf

edilebilmesini saglar.

Goriintli sikistirma islemi kayipli ve kayipsiz olmak iizere iki farkl tiirde
incelenebilir. Kayipsiz sikistirma iglemiyle yeniden olusturulan goriintii, sayisal
degerler bakimindan orijinal goriintii ile aynidir. Fakat kayipsiz sikistirma islemiyle
cok az miktarda sikistirma uygulanabilir. Kayipli sikistirma islemiyle yeniden
olusturulan goriintiide ise orijinal goriintiiye goére bozulmalar goriiliir. Bunun nedeni,
goriintiideki gereksiz bilgilerin ortadan kaldirilmasidir. Ancak kayipli sikigtirma
islemi sayesinde oldukg¢a yiiksek oranlarda sikistirma yapabilmek miimkiindiir

(Vijayvargiya ve dig. 2013).

5.1 Kayipsiz Goriintii Sikistirma Teknikleri

Kayipsiz goriintii sikistirma isleminde orijinal goriintiideki tiim bilgilerin
kodlanmas1 ile goriintii yeniden olusturulur. PNG ve GIF, kayipsiz goriintii
sikistirmaya Ornek olarak gosterilebilir.

5.1.1 Run Length Kodlamasi

Run-length kodlama (RLK), Sekil 5.1’de goriildiigli {izere orijinal

goriintiideki tekrar eden verileri birlestirilip tek veri degeri olarak diizenleyip
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gorilintliyli yeniden olusturan bir tekniktir. Sirali ve tekrar eden veriler igin
kullanildiginda olduk¢a verimli bir tekniktir. Gri tonlamali goriintii i¢in {Vi,R; }
seklinde belirtilir. “V;” degeri piksel degeri, “Ri” ise o pikselden ka¢ adet
bulundugunu gosteren bir degerdir. Bu igslem diisiik kontrastli goriintiilerde verimli
bir sekilde ¢alisirken yiiksek kontrastli goriintiilerde sikistirma yapamaz ve orijinal
goriintiiden daha yiiksek boyutlu bir goriintii ortaya ¢ikar (Kaur & Choudhary, 2016).

Sekil 5.1°de Run-length Teknigi’nin ¢alisma mantigi temsili olarak gdsterilmistir.

l62]6262|73|73|73|73|87|87| —— |{62,3}|{73,4}| (87,2}

Sekil 5.1: Run-Length Teknigi.

5.1.2 Huffman Kodlamasi

Huffman tarafindan gelistirilmis kayipsiz goriintii sikistirma ydntemlerinden
birisidir. Goriintiideki pikseller sembol olarak degerlendirilir. Daha sik gdriinen
piksellere daha az sayida bit atamas1 yapilirken, daha seyrek goriinen piksellere daha

fazla sayida bit atamasi yapilir (Vijayvargiya ve dig. 2013).

5.1.3 Lempel-Ziv-Welch Kodlamasi (LZW)

Abraham Lempel, Jacob Ziv ve Terry Welch tarafindan gelistirilmis, evrensel
kayipsiz veri sikistirma algoritmasidir. LZW sozlik tabanli  kodlamadan
olusturulmus bir algoritmadir. S6zliik tabanli kodlama statik veya dinamik olabilir.
Statik sozliik kodlamada, kodlama ve kod ¢6zme islemleri yapilirken sozliik sabit
kalir. Dinamik sozliik kodlamasinda ise sozliik anlik olarak gilincellenir. Uygulama
kismui basittir ve yiliksek verimlilik oranlarina sahiptir, bu yiizden de bilgisayarlarda
yaygin olarak kullanilan evrensel bir veri sikigtirma algoritmasidir (Vijayvargiya ve

dig. 2013).
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5.2 Kayiph Goriintii Sikistirma Teknikleri

Kayipl goriintii sikistirma islemi, depolama boyutunun azaltilabilmesi i¢in
goriintiideki baz1 verilerin silinip goriintiinlin yeniden olusturulmasidir. Olusturulan
yeni gorilintii orijinal goriintiiye benzer fakat birebir ayn1 goriintli degildir. Veri kaybi
oldugundan dolay1 olusturulan yeni goriintii orijinal goriintiiniin daha disiik
kalitedeki halidir. Boylece kaliteden o6diin verilerek kayipsiz goriinti sikistirma

islemine oranla daha yiiksek sikistirma oranlar1 elde edilebilir.

5.2.1 Vektor Nicemleme (VN) (Vector Quantization (VQ))

Vektor nicemleme islemi, biiylik bir veri kiimesini gruplara bolerek caligir.
Her grubun ortalamasi alinir ve bir merkez belirlenir. Artik gruplara ayrilmis olan her
veri merkez noktanin degeri ile gosterilir. Boylece birbirlerine yakin degerde olan
veriler tek bir deger ile gosterilip veri boyutundan kazan¢ saglanmis olur. Bu
teknigin yogunluk eslestirme 6zelligi sayesinde biiylik boyutlu verileri kolayca

gruplayabilir.

5.2.2 Ayrik Kosiniis Doniisiimii (AKD)

Goriintlii sikistirma teknikleri icinde en popiiler olan tekniklerden biridir.
AKD teknigi goriinti ve video islemede, sinyal islemede kullanilmaktadir.
Gortintiideki piksel degerlerini iki boyutlu matris olarak degerlendirirsek AKD,
frekans bilesenlerinin esdeger matrisine doniistliriilmesi islemidir. Goriintii uzaymin
belirli bir frekansa eslenmesi i¢in kullanilir. Bu sayede goriintii sikistirilmis olur

(Raid ve dig. 2014).

5.2.3 Ayrik Fourier Doniisiimii (AFD)

Ayrik Fourier Donilisimii (AFD), sonlu alana sahip olan ayrik zamanl
sinyallerin Fourier analizinin incelenmesi teknigidir. Goriintli, video ve ses

bilgilerinin sikistirilmasmin analizi gibi birgok alanda kullanilan bir tekniktir. AFD
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teknigi hesaplama yapilabilmesi i¢in fazla sayida carpma ve toplama iglemi
gerektirir. Bu yiizden bu teknik yerine Hizli Fourier Doniisiimii de kullanilabilir

(Ismaili ve dig. 2012).

5.2.4 K-Means Algoritmasi

K-Means algoritmasi, J.B.MacQueen tarafindan 6nerilen, bolmeye dayali bir
tiir kiime algoritmasidir. Oriintii tamima ve veri madenciliginde siklikla kullanilan bir
algoritmadir. Temel mantig1, kiimelenmis verilerin kiime merkezlerine olan uzakligin
hesaplanip her iterasyonda merkezin giincellenmesine dayalidir (Li ve Wu 2012).

Algoritma su sekilde ¢alismaktadir:

Adim 1: Bir K sayis1 belirlenir. Bu K sayis1 merkez sayisini yani kiime

sayisini belirler.

Adim 2: Belirlenen K sayis1 kadar veri setinde rastgele kiime merkezleri

Sekil 5.2°de gosterildigi gibi belirlenir.

Sekil 5.2: Veri setinde rastgele merkezlerin se¢imi (Piech 2013).

Adim 3: Veri setindeki verilerin, Sekil 5.3’teki gibi belirlenen merkezlere
gore Oklid mesafesi hesabi yapilir ve her veri hangi merkeze yakin ise o merkezin

kiimesine ait kabul edilir.
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Sekil 5.3: Veri setinin kiimelere ayrilmasi (Piech 2013).

Adim 4: Her kiimede, kiime merkezleri ile kiimedeki verilerin arasindaki

Oklid mesafesi hesaplanir ve ortalama bir deger hesaplanur.

L
i ol
'...:1 .

Sekil 5.4: Yeni merkezlerin hesaplanmasi (Piech 2013).

Adim 5: Hesaplanan bu ortalama deger kiimenin yeni merkezini olusturur ve

3. adimdan itibaren bu islemler belirli kriterler saglanana kadar devam eder.
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Sekil 5.5: Kiimelerin yeniden olusturulmasi (Piech 2013).

Bu c¢alismada K-Means algoritmasinin  kiime se¢im mantigindan
esinlenilerek, literatiirde yaygin olarak kullanilan gri tonlamali goriintiilerdeki
rastgele kod sozciiklerinin (code word) alt alta siralanmasi ile kod defterleri (code
book) olusturulmustur. Olusturulan bu kod defterleri ile birlikte ¢esitli algoritmalarin
yardimi ile goriintiler yeniden olusturulup, goriinti sikistirma islemi

gerceklestirilmistir.
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6. SEZGISEL OPTIMiIiZASYON ALGORITMALARI

Son yillarda artan doganin isleyisini inceleyen arastirmalar sayesinde,
doganin karmasik problemleri ¢6zmek ve bir sistem gelistirmek i¢in elverisli oldugu
one siiriiliiyor. Ornegin dogada, hayvanlar1 ele alacak olursak hayvanlarin, besin
arayisi, bolgelerini koruma ve es bulma gibi 6zellikleri incelenmistir. Bu davraniglar
optimizasyon algoritmalar1 tarafindan olarak simiile edilmis ve bu algoritmalarda

kullanilan parametreler, ¢oziilmek istenen probleme gore ayarlanabilmektedir.

Cesitli bilim dallarindaki problemlerin ¢oziimiinde ortaya ¢ikan karmasik
durum ve coklu bilinmeyenler bugiine kadar yaklasik metodlar ile ¢oziilityordu.
Fakat son yillardaki sezgisel algoritmalarin ¢oklu bilinmeyen parametrelerin
bulunmasindaki basarilar1 goriildii (Genetik algoritma gibi). Bdylece sezgisel
algoritmalarin basarili bir sekilde yaklasik yontemler (Newton Rapson gibi) yerine
kullanilabilecegi goriildii. Yeni sezgisel algoritmalarin ortaya c¢ikmasi ile son 20

yilda da Onerilen yontemlerin sayisi hizli bir sekilde artisa gecti.

Karinca kolonileri, kus siiriileri, art siiriileri gibi canlilarin kolektif akilli
davraniglarini inceleyen arastirmacilar, son yillarda bu canlilarin sergiledigi siirti
davraniglarindan ilham alip bu davraniglar1 ¢esitli matematiksel denklemler ile ifade
etmis ve o canlinin adini tasiyan optimizasyon algoritmalarini ortaya ¢ikarmistir
(Yuan, X. ve digerleri 2014). Bu algoritmalara ornek olarak, Parcacik Siirii
Optimizasyon Algoritmasi (PSOA), Atesbocegi Optimizasyon Algoritmasi (AOA)
Meyve Sinegi Optimizasyon Algoritmast (MSOA) ve Yarasa Optimizasyon
Algoritmasi (YOA) gosterilebilir. Giris kisminda da belirtildigi gibi bu ¢alismada
sirii hareketlerinden ilham alinmig olan bu algoritmalar {izerinde ¢alismalar

yapilacaktir.

6.1  Meyve Sinegi Optimizasyon Algoritmas1 (MSOA)

Meyve sinekleri, Sekil 6.1°de gosterilen kirmizi gozlere sahip kiigiik

sineklerdir. Genellikle olgunlasmis yiyeceklere ilgi duyarlar. Osphresis organlar
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sayesinde koku alma kabiliyetleri ¢ok yiiksek olan bu canlilar yaklagitk 40 km
uzakliktaki bir besinin kokusunu rahatlikla alabilir (Yuan ve dig. 2014). Ayrica
icinde 760 birim goz barindiran bir bilesik géze sahiptirler. Bu bilesik goz sayesinde
besinlerin yerini rahatca saptayabilmektedir. Meyve sineklerinin besin arayis siireci
su sekilde gerceklesir: ilk dnce osphresis organiyla besini koklar ve besine dogru
ucar. Besin konumuna yaklastiktan sonra, hassas goriis 6zelligi ile besini ve diger

meyve sineklerinin konumu saptar (Xing ve Gao 2014).

Algoritmanin isleyis adimlar1 asagidaki gibidir:

Sekil 6.1: Beslenmekte olan bir meyve sinegi (Wikipedia contributors 2024).

Adim 1: Meyve sineklerinin baslangi¢ konumu rastgele olacak sekilde

belirlenir.

Adim 2: Yiyecek aranmasi i¢in meyve sineklerinin konumlarina rastgele

degerler eklenir.

X; = Xqpis + rand (6.1)

Y, = Yyuis + rand (6.2)

Buradaki i degeri o anki meyve sineginin indis degeridir. “rand” ifadesi de
sineklerin dagilimindan esinlenilen rastgele bir vektordiir. Belirlenen yarigap degeri

kadar meyve sineklerinin konum bilgilerinin iizerinde ilave veya azaltma iglemi

yapilir.
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Adim 3: Yiyecegin konumu tam olarak bilinmedigi i¢in baslangi¢ i¢in orijine
olan mesafe “Dist” tahmin edilir, ardindan koku konsantrasyonu degerlendirme

degeri olan “S” hesaplanir. Hesaplanan bu deger mesafe degerinin tersine esittir.

Dist; = /Xl? + Y2 (6.3)

S, = — (6.4)

L Dist;

Adim 4: Meyve sineklerinin bireysel konumlarinin koku konsantrasyon
degerini “Koku” bulabilmek i¢in her meyve sineginin koku konsantrasyon

degerlendirme degerleri “S” uygunluk fonksiyonunda yerine yazilir.

Koku; = Fonksiyon(S;) (6.5)

Adim 5: Meyve sinekleri arasinda en yogun koku konsantrasyonuna sahip

olani bulunur.

[bestKoku, bestIndex] = max (Koku) (6.6)

Adim 6: En iyi koku konsantrasyon degeri ve koordinat degerleri x, y

saklanir. Bu andan itibaren biitiin meyve sinekleri bu konumdan harekete gececektir.

Kokubest = bestKoku (6.7)
X,xis = X(bestIndex) (6.8)
Yoxis = Y(bestindex) (6.9)

Adim 7: Adim 2 — Adim 5 aras1 dongii devam eder. Sonraki iterasyonlarda
eger daha iyi degerler hesaplandiysa Adim 6’ya gidilir ve en iyi degerler giincellenir.
Bu dongii belirli bir iterasyon sayis1 kadar veya baska bir kriter saglanana kadar

devam eder.

21



6.2  Parcacik Siirii Optimizasyon Algoritmasi (PSOA)

Parcacik Siirii Optimizasyon Algoritmast (PSOA), Eberhart ve Kennedy
tarafindan 1995 yilinda Onerilen siiriiye bagli degisken bir algoritmadir. PSOA,
bocekler, kuslar, baliklar ve diger hayvan siiriilerini de kapsayacak sekilde
hayvanlarin sosyal davraniglarini taklit eder (Marini, F. & Walczak, B. 2015). Bu
stiriiler go¢ etmek veya besin aramak i¢in Sekil 6.2’deki Ornek gorseldeki gibi
birlikte hareket ederler, bdylece siiriideki her iiye, diger iiyeleri ve kendisinin

deneyimlerine gore arama modelini giincellemeye devam eder (Wang ve dig. 2017).

Algoritmanin isleyis adimlar1 asagidaki gibidir:

Sekil 6.2: PSOA’nin esinlenildigi canli tiirlerinden biri (Seferovic 2023).

Adim 1: Siiriideki her parcacigin konumu rastgele belirlenir. Ardindan biitiin

parcaciklarin kisisel en iyi konumu “p;” degerleri baslangigta belirlenen konumlara

esitlenir.

pi(0) = x;(0) (6.10)

Adim 2: Her pargacik i¢in uygunluk fonksiyonu hesaplanir. Her parcacigin

uygunluk fonksiyonu degerleri birbirleri ile karsilastirilir. Hangi deger digerlerine

[IP=2]

gore daha 1yiyse o deger global deger “g” olur.

f (%(0)) = f(x:(0)) ise g = x;(0) (6.11)
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13 2

Adim 3: Her parcgacik i¢in hiz denklemi hesaplanir. Bu hesaplamada “ci” ve
“c2” parametreleri disaridan belirlenir, “R;” ve “R»” parametreleri ise [0,1] arasinda
rastgele degerlere sahip tamsayilardir. “vi(t)” ifadesi pargaciklarmn ilk hizi olup ilk
iterasyonda sifirdir. “®” katsayisi ise probleme gore degiskenlik gosteren [0,1] arasi

degisebilen bir tamsay1dir.

(13 2

Gergek degerli ve genellikle 0 <(c1, ¢2)<4 araliginda olan “ci” ve “c2” ivme
katsayilar1 “biligsel katsay1” veya “sosyal katsay1” olarak isimlendirilir ve pargacigin
kisisel ve global en iyi parcaciktan etkilenme miktarmi belirler. “Ri” ve “R»”
degerleri, [0,1] arasinda diizgiin bir dagilimdan {iretilmis olan rastgele sayilardir.
Hem bu iki degisken hem de sosyal ve bilissel degiskenler (6.12)’deki hiz denklemi
tizerinde stokastik bir etkiye sahiptir (Marini ve Walczak 2015).

vi(t+1) = w=*xv(t) + ¢y * (Pi - xi(t)) * Ry + ¢,(g — x;(t)) xR, (6.12)

Adim 4: Hiz denklemi hesaplanan parcaciklarin konum verileri giincellenir.

xl(t+1) =xl(t)+vl(t+1) (613)

Adim 5: Giincellenen konumlarin uygunluk fonksiyonlart yeniden hesaplanur,

(13 2 [Pt

pi”’ ve “g” degerleri giincellenir.

Adim 6: Adim 3 — Adim S aras1 dongii devam eder. Bu dongii belirli bir
iterasyon sayisi kadar veya baska bir kriter saglanana kadar devam eder. Problemin

€ _ 9

¢Oziimii “g” degeridir.

6.3 Ates Bocegi Optimizasyon Algoritmasi (AOA)

Atesbocegi  Optimizasyon Algoritmasi, 2008 yilinda Yang tarafindan
gelistirilen, siiri zekdsi yontemini kullanan, dogadan esinlenilmis, sezgisel ve
degisken (stokastik) bir algoritmadir. Zor olarak kabul edilebilecek optimizasyon

problemlerinde kullanilabilecek verimliligi yiiksek bir algoritmadir.

Ates bocekleri, Sekil 6.3’te goriildiigii gibi biyoliiminesans adi verilen
biyokimyasal bir siire¢ sayesinde etrafa yanip sonen 151k yayabilirler. Bu tiirde bir

yanip sonme durumunda olan bir 151k kaynagi sayesinde karsi tarafa kur yapmak
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istedigini belirtebilmesinin yaninda potansiyel yirticilar1 da uyarabilir. Disi
atesbocekleri eslerini secerken yanip sonen 1s18in parlaklifina 6nem verir. Yani
hangi erkek atesbocegi daha parlak 1s1k saciyor ise disi o atesbocegine dogru
yonelecektir. Algoritmada da bu olaylardan esinlenilmistir. Burada atesbocekleri
mevcut sistem igin birer ¢oziimii temsil etmektedir (Iztok ve dig. 2013). Literatiirde,

bu algoritma kullanilirken 3 kurala dikkat edilir:

e Tiim atesbocekleri cinsiyetsizdir. Boylece her atesbocegi birbiri ile
etkilesim kurabilecektir.

e (Cekicilik faktorii 151k siddeti ile dogru orantili oldugu i¢in daha parlak
151k sacan ategbocegi digerini ¢cekecektir. Eger tiim ates bocekleri ayni
151k siddetine sahip ise biitiin ates bocekleri rastgele hareket edecektir.

e Her ates boceginin parlakligi hedef fonksiyonu ile dogru orantilidir.

Algoritmanin isleyis adimlar1 asagidaki gibidir:

Sekil 6.3: Ates bocegi (Girard 2018).

Adim 1: Popiilasyon rastgele degerler alacak sekilde belirlenir. Ardindan

popiilasyondaki her ates boceginin uygunluk fonksiyonu degeri hesaplanir.

Adim 2: Her defasinda bir ¢ift ates bocegi eslesebileceginden eslesen ¢iftin
arasindaki mesafe (4.14)’teki gibi hesaplanir. Eslesme sayisi popiilasyon biiyiikligi

yardimi ile hesaplanir. Buradaki x;x ifadesi i. ates boceginin k. bileseni iken x;x ise j.
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atesboceginin k. bilesenini gostermektedir. x;, Xj 1. ve j. ates bocegini ifade

etmektedir.

eslesme = popllasyon(popiilasyon — 1)/2 (6.13)

iy = |lx = ]| = VER Geike — %707 (6.14)

Adim 3: Ardindan her ates bocegi icin ¢ekicilik faktorii hesaplamasi yapilir.

Bu hesaplamada kullanilan “y” ve “Bo” degeri [0,1] arasinda degisebilen tamsayilar

olup her probleme gore farkli deger alabilmektedir.

B(r) = Bo.e ™" (6.15)

Adim 4: Karsilasma esnasinda hangi atesbocegi digerinden daha parlak 151k
sagtyor (uygunluk fonksiyonunda daha iyi sonug¢ elde edilmis) ise daha az parlak
olan ates bocegi ona dogru cekilecektir. i. ates boceginin j. ates bocegi tarafindan
cekildigini diisiintirsek i. ates boceginin yeni koordinati (6.16)’daki gibi hesaplanir.
Bo ifadesi genellikle 1 olarak alinir. Buradaki “a” degeri rastgele olup, [0,1] arasinda

degisebilen bir tamsayidir.

Rastgelelestirme parametresi olan “o” parametresi [0,1] araliginda rastgele
tiretilen bir deger alir. “Bo” parametresi sifira esit oldugunda ates bocekleri rastgele
hareket edecektir. “y” parametresinin yakinsama hizi lizerinde onemli bir etkisi
vardir. Degeri teorik olarak y€[0,00) araligindaki herhangi bir deger olabilir. Bu
deger optimizasyon probleminde gore degisiklik gosterir. Tipik olarak 0.1 ile 10
arasinda degisir. “ei” degeri Gauss dagilimindan ¢ekilen rastgele bir sayidir (Fister ve
dig. 2013). “rand-1/2” seklinde de ifade edilebilir. “rand” degeri [0,1] arasinda

diizgiin bir aralikta dagitilmis rastgele bir sayi tiretecidir (Arora ve Singh 2013).

X; = x; + [S’Oe"yrl’ffz. (x; — x]-) + a(rand — %) (6.16)

Adim 5: Konumlar1 gilincellenen atesboceklerinin uygunluk fonksiyonlari

yeniden hesaplanir.

Admm 6: Belirli bir iterasyon sayisina veya herhangi bir kritere ulagilana
kadar Adim 2- Adim 5 arasinda dongii devam eder.
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6.4

Yarasa Optimizasyon Algoritmasi (YOA)

Yarasa Optimizasyon Algoritmasi, 2010 yilinda Yang tarafindan gelistirilmis,

yarasalarin yon bulmak ve avlanmak i¢in gelistirdigi sistemden esinlenilmis bir

algoritmadir. Dogada 1000 farkli yarasa tiirii oldugu diisiiniilmektedir. Mega yarasa

adr verilen tiirler haricinde biitiin yarasalar ekolokasyon 6zelligini kullanabilirken

mikro yarasa tiirleri bu 6zelligi daha sik kullanabilmektedir.

Ekolokasyon 6zelligi bir tiir sonar tipidir. Cok yliksek bir ses darbesi yayip

cevredeki nesnelerin yankisini dinleyebilirler. Sekil 6.4’te gosterilen mikro yarasa

tiirii ve diger mikro yarasa tiirleri bu 6zellik sayesinde karanlikta bile engellerden

kagmabilir, avlarinin yerini ve tiinedikleri bolgenin yerini saptayabilmektedir. Yang

bu algoritmay su ii¢ kurala uyarak gelistirmistir:

Tiim yarasalar mesafe Ol¢climii i¢in ekolokasyon Ozelligini kullanir.
Biitiin yarasalarin av veya besin ve arka planda var olan engeller

arasindaki farki bildikleri varsayilir.

13 2

Yarasalar avlarini tespit edebilmek i¢in rastgele bir sekilde “x;
konumundan, “v;” hizla, “fmin” frekansiyla, degisen “A” dalga boyuyla
ve “Ao” ses yiiksekligiyle ucarlar.

Ses yiiksekligi degeri farkli yonlerden dolay1 degisebilse bile, bu
degerin minimum sabit degere kadar degisebildigi varsayilir. Yani ses

yuksekligi belirli bir minimum diizeyin altina diisemez. (Yang ve He

2013)

Sekil 6.4: Bir mikro yarasa tiirii (Green 2022).
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Algoritmanin isleyis adimlar1 agagidaki gibidir:

Adim 1: Yarasa popiilasyonu rastgele konumlardan baslatilir, ilk hiz degeri

olan v;j degeri biitiin popiilasyon i¢in sifira esitlenir.

Adim 2: Her yarasa i¢in [1,2] sayilar1 arasinda rastgele degerde ses siddeti
degeri “A;”, frekans degeri “fmin” ve “fmax”, [0.5,1] sayilar arasinda rastgele degerde
sinyal gonderme oranm1 “r;” belirlenir. Frekans sinirlari olan “fmin” ve “fmax” degerleri
[0,1] araliginda diizglin sekilde rastgele dagitilmis olan parametrelerdir ve

optimizasyon probleminin tiiriine goére degisebilir (Kiligc 2022).

Adim 3: Tim yarasalarin ses siddetinin ortalamasi olan “Ao” degeri

hesaplanir.

Adim 4: Popiilasyondaki her yarasa i¢in uygunluk fonksiyonu hesaplanir.
Ardindan her bir yarasa i¢in [0,1] arasinda rastgele bir deger alan “d” degiskeni
atanir (Kilig 2022). Bu “d” degeri ile her yarasanin “r;” degeri karsilastirilir. Eger d
degeri daha kiigiik ise yarasa lokal arastirma yaparak avina daha yaklasacaktir, aksi

halde yarasa rastgele arastirma yaparak avini tespit etmeye ¢alisacaktir.

“B” parametresi [0,1] araliginda diizgiin dagilimdan elden edilen rastgele bir
degere sahiptir. “a’ve “y” parametreleri genellikle [0,1] arasinda degerler alabilen,
optimizasyon probleminin tliriine gore degisebilen degerlere sahiptir (Yang ve He

2013).

e Rastgele Ucus:

fi = fmin *+ (fmax - fmin)-,g (6.17)
v =v{ T+ (xf T = xy) ff (6.18)
xp=x{ "+ (6.19)

Buradaki “xg” degeri yarasalarin arasinda en iyi sonucu veren yarasanin

konumudur. “t” ifadesi o anki degeri, “t-1” ifadesi ise yarasanin bir Onceki
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iterasyondaki degerini temsil etmektedir. (6.18)’deki ifade, her yarasanin kendine ait

hiz denklemidir. B degeri [0,1] arasinda rastgele deger alan bir tamsayidir.

e Lokal Arastirma Ucusu:

xb=xf71 + g AL (6.20)

2

Buradaki “ex” degeri [-1,1] arasinda diizgiin bir aralikta dagitilmis rastgele bir

degerdir (Kili¢ 2022).

Adim 5: Tim popiilasyonun sinyal gonderme oranlari, ses siddeti degeri ve

ses siddetinin ortalama degeri giincellenir.

Attt = qAl (6.21)
it =1l (1 — 0.5.yiern0) (6.22)

Yukaridaki denklemlerde “a” ve “y” degeri sistemin hizli1 yakinsamamasi i¢in
[0.9,1] arasinda rastgele tamsay1 olacak sekilde segilir. Bdylece “y'“™” degeri
gittikce sifira yaklasacaktir. “iter no ” o anda kaginci iterasyonda oldugunu belirtir.

“rmax” 1fadesi ise genellikle 1 olarak sec¢ilmektedir.
Adim 6: Tiim popiilasyon i¢in uygunluk fonksiyonu yeniden hesaplanir.

Admm 7: Belirli bir iterasyon sayisina veya herhangi bir kritere ulagilana

kadar Adim 4-Adim 6 arasinda dongili devam eder.

28



7. YONTEM

Bu caligmada yukaridaki kisimlarda anlatildigr gibi K-Means algoritmasinin
isleyis bigimi ile goriintii sikistirma islemi i¢in kod kitaplari olusturulmustur. Bu kod
kitaplar1 goriintiinlin igerisinden rastgele konumlardaki 4x4 bloklarin alt alta
yazilmasi ile olusturulmaktadir. Kullanilan goriintiiller 256x256 boyuttadir. Kod

kitaplari, Sekil 7.1°de gosterildigi tizere su sekilde olusturulmaktadir:

1. 256x256 boyutunda olan orijinal goriintii 4x16384 boyutunda vektore
doniistiiriiliir. Bu doniisiimde piksellerin yerleri siralidir, yani rastgele bir doniistim

gerceklesmemektedir.

2. Elde edilen 4x16384 boyutundaki vektorden rastgele olacak sekilde

4x4’liik parcalar alinir, bu pargalara kod soézciigii ad1 verilir.

3. Alinan 8 kod sozciigii alt alta veya yan yana yazilarak 4x32 boyutunda

bir vektor elde edilir. Bu vektore kod kitabi ad1 verilir.

Bu ¢alismada sezgisel algoritmalarda ¢6ziim kiimesi olarak kod kitaplar
kullanilmistir. 8 kod sozciigiinden olusan bir ¢oziim kiimesi tercih edilmesinin
sebebi, farkli boyuttaki diger kod kitab1 tasarimlarma kiyasla daha verimli
caligmasidir. Sezgisel algoritmalarla calisirken popiilasyonlardaki her bir birey bir

kod kitabin1 temsil etmektedir.

- KOD KiTABI -
"""" | 1 i = kod sozciig (m x n) il I
-------- || 2 mememmes = kod sozcigt (m x n) remmnmes] |
LT - || 3 | |z © kod sézetgi (mxn) | | | === |__|veniden olusturulmus

o S ] ’—> ———————— L gorunta

b N H R N
yeniden olusturulmus
gorintiiniin m x n piksel boyutlu vektorleri (mx n) blok
N = kod sbzciigi (m x n)

Sekil 7.1: Kod kitabmin olusturulmasi (ikinci kez).
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Her bir kod kitabi ile orijinal goriintii yeniden olusturulur. Ardindan orijinal
goriintli ile yeniden olusturulan goriintiiniin karsilastirilmast yapilir. Bunun igin
Mean Squared Error (MSE) yani “Ortalama Karesel Hata” degeri hesaplanir. MSE
degeri, yeniden olusturulan goriintliniin orijinal goriintiden ne kadar farkh
oldugunun sayisal olarak ifade edilmesini saglar. Coziim kiimelerinin sonuglar
karsilastirildiginda en diisiik MSE degerine sahip olan ¢6ziim kiimesi en iyi ¢6ziim
kiimesi olarak kabul edilmektedir. Bu calismada da cesitli sezgisel algoritmalar
sonucu olusturulan goriintilerin  MSE degerleri incelenerek hangi sezgisel

algoritmanin daha iyi sonug verdigi gézlemlenecektir.

1 ’
MSE = |- 37, (Y — Y')? (7.1)

Buradaki “n” degeri veri sayisidir. Goriintii lizerinde ¢alisma yapildigt ve
256x256 boyutta goriintiiler kullanildig1 i¢in bu deger 65536°dir. Y degeri orijinal
goriintiideki piksel degeri, Y’ degeri, yeniden olusturulan goriintiideki piksel

degeridir.

Tepe Sinyal-Giiriilti Oran1 (PSNR), sinyal giiriiltiisiiniin giicli ile sinyalin
maksimum giicli arasindaki oran olarak o6l¢iilen niceliktir. PSNR, genellikle kayiph
sikistirma teknigi uygulanmis goriintiilerin yeniden yapilandirma kalitesinin desibel

(dB) degerini 6l¢mek i¢in kullanilir.

Gri seviye (8 bit) goriintiiler icin m*n (256x256) boyutunda olan bir referans
gbriintli Y’ ve bir test gorilintii Y verildiginde, Y’ ve Y arasindaki PSNR su sekilde

tanimlanir;
2552
PSNR = 10log,o(~) (7.2)

MSE

Buradaki 255 degeri gri tonlamadaki en yiiksek degeri ifade etmektedir.
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Baslangig

Striiniin rastgele konumlarda
baslatilmast

|
+

Konum degerlerine eklemeler
yapilmasi

.

Koku konsantrasyon
degerlerinin hesaplanmasi

'

Tim popiilasyon i¢in uygunluk
fonksiyonunun hesaplanmas:

.

En yogun koku konsantrasyonu
degerinin bulunmasi

y

Biitin popiilasyonun en yogun koku
konsantrasyonu olan konuma yonelmesi

Bitig kosulu
saglaniyor mu ?

Sekil 7.2: Meyve Sinegi Optimizasyon Algoritmasi isleyis semasi.

Tablo 7.1: Meyve Sinegi Optimizasyon Algoritmasi s6zde kodu.

Meyve Sinegi Optimizasyon Algoritmasi

Rastgele popiilasyon tiretimi

while (t<Maximum iterasyon sayisi)
Tiim popiilasyonun uygunluk fonksiyonunu hesapla

En iyi degeri veren sinegin fonksiyon degeri ve konum bilgilerini (elit) sakla
Biitiin popiilasyonun konumunu elit sinegin konumuna esitle.
Tiim popiilasyonun konum bilgilerine rastgele degerler ekle veya ¢ikar
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( Baslangig )

A

Suriniin baglatilmasi

a
«

Uygunluk fonksiyonu hesab:

Bireysel tarthsel optimum
konumunun hesabi

Stirid 1¢in tarthsel optimum
konumunun hesabi

Y
Hiz ve Konumun gu

giincel

pargaciklar hizlarimin ve konumunun

ncellenmesine gore

Bitis kosulu
saglaniyor mu ?

Hayir

Sekil 7.3: Pargacik Siirii Optimizasyon Algoritmasi igleyis semasi.

Tablo 7.2: Pargacik Siirii Optimizasyon Algoritmasi s6zde kodu.

Parcacik Siirii Optimizasyon Algoritmasi

Rastgele popiilasyon tiretimi

Tiim popiilasyonun konum bilgilerini p; i¢cine kaydet

while (t<Maximum iterasyon say1s1)

Tiim popiilasyon i¢in uygunluk fonksiyonunu hesapla

En iy1 uygunluk fonksiyonu degerine sahip bireyin konum bilgilerini g i¢ine kaydet
piicindeki konum bilgilerini tiim popiilasyon i¢in giincelle

Popiilasyondaki her birey icin hiz denklemi hesapla

Hesaplanan hiz denklemlerini popiilasyona ekle
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( Baslangic )

Y
Striiniin rastgele konumlarda
baslatilmasi

-«

A 4
Tim popiilasyon 1¢in uygunluk
fonksiyonunun hesaplanmasi

Y
Her bir ateg bocegi ifti arasindaki gekicilil
degerinin ve mesafenin hesaplanmasi

\ 4
Ates boceklerinin konumlarinin
giincellenmesi

Bitis kosulu
saglantyor mu ?

Sekil 7.4: Ates Bocegi Optimizasyon Algoritmast igleyis semasi.

Tablo 7.3: Ates Bocegi Optimizasyon Algoritmasi sdzde kodu.

Ates Bocegi Optimizasyon Algoritmasi

Rastgele popiilasyon tiretimi
while (t<Maximum iterasyon sayisi)
Tiim popiilasyon i¢in uygunluk fonksiyonunu (parlaklik degeri) hesapla
while (k<popiilasyon*(popiilasyon-1)/2)
Popiilasyon icerisinden rastgele iki birey se¢
(6.14)’teki denklemi kullanarak iki birey arasindaki mesafeyi hesapla
(6.15)’teki denklemi kullanarak ¢ekicilik faktériint hesapla
Uygunluk fonksiyonu daha kétii olan bireyi diger bireye yaklastirmak icin (6.16) teki
denklemi kullan
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Baglangsg

Her yarasa igin baglangig
parametrelerinin belirlenmesi

_lw‘mmegen‘

atanmas: ve ortalama gurilta degen

—

Tuim popilasyon igin uygunluk
fonksyonunun hesaplanmasi

Tém popilasyona rastgele konum
degerleri ve "d" degeri atanmas:

H -
Rastgele e

Aragtirma

Evet

Lokal Aragtirma

»
Tam populasyon igin ses jiddeti ve
sinyal gonderim oranlannn

Sekil 7.5: Yarasa Optimizasyon Algoritmasi isleyis semast.

Tablo 7.4: Yarasa Optimizasyon Algoritmasi sézde kodu.

Yarasa Optimizasyon Algoritmasi

Rastgele popiilasyon tiretimi
Tiim popiilasyon i¢in vi=0
Tiim popiilasyon i¢in fmin, fmax, [1,2] arasinda rastgele A; ses siddeti ve [0.5,1] arasinda
rastgele r; sinyal génderme orani belirle
Ortalama ses siddeti degeri Ag hesapla
while (t<Maximum iterasyon say1s1)
Tiim popiilasyon i¢in uygunluk fonksiyonunu hesapla
[0,1] arasinda rastgele d degeri ata ve o anki yarasanin sinyal génderme orani r ile
karsilastir
if (d<r)
(6.17)’deki denklemi hesapla, burada bulunan deger ile (6.18)’i kullanarak yarasa icin
hiz degerini hesapla ve (6.19)’deki denklem ile yarasanin konumunu giincelle
else
[-1,1] arasinda rastgele € belirle ve (6.20)’deki denklemi kullanarak yarasanin
konumunu giincelle
(6.21) ve (6.22) deki denklemleri kullanarak her yarasa i¢in sinyal génderme oranini, ses
siddetini ve ortalama ses siddetini giincelle

34



8. BULGULAR

Bu calismada 4 farkli optimizasyon algoritmasi ile, popiilasyon sayilari, hedef
iterasyon sayilart esit olacak sekilde farkli kontrastlarda, gri tonlamali, 256x256
boyutta, BMP formatindaki 6 adet goriintiiye sikistirma islemi uygulanmistir.
Sonuglar1 sayisal olarak gozlemleyip karsilastirma yapabilmek i¢in yeniden
olusturulan her goriintii i¢in MSE degeri hesaplanmistir. Kullanilan 6rnek goriintiiler

asagidadir:

Sekil 8.1: Airﬁé&:ggrseli. Sekil 8.2: Barbara gorseli.

Sekil 8.3: Boat gorseli. Sekil 8.4: Clock 6rsli.
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Sekil 8.5: Lena gorseli. Sekil 8.6: Moon gorseli.

Meyve Sinegi Optimizasyon Algoritmasini ¢alistirirken meyve sinekleri i¢in
cesitli arama yarigaplart denenmistir. Bu yaricap degerleri her bir sinegin konum
bilgilerine ilave edilecek olan sayiy1 gostermektedir. Yaricap degeri kiiciildiikce
meyve sineklerinin hata degerinin azaldig1 goriilmiistiir. Bu calismada inceleme igin
=10, =6 ve r=4 yaricaplar1 kullanilmistir. En iyi degeri veren r=4 yarigaph
caligttrmanin  sonucunda yeniden olusturulan goriintiler ve yarigaplarn

performansinin karsilastirildig1 grafikler asagida verilmistir:
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Sekil 8.7: MSOA'nin sonuglari a) Airplane, b) Barbara, ¢) Boat, d) Clock, ¢) Lena, f) Moon.

Pargacik Siirli Optimizasyon Algoritmasinda ci=1, ¢>=2 ve ®=0.2 olarak

alinmistir. Denenen diger katsayilar arasinda en iyi sonucu bu degerler vermistir.

Algoritmanin uygulanmasi sonucu sayisal degerler ve yeniden olusturulan goriintiiler

asagidadir:

38



220

200 |

o
©

uabag 3K

160 [~

140

120

1
1500

1000

Iterasyon Sayisi

500

(a)

|

1000 1500

Iterasyon Sayisi

L
500

440

420 [

0
380

L3
uabaqg IS

360

(b)

1
1500

Il
1000

Iterasyon Sayisi

470

460 -

o
0
-«

=3
3

3
uabag 3sN

430

420 -

410

(©

39



380

MSE Degeri

MSE Degeri

MSE Degeri

340

320

1000
Iterasyon Sayisi

1500

(d)

440 T

420 |

Y
=
=

380 -

\

360

1000
Iterasyon Sayisi

1500

(e)

200

190

@
=
T

170

150

1000
Iterasyon Sayisi

1500

6]

Sekil 8.8: PSOA'nin sonuglari a) Airplane, b) Barbara, c) Boat, d) Clock, ¢) Lena, f) Moon.
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Ates Bocegi Optimizasyon Algoritmasinda en verimli sonuglari elde edecek

sekilde katsay1 diizenlemesi yapilip o=0.5, y=0.01, Po=0.9 olarak alinmstir.

Algoritmanin uygulanmasi sonucu sayisal degerler ve yeniden olusturulan goriintiiler

asagidadir:
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Sekil 8.9: AOA'nin sonuglari a) Airplane, b) Barbara, ¢) Boat, d) Clock, ¢) Lena, f) Moon.

Yarasa Optimizasyon Algoritmasinda en verimli sonucglara ulagabilmek i¢in
algoritmada bulunan fnin=0.0 ve fmax=0.3 olarak alinmistir. y degeri goriintiiye gore
degisiklik gostermekte olup 0.997 veya 0.998 degerinde secilmistir. Yiiksek
kontrastl goriintiilerde y=0.998, diisiik kontrastli goriintilerde y=0.997 olarak

secilmistir. a degeri ise her goriintii igin sabit olup a=0.998 olarak sec¢ilmistir.
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9. SONUC VE ONERILER

Biitiin algoritmalar esit sartlar altinda calistirilip incelendiginde sonuglar

asagidaki grafiklerde ve tabloda goriildiigii gibidir:
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Sekil 9.2: Barbara icin sonuglar.
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Sekil 9.3: Boat igin sonuglar.
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Sekil 9.5: Lena igin sonuglar.
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Sekil 9.6: Moon igin sonuglar.

Tablo 9.1: Yeniden olusturulan goriintiilerin MSE degerleri.

2000

MSE Airplane Barbara Boat Clock Lena Moon
MSOA 163.2 392.1 428.6 341.4 391.0 178.1
PSOA 139.1 368.6 417.0 331.0 360.7 152.3
AOA 128.8 362.3 384.5 308.9 344.5 147.5
YOA 130.1 365.6 411.2 320.4 353.6 149.4
Tablo 9.2: Yeniden olusturulan goriintiilerin PSNR degerleri.

PSNR | Airplane Barbara Boat Clock Lena Moon
MSOA | 26.0dB 22.2 dB 21.8dB 22.8 dB 22.2dB 25.6 dB
PSOA 26.7 dB 22.5dB 21.9dB 22.9dB 22.6 dB 26.3 dB
AOA 27.0 dB 22.5dB 22.3dB 23.2dB 22.8dB 26.4 dB
YOA 27.0 dB 22.5dB 21.9dB 23.0dB 22.6 dB 26.4 dB

Yukaridaki grafikler ve tablo incelendiginde goriinti kontrasti fark

etmeksizin AOA’nin en iyi sonucu verdii gozlemlenmistir. Biitiin yeniden

olusturulan goriintiiler 39:1 oranda sikistirllmistir. Grafiklerden de anlagilacagi iizere

MSOA’nin performansi diger algoritmalara gore diisiik bir seviyede kalmistir. Bunun

gibi durumlarda algoritmaya bazi teknikler veya modeller eklenerek algoritmanin

performansi iyilestirilebilir.
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