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ROBOTLARIN BIiLINMEYEN CISIMLERIN TUTULABILIRLIGINI
ICSEL MOTiVASYON DESTEGI ILE OGRENMESI

OZET

Insanlar ile etkilesim igerisinde olan biligsel robotun tanimadig1 bir nesneyle etkilesime
gecebilmek icin etkili tutma yontemleri ile donatilmis olmas1 gerekmektedir. Ozellikle
diizensiz olan ortamlarda, sensér ve kontrol mekanizmalarinin yetersizligi, onceden
edinilmis bilgi yetersizligi ve nesnelerin farkli modelleri sebebi ile zorluklar katlanarak
artmaktadir. Bu tiir zorluklarin asilabilmesi i¢in robotun verimli 6grenme metotlarina
sahip olmasi1 gerekmektedir. Bu tez ¢alismasinda, tutma eylemi icin belirlenen
potansiyel basarili yiiriitme deneyimlerinin 6grenilmesi, i¢sel motivasyon ve ivecenlik
ile verimli hale getirilmigtir. Robotun tutma eyleminin basarili veya basarisiz olduguna
etkin sekilde karar verebilmesi i¢in i¢sel motivasyon ve ivecenlik sistemi Onerilmistir.
Onerilen sistemde, tutma gorevinin basari karari icin gorme, planlama, yiiriitme,
gozlemleme ve 6grenme siirecleri bir araya getirilmistir.

Sistem ilk olarak, RGB-D kamera ile ortamda bulunan, robotun etkilesmesi gereken
bilinmeyen nesnenin 3 boyutlu goriintiisiinii alarak niteliklerini belirler. Bu goriintii,
nesnenin kenarlarinin ve koselerinin 3 boyutlu olarak tespit edilmesinde kullanilir.
Kenarlarin tesbiti i¢in ise PCL (Point Cloud Library) kiitiiphanesindeki "Organized
Point Cloud Segmentation with Connected Components" algoritmasi kullanilir. Bu
algoritma, kameradan gelen noktalar arasindan birbiri ile baglantili olanlar1 isaretler.
Isaretli noktalar ise bir bagka sistem olan potansiyel tutma noktasi bulma algoritmasina
girdi olarak verilir.

Tutma noktas1 bulma algoritmasi, belirlenen kenar ve kose noktalar: iizerinden nokta
ikililerini belirler. Bu noktalarin birbiri ile kargiliklt ve 2 boyutlu diizlemde olmasi
temel kosuldur. Algoritma Oncelikle, cismin iizerinde referans noktasi belirler ve
referans noktasina en yakin noktay: bulur. Bir sonraki asamasi ise referans noktasi
ile ona en yakin noktadan gecen dogru iizerinde baska bir nokta bulmay1 dener. Eger
basarili olursa, referans noktanin haricindeki 2 nokta tutma noktasi olarak isaretlenir.
Tutma noktasindan iiretilen potansiyel nokta ¢iftleri, simiilasyon ortamda denenerek 6n
elemeden gecirilirler. Boylece gergek diinyada robot agisindan bagarili olma ihtimali
olmayan noktalar elenir ve zaman kayb1 en aza indirgenmis olur. Simiilasyon sonucu
iretilen nokta ciftleri bagarili olmasi beklenen ¢iftlerdir.

Ogrenme siirecinde ise pekistirmeli 6grenme metodu kullanilmistir.  Boylece
robot, eylemler, eylemlerin sonuclari, cismin durumu gibi etkenler konusunda
deneme yanilma ile tecriibbe kazanir ve Ogrenir. Deneme yanilma yontemi ile
O0grenme siirecinde, robotun belirli sabit bir sayida deneme yapmasindan ziyade,
tez calismasinda i¢sel motivasyon, isteksizlik ve ivecenlik durumlar1 da goz Oniinde
bulundurularak metodlar gelistirilmistir. Bu metodlar sayesinde robot tutulmasi
imkansiz olan bir nesnenin hizli bir sekilde tutulamayacagina kanaat getirirken,
tutulabilecek nesneler konusunda tutma noktalarinin belirlenmesinde daha hizli karar
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vermesi miimkiin olur. Bdoylece cisimler ile etkilesen robot, daha sonra cisimlerin
aynisi ya da benzer durumlarda tutma noktalar1 ve nasil tutulacagina dair hizh
eylemde bulunabilir. Insani duygular olan motivasyon, isteksizlik ve ivecenlik
kavramlar1 ise robotun basarmaya calistig1 goreve gore hizli pes etmesine neden
olurken, bazi durumlarda uzun siireli olarak vazgecmeden denemeye devamini
saglamaktadir. Bu sayede, robotun insan ile etkilesimi esnasinda hizli karar verip,
hizli eylem yiiriitmesi saglanirken, zaman veya mekan konusunda kisitt olmadigi
durumlarda da uzun soluklu denemeler yapabilmesini saglamaktadir. Ogrenme
sonucunda elde edilen tecriibeler, robotun gelecekte alinacak olan kararlar ve
eylemler konusunda dogru yonlenmesini saglayacaktir. I¢sel motivasyon metotlart
ile karsilastirildiginda, goreve gore hareket edebilecek olan 6grenme robotun karar
mekanizmasini hizlandirirken, insan etkilesimini de artirmaktadir. Yontem, V-REP
simiilasyon ortam1 ve 7 hareket eksenli robot kolu kullanilarak analiz edilmistir.
Deneylerde farkli nesneler igin, robotun karar mekanizmasindaki hiz ve eylem
planlarinin de8iskenligi gbzlenmistir. Deney setinde, kiip, armut, tiziim, havug goreceli
olarak kolay tutulabilir nesnelerken, labut kolay devrilebilen ama tutulabilir, top
ise tutulamaz cisim olarak secilmistir. Deneyler incelendiginde tutulmasi1 miimkiin
olmayan top i¢in robot ¢abucak tutulamayacagina karar verirken, diger nesneler icin
farkli denemeleri farkli sayilarda yaparak tutulabildigini, diger yontemlere gore ¢ok
daha hizli karar vermistir.
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LEARNING GRASPABILITY OF UNKNOWN OBJECTS
VIA INTRINSIC MOTIVATION

SUMMARY

Robots need effective grasp procedures to interact with and manipulate unknown
objects. In unstructured environments, challenges arise mainly due to uncertainties
in sensing and control, and lack of prior knowledge and model of objects. Effective
learning methods are essential to deal with these challenges. One classic approach
here is to use reinforcement learning (RL) where an agent actively interacts with
an environment and learns from the consequences of its actions, rather than from
being explicitly taught. An agent selects its actions on basis of its past experiences
(exploitation) and also by new choices (exploration). The goal of an agent is to
maximize the global reward; therefore the agent needs to rely on actions that led to
high rewards in the past. However, if the agent is too greedy and neglects exploration,
it might never find the optimal strategy for the task. Hence, to find the best ways
to perform an action they need to find a balance between exploitation of current
knowledge and exploration to discover new knowledge that might lead to better
performance in the future.

In our work, we use reinforcement learning (RL) framework for learning and
incorporate competence-based intrinsic motivation for guidance in search. The
complexity of reinforcement learning is high in terms of the number of state action
pairs and the computations needed to determine utility values. Approximate policy
iteration methods can be used to alleviate this problem based on sampling. Imitation
learning before reinforcement learning is one of the methods for decreasing the
complexity in RL. Furthermore, it is also used for robots learn crucial parameters
in movement to accomplish the task. Frustration level of the robot is also
taken into account for learning mechanism. We further extend this approach by
adopting an adaptive frustration level depending on a task. Intrinsic motivation is
investigated in earlier works. System of "interestingness" was proposed and curiosity
concept for reinforcement learning was introduced. Intrinsic motivation was also
considered as learning objective. Different from curiosity and reward functions, ideal
level of frustration is beneficial for exploration and faster learning. In addition,
competence-based intrinsic motivation for learning was proposed in literature. In our
work, main difference is that impulsiveness is adapted into the frustration rate in order
to change the learning rate dynamically based on a task in real world environment for
robots.

We propose an intrinsically motivated reinforcement learning system for robots to
learn graspability of unknown objects. The system includes two main phases for
determination of grasp points on objects and experimentation of them in the real
world. The first phase includes the required methods to determine candidate grasp
point pairs in simulation. Note that a robot arm with a two-fingered end effector is
selected as the target platform. For this reason, grasp points are determined as point
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pairs. In the second phase of the system, the grasp points determined in the first phase
are experimented in the real world through reinforcement learning. The following
subsections explain the details of these processes.

The first step in the framework is detecting objects in the scene by using an ASUS
Xtion Pro Live RGB-D camera mounted on a linear platform for interpreting the scene
for tabletop manipulation scenarios by a robotic arm. For object detection, Organized
Point Cloud Segmentation with Connected Components algorithm from PCL is used.
This algorithm finds and marks connected pixels coming from the RGB-D camera.
Hence, the object’s center of mass and its edges are detected to be used by the grasp
point detection algorithm that finds candidate grasp point pairs for a two-fingered
robotic hand.

Next step is detecting candidate grasp points in the simulator. Objects are represented
by their center of masses (1) and 3D edges (H). Then candidate grasp point pairs
(p =[p1, p2]) are determined with Grasp Point Detection Algorithm. In the algorithm,
initially the reference points are determined. The center of mass, the upside and
the bottom side center points are chosen as references. Based on these points, cross
section points coplanar with the reference points and parallel to the table surface are
determined. In the next step, the algorithm detects the closest point to the reference
points on the same planar and draws a line crossing with reference points and closest
to it. The second step is determining the opposite point to the closest one on the same
line. This procedure continues until all points are tested. The algorithm produces
the candidate grasp pairs (two grasp points with X,y,z values) and orientation of each
pair according to (0,0) point in 2D (x,y) plane. These grasp points are tested in the
simulator for finding out only the feasible ones. These point pairs are tried in simulator
environment in order to eliminate pairs which are impossible for grasping an object
with robotic arm. This process is saving time, so robot can decide and learn faster.

In learning process, we propose a competence-based approach to reinforcement
learning where exploration and exploitation is balanced while learning to grasp
novel objects. In our approach, the dynamics of balancing between exploration and
exploitation is tightly related to the level of frustration. The failures in obtaining
a new goal may significantly increase the robot’s level of frustration, and push it
into searching new solutions in order to achieve its goal. However, a prolonged
state of frustration, when no solution can been found, will lead to a state of learned
helplessness, and the goal will be marked as unachievable at the current state (i.e.,
object not graspable). Simply speaking, an optimal level of frustration favours
more explorative behaviour, whereas low or high level of frustration favours more
exploitative behaviour. Additionally, we dynamically change the robot’s impulsiveness
that influences how fast the robot gets frustrated, and indirectly how much time it
devotes to learning a particular task.

To demonstrate the advantages of our approach, we compare it with three other action
selection methods: €-greedy algorithm, Softmax function with constant temperature
parameter, Softmax function with variable temperature depending on agent’s overall
frustration level. The results show that the robot equipped with frustration and
impulsiveness learns faster than the robot with standard action selection strategies
providing some evidence that the use of artificial emotions can improve the learning
time. For example, when a robot plays a quick game with a human, it has to learn
quickly. However, when the robot is alone, it can spend relatively more time on
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exploring different states. By changing the impulsiveness, the robot may dynamically
control its level of frustration and therefore the time devoted for learning a particular
task. Hence, the robot could behave differently in different environments and for
different tasks.
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1. GIRIS

Planlama, makine Ogrenmesi, yapay goérme alanlarindaki gelismeler ile sadece
mekanik olarak robotlar tarafindan yapilamaz olarak goriilen bircok gorev insanlardan
daha basarili bir sekilde robotlar tarafindan yapilmaya baglandi. Durum bu sekilde
olunca, robotlarin insani 6zellikler kazanmasinin ihtiyac1 dogmustur. Ozellikle, robot-
larin standart mekanik hareketlerin disina ¢ikmasi ile birlikte algi ve nesne etkilesimi
kavrami robotlar icin Onemli kavramlar haline gelmistir. Dolayisiyla robotlarin
insanlarla etkilesime girebilmesi adina, robotlarin daha insani davranmasi lizerine
caligmalar devam etmektedir. Ayn1 zamanda robotlarin mekanik 6zellikleri sayesinde,

insanlarin yapamayacag1 agir veya zor islerin de gerceklenmesi saglanabilmektedir.

Biligsel robotlarin, plan yapma, ortam ile etkilesime girme, yorum yapma ve 6grenme
ile birlikte amaglarini ve hedeflerini gerceklestirmesi insan ile etkilesime girebilmesi
adina en onemli 6zelliklerdir. Literatiirde bulunan 6grenme yontemleri incelendiginde,
robotlara cisimler veya insanlar ile etkilesime girebilmesi i¢in bir tanim kiimesi
gerekmektedir. Bu tanim kiimesi icerisinde baglangi¢ ve hedef durumlari, sabit veya
statik olarak ifade edilir ve robot bu tanim kiimesi kapsaminda ¢esitli eylemler yiiriitiir.
Yiiriitiilen eylem esnasinda da ortamdan gelebilecek her tiirlii geri besleme robot
icin bir 6grenme algist yaratacaktir. Boylece 6grenme algoritmalar ile gorevin veya

hedefin niteligine gore robotun nasil hareket edebilecegi ogretilebilmektedir.

Bu 6grenme asamasinda, robotun kag kere deneyecegi ya da ne kadar siire denemesi
gerektigine dair gelistirilmis bir mantik veya formiil bulunmamaktadir. Ogrenme
stiresi i¢in genelde sabit bir sayi/siire verilirken, bazi durumlarda ise eylem uzayinin
tiim elemanlarinin tiim kombinasyonlarinin denenmesi saglanmaktadir. Nihayetinde,
gereksiz yorucu eylemlerin birden fazla uygulanmasi 6grenme hizinda performans

sorunlari ortaya ¢ikarirken ayni1 zamanda 6grenme siireci ¢ok uzun zaman almaktadir.

Bu tez calismasinda c¢oziilmeye calisilan problem, robotlarin deneme yanilma ile
Ogrenirken, ne kadar siire veya sayida deneyeceginin belirlenmesi, ne zaman

vazgecmesi gerektiginin hesaplanmasi veya robotun ne zaman 6grendigine kanaat

1



getirmesi gerektiginin cikarimidir.  Problemin ¢oziimii icin kullanilan yaklagim,
insanlardaki icsel motivasyonun robotlara uygulanmasina dayanmaktadir. Isteksizlik,
motivasyon ve ivecenlik duygularinin insanlar iizerindeki modellerinin robotlara

uyarlanmasi saglanmistir.

1.1 Hipotez

Hipotez, pekistirmeli 6grenmeyle 6grenen robotun gereksiz yorucu eylemleri tekrar
tekrar uygulamasini, yeterlilik temelli i¢sel motivasyon etkenlerini 6grenme sistemine
entegre ederek engellemek ve basarisiz olacagi durum-eylem ikililerinden hizlica pes
etmesini saglarken, basarili olacagi durum-eylem ikililerini farkli ortam kosullarina

gore daha az veya daha ¢ok deneyerek 6grenme hizin1 degistirmektir.

1.2 Tezin Amaci

Biligsel robotlarin 6grenme siireclerinde kullanilan metotlarin en énemlilerinden biri
robotun ortamdan geri besleme ile 6grendigi deneme yanilma adimlarini iceren
pekistirmeli 6grenme yontemidir. Bu yontemdeki temel sorun, robotun bir eylemi
kac kere deneyeceginin genel kabul gérmiis bir modelinin olmamasidir. Bunun
sonucunda, robotun Ogrendiginin ya da 6grenemediginin belirlenmesi ¢ok zaman
almaktadir. Bu problemin ¢oziimii icin bu tez calismasinda insanlarin 0grenme
esnasindaki modellenmis davraniglari, robotlara uyarlanarak, onlara daha insani
ozellikler katabilmek, motivasyon duygusunun ve etkenlerinin fiziksel modellerinin

pekistirmeli 6grenme algoritmalarina entegre edebilmek hedeflenmistir.

Tezin igerisinde Q O6grenmesi [1] pekistirmeli 6grenme algoritmas: kullanilmistir.
Q ogrenmesi algoritmasi, programin eylem uzayindan bir eylem se¢mesi ile baslar
ve bu eylem, hedefe ulasilabilmek icin denenir. Deneme ardindan basarili olup
olmadiginin kontrolii saglanarak, basari kriteri belirlenir. Basarisiz oldugu siirece
eger bir kriter koyulmadiysa algoritma sonsuza kadar eylem uzayindaki eylemleri
deneyecektir. Algoritmay1 sonlandirict yontemler gelistirilmis olsa da insanin bdyle
bir deneme yanilma siirecinden vazgecme durumlari incelenip algoritmaya entegre
edilmemistir. Bu calismada robotun pes etmesi gereken zamam ya da 0grendigine

kanaat getirip denemeleri birakmasini belirleyecek yontemler iizerine ¢aligilmistir.



II. Boliimde robotlarda destekli 6grenme ve eylem secim yontemleri lizerine genel
bilgiler verilmektedir. III. Boliimde igsel motivasyona psikologlarin bakis acisi
aciklanarak, bilgisayar sistemlerinde uygulanma yontemleri agiklanmaktadir. IV.
Boliimde robotlar tarafindan bilinmeyen nesnelerin nasil tutulabilecegi agiklanirken,
i¢sel motivasyona dayali yontemler detayli anlatilmaktadir. V. Boliimde deney ortami
bilesenleri ve deneylerin sonuglar1 belirtilmektedir. VI. Boliim ise sonug ve tartisma

bolumiidiir.






2. ROBOTLARDA PEKISTIRMELiI OGRENME

Pekistirmeli 68renmede (reinforcement learning), Ogrenen robot/etmen sistemi
kararlarin1 ve eylemlerini uygularken her zaman ortam ile etkilesim igerisindedir.
Ogrenebilen bir robotun, icerisinde bulundugu ortamdaki etkileri analiz ederek,
hedefledigi noktaya gelmek icin en iyi eylemi secmeyi hedeflemesi ortami analiz
etmesi gerektigine bir ornektir. Hedefe ulagsmak i¢in ise robot bir seri eylem uygular
ve her uyguladigi eylem sonrasinda ortamdan ya 6diil ya da ceza seklinde bir geri
doniig alir. Bu eylem serilerine ise deneme-yanilma denir ki bu deneme-yanilmalar
sonrasinda robot en iyi olabilecek eylemler serisini ilgili problem ¢dziimii i¢in bulmusg

veya secmis olur.

Pekistirmeli 6grenmede, robotun icerisinde bulundugu ortamin tanimi yapilmalidir.
Robotun bir problemi ¢6zmeye calisirken veya hedefe ulagsmaya calisirken, uyguladigi
her eylem sonucunda aldig1 6diil/ceza performans dl¢iimlemek icin kullanilir. Robotun
cevresi ile etkilesimde oldugu, ddiiliin degigsmesine neden olan her sey ise ortam olarak

tamimlanabilir [2].

Ogrenebilen bir robot her zaman yeni olasiliklar1 denemek yerine daha onceden
0grendigi bilgilerini de kullanabilir. Bu bilgi ve tecriibeler ¢ok basit olabilecegi gibi
cok karmagik da olabilir. Akilli bir robotun tecriibelerinden mi yoksa yeni olasiliklari
deneyerek mi hedefe gidecegini belirten ve bunlari hangi siralama ile yapacagini
belirten ise hedef i¢in belirlenecek plandir. Robot ile ortam arasinda standart olabilecek

iligkiler biitiinii Sekil 2.1°de gosterilmistir [3].

Ogrenebilen rasyonel bir robot, siirekli degisim icinde olan ortama uyum saglayip
karmagik problemleri ¢ozebilmelidir. Rasyonel 6grenebilen bir robotun sahip olmasi

gereken ozellikler:

1. Periyodik ya da siirekli olmak iizere ortamdan verileri alabilmeli
2. Otonom hareket edebilmeli ve karar alabilmeli

3. Bilgileri birbiri ile birlestirerek genis kapsamli bilgi kiimesi yaratabilmeli
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. Algilar
Robot Sensorler <
Durum
Ortam Nasil Degisir
Algilanan Ortam
Eylemlerimin Ortam
Sonucu Ne Olabilir
Y
Kosul — Eylem |
(eger-oyleyse) Uygulanan Eylem
kurallar
Hareket Eylemler |
\_ Uygulayicilar J ';/

Sekil 2.1: Akill1 Robot ve Ortam Iligkisi.

4. Siirekli 6grenme kabiliyetine sahip olmali

5. Ogrendiklerini tecriibelere cevirebilmeli ve tecriibelerinden tekrar tekrar

ogrenebilmeli

Akilli robotlarin igerisinde bulundugu gercek diinyadaki ortamlarin siirekli degismesi
ve sensorlerin ortamdan aldig1 verilerin genellikle eksik(partial information) ya da
giiriiltiilii (noisy) olabilmesi karmagiklig1 artirmaktadir. Bu durumlarda esnek olup,
tecriibelerinden de faydalanarak gerekirse denenmemis olasi kosullar1 da deneyerek,
anlamlhi c¢ikarimlar ile eylem secebilmeli ve kismi kesfedilmis ortamlarda hareket
edebilmelidir. Uyguladig1 eylemden elde ettigi 6diil veya cezayi da tecriibelerine

katabilmelidir. Robotun ortama gore esnek olabilmesi icin sahip olmasi gereken

ozellikler:

1. Olaylara yanit verebilen(responsive) olmali.

zamaninda cevap verebilmeli.

2. Onetkin(proactive) olmali. Cevresel etkenler karsisinda firsatlar1 yakalayabilmeli,

Ortamdan gelen bilgiler 15181nda

hedef odakl1 hareket edip, uygun eylemi gerceklestirebilmeli.

3. Sosyal olmali. Ortam igerisinde bulunan insan veya diger robotlar ile etkilesime

gecebilmeli.



2.1 Ogrenen Robotlar

Aciklandig: gibi, akilli robotlarin, kendi baslarina bilinmeyen veya siirekli degisen or-
tamlarda hareket edebilme veya karar verebilme yetisine sahip olmas1 gerekmektedir.
Robotun daha onceden 68rendigi bilgiler, bulundugu ortam i¢in ¢ikarim yapmasina
veya dogru sonucunu bildigi kararlar almasina yeterli olmayabilir. Dolayisiyla
robotlarin bu ortamlarda olabildigince mantikli kararlar almas1 gereklidir, her karar

sonrasi da kendini gelistirecek sekilde gelisme saglamalidir.

Gercek hayattaki senaryolarda, bir 6gretmen ile 6grenme, bu robotlar i¢in gozetimli
(supervised) 6grenmeye karsilik diismektedir, her zaman miimkiin olamamaktadir.
Dolayisiyla robotlarin ortama gore tahmini modeller gelistirmesi gerekmektedir.
Tahminlerinde kullanacagi veriler ise belli eylemler sonrasindaki ¢iktilar ne olabilir,
bir rekabet ortaminda karsidaki rakip ne yapabilir gibi sorulara dayalidir. Robotlar
kararlarini verirken de bazen rastgele hareketler yapmak zorunda kalirlar. Bu eylemleri
denerken, sonucuna gore tiim etkisini inceleyebilir olmali yani 6diil veya cezasim

alabilmelidir (Sekil 2.2).

Yorumlama —— Sensorler =

Y Denemeler l
s ™ Performans
Ogrenme > Degerlendirmesi Ortam
Bilgi
\ l
Hareket >
Karar Uygulayicilar

Mekanizmasi

Sekil 2.2: Akill1 Robot ve Ogrenmesi.

Gergek diinyada oldugu gibi robotlarin ortamlarinda da, ddiiller her zaman oyun veya
gorev sonrasinda gelmektedir. Bazi durumlarda periyodik olarak da hedefe ulasmadan

kiiciik odiiller gelebilmektedir. Bu tiir 6diiller insanlarda oldugu gibi robotlarda da



hedefe ulagsmak icin kararinin ne kadar dogru oldugunu ol¢iimlemede onemli bir
rol iistlenmektedir; ciinkii robot uygulanan planin aynen kalmasit m1 gerektigi ya da
degistirilmesi mi gerektigini siirec icerisinde karar vererek onetkin bir sekilde hareket
edebilmektedir. Netice itibari ile pekistirmeli 6grenmede hedefe ulagildiginda robotun
en yliksek odiilii almasi icin ara odiilleri siire¢ icerisinde kullanabilmek cok faydali
olabilmektedir. Siire¢ icerisinde odiil gelmiyorsa da bahsedildigi gibi robot tahmin

ederek odiilii maksimum sekilde elde etmeye calisacaktir (Sekil 2.3).

Ortam
r1 re2 3 m
T= tO T= t1 T= t2 = tn

Sekil 2.3: Odiiliin Ortamdan Durum-Eylem Ikilisi Sonrasi Nasil Geldiginin Iligkisi.

2.2 Geri Bildirim ve Odiil Hesaplamalar1

Akall1 robotun hedefe varmaktaki en 6nemli amaci maksimum &diilii elde etmektir.
Bu odiiller belirli zaman araliklarinda ya da tiim hedef tamamlandiginda elde edilir.
Ortamdan elde edilen 6diil denklem (2.1) ile belirtilebilir. Bu denklemde Ry T anindaki

toplam 6diil ve r; t anindaki anlik 6diil olarak degerlendirilmektedir.

Rr=r_1+r_o+r_s3+...4rr 2.1)

Robot-ortam iligkisini basitce durumlara ayirirsak, her durumda gelen 6diil ve
eylem sonrasi ulagilan durum farkli olacaktir. ~ Siirekli devam eden gorevlerde
boliimlendirmek zor olsa da kesikli gorevler de basit¢ce durumlara ayrilabilir. Sonug

olarak ise toplam 6diil siire¢ icerisinde alinmig olan odiillerin toplam1 olmaktadir.



2.3 Pekistirmeli Ogrenme

Pekistirmeli 6grenme sisteminde ortam etkenine ek olarak, ilke (policy), deger

fonksiyonu (value function), 6diil fonksiyonu (reward function) belirlenmelidir.

Ilke, belirli bir zaman dilimi icerisinde robotun davranigini veya eylemini tanimlamak
icin kullanilir. Ilke, basit bir bagvuru tablosu olabilecegi gibi genis bir 6rnek uzayi

arayan karmagik bir fonksiyon da olabilir. Genellikle ilkeler stokastik yapidadir.

Odiil fonksiyonu ise robotun igerisinde bulundugu durumu ve ilgili davramg
seceneklerinin secilebilirlik seviyesini tek bir say1 ile belirtir. Bu say1 sayesinde nicelik
seviyesinde, eylemlerin hangisinin faydali veya faydasiz oldugu belirlenir. Dolayisiyla

anliktir ve anlik olarak bir problemin ¢ziimii i¢cin deger iiretir.

Odiil fonksiyonundan farkli olarak, deger fonksiyonu ileriye doniik olarak iyi
veya kotiiyii belirler. Bu fonksiyon ile robot bir eylemi sectiginde uzun vadede
toplanabilecek 0diil miktarin1 tahmin edebilir. Bu noktadan yola ¢ikarak, odiiller
anlik ortam kogullarin1 degerlendirirken; degerler durum-eylem ikililerinin ve iligkili
odiillerin uzun vadeli istenebilirligini belirler.  Ileriye doniik olarak yapilacak
secimler goz Oniinde bulundurularak deger mekanizmasi isleyecektir. Buna ragmen,
odiiller olmazsa degerler olmaz; ama degerler sayesinde maksimum odiil tahmin
edilebilmektedir. Davraniglar ise daha ziyade degerlere gore secilir. Degerleri
belirlemek ise ddiilleri belirlemekten daha zordur; ¢iinkii ddiiller ortamdan direk alinan
bilgi ile belirlenirken, degerler ¢esitli hesaplar dogrultusunda tahmin edilmelidir. Bu

yiizden basarili bir ilke ile deger tahminlemesi yapilmalidir.

Ortam, ilke, deger ve 0Odiil fonksiyonlar1 goz Oniine alindiginda Sekil 2.4’daki

pekistirmeli 6grenme modeli ortaya ¢ikmaktadir.

2.4 Ideal Yontemin Ogrenilmesi

Model aslinda durumlar arasindaki gecis hakkinda matematiksel olarak bilgiye
sahip olmaktir. Modele sahip olmak, durumlar arasindaki gecisi daha verimli hale

getirebilmektedir. Iki gesit yontem tipi vardir:

e Modelsiz Yontemler: Robotlarin model bilgisi olmadan 68renmesi

e Model Tabanli Yontemler : Robotlarin modele bagli olarak yaptigi 6grenme
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Ogrenme ve Karar Verme Yontem
A A

Toplam Odiil ve
Deger Hesaplamalari Eylem

A A

Odil
Y

Durum

Ortam

A

Sekil 2.4: Pekistirmeli Ogrenme Modeli.

Pekistirmeli 6grenmenin temel problemi olan segilen eylemin iyi veya kotii olmasinin
karar1 simdiye kadar anlatilan yontemlerde eylem sonucuna gore karar veriliyordu.
Eger 6diil alindiysa 1yi, ceza alindiysa kotii olarak algilaniyordu. Oysaki Sutton’un
onerdigi [4] zamansal fark (temporal-difference) metoduna gore herhangi bir  aninda
bir eylemin sonucu olarak 6diil/ceza elde edildiginde, daha 6nceden gerceklestirilmis
ama Odiil/ceza alinamamig eylemlerin de odiil/ceza degerlemesi giincellenmektedir.
Bunun sonucu olarak ise anlik ve bir sonraki durumun 6diiliinii tahmin etmek miimkiin
olmaktadir. Bu tiir metodu gergeklemek i¢in ise uyarlanabilir dinamik programlama

kavrami konusunda bilgi sahibi olunmalidir.

2.5 Uyarlanabilir Dinamik Programlama

Dinamik programlamanin odaklandig1 nokta, hesaplama konusunda verimliliktir. Bu
tiir programlama, karmasik hesaplama problemlerini daha basit kii¢iik problemlere
boler ve hesaplar. Elde edilen sonuclar bir diziye saklanir ve ilgili problemin sonucu
gerektiginde dizideki hazir sonucu kullanir. Uyarlanabilir dinamik programlama ise
dinamik programlama ile pekistirmeli 6grenmeyi kapsar [3]. Uyarlanabilir dinamik

programlama, her eylem veya her adimda alinan 6diill veya cezaya gore tekrar
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programlama yapar ve en verimli yontemi bulmaya calisir. Sekil 2.5’de sistemin genel

calisma prensibi incelenebilir.

Sistem
Davranis Degisiklikler

Dinamik Olaylar Farkli Durumlar Farkli Sonuglar

Olaylar Cesitli Guriltiler  Bilgi Kaynaklari Olaylar

-

Algilama Eylem

Y Bilgi Tabani ve
Yorumlama-idrak Etme

Ogrenme ve Cikarim Yapma
Analiz Etme ve Eslestirme Karar Verme
Robot

Sekil 2.5: Uyarlanabilir Dinamik Programlama Modeli.

2.6 Q Ogrenmesi

Q ogrenmesi durum ve eylem ikililerinin gercek degerini tahmin etmeye dayali
ogrenmedir. Q(s,a) s durumunda a eylemi gerceklestirilirse elde edilebilecek odiilii
ifade eder ve en verimli ikili olarak belirlendiyse robotun s durumda a eylemi yapmasi

beklenir. Q 6grenmesinin temel ozellikleri asagidaki gibidir:

e Pekistirmeli 6grenme tiirli olan Q 6grenmesinde, her eylemden sonra eyleme bagh

olan durumlarin Q degerleri degisecektir.

e Sinirli sayida durum,eylem ikilisi olmasi sartiyla ve bu ikililerin cok kez denenmesi

durumunda Q degerlerinin yakinsayacaktir [4].
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e Herhangi bir sira ile yapilan durum-eylem ikililerinden 6grenme saglanabilir. Yani

belirli bir sira ile eylemlerin yapilmasi gerekli degildir.

Yukaridaki o©zelliklerden de c¢ikarilabilece8i gibi, Q Ogrenmesinde eylemler ve
eylemler sonucunda elde edilen odiiller kaydedilmez, bunlardan ziyade Q degerleri
hesaplanir ve saklanir. Bir s durumunda ve a eyleminde optimum Q degeri Q*(s,a)
seklinde ifade edilir. Bu ifade s durumunda iken a eylemi uygulanirsa elde edilebilecek
Q degerini simgeler. Eger en optimum durum eylem ikilisi bu ise robot maksimum Q

degerine ulasacaktir ve bu durum ic¢in yontem bu olarak secilecektir.

Q dgrenmesinde durum-eylem ikilisinden elde edilecek odiil ise 2.2 esitligindeki gibi

gosterilir.

0:SXA — R 2.2)

Q ogrenmesinde bir durumun s ilgili eylem a icin Q deger giincellemesi ise 2.3

denklemi ile hesaplanir.

Q'(s,a) = Q(s,a) + a[R+ (ymaxQ(s',a)) — Q(s,a)] 2.3)

2.3 denkleminde; Q'(s,a), durum-eylem ikilisinin bir sonraki adimdaki Q degerini,
O(s,a), durum-eylem ikilisinin su andaki degerini, @ O8renme Katsayisini, R ise
anlik odiilii temsil ederken, 7y ise gelecek ddiillerin 6nemini ifade eder. Formiildeki

maxQ(s',a) ise tahmin edilen maksimum Q degerini ifade etmektedir.

Anlagilabilecegi iizere, Q 6grenmesi tahmini Q degerleri lizerinden hareket eder. Bu
sekilde durum gecisleri iizerinde olasiliksal karmasik hesaplar yapmadan gelecege
yonelik olarak durum-eylem ikililerinin tahmini Q degerleri lizerinden 6grenme saglar.

Bu 6grenme sekli ile islem olarak verimlilik elde edildiginden tercih sebebidir.

2.6.1 Eylem secim metotlar:

Daha onceden de belirtildigi gibi pekistirmeli 6grenmenin diger 68renme tiirlerinden
en Oonemli farki, her eylem sonrasi elde edilen odiiliin/cezanin bir talimat gibi
alinmasindan ziyade, yorumlanarak durum-eylem ikilisinin gelecek ve gecmisteki

durumlara gore degerlendirilmesidir. Bu sayede aktif bir sekilde deneme-yanilma
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arastirmasi yapabilmektedir [4]. Degerlendirme siireci sonunda, elde edilen bilgi en iyi
veya en kotii davranis olmamaktadir; ¢iinkii degerlendirmede kullanilan fonksiyonlar
optimizasyon temelli metotlardir. Diger taraftan, odiilleri talimat gibi algilayan
ogrenme tiirlerinin bagsinda gozetimli (supervised 6grenme) gelmektedir. Odiilleri
degerlendirmekten ziyade, her yapilan eylem ve sonug¢ kaydedilir ardindan sonug ile

iligskilendirilmeye caligir.

Pekistirmeli 6grenmede durum-eylem ikilileri icin arastirma-faydalanma dengesinin
kurulmas: biiyiilk onem tasimaktadir. Bu denge i¢in ise eylem se¢im metodunun
iyl belirlenmesi ve parametrelerinin dogru secilmesi gereklidir. Robotun siirekli
faydalanma yOniine gittigi, yani mevcut bilgilerle eylem se¢mesi ve uygulamasi
devamli ayn1 yolu kullanarak hedefe gitmesine yol acar, dolayisiyla hedefe giden daha
iyi bir yol varsa, robot tarafindan siirekli goz ardi edilecektir veya hedef ¢ok diisiik
odiillere sahip bir yolda olabilir ve ddiiller diisiik oldugu i¢in robot bu yolu denemez
ve yiiksek ddiillerden faydalanma yoluna giderse hedefe hi¢bir zaman ulasamayabilir.
Diger yandan, robot siirekli arastirirsa, elindeki bilgilerden yararlanarak belirli bir yol
secmezse ilerleme kaydedemez ve dolayisiyla bir 6grenme saglanamaz. Bu yiizden

aragtirma ve faydalanma dengesinin iyi kurulmasi gereklidir.

Odiilii degerlendiren metotlardan e-greedy ve SoftMax eylem secim metotlart
agirlikli olarak incelenecektir. Tez kapsaminda da SoftMax eylem sec¢im algoritmasi
motivasyon teorisi ile genigletilmis ve &€-greedy, SoftMax ve gelistirilen hali

karsilagtirilmistir.

2.6.1.1 Greedy ve £-greedy metotlar:

Pekistirmeli 6grenmede en temel eylem se¢cim metodu tahmini degeri en yiiksek olan
odiile sahip olan eylemi se¢mektir, bu terim, 6grenme esnasinda ¢, acgozlii olarak
bir eylem a* se¢cimi yapmaktir ve Q;(a*) = max,Q;(a) seklinde tanimlanabilir. Bu
metot her zaman anlik olarak 6diiliin daha fazla oldugu eylemi secer ve dolayisiyla
diger eylemlerden 6rnekleme yapip daha iyisinin olup olmadigini kontrol etmez [4].
Bu ¢6ziime yakin ama basit¢e bir ¢oziim olarak €-greedy metodu gosterilebilir. Bu
metotta, genel olarak aggozlii algoritma seklinde calisir ama ¢alisma esnasinda €
olasilik ile rastgele bagka bir eylem se¢imi yapar ve bu eylem iizerine hareket eder. Bu

metodun avantaji, cok fazla deneme yanilma yapildiginda her eylemin denendiginin
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garantisinin verilebilmesidir. Dolayisiyla Q;(a), Q;(a*)’a yakinsar diyebiliriz. Tabii ki

bu garanti sadece asimptotik olarak dogrudur ve pratikte ¢ok uygulanabilir degildir [4].

2.6.1.2 Softmax eylem secim metodu

e-greedy metodu verimli ve aragtirma-faydalanma dengesi acisindan ¢ok tercih edilen
bir metot olsa da en kotii eylem ile en iyi eylemin secilme olasilig1 ayni olmaktadir.
Bu da algoritmada istenmeyen sonuclar dogurmaktadir. Bu noktadaki ¢Oziim ise
eylemlerin secilme olasiligimin tahmini 6diile gore degerlendirilmesidir. Eylemlerin,
tahmini degerlerine gore siralandirilmasi ve agirlik verilmesi yontemini kullanan metot
ise so ftmax eylem se¢cim metodudur. So ftmax eylem se¢ciminde genellikle, Gibbs veya
Boltzman dagilimi kullanilir. Bu metot asagidaki formiile gore belirli bir zamanda ¢,

belirli bir olasilik ile eylem a secer,

Q@)

Pk = s o

2.4)

Bu denklemde, P(a); eylem a’nin seg¢ilme olasiligint adim #’de belirtmektedir. Q;(a)
ise a eyleminin deger fonksiyonunu temsil etmektedir. 7 ise rastgeleliligi kontrol eden

pozitif parametreyi temsil etmektedir ve sicaklik degeri olarak isimlendirilmektedir.

2.4 denkleminde 7 sicaklik ifade eden bir parametre gorevi gormektedir. Yiiksek
sicaklik degerlerinde eylemlerin secilme olasiliklart neredeyse esit olurken, diisiik
sicaklik degerleri ise eylemlerin beklenilen 6diil degeri olasiliklarini ciddi oranda
etkileyecektir. Dolayisiyla 7 degerinin 0’a yakinsadigi durumda bir eylem icin

beklenilen 6diil degerinin olasilig1 1’e yakinsayacaktir.

2.6.1.3 Robotlarin pekistirmeli 6grenme ile tutmay1 6grenmesi calismalar:

Tez calismasindaki odak nokta, robot tarafindan nesnelerin tutulabilirliginin daha hizli
0grenilmesi ya da duruma gore robotun pes etmesinin gereklili§inin hesaplanmasidir.
Bu dogrultuda daha once yapilan tutulabilirlik calismalarinda [5], [6], cisimlerin
sekilleri belirli bir nesneye benzetilmeye calisilmistir. Cisimlerin benzetilebilenleri
tizerinde tutulabilirlik noktalar1 belirlenmis ve bu noktalara uygulanabilecek olan
kuvvet hesaplanmistir ve robotun kuvvet uygulamasi saglanmistir. Uygulanan kuvvet
neticesinde ise cismin tutulabilirligi teorik olarak hesaplanmistir. Bir bagka calismada

ise tutma bagarisinin dig etkenlere ve kuvvetlere de bagl olarak en verimli sekilde nasil
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tutulabilecegine dair bir arastirma yapilmistir. Uygulanacak olan kuvvet ile siirtiinme
kuvvetinin birlikteliginin tizerinde durarak optimizasyon problemi seklinde ¢oziim
gelistirmistir ve minimum enerji ile tutma basaris1 ol¢iilmiistiir [7]. Diger bir yandan,
cok az On bilgiye sahip nesnelerin tutulabilinirligi hakkinda, kuvvet geri beslemesi
bilgisine dayanarak ¢oziim hedeflenmistir. Calismada goriintii isleme yontemleri
kullanilmig olsa da nesnenin cesitli noktalarinin denenmesi ve kuvvet sensorlerine geri
besleme saglanmasi ile de tutulabilirlik hesab1 yapilmasi saglanmistir. Sadece robotun
kendisinden gelen kuvvet sensorii bilgileri sebebiyle ortam kismen kesfedilebilir
olarak tanimlanmugstir [8]. Detry ve digerlerinin ¢aligmasinda ise tutulabilirlik
basarisi, cesitli kaynaklardan gelen tutma konfigiirasyonlarinin tekrar denenmesi ve
deneme esnasindaki tiim verilerin kaydedilerek Ol¢glimlenmesi ile saglanmigstir [9].
Tutma konfigiirasyonlari, taklit yoluyla 6grenme ya da dogrudan tutma noktalar
olarak cesitlendirilmistir. 3 boyutlu diizlemde, tutma acis1 ve pozisyonu nesnenin
ozellikleri, nesnenin bulundugu diizleme gore birlestirilerek tutulabilirlik basarili
oOlciiti hesaplanmigtir. Bu calismada, onceden bilinmeyen cisimlerin tutulmasinin
karmagiklig1 zorlu bir problem olarak belirtilmis ve sistemin karmagikli81 ile birlikte
cok degiskenlik gosterebildigi vurgulanmistir. Bu karmasiklik, secilen sensorler,
cevre bilgisi ve sahne konfigiirasyonu sebebiyle ¢ok artabilmektedir. Kroemer ve
digerlerinin ¢alismasinda ise karmasikligi cozmek icin, pekistirmeli 68renme ile
gozetimli 6grenme yontemlerini birlikte kullanilmaktadir [10]. Gozetimli 6grenme
ile bilinen ya da ne oldugu tahmin edilebilen cisimler i¢in bagarili tutma sekillerini
secmektedir ve pekistirmeli 68renme ile bu secimlerin ilgili nesne icin ne kadar
dogru oldugu 6grenilmektedir. Bagka bir calismada robotun hareketinin, her bir
anindaki parametreleri O0grenilmektedir [11]. Ayni zamanda bu paremetreler ile
birlikte, nesnenin sekli ve robotun hedefi ile ilgili parametreler de 6grenilmektedir.
Bir diger calismada [12], 3 boyutlu goriintii veren kameradan gelen bilgiler ile cismi
cevreleyebilecek sanal bir kutu olusturulmustur. Bu kutu ile cismin biiyiikligii ve
sekli tahmini olarak hesaplanarak tutulabilecek noktalar saptanmaya calisiimistir.
Calismada vurgulanan nokta ise cismi tutabilmek i¢in en onemli 6zelligin cismin
taninmas1 veya Ogrenilmesi degil, cismin seklinin {izerinden yorum yaparak yola

cikmak ve tutma noktasi belirlemek oldugu belirtilmistir.
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3. ICSEL MOTIVASYON

Yasayan organizmalar icin cok farkli Olgeklerde ve cesitte motivasyon sistemi
mevcuttur. En basit hali ile bir ¢esit kimyasal enerjiyi siirdiirmek veya viicut sicakligini
koruyabilmek ya da bir ortama uyum saglayabilmek/yasayabilmek icin motivasyon
etkenleri onemlidir. Bu tiir motivasyon kriterlerinden yola cikarak, akilli robotlarda
benzer sistemler gelistirilmistir. Otonom bir yasam ve yasam boyu 0grenme iizerine
calismalar [13] yapilmistir. Diger 6rnekler, tespih boceginden esinlenen robotlar [14],
dua edebilen robot [15] ve kdpek benzeri robotlar [16] calismalarinda degerlendirilmis

ve geligtirilmigtir.

Baz1 hayvanlarda ve Ozellikle insanlarda bulunan motivasyon tipleri ise kesfetme,
degistirme veya ortama uyum saglama, merak etme veya yeni etkinlikler ile eglenme
seklinde siralanabilir.  I¢sel motivasyon kavrami ise algisal gelisim agisindan
insanlarda oldukc¢a 6nemlidir ve psikoloji biliminde bu kavram iizerine bir ¢ok ¢alisma
yapulmustir [17], [18], [19]. Bu sebeple, bu kavram son yillarda robot gelisiminde ve

insan robot etkilesiminde 6n plana ¢ikmaya baslamistir [20], [21].

3.1 Psikologlarin Bakis Acisi ile Icsel Motivasyon

I¢sel motivasyon ozellikle cocukluk yaslarinda etkili olsa da ilerleyen yaslarda da
etkinliklerimizi yerine getirmek icin onemli bir etkendir. Cocuklarda yeni bir cisim
ile kargilastiklarinda goze carpan davranmiglar, 1sirma, firlatma, tutma, yakalama veya
bagirmadir. Daha biiyiik yaslarda ise bulmaca ¢ozmek, resim yapmak, kitap okumak

gibi davraniglarda i¢sel motivasyonun etkisi yadsinamaz derecede onemlidir [22].

I¢sel motivasyon ile digsal motivasyonun anlamlarinin da incelenmesi gereklidir. I¢sel
motivasyon Ryan ve digerlerinin calismasina gore, "I¢sel tatminkarlig1 artirict ama
digsal hi¢bir iiriin ya da faktor ile ilgili olmayan sekilde yapilan eylemlerin timiidiir.".
Digsal motivasyon ise "Yapilan herhangi bir etkinlik digsal bir iirlin ya da faktdrden

yararlanmaya yoOnelik ise bu tiir eylemlere digsal motivasyon denir." [19].
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Bu tanimlara bakildiginda bu iki kavram birbirinin tersi olsa dahi insanin her davranisi
icerisinde biri varken digeri olamaz gibi bir durum yoktur. Bir 6rnek vermek gerekirse,
bir 6grenci ddevini ailesinin tutumu yiiziinden yapiyorsa bu digsal bir motivasyondur;
ama ayn1 durumdaki bagka bir 6grenci ileriki hayati i¢in iyi olacagini ve ona fayda
saglayacagini diisliniiyorsa bu i¢sel motivasyon kapsamina girmektedir. Kald1 ki eger
hem ailesi zorluyor hem de kendisi yeni bilgiler 6greniyorum seklinde diisiinceye

sahipse iki motivasyon da bir arada olabilir [19].

3.2 Bilgisayar Sistemlerinde Icsel ve Dissal Motivasyon

Motivasyon etkeni robotlarin mimarisinde dolayli yoldan gerceklenirken, son yillarda
mimarilerde acik bir etken olarak ya da belirli parametreler ile kurgulanabilen bir
noktaya gelmistir. Ornek olarak, enerji ile ilgili bir motivasyon degerine robot
sahipse ve ilgili parametre icin belirli bir aralik tanimlandiysa, bu aralik disina
cikildiginda parametre adina sistemin geneline sinyal gonderilebilmekte ve robotun
enerji istasyonu aramasina sebep olabilmektedir [23]. Enerji seviyesi i¢in 1 ile
0 arasindaki degerler goz oniine alinmis ve siirekli sekilde enerji seviyesi eylem
secim metoduna gonderilerek her zaman 1 degerine yakin tutulmaya calisilmistir.
Motivasyonu sadece enerji seviyesine indirgersek, bir nevi motivasyon siirekli yiiksek
tutulmaya calisir. Sekil 3.1°de i¢sel ve digsal motivasyon sonucu davranis modelleri

incelenebilir.

_ Digsal Ortam Digsal Ortam

Eylemler Oduiller Algilar, Eylemler Algilar

| Motivasyon
Sistemi

]

; Eylem Segimi ]

Otonom Robot

Otonom Robot

Digsal Motivasyon Ile Davranig

icsel Motivasyon ile Davranig

Sekil 3.1: i¢sel ve Digsal Motivasyon Pekistirmeli Davranis Modeli.
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3.2.1 Yeterlilik temelli icsel motivasyon ile pekistirmeli 6grenme

Bu tiir motivasyonda hedef bir tiir meydan okumaya yoneliktir. Hedefin ne kadar
zor oldugu ve hedefe ulasirken gerceklenen performans incelenir. Meydan okumanin
geregi olarak robot burada hedefi basarmanin beklenilen performansini kendisi belirler
ve kendisi ulagsmaya calisir. Neticede hedefe ne kadar iyi ve verimli ulasildiginin
onemli olmas1 kadar hedefe nasil ve ne kadar verimle ulasildig1 da dnemlidir [22]. Bir
diger ¢alismada vurgulanan konu, insanin ve drneklenen robotun bir hedef i¢in kendi
kendine koydugu daha basit hedeflere ulagarak asil hedefe gitmesidir [24]. Bu sekilde
motivasyonun siirekli dinamik olarak degistigi formiilize edilmis ve bu sekilde 6z
uyarlanan hedeflerin belirlenebildigi belirtilmistir. Yeterlilik temelli i¢sel motivasyon

ile kurgulanan pekistirmeli 6grenmede de olasilik modelleri ve tahmin mekanizmalari

uygulanabilir ama zorunlu degildir.

Biraz daha detayli bakildiginda, Ogrenilen durum-eylem planlar1 igin tecriibeyi
yorumlayan bir yapinin bulunmasi gerekir ve bu yap1 eylemleri planlarken ve hedefleri
belirlerken gorev alir. Ayni zaman 6grenilen her yeni bilgi bu modiil ile baglantili
olmalidir. "know-how" yapisinin yani sira motivasyon modiilii de bulunmalidir. Bu

modiil ise performans kriterlerine gore odiilii degerlendirecektir.

Sonu¢ kadar siirecin de Onemli olmast ve bahsedilen iki ayr1 modiil sayesinde,
pekistirmeli 68renme ile O0grenen bir ¢ocugun hatalarinin da faydali olabilecegi,
yeterliliklerinin gelistirilebilecegi ortaya konulmustur [24]. Pekistirmeli 6grenmede,
yeterlilik temelli i¢sel motivasyon metodu sayesinde olumsuz geri bildirimlerin
cocugun yeni yetenekleri kendine katabilecegi ve gelistirebilecegi gosterilmistir.
Cocuklardaki bu gelisim siirecinin robotlarda da uygulanabilir oldugu baska bir
calismada belirtilmigtir [25]. Calismada i¢sel motivasyon pekistirmeli dgrenmenin,
robotun igerisinde bulundugu ortam ile siirekli etkilesim igerisinde olarak, aragtirarak,

kendisini gelistirebilecegi iizerine yogunlasilmistir.

Pekistirmeli 0grenme sistemlerindeki en O©Onemli karar asamalarindan biri
aragtirma-faydalanma noktasindaki karar mekanizmalaridir. Ogrenme algoritmalarinin
dogas1 geregi, robot miimkiin oldugunca yiiksek odiil alabilecegi eylemleri secer;

ancak robot ¢ok fazla acgozlii olursa, en verimli stratejiyi bulamayabilir. Ayn ikilem
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kiigiik yaslardaki cocuklarda da goriilmektedir. Dolayisiyla hem insan dogas1 geregi
hem de robot algoritmalarinda dikkat edilmesi gereken dnemli unsurlardan bir tanesi
mevcut bilgiye dayali ¢oziim ile yeni secenekleri kesfederek ¢coziim iiretme arasinda
dengeyi saglamaktir. Yeterlilik temelli i¢sel motivasyon metodu ile goreve ve yeterlilik
durumuna gore dinamik olarak denge kurulabilmektedir. Bu asamada insanlarda
bulunan isteksizlik [25] kavrami devreye girmektedir ve isteksizlik motivasyonun
bir etkeni olarak ifade edilmistir. Calismada belirtildigi gibi, isteksizligin genelde
olumsuz bir duygu oldugunu ve bu sebeple de genelde 6grenme konusunda goéz
ardi edildigi vurgulanmistir. Calismada durumun aksine aslinda isteksizlik duygusu
arastirma ile faydalanma durumlar arasinda dinamik bir denge kurabilmekte oldugu
vurgulanmistir. Sonug olarak ise isteksizlik ile birlikte olusan 6grenim hizindaki diisiis,
duruma gore yeni 0grenilmeye baslanmis bir davranista gereksiz denemeleri ortadan
kaldirabilen bir faktor olabilecegi belirtilmistir. Ayrica isteksizlik kavramindan ziyade
motivasyon konusunda ilginglik ya da merak kavrami deneme yanilma algoritmalari
icin kullanmilmustir [26], [27]. Merak kavramin bilgiyi artirici bir arzu gibi tanimlarken,
sikilmiglik kavramini ise tam tersi olarak ifade etmektedir. I¢sel motivasyon ile ilgili
diger bir ¢calismada [28], otonom robotlarin bir gérevi yerine getirirken tekrar 6grenme
esnasinda sadece hedefe ulasip ulasilamamasina gore 6diil verilmemesi gerektigi
vurgulanmaktadir. Gegisli (hedefe ulasilirken ortamdan alindan geri bildirimlerin de
degerlendirilmesi) bir 6diil mekanizmasi gerektigi, digsal ddiillere ulagilirken bunun
da icsel motivasyonu artirict ve gelistirici bir 6zellik olabilecegi vurgulanmustir.
Merak ve 0diil fonksiyonlar: lizerine yapilan i¢sel motivasyon ¢alismalar: haricinde,
insanlardaki ideal seviyedeki isteksizligin hizli 6grenme ve faydalanma asamasinda

cok etkili oldugunu ortaya konmustur [29].

Pekistirmeli 6grenmedeki en 6nemli problemlerden biri olan karmagiklik sorunsali,
yeterlilik temelli i¢csel motivasyon metotlart ile ¢oéziim i¢in kapi aralamistir; ancak
icsel motivasyon ile desteklenmeyen Ogrenme sistemlerinde bu sorunsal bagka
yollarla asilmaktadir. Karsilastirmak adina, yapilan bir ¢alismasinda odaklanilan
nokta tekrarli metotlarin siniflandirma teknikleri ve Ogretici esliginde Ornekleme
metotlar ile plan bulmasidir [30]. Bu sekilde 6nemli 6lciide performans kazanci
saglanmistir.  Bu coziim bilinmeyen cisimlerde ve ogretici esliginde Ornekleme

yapilmadig1 durumlarda ihtiya¢c olan verimliligi saglayamamaktadir. Bahsedilen
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calisma gibi, bagka bir calismada da vurgulanan, deneme yanilma ile 6grenme
oncesinde taklide dayali 6grenme karmagsiklig1 belirgin ol¢iide diistirmektedir [31].
Calismada odaklanilan nokta cismin veya gorevin Ozelliklerinden ziyade robotun
motorlarin birincil parametrelerinin 6grenilmesidir. Goreve gore benzer 6grenilmis
bir gdrev varsa dnceden dgrenilmis motor birincillerinin uyarlanmasi sayesinde gorevi
tamamlamaya ve yeni parametrelerin 6grenilmesine devam edilmesine odaklanilmistir.
[32] ¢alismasinda ise dokunma sensorleri kullanilarak 68renme, cisimleri manipiile
etme ve alet kullanimi iizerinde durulmustur. ilk &grenme adiminda yine taklit
ile 68renme goz Oniinde bulundurulmustur ve bu da calismadaki karmasiklig
diistirmiistiir. Ek olarak taklit yolu ile 6grenme, robotun olmazsa olmaz parametrelerini

hizlica 6grenmesi acisindan da kullanilabilmektedir.

Onceki calismalara gore tez ¢aligmasinmn temel farkliigi insanlarda bulunan ve
insanlar i¢in modellenen ivecenlik kavramimi [33] isteksizlik oranina ve yeterlilik
kavramina entegre ederek insanlardaki dinamik olarak degisen motivasyon duygusu-
nun robotlarda modellenmesidir. Bu model sayesinde, robotun deneme yanilma
algoritmalar1 sonucu 0grenme i¢in gereksiz efor sarf etmemesi hedeflenmistir. Eger
gorev basarili sonuglanacaksa buna hizli karar vermesi saglanmistir. Eger gorev
basarili sonu¢lanamayacak 6zelliklere sahipse robotun durumu fark etmesi saglanmus,
dogru zamanda pes etmesi saglanmistir. Sonug olarak ise gorevin tipine ve robotun

bulundugu ortama gore karar mekanizmasinda dinamik bir yap1 kurulmustur.
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4. BILINMEYEN NESNELERIN TUTULMASI

Bu boliimde bilinmeyen cisimleri tutmak icin gelistirilen ve kullanilan y&ntemler

anlatilacaktir. Daha sonra bu yontemlerin 6grenme ile iliskisi aktarilacaktir.

4.1 Amacg

Tezde Onerilen sistem i¢sel motivasyona dayali pekistirmeli bir 6grenme sistemi
icermektedir. Bu 6grenme sistemi nesnelerin tutma noktalarinin belirlenmesi ve bu
noktalarin gercek diinyada denenmesi adimlarini icermektedir (Sekil 4.1). Ilk adim,
potansiyel tutma noktasi ¢iftleri bulmak icin gerekli olan metotlar ve islemlerden
olusmaktadir. Nokta ciftleri bulunmasinin sebebi robot kolunun ug¢ elemaninin
2 parmakli yapida olmasindan kaynaklanmaktadir. Ikinci adim ise ilk adimda
bulunan ve simiilasyon ortaminda test edildikten sonra potansiyel olarak belirlenen
nokta ciftlerinin gercek diinyada test edilmesini saglayan metotlardan ve pekistirmeli

0grenme metodu sayesinde 6grenme sisteminden olusmaktadir.

3 Boyutlu . Olasi Tutma Noktasi @ ;0' . Aday Tutma Noktasi

Kenar Belirleme '— Belirleme O Secimi

Simulasyon Ortami

Nokta Kiimesinin
Simulasyon Ortamina
Transfer Edilmesi

Aday Noktalarin Gergek
Diinyaya Aktarimi

Kameradan 3 i V i :
—_— Isteksizlik Temelli "% | Tekrar Ogrenme ile
Boyutlu Nokta i = £ 3
it : ¢ Tutulabilirlik . Gergek Diinya
Kimesi i i £ i
Kararinin Verilmesi Deneyimi
Alinmasi

Robot ve Nesneler ile Gergek Diinya Ortami

Sekil 4.1: Icsel Motivasyon Temelli Ogrenme Sistemi Genel Bakis.
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4.2 Nesnelerin Gorsel Temsili

Calismada, sahne icerisindeki nesneler, masa {izeri nesne etkilesimini saglamak
amactyla dogrusal bir platform iizerine yerlestirilmig ASUS Xtion Pro Live RGB-D
kamera ile belirlenmektedir. Calismada kullanilan sahne yorumlayici sistem, bilinen
cisimlerin taninmasi ile birlikte taninmayan cisimlerin belirlenmesi ve 6zelliklerinin
tanimlanmasi islemini saglayan algoritmalar1 icermektedir [34]. Bilinmeyen cisimlerin
belirlenmesi ve Ozelliklerinin tamimlanmasi i¢in PCL kiitiiphanesinden “Organized
Point Cloud Segmentation with Connected Components” algoritmasinin kullanilmasi
tercih edilmistir [35]. 3 Boyutlu kameradan gelen RGB verileri haricinde bu noktalarin
3 boyutlu ortamda XYZ koordinat verileri de kamera tarafindan bilgisayara aktarilir.
Siirekli aktarilan goriintii verisinden algoritma RGB verisini ve XYZ koordinat verisi
ozelliklerini kullanarak birbirine bagli olan pikselleri bulur ve isaretler. Bdylece
genel olarak bir cisim bulunmug olur. Bulunan cisimdeki her bir piksel isaretli
oldugundan, cismin sinirlart veya kenarlar1 hizli bir sekilde belirlenebilir. Nesne
hakkinda bulunan bu iki veri ile nesnenin konumu, nesne iizerinde manipiilasyon
yapilacak ise noktalar kiimesi ve nesnenin sinirlar1 elde edilir. Calismada kullanilacak
olan bu veriler kullanilarak robot kolunda kullanilmak iizere 6grenme algoritmasi i¢in
cismin tutma noktalar1 belirlenmigtir. Bir sahneye iligkin 6rnek bir nokta bulutu ve
bu bulut iizerinde goriintii isleme algoritmasi ile taninan nesne Rviz gorsellestirme

aracinda Sekil 4.2°deki gibi goriilmektedir.
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Sekil 4.2: Nokta Kiimesi ile Temsil Edilen Sahne.

4.3 Tutma I¢in Potansiyel Nokta Ciftlerinin Bulunmasi

Nesneler agirlik merkezleri (¢t) ve 3 boyutlu kenarlar1 (H) ile temsil edilmektedir.
Tutma noktalar ciftleri ise (p =[pi1,p2]) seklinde ifade edilirken Algoritma 1

kullanilarak bulunmaktadir.

Algoritma 1 Tutma Noktas1 Belirleme (1, H)

Girdi: Nesne Agirlik Merkezi u, Nesne Kenarlari Nokta Kiimesi H
Cikti: Tutma Ikilileri P
Referans noktasi olarak ref belirle maxZ, minZ ve C.
for each referans noktasi do
cNoktalar = AyniDiizlemdekiNoktalariBul ()
mNokta = ReferansNoktasinaEnYakinNoktayiBul (cNoktalar)
egim =e§imiBul (mNoktas, ref)
for each p € cNoktalar do
Pegim =EGimBul (mNokta, p)
if Ayn1DogruUzerinde(Pegim,egim) then
P < { p, mNokta }
end if
end for
end for

Sekil 4.3’de algoritmanin 6rnek bir kiip nesnesi i¢in calisma adimlari goriilmektedir.
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Referans Noktalarinin Segimi Sinirlarin Belirlenmesi

Ayni Dogru Uzerinde Referans ve En Yakin En Yakin Nokta
Karsilik Gelen 2. Noktayi Bul Noktadan Gegen Dogru Ciz Belirlenmesi

Sekil 4.3: Tutma Noktas1 Belirleme Algoritmasi Ornekleme.

Sekil 4.4’de ise 6 farkli nesnenin kenarlar1 ve 6rnek olarak isaretlenmis tutma nokta

ikilileri goriilmektedir.

4.4 Cismin Tutulabilirliginin Ogrenilmesi ve Ogrenmeden Vazgecilmesi

Onerilen sistemde, simiilasyon ortamindan alinan potansiyel tutma nokta ikilileri, test
edilmesi ve bagarili olanlarin robot taratindan 68renilmesi icin gergek diinya ortamina
aktarilir. Bu denemeler esnasinda kullanilan 6grenme metodu, isteksizlik temelli i¢sel
motivasyonun ivecenlik kavrami ile harmanlanarak pekistirmeli 6grenme sistemine
entegre edilmesi ile gelistirilmistir. Bu sistem sayesinde eger cisim tutulamaz bir

yapidaysa robot ¢cabucak pes edebilmektedir.

Ivecenlik degeri, isteksizlik temelli motivasyon kavraminin iliskilendirilecegi ve
calismanin hedef noktasi olan kavrami temsil etmektedir. Isteksizlik-Tepki-Sabir
Uclemesi agisindan bakildiginda, yiiksek ivecenlie sahip bir kisi sabirsiz olarak
degerlendirilmekte, dolayisiyla hizli isteksizlige kapilmaktadir, bu da 6grenme yetisini
direk olarak etkilemektedir. Bu degiskenlik gbz Oniine alinarak, ivecenlik degerindeki
degiskenlikler ile robotun isteksizlik degerine direk etki edilebilir ve duruma gore

farkl isteksizlik degerleri iiretilebilir.
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48 Tutma Noktasi Belirlendi
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Gosterimi

116 Tutma Noktasi Belirlendi

Sekil 4.4: Bilinmeyen cisimler i¢in potansiyel tutma noktalar1 tutma noktasi belirleme
algoritmasi ile bulunmaktadir. 6 nesne bu islemleri resmetmek amaciyla
ornek olarak segilmistir. Ilk adimda 3 boyutlu nokta kiimesi kullanilarak 3
Boyutlu kenar belirlenmesi gerceklenir. Ikinci adimda ise nesnelerin nokta
kiimesinden kirmizi olarak isaretlenmis tutma noktas: ikilileri bulmaktir.
Her cisim icin toplamda kag adet tutma noktasr ikilisi tiretildigi belirtilmisgtir.

Robotun tutamayacagi cisim ic¢in hizlica pes etmesinin yani sira asil hedef,
tutulabilecek cisim i¢in robotun hizlica tutulabilecek bir nesne seklinde karar
verebilmesi ve Ogrenebilmesidir. Ogrenme sisteminin temelinde Q-Learning [1]

algoritmas1 ve SoftMax [4] eylem secim stratejisi kullanilmaktadir. Bu 6grenme
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sisteminde durum uzayi, simiilasyonda iiretilen potansiyel tutma nokta ikilileridir.

Durum uzayinin temsili:

S=u,p,9,0,0, 4.1)

Denklemde, t nesnenin agirlik merkezi, p ise secilen tutma noktasi ikilisi p =[p1, p2],
¢ tutma acisini temsil ederken, @ ise yaklagsma agisini temsil etmektedir. O, vektorii 3
boyutlu 6teleme vektoriidiir. Bu vektoriin sifirdan farkli oldugu durum, robotun cismi

itmesi veya cisme vurmasi sonucu nesnenin hareket ettigi durumdur.

Sistemde eylemlerin temsili:

A=[lIR]l, @] @.2)

Denklemde, ||R,|| vektorii x eksenindeki kayma miktart @ ise ilgili cisme yaklasma

acisini temsil etmektedir.

Sistemde, robot basaril1 bir eylem yiiriitiirse 6diil degeri 10 (R,4yx) olarak belirlenirken
basarisiz bir eylem yiiriitiirse 0.1 (R,;,) degerini [25] almaktadir. Bu degerler

dogrultusunda kullanilan Q 6grenmesi algoritmasi denklem 2.3’de gosterilmistir.

Sistemimizde 4 eylem secim algoritmasi incelenmistir. Birincisi ve en basit olani
e-greedy eylem secim metodudur(M;). Bu metot biiyiik oranda en yiiksek degere sahip
eylemi secer ama c¢ok nadir olarak (€ olasilikla) rastgele eylem de seger. Secim icin

dagilimlardan biri esit 6ncelikli olarak kullanilir.

Ikinci eylem secim metodu ise sabit sicaklik degeri [4] ile konfigiire edilmis olan

Softmax (Denklem 2.4) eylem secim metodudur (M>).

Uciincii strateji ise (M3) Softmax eylem secim metodunu kullamir. Bu yaklasimda,
sicaklik degeri olan 7 parametresi degiskendir ve robotun isteksizlik seviyesine
gore degismektedir [25]. Optimal seviyedeki isteksizlik degeri daha arastirmaci
bir davranis1 desteklerken, yiiksek degerlerde daha faydaya yonelik, hizli sonuca
yonelik davraniglar1 destekler. Bu modeli robota uygulayabilmek adina denklem 4.3

gelistirilmigtir.

YU _pfea 4.3)
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denklemde, f anlik isteksizlik degerini, Ag ise eylemin sonu¢ degerini (basarili ya
da basarisizlik) ve L ise kacak degerini vurgulamaktadir. Denklem anlik isteksizlik
degisimlerini fark edebilmek icin kullanilir. L degeri ile integrali alinan isteksizlik
degerinin yakinsamasi saglanmaktadir. Eger isteksizlik degerinde ani ve biiyiik bir
degisim olursa diferansiyel denklemin iirettigi deger bir anda yakinsanan degerden

sapacagi icin anlik isteksizlik degerindeki degisim yakalanabilecektir.

Denklem 4.3’de kacak degeri (L) sabittir ve tiim simiilasyonda deger 1’dir [25].
Yiiksek degerlerdeki L isteksizlik degerinin yavas yiikselmesine sebep olacaktir. Bu da
robotun daha uzun siire aragtirmaya yonelik davranig gosterecegine isaret etmektedir.
Bu degiskenlik sebebiyle bu ¢alismada 4. metot 6nerilmistir (My4). Bu metotta L degeri
degiskenlik gostermektedir. Dinamik L ise beklenilen faydaya dayali motivasyon

formiilii 4.3 ile saglanmaktadir [33].

_ beklentixdeger

Z+I(T —1) @4

Denklemde, beklenti maksimum beklenilen 6diiliin olasilifim temsil ederken, deger
ise beklenilen eylem degerini (R,,,) belirtmektedir. Z ise o6diiliin anlik olmas1
durumunda kullamilan bir sabittir. I" ise robotun gecikmeye duyarliligini yani

ivecenligini belirtmektedir.

Calismada 6nemli olan bir diger konu ise robotun bir cismi nasil tutacagini 6grenmesi
ile birlikte tutulabildigini veya tutulamadigin1 6grenmesi gerektigidir. Tutma noktasi
ciftleri p ve eylem a denemesi, toplam isteksizlik degeri belirli bir seviyeye ulastiginda
bitmektedir. Boylece tek nokta c¢iftinde ve eylem planinda saatlerce deneme yapilmasi

engellenmektedir. Ust seviyeyi belirleyen denklem:

Tolerans = ¢~ 10I+¢ 4.5)

Denklemde, ||O,|| nesnenin Stelenme vektoriinii temsil etmektedir. @ ise robotun
goreve bagladigindan beri toplam deneme sayisini temsil eder. Bu hesaba bakildiginda
her seferinde sabit degerler iiretilmedigi kolayca anlasilabilir. Bu sayede eger bir nokta

cifti ve eylem plani ¢ok kotii sonug iiretirse, robot hizlica o ¢ifti eleyebilmektedir.
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Neticede ise robotun gorevi tamamlamak adina ve 68renmeyi bitirmek amaciyla bir
esik degerine sahip olmasi gerekmektedir. Bu deger ise nesnenin yapisina gore

degiskenlik gostermektedir ve yine robotun isteksizlik katsayisi ile iligkilidir.

isteksizlikLimiti = e'/V" (4.6)

Denklemde, n simiilasyondan gelen, potansiyel tutma noktasi sayisini ifade etmektedir.

4.5 Ivecenlik Degeri ve Ogrenme Oram

Caligmadaki temel nokta tekrar vurgulanmasi gerekirse, ivecenlik degerinin 6grenme
esnasinda isteksizlik degerine olan etkisi incelenmektedir. Ozellikle insan robot
etkilesiminde, 68renme hiz1 ve karar mekanizmasinin hiz1 6nemli bir konu olmaktadir
[36]. Ornek vermek gerekirse, eger bir robot insan ile hizli bir oyun oynuyorsa
hizli karar vermelidir ve hizli 6grenmeli, fakat diger bir acidan, eger robot evde
yalmizsa ve ¢cok uzun zamani varsa gorevi tamamlamak i¢in ¢cok uzun zaman gorev i¢in
harcayabilir. Ivecenlik katsayisini degistirerek, robotun isteksizlik degerinin belirli
gorevler icin dinamik olarak degistirilmesi saglanabilir. Bdylece farkli ortamlarda,

farkli gorevler icin robot farkli 6grenme ve karar hizlarina sahip olur.
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5. DENEYLER

Calismanin bu boliimiinde, gelistirilen sistemin deneylerinden ve testlerinden
bahsedilecektir. Oncelikle deney ortami aciklanip, ardindan sonuglar ve yorumlar

verilecektir.

5.1 Deney Ortam Bilesenleri

Cyton Veta robot kolu' (Sekil 5.1) tasarimi geregi insan kolu ornek almarak
gelistirilmistir.  Bu yilizden yedi serbestlik derecesine sahiptir. Cok serbestlik
derecesine sahip oldugu icin engeller arasinda manevra kabiliyeti yiiksektir ve nesneler
ile basarili etkilesim saglayabilir. Cok serbestlik derecesine sahip olmasinin bir diger
avantaji ise kolun ucunda bulunan tutucunun hedef pozisyonu i¢in sinirsiz sayida
konfigiirasyon ile ulasmast miimkiindiir. Cizelge 5.1°de kolun eksen aralig1, elektriksel

ve mekanik ozellikleri verilmistir.

Sekil 5.1: Cyton Veta robot kolu.

Cyton Veta robot kolu, fabrika c¢ikisinda 2 paralel parmak tutucu ile gelmektedir;
ancak Dynamixel FRO7 — G101 tutucu seti ile degistirilmistir. Yeni setin en onemli

0zelligi maksimum agikliginin 15cm olmasidir. Bu sayede daha genis cisimler basarili

Uhttp://robai.com/robots/cyton-gamma-300/
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Cizelge 5.1: Cyton Veta Robot kolu dzellikleri.

Eksen Aralig1 (Derece) Mekanik Ozellikler
7 Serbeslik Derecesi Toplam Agirhik: 1.2kg
Shoulder Roll -300  Maksimum aciklikta tagima yiikii: 300g
Shoulder Pitch — 210 Kol Uzunlugu : 53.4cm
Elbow Roll — 300 Erigebilme Mesafesi: 48cm
Elbow Pitch — 210 Maksimum lineer hiz: 20 cm/s
Wrist Roll — 300 Maksimum eklem hizi: 30 rpm
Wrist Pitch — 210 Yinelenebilirlik: +/-0.5mm
Wrist Yaw — 210 Tutucu Maksimum aciklik: 3.5cm

bir sekilde tutulabilmektedir. Ayrica, robot kolu iizerinde bulunan hareketi saglayan
motorlarin bazilar1 daha yiiksek torklara sahip servo motorlar ile degistirilmistir. Bu
sayede daha uzun siire ¢alisabilen ve biraz daha agir yiikleri kaldirabilen bir robot kolu

elde edilmigtir.

Cyton Veta robot kolu iizerindeki motorlar Papatya Zinciri modeli ile birbirine
baglanmistir ve motorlar birbiri ile arasinda RS 485 haberlesme protokoliinii
kullanmaktadirlar. Motorlarin kontroliinde bilgisayardaki USB arabirimi kullanilmak-
tadir. Bilgisayar ie motorlar arasindaki iletisim i¢in ise USB2Dynamixel modiilii

kullanilmaktadir.

Robot kolu Linux igletim sistemi kullanilarak kontrol edilmesi tarafimizca tasarlandig:
icin ROS(Robot Operating System) acik kaynak kodlu altyapr kullanilmigtir. Bu
altyap1 icerisinde Dynamixel motorlar i¢in hazirlanmis olan, Dynamixel kiitiiphanesin-
den faydalamilmistir. Bu kiitiiphane sayesinde, her bir motorun konum, konum ile
iliskili hatasi, hiz, yiik ve sicaklik bilgileri anlik olarak alinabilmektedir. Motorlar
pozisyon kontrolii ile siiriilebildigi i¢in kullanicidan sadece 3 boyutlu diizlemde konum
tabanli hedef alinabilmesi yeterlidir, boylece robot kolu ilgili noktaya tutucusunu

gotiirebilecektir.

Calismada ROS kullanilmasi sayesinde, ROS sisteminde saglanan rviz> gorsellestirme
araciyla, robotlarin bilgi tabanimi ve bilgisayar ortaminda robot ortaminin nasil

degerlendirildiginin gorsellestirilmesi miimkiin hale gelmistir.

Zhttp://wiki.ros.org/rviz
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Sekil 5.2: (sol) Cyton Veta robot kolu (sag) Cyton Veta robot kolunun rviz gorseli.

Calismada, robot kolunun bir nesne ile etkilesimi icin temel davranis modelleri

tanimlanmugtir:

Bir konuma gitme (tutucu igin)

Nesneye gitme (tutucu igin)

Nesneyi tutma

Nesneyi birakma

Bu davranis modellerinin ardi ardina belirli bir sira ile kullanilmasi, daha karmagsik
nesne etkilesim davranmiglarinin yaratilmasini saglamaktadir. Nesne ile etkilesimin
baglayabilmesi i¢in ise bir sahne yorumlayicisi ile nesnelerin taninmasi ya da en
azindan saptanmasi gereklidir. Boylece sahne yorumlayici, robot kolunun igerisinde
bulundugu ortama nesneyi entegre edebilir. ~ Ayni zamanda nesnenin sahneye
entegrasyonu i¢in sahnenin daha onceden tiim 6zelliklerinin yorumlayiciya belirtilmis
olmas1 gereklidir ya da sahnenin belirli bir noktasina yerlestirilecek bir isaret ile
sahnenin oOzelliklerinin taninmasi saglanabilir. Bu amacla robot kolunun bulundugu
zeminin kogesine Sekil 5.3’de goriildiigii gibi ARTag etiketi(Gergek kamera pozisyonu
ve oryantasyonu bilindiginde koseli yapisi sayesinde 3 boyutlu diizlemde nesnelerin
konumlarin1 gercek diinyadaki dogru yerlere yerlestirmeye yarayan etiketlerdir.)
eklenmistir. Bu etiket, RGB-D kamera aracilig1 ile taninarak sahnenin agisi, gercek
diinyadaki yeri, yiiksekligi veya derinligi gibi 6zellikler sisteme aktarilabilmektedir.
Boylece robot kolu bir cisim ile etkilesimi esnasinda, sahnenin temel Ozellikleri
degisse bile gorevi olmas1 gerektigi gibi tamamlayabilmektedir. Bunlarin yam sira,

robot kolunun cisim ile etkilesimi agisindan bir diger 6nemli konu ise robot kolunun
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cisimle ilgili gorevi tamamlayabilmek icin dogru konumlandirma ile hareket ediyor
olmasi gerektigidir. Konumlama islemi esnasinda 7 eksen hareket saglayan motorlarin
uygun act ve tork parametreleri ile aktive edilmesi gereklidir. Bu aktivasyon ig¢in
gerekli olan ters kinematik hesaplarinin yapilmasi ve gerektiginde kolun engellerden
sakinmasi icin kullamlan yol planlayicisi ROS sisteminde bulunan Movelt® aracidur.
Bu ara¢ kullanilarak, robotun ¢izim ile gelen parametreleri ve motorlarin kendilerine
has 6zellikleri géz Oniine alinarak ters kinematik hesaplar yapilmakta ve her motor i¢in
ilgili tork ve a¢1 degerleri motorlara gonderilmektedir, ayn1 zamanda sistem siirekli geri

besleme alarak, hesaplama disinda bir durum olugmasi durumunu gézlemlemektedir.

Sekil 5.3: Kullanilan ARTag.

5.2 Deney ve Sonuclari

Sistemi genel yapisini tekrar vurgulamak adina, potansiyel tutma noktalar1 6ncelikle
simiilasyonda belirlenir ve gercek diinya ortamindaki robot koluna aktarilir. Deney
ortaminda V-REP benzetim ortami kullanilmistir ve benzetim ortamindan gelen
sonuglar robot koluna aktarilir. Aktarilan verilere gore robot kolunun ii¢ farkli hali

Sekil 5.4’de goriilmektedir.

Tez calismasinda Onerilen sistemin ve 0grenme siirecinin bagarim oranini 6l¢mek

amaciyla dort farkli eylem secim stratejisi incelenmistir. Yiiksek ivecenlik degeri

3http://moveit.ros.org
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(a) Diklemesine (b) Yanlamasmma (c¢) Diklemesine
bagarili  tutulmus  basarili tutulmus  tutulamamig
ornek. ornek. ornek.

Sekil 5.4: 3 farkli nesne icin robot kolunun hareketinin gosterimi. (a)Mavi kiip
goreceli olarak tutulmasi ¢ok daha kolay (b) Plastik bowling labutu ise
sadece tistten tutulabilir, bircok noktadan tutulmasi pek miimkiin olmayan
bir cisim (c) Plastik top ise tutulmas1 miimkiin olmayan bir cisim; ¢iinkii sert
ve biiyiik.

isteksizlik degerinin ¢ok daha hizli yiikselmesine neden olacaktir. Bir diger deyisle

hizl1 6fkelenen bir robota sebep olacaktir. Bu bilgiler 1s181nda, karsilagtirma adina

ivecenlik degeri olarak 100 ve 0.01 degerleri verilmistir. Deneylerin sonuglari, 6nerilen
sistemi ve metodu desteklemektedir. Dolayisiyla, diisiik ivecenlik degeri uzun siireli
arastirmaya sebep olurken, bizim sistemimizde ise ¢ok daha fazla tutma noktasi ikilisi
denemeyi saglayacaktir. Deney sonuglarindan 6 tane nesne (kiip, armut, havug, liziim,
labut ve top) ele alinarak, karar ve 0grenme hizi karsilastirilacaktir. (My) bizim
onerdigimiz dinamik isteksizlik kavraminin ivecenlik ile saglandigi sistemi temsil
etmektedir. (M3) ise sabit deger ile olan isteksizlik kavraminmi temsil etmektedir.

Sekil 5.5, Sekil 5.6, 5.7 ve 5.8’de robotun kiip, armut, havug ve iiziim i¢in isteksizlik

katsayisin1 her deneme esnasinda gostermektedir. Kiip icin benzetimde toplamda 84,

armut i¢in 56, havug icin 48, liziim i¢in ise 46 tane potansiyel tutma noktas ikilisi

tiretilmigtir. Robotun kolayca bu cisimleri tutalbildigi diisiiniildiigiinde, isteksizlik
degeri genelde alt seviyelerde kalmistir; ancak yeteri kadar deneme yapildiktan sonra

robotun isteksizlik degeri 6grenme siirecinin bitmesini saglayan esik degerine (4.6

denklemine gore) ulasmistir ve 6grenme siireci tamamlanmistir.

Labutun durumu incelendiginde ise sonuglar Sekil 5.9°de goriilmektedir. Benzetim
116 tane potansiyel tutma noktasi iiretmistir. Labutun cok hafif ve dengesiz olmasi
durumunu goz Oniine aldigimizda, kolayca devrilebildigi ve dolayisiyla goreceli

olarak sahneden hizlica yok oldugu anlagilabilmektedir. Eger labut diigerse, tolerans

35



=
] .
] n j// ( L / / = yecenlik=0.01
£ 0,60 )
2 n / L / \ / / = yecenlik=100
0,40 A ¥ e Sabit L= 1
0,20
0,00
a 10 20 30 40 50 60 70 B0 90 100 110 120

Deneme Sayisi

Sekil 5.5: Kiip icin M3 ve My Metotlar ile Isteksizlik Degeri Degisimi.
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Sekil 5.6: Armut icin M3 ve M4 Metotlari ile Isteksizlik Degeri Degisimi.
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Sekil 5.7: Havuc icin M3 ve M4 Metotlari ile Isteksizlik Degeri Degisimi.

hizlica diigmekte (Denklem 4.5’e gore) ve tutma ikilisi hemen bagarisiz olarak
nitelendirilmektedir ve elenmektedir, dolayisiyla eger hala limite ulagilmadiysa robot

hemen bagka bir tutma ikilisi denemeye baslamaktadir
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Sekil 5.8: Uziim icin M3 ve M, Metotlar ile Isteksizlik Degeri Degisimi.
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Sekil 5.9: Labut igin M3 ve M4 Metotlari ile Isteksizlik Degeri Degisimi.

Topun durumu ise biraz daha farklidir. Top sert plastikten yapilmistir ve robotun
tutabileceginden daha biiyiiktiir. Dolayisiyla tutulmasi imkansizdir ve her tutma
girisiminde sahneden yok olmaktadir (Sekil 5.4(c)). Her denemede dolayisiyla
robotun isteksizlik i¢in tolerans degeri hizlica diismektedir ve hemen bagka ikiliye
gecilmektedir. Bunun yani sira cisim sahneden kayboldugu i¢in isteksizlik degeri de
cok hizli artmaktadir ve limite cok hizli ulasmaktadir. Toplamda 92 tutma ikilisi gercek
diinyaya transfer edilmis olsa da birka¢ denemeden sonra robot cismin tutulamaz

oldugunu goriip vazge¢cmektedir (Sekil 5.10).

Sekil 5.11°de ise en basit eylem secim metodu olan €-greedy metodu hari¢ se¢im
stratejilerinin 6grenme hizina olan etkileri karsilastirilmistir. Metodlarin karsilastiril-
masinda denemelerin tamami gercek diinya ortaminda yapilmigtir. €-greedy metodu

ile deneme say1s1 ¢ok fazla oldugu icin, bu metodun deneme analizi ayn bir grafikte
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Sekil 5.10: Top icin M3 ve M, Metotlar ile Isteksizlik Degeri Degisimi.

simiilasyon ortaminda denenerek verilmistir. Isteksizlik kavramina dayal1 eylem secim
metotlari, standart SoftMax metoduna gore cok daha az deneme sayisina ihtiyac

duyarak 6grenmeyi saglamaktadir.
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Sekil 5.11: 4 Farkli Eylem Secim Stratejisi i¢in Deneme Sayilari.

Sekil 5.12°de ilk metod olan &-greedy metodu ile 6grenmenin tamamlanmasi
icin gerekli olan deneme sayist gosterilmigtir.  Sekil 5.11°deki metotlar ile
karsilastirildiginda ¢ok biiyiik bir fark gdze carpmaktadir. Dolayisiyla 6grenme hizi
diisiik seviyelerdedir. €-greedy metodu icin yapilan denemeler ise ¢ok fazla sayida
oldugu i¢in simiilasyonda tamamlanmistir. Diger metotlardaki gibi gercek robot

izerinde analiz edilmemistir.

Nesnelere gore belirlenen isteksizlik degerlerine gore robot tarafindan tutulabilme veya
robotun vazge¢gme durumlarinin yani sira, hangi durumlarda esik degeri ile isteksizlik

degerinin kesistigi ve tutma ikililerinin ne zaman degistiginin analizi de yapilmugtir.
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Sekil 5.12: e-greedy Metodu ile Deneme Sayilari.

Sekil 5.13’e gore kiip icin ivecenlik degeri 100 iken robotun ivecenlik degeri 0.01
degerine gore daha sabirsiz oldugu deneme sayisinin azligindan anlasilabilmektedir.
Sekildeki isteksizlik ile esik degerinin kesistigi noktalarda robotun tutma ikilisi
icin beklentisinin kalmadigin1 ve baska bir tutma ikilisi denemek i¢in adim attigini
gorebilmekteyiz. Bagka bir ikili denerken, isteksizlik degeri bir dncekinin yarisina
diismektedir; ancak sifira yakinsamadigi i¢in eger robot bikma evresine geldiyse
esik degerine cok hizli yakinsayacaktir, bu sebeple de hizlica pes etme ve 6grenip
ogrenmeme kararma varabilecektir. Isteksizlik degeri 0.01 iken ¢ok daha fazla
denemede bulundugu bikma evresinin ¢cok daha uzun siirdiigiinii Sekil 5.14’den
inceleyebiliriz. Isteksizlik degeri 0.01’ken robot ¢ok fazla deneme yapug: igin
isteksizlik degerinde ¢ok dalgalanmakta olmaktadir. Daha 6nce denenmemis bir ¢cok
tutma ikilisi bu siiregte farkli konfigiirasyon ile denendigi i¢in, esik degerinde de biiyiik
Olciide dalgalanma olmaktadir. Esik degerindeki en onemli faktor Denklem 4.5°e
gore cismin kayma miktar1 oldugu i¢in bu grafikten ayn1 zamanda cismin tutulmaya

calisildig1 evrede ¢ok fazla yer degistirdigini yorumlayabiliriz.
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Sekil 5.13: Kiip Icin Ivecenlik Degeri 100 iken, Isteksizlik ve Esik Degeri Degisimi.

Sekil 5.15 ve 5.16 incelendiginde cisimlerin tutma denemeleri esnasinda, sahne

icerisinde robot kolunun ittirmesi ya da tutamamasi sebebiyle cok fazla yer
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Sekil 5.14: Kiip icin Ivecenlik Degeri 0.01 iken, Isteksizlik ve Esik Degeri Degisimi.
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Sekil 5.15: Labut icin Ivecenlik Degeri 100 ve 0.01 iken, Isteksizlik ve Esik Degeri
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Sekil 5.16: Top Icin Ivecenlik Degeri 100 ve 0.01 iken, Isteksizlik ve Esik Degeri

Degisimi.
degistirdikleri ya da sahneden yok olduklari ¢ikarilabilir. Cisimlerin daha Once
bahsedilen ozellikleri de goz Oniine alindiginda Ozellikle topun ortamdan ¢ikma
gibi durumlar1 ¢cok olmaktadir, topun yami sira, labutun da diismesi ve bulundugu
yerden cok farkli bir noktaya gitmesi durumlar1 olusabilmektedir. Cisimlerin tutma
denemeleri esnasindaki fazla hareketleri sebebiyle, robotun her iki ivecenlik degerinde
de iki cisim i¢in de cofgu zaman esik degeri ¢ok diisiik c¢cikmaktadir . Bu da
sirekli olarak isteksizlik degeri ile cakismaya sebep olmakta ve bu sayede basarisiz
olacag1 agsikar olan tutma ikilileri icin robot cok sayida deneme yapamamaktadir.

Topu hicbir sekilde tutamadig icin isteksizlik degeri siirekli artmakta ve robot kisa

zamanda denemeyi bitirmektedir. Isteksizlik degeri daha ilk denemelerden itibaren
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esik degerinin iistiinde oldugu i¢in robot her denemesinde farkli bir tutma ikilisi

konfigiirasyonu icin egitime devam etmektedir.
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6. SONUC VE ONERILER

Bu tez calismasinda, robotlarin nesneler ile etkilesimi i¢cin énemli bir 6nem tasiyan
tutma eylemi iizerine durulmustur. Calismada i¢sel motivasyon kavramu ile entegre
olmus destekli 6grenme alt yapisi gelistirilmigtir. ~ Gelistirilen altyap1 robotlarin
o0grenme ve karar verme hizin1 dinamik hale getirirken, eylemlerini zaman ve ortam

sartlarina gore degistirebilmelerini saglamaktadir.

Konu olan robotlardaki karar verme dinamizmi icin insan davranislar ve 6grenme
stirecleri ornek alinmigtir. Daha ©Once yapilan calismalarda, i¢sel motivasyonun,
insanlarin 68renmesi iizerindeki etkileri incelenmis ve robotlara cesitli formiiller ile
uyarlanmigtir. Bu metotlar i¢sel motivasyon degerini genellikle sabit bir degere

sabitleyerek, gorev siiresince robotun ayni deger ile hareket etmesini on gdrmiislerdir.

Daha onceki ¢alismalara ek olarak, tez kapsaminda i¢sel motivasyonun hesaplama
metotlarinda olmayan isteksizlik ve ivecenlik degerleri entegre edilmistir.  Bu
degerler sayesinde robotun 6grenme eylemi i¢in robotun hedefledigi goreve, icerisinde
bulundugu ortama ve zamana gore belirli tolerans degerleri dinamik bir sekilde siire¢
icerisinde hesaplanmaktadir. Insani duygulardan ornek alinarak, eger robot sinirl
olmayan bir zaman dilimi ic¢inde bir seyin nasil yapilmasi gerektigini kesinlikle
o0grenmesi gerekiyorsa, eylem-durum uzayinin tamamini ¢ok uzun siirede deneyebilir;
ancak robot, bir oyun esnasinda hizli karar vermesi gerekiyorsa ya da hizli bir hamle
yapmasi gerekiyorsa, tolerans degerleri diisiik olacaktir ve 68renme i¢in gerekli olan
siireci miimkiin oldugunca kisa kesmek isteyecektir. Boylece 6grenme hiz1 ve sececegi

eylemler degisebilecek ve robot duruma gore farkli davranabilecektir.

Tezde gelistirilen metotlar, insan kolundan 6rnek alinarak gelistirilen yedi eksenli
bir robot kolunda gerceklenmis ve denenmistir. Deneyler esnasinda farkli cisimler
ile tutma eylemi iizerine testler yapilmistir. Ivecenlik degerinin degistigi kosulda
cisim farklilastiginda, her bir cisim icin deneme sayis1 farkli olmustur ve bazi
cisimlerin tutulamaz olduguna, bazilarinin ise tutulabilir olduguna hizli karar vermistir.

Bu sonucun yani sira, robot cisimlerin tutulabilir olanlarinin tiim eylem-durum
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uzayindaki olasiliklar1 denememis ve belirli bir noktadan sonra tutulabildigine karar
kilmigtir. Deney sonuglart gostermektedir ki i¢sel motivasyon metotlarina entegre
edilmis olan ivecenlik degeri, ortama ve kosullara bagli olarak 68renme ve karar
verme hizini dinamik olarak degistirebilmektedir. ilerleyen calismalarda deney
setinin genisletilmesi ve ivecenlik katsayisinin farkli ortamlar ve zaman durumlarinda

degiskenliginin Olciilmesi ve etkisinin analiz edilmesi diisiiniilmektedir.
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