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YiNELEm_ELi SINIiR AG__LARI iLE SERMAYE PiYASASI
YON TAHMINI UZERINE BIR CALISMA

OZET

Finansal piyasalar1 etkileyen faktorler ele alinarak yapilacak finansal piyasa
geleceginin tahminleme siireci, dogru portfoy yonetimini saglayarak kaybi azalip
kazanci arttirabilir. Fakat finansal veriler dogrusal olmayan dinamik ve kaotik
karakteristige sahip oldugundan finansal piyasalarda karar vermek zorlu bir siiregtir.
Bu probleme ¢6ziim saglayabilmek amaciyla kullabilecek farkli yontemler mevcuttur.

Bunlardan biri olan derin 6grenme, girdi ve ¢ikt1 arasindaki iligkiyi birden fazla sinir
ag1 katmaninda modelleyerek yapabilen makine &grenimi yontemleri olarak
tanimlanir. Veri biliminin birgok alaninda karmasik veri kiimeleri iizerinde yiiksek
performans gosterdiginden, son zamanlarin ilgi ¢ekici yontemlerinden biri olan derin
ogrenmede, geleneksel modellerin aksine, yiiksek boyutlu ¢ok degiskenli problemler
ve dogrusal olmayan iligskiler modellenebilir. Bu nedenle derin 6grenme ile saglanan
algoritma basarilar1 tahminleme ¢alismalarinda biiyiik yer tutmaktadir.

Bu calismada, derin 6grenme kavrami altinda degerlendirilen yinelemeli sinir aglar
mimarilerinden LSTM ve GRU, finansal veri iliskilerini modellemede kullanilmistir.
Zaman serisi olarak modellenen finansal veri kiimeleri Reuters kaynak alinarak
olusturularak derin sinir ag1 tahminleme modelleri ile Borsa Istanbul’da islem goren
AKBNK, TCELL ve FROTO hisse senetlerinin fiyat hareketlerinin yon tahmini igin
karsilagtirmali yontemler sunulmustur.

Calismada derin 6grenme yontemlerinin bir finansal veri kiimesi kullanilarak basarili
bir tahmin performansi gosterip gosteremeyeceginin ortaya konulmast amaglanmastir.
Bununla beraber, calisma i¢in hazirlanan finansal veri kiimeleri iizerinde dogrusal
olmayan 6zellik se¢im yontemleri ile yapilan boyut indirgeme yaklagimlar: ve finansal
zaman serisi olarak modellenen finansal veri kiimelerinin farkli dizileme yaklagimlari
ile segmentlere ayrilarak model girdisi olarak kullanilmasinin baz model tahmin
performansini iyilestirip iyilestirmeyeceginin karsilikli analizi yapilmistir.

Boyut indirgeme siirecinde, finansal veri kiimeleri etiketleme yapilarak denetimli
Ogrenme algoritmalarina elverisli hale getirildikten sonra HSIC Lasso, mRMR, RFE
Ozellik se¢cim yontemleri; segmentasyonda da 100, 200, 300 ve 400 adiml dizileme
birer adimli kayan pencereler yontemi tasarimda uygulanmigtir. Calismanin amaci
dogrultusunda LSTM ve GRU mimarileri iizerinde hiper parametre ayarlamalari
literatiir baz alinarak yapilmistir. Bununla beraber, tiim tahmin senaryolarinda 70
olarak alinmis indirgenmis Ozellik sayisina, model stres testlerinden sonra karar
verilmistir.
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A STUDY ON DIRECTION PREDICTION OF CAPITAL MARKETS WITH
RECURRENT NEURAL NETWORKS

SUMMARY

The forecasting process of the future of the financial market, which is made by
considering the factors affecting the financial markets, can reduce the loss and increase
the profit by providing the right portfolio management. However, since financial data
has non-linear, dynamic and chaotic characteristics, it is a difficult process to make
decisions in financial markets.

Investor decisions can be affected by many macroeconomic factors such as changing
economic conditions, political relations, periodic sector based changes, news in the
media, expectations and preferences of investors, and non-linear indicators. Decision-
making in capital markets, which are not only dependent on economic indicators, but
also seriously affected by non-financial factors, has become a very important research
area for investors to manage their portfolios correctly. Providing reliable forecasts for
capital markets is of great importance for effective market strategies. Therefore, it is
necessary to forecast the stock market in order to contribute to the decision-making
processes and reduce the investment risk of the investors.There are different methods
that can be used to provide a solution to this forecasting problem.

Deep learning, defined as machine learning methods that can model the relationship
between input and output in more than one neural network layer, is one of them.
Contrary to traditional models, high-dimensional multivariate problems and nonlinear
relationships can be modeled in deep learning. Traditional models can be inefficient
in dealing with high-dimensional multivariate problems, nonlinear relationships, and
incomplete datasets. These data features often occur in real-world data and can be
modeled more efficiently using deep neural networks.

Recurrent neural network is one of the most interesting methods of recent times, since
it performs well on complex data sets in many areas of data science. For this reason,
algorithm achievements provided by deep learning have a great place in financial
forecasting studies. Increasing computers’ processing power and facilitating access to
data in parallel with the development of hardware and software technologies are some
of the important milestones that accelerate the scientific development in this field.

In this study, LSTM and GRU, recurrent neural network architectures evaluated under
the concept of deep learning, are used to model financial data relationships. Financial
datasets modeled as time series are created based on Reuters, and comparative methods
are used for the direction prediction of the price movements of AKBNK, TCELL and
FROTO, which are stocks traded in Borsa Istanbul, with deep neural network
forecasting models.
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Thus, it is aimed to reveal whether deep learning methods can show an acceptable
forecasting performance by using financial datasets that include multi dimensional
feature space containing many indicators such as company financials, technical
indicators, periodic company reports and macroeconomic data. In addition, a
comparative analysis has been made whether the use of dimension reduction
approaches with nonlinear feature selection methods on the financial datasets prepared
for the study and the use of financial datasets modeled as financial time series by
segmenting with different sequencing approaches as model input will improve the base
recurrent neural network models forecasting performance.

In the age of big data, where large amounts of high-dimensional data are widespread
in a wide variety of fields, the rapid growth of data brings with it difficulties for
effective and efficient data management. The necessity of applying data mining and
machine learning techniques to obtain meaningful information from different types of
data is better understood in the age of big data.

As a data preprocessing strategy, feature space size reduction strategies have proven
to be effective and efficient, especially in preparing high-dimensional data for a variety
of data mining and machine learning problems. Dimension reduction methodology
aims to create simpler and more understandable models, improve data mining
performance, and prepare clean, understandable data.

When algorithms are applied to high-dimensional data, phenomena known as the curse
of dimensionality appear as a critical issue. This concept refers to the phenomenon of
sparseness of data in high-dimensional space, which negatively affects algorithms
designed for low-dimensional space. Also, with a large number of features, learning
models tend to over-learn which can lead to poor performance on unseen data. High-
dimensional data can significantly increase memory storage requirements and
computational costs for data analytics. In addition, the simplification of the models
will increase their applicability and explainability to real life. Models that produce
faster results by keeping our model success performance criteria in similar value
ranges will provide many benefits in real life. Dimension reduction in the data feature
space is one of the most powerful methodology to solve these problems.

In the dimension reduction process applied in the study, HSIC Lasso, mMRMR, RFE
feature selection methods are used. Feature selection methods were applied to the
labeled data before sending time sequences prepared by the sliding windows method
to designed LSTM and GRU architecture. The total number of features of the stock
datasets prepared in a broad perspective based on Reuters is over 170 and this space is
reduced to 70 for all scenarios with the applied methods. The reduced feature number,
which is taken as 70 in all forecast scenarios, is decided after the model stress tests.

In time series data segmentation phase, 100, 200, 300 and 400 steps sequencing is done
with one day step sliding windows method. Two-dimensional arrays which are used
as input to LSTM and GRU are created from the raw data in this time dependent sliding
window approach. Models are trained with segmented data using 1240 days on the
dataset covering 1270 trading days in total. Afterwards, the classification of 30-day
stock directional movements is designed to give a buy and sell signal to investors. In
line with the purpose of the study, hyper parameter adjustments on LSTM and GRU
architectures are made depending on financial forecasting literature.
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The models’ performance outputs obtained in the study are presented for sequencing
with 4 different look-back values for AKBNK, TCELL and FROTO stocks, and then
performance comparisons are given by considering the look-back values and feature
selection methods separately. Performance comparisons were made within the
framework of 4 determined metrics. These metrics are long accuracy measuring
“BUY” decision, short accuracy measuring “SELL” decision, weighted F1 score
measuring overall model performances, and total accuracy metrics measuring total
prediction accuracy.

During the decision-making phase, it is determined that the model could exhibit a
balanced performance of more than 50% in long and short accuracy and increase over
55% in total forecast accuracy as an investment acceptance criterion. Performance
metrics are evaluated in this respect, and the model that did not meet the investment
acceptance criteria in at least one metric is evaluated as unsuccessful and was
interpreted as open to improvement in terms of performance.
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1. GIRIS

Finansal piyasalarda hisse senedi fiyat hareketlerinin derin 6grenme ydntemleriyle
tahmin edilmesini, tahmin dogrulugunun farkli yontemlerle iyilestirilebilecegini
gostermeyl amagladigimiz ¢alismamizin bu bolimiinde finansal piyasalarda
tahminleme ve derin 6grenme kavramlarini, literatiirdeki farkli yaklagimlar ile

yapilmis uygulamalari ve ¢alisgmamizin amaglarini inceleyecegiz.

1.1 Finansal Piyasalarda Tahmin

Ekonomide finans sektoriinlin ve reel sektoriin uygun sekilde gelistirilmesi biiytik
onem tasimaktadir. Iktisat teorilerine goére, s6z konusu olusumlarm finansal
bozulmaya ugramasi veya biiylimemesi durumunda ekonomik biiylime ve kalkinma
zorlasacaktir. Ekonomik olarak gelismis {ilkeler, para ve sermaye piyasalarin igeren
giiclii bir finans sektdriine sahiptir. Finans sektoriiniin 6nemli bir alt kiimesi olan
sermaye piyasasinin uygunsuz gelisimi, sadece iilkenin para sistemi iizerinde ek bask1
olusturmakla kalmaz, ayn1 zamanda iiretim ve hizmet birimlerini aktif bir sermaye
piyasasinin faydalarindan mahrum birakir. Sermaye piyasasinin en onemli amaci,
seffaf siireclerin uygulanmasi yoluyla hissedarlari tiizel kisiler ve ekonomik birimlerle

bulusturmaktir.

Menkul kiymetler borsalarmin sektdrdeki birimler arasinda bir koprii konumunda
olmasi, kaynaklarin etkin dagilimi ve kullanimi gibi stlendigi islevler
diistintildiiginde ekonomi {izerinde yadsinamaz bir etkisi vardir. Finansal ve sermaye
piyasalarin1 6nemli Ol¢iide etkilemesi nedeniyle kiigiik tasarruflart makroekonomik
yatirimlara doniistiirecek bir mekanizma saglamaktadir. Yatirim, pazarlanabilir ve
pazarlanamaz finansal varliklar da dahil olmak iizere ¢ok ¢esitli faaliyetleri kapsar.
Finansal piyasalara yatirim yapan herkesin amagclar1 arasinda getiri elde etmek vardir.
Yatirim i¢in tegvik edici bir faktdr yoksa, insanlar tipik olarak mevcut tiikketimi
gelecekteki tiiketime tercih ederler. Bu nedenle, bireysel yatirimci, mevcut

yatirnmlarindan pozitif getiri elde etmeyi ve gelecekteki tiiketim firsatlarindan



yararlanmay1 bekleyebilmelidir. Yatirim siireci, yatirnm i¢in menkul kiymet tiiri,

yatirim miktar1 ve yatirim zamani konusunda karar vermeyi gerektirir [1].

Finansal piyasalarda karar vermek ise finansal piyasalarin dogas1 geregi zor bir siireci
ifade etmektedir. Zaman serileri olarak modellenebilen finansal verilerin dogrusal
olmayan dinamik ve kaotik karakteristigi bu serilerin tahmin edilebilmesini oldukga
zorlagtirmaktadir. Yatirimct kararlar1 degisen ekonomik kosullar, devletler arasindaki
politik iligkiler, donemsel sektor bazli degisimler, medyada yer alan haberler,
yatirimcilarin  beklenti ve tercihleri, dogrusal olmayan gostergeler gibi bir¢ok
makroekonomik faktorden etkilenebilmektedir. Yalnizca ekonomik gdstergelere bagl
olmayan finans dis1 faktorlerden de ciddi sekilde etkilenen sermaye piyasalarinda
karar verme yatirimeilarin dogru portfoy yonetimleri i¢cin olduk¢a dnemli bir arastirma
alani haline gelmistir. Sermaye piyasalari i¢in giivenilir tahminlerin ortaya konulmasi
etkin pazar stratejileri i¢in biiyilk 6nem tagimaktadir [2]. Bu nedenle, karar verme
stireclerine katki saglamak ve yatirimcilarin yatirim riskini azaltmak icin hisse senedi

piyasasinin tahmin edilmesi gerekmektedir.

1.2 Derin Ogrenme

Derin 6grenme kavrami son yillarda veri biliminin bir¢ok alaninda karmasik veri
kiimeleri lizerinde gosterdigi yiliksek performanstan dolay: ilgi ¢ekmektedir. Nesne
algilama, dogal dil isleme, finansal zaman serileri tahmini gibi alt arastirma alanlarinda
derin 6grenme algoritmalarmin gosterdigi basarim oranlar1 bu alanda yapilacak
calismalarin da Oniinii acarak literatiirde kendine genis bir yer bulmaya baslamistir.
Geleneksel modeller, yiiksek boyutlu ¢cok degiskenli problemlerle, dogrusal olmayan
iligkilerle ve eksik veri kiimeleriyle miicadele etmekte verimsiz kalabilir. Bu 6zellikler
genellikle gercek diinya verilerinde ortaya ¢ikar ve derin sinir aglar1 kullanilarak daha
verimli modellenebilirler. Temel olarak derin 6grenme, girdi ve ¢ikti arasindaki
iligkiyi birden fazla sinir ag1 katmaninda modelleyerek yapabilen makine 6grenimi
yontemlerine verilen genel bir isimdir. Donanim ve yazilim teknolojilerinin
gelismesine paralel olarak artan iglem gilicii ve veriye erisimin kolaylasmasi bu

alandaki gelisimin 6niinii acan 6nemli kilometre taglarindan birkagidir.

Zaman serileri dizi modelleme probleminin alt arastirma alanlarindan biridir. Derin
O0grenme algoritmalan ile literatiirde daha popiiler olan makine g¢evirisi, dogal dil

isleme gibi diger dizi modelleme ¢aligmalarinin yaninda zaman serilerine olan ilginin



de artt1g1 sOylenebilir. Bir zaman serisi, temel olarak zamana gore indekslenen bir dizi
veri noktasidir. Zaman serisi analizi, bir dizinin temel yapisini dogru bir sekilde
karakterize edebilen gegmis gozlemlerden faydal istatistiksel 6zellikler ve kavrayislar

cikarma amacina sahiptir [3].

Derin Ogrenme Algoritmalari, dogrusal olmayan iliskileri modellemek igin ara
katmanlar1 kullanarak girdileri ve ¢iktilart iliskilendiren sinir aglarini kullanir. Bir
katmandaki her birim, verilerin belirli bir temsilini kullanir. Zaman serisi verileri i¢in
girdi katmani sayisal degerlerin bir vektoriine veya yardime1 verileri igeren bir matrise

karsilik gelebilir.

1.3 Tezin Amaci

Tez calismasmin amaci, zaman serisi olarak modellenen finansal veri kiimeleri
kullanarak hisse senedinin fiyat hareketlerinin yon tahmini i¢in derin sinir ag1 tahmin
yontemlerini olusturmak, test etmek ve uygulamak i¢in gerekli olan teorik temelleri ve
pratik adimlart sunmaktir. Segilen sinir agi algoritmalart finansal zaman serilerinin
tahmini i¢in yapilan modellemelerde umut verici sonuglar gosteren yinelemeli sinir ag1
algoritmalarindan LSTM ve GRU yontemleridir. Bununla beraber finansal veri
kiimeleri lizerinde yapilacak boyut indirgeme yaklasimlari 6zelinde veri on isleme
stireglerinin ve finansal verinin segmentlere ayrilmasi asamasinda kullanilan zaman
serisi pencere araliklarinin yinelemeli sinir ag1 modellerinin tahmin bagarim
performansi lizerindeki karsilastirmali etki analizlerinin yapilmasidir. Veri isleme
stirecinde kullanilan boyut indirgeme yontemleri ham veri ile yapilan ¢alismalara gore
daha iyi performans g¢iktilar1 iiretebilen, hesaplama maliyetini kabul edilebilir
oOl¢iilerde azaltan ve modellemeyi daha anlasilir hale getiren HSIC Lasso, mMRMR ve
RFE yontemleridir. Calismada derin sinir aglarinin girdileri segmentlenirken kayan
pencereler yonteminden yararlanilmis ve gelecek hareketlerin efektif olarak tahmin
edilebilmesi i¢cin uygun geri bakma araliklari tespit edilmeye caligilmistir. Tezin amaci
dogrultusunda LSTM ve GRU modelleri iizerinde hiper parametre ayarlamalar
literatiir temel alinarak yapilmis ve model testleri sirasinda sabit tutulmustur.
Caligmanin sonunda 1240 sirali piyasa islem giinii verisiyle egitilen modeller
kullanilarak 30 giin olarak tanimlanan test tahmin uzayi tizerinde AKBNK, TCELL ve
FROTO BIST kodlu hisse senetlerinin yon hareketlerini inceleyen toplamda 96

senaryonun performans karsilagtirilmasi yapilmistir.



1.4 Tez Akis

Caligmanin ikinci boliimiinde kullanilan yontemler 6zelinde genel metodoloji ile ilgili
bilgi verilmistir. Zaman serileri baglaminda kullanilan kavramlar, karsilastirmali
performans analizinde kullanilmis derin sinir agi model mimarileri, finansal veri
kiimesine uygulanmis boyut indirgeme yontemleri ele alinmigtir. Calismanin {igiincii
boliimiinde ise kullanilan veri kiimesi agiklanmis, etiketleme stratejileri ortaya
koyulmus ve verinin hangi yontemlerle diziler olarak segmentlere ayrildigi
asamalarindan bahsedilmistir. Buna ek olarak ¢alismalarda yararlanilan yazilimlar,
tahmin performanslarinin yorumlanmasinda kullanilan metrikler hakkinda bilgi
verilmistir. Dordiincii boliimde ise derin 6grenme modellerinin AKBNK, TCELL ve
FROTO hisse senedi yon hareketlerinin tahminlemesi igin kullanilan teknikler ile elde
edilen tahmin ¢iktilari, performans metriklerine gore karsilagtirilmistir. Karsilastirma
kapsaminda dizileme ve 6zellik se¢im yontemlerinin model basarim performanslarina

etkisi de ayrintili olarak ortaya koyulmustur.

1.5 Literatiir Arastirmasi

Finansal zaman serisi tahmin problemi literatiirde hisse senedi fiyat tahmini, endeks
tahmini, emtia fiyat tahmini, kripto paralarin fiyat tahmini, tahvil hareketleri gibi
cesitli alt basliklarda incelenmistir. Calismamizda Borsa Istanbul’da islem goren farkli
sektorlerde faaliyet gosteren Akbank, Turkcell ve Ford Otosan’in sirastyla AKBNK,
TCELL ve FROTO kodlu hisse senetlerinin derin 6grenme yontemleri kullanilarak

hareketlerinin tahmin edilmesi amag¢lanmaistir.

Finansal piyasalarda islem goren varliklarin gelecekteki fiyat hareketlerinin tahmini
icin tasarlanan siniflandirma algoritmalarinda modelin girdisi olarak g¢ogunlukla
makroekonomik ve mikroekonomik faktorler ele alinmaktadir. Mikroekonomik
faktorler kurum seviyesinde kendini gosterip degerlendirilirken, makroekonomik
faktorler ise tim ekonomiyi ilgilendiren petrol fiyati, altin fiyati, doviz kuru, faiz orani,
para arzi, tiikketici fiyat endeksi, cari agik ve O0demeler dengesi gibi gostergeler

tizerinden ele alinmaktadir [4].

Geleneksel hisse senedi fiyat tahmin modelleri, otoregresif hareketli ortalama
modelleri [5, 6, 7], ¢oklu dogrusal regresyon modelleri ve tistel yumusatma modeli [8,

9, 10] dahil olmak iizere temel olarak dogrusal modellerdir. Bununla birlikte, bu



dogrusal modeller finansal tahmin ¢alismalarinin ilerlemesini ve gelisimini tesvik
etmede Onemli bir rol oynamaktadir. Derin 6grenme yontemlerinin geligsmesiyle
birlikte, daha yiiksek dogruluk ile hisse senedi fiyatin1 tahmin etmek i¢in dogrusal
olmayan sinir aglar1 giderek daha fazla kullanilmaktadir. Bununla birlikte hem veri
isleme siireclerinde hem de model katmaninda dogrusal ve dogrusal olmayan
yontemleri birlikte kullanarak hibrit ¢alismalar sunan arastirmacilarin sayisi da

azimsanmayacak kadar fazladir.

Yineleyen sinir aglar1 dizi tahmin problemlerinde sira bagimliligini 6grenebilen
tekrarlayan sinir aglaridir. RNN temelli LSTM ve GRU modelleri bu tiir karmasik
zaman serisi problemlerini ¢ézmek i¢in uygun 6zellikleri nedeniyle finansal zaman
serilerinde yiiksek performans gostermektedir. Gegmis Oriintiileri saklayabilen bu ag
mimarileri hisse senedi fiyat tahmininde islevseldir; ¢ilinkii ge¢mis Oriintiiler hisse

senetlerinin gelecekteki fiyatlarini tahmin etmede 6nemli bir rol oynamaktadir [11].

Fama tarafindan 1970 yilinda 6nerilen Etkin Piyasa Hipotezi’ne gére mevcut fiyatlar
borsadaki tiim bilgileri yansitmaktadir [12]. Ayrica Fama, hisse senedi fiyatlarinin
rastgele yiiriiylisler izledigini savunmustur [13]. Bu iki teori, hisse senedi fiyat
degisikliklerinin bagimsiz oldugunu, piyasa fiyat dalgalanmalarinin rastgele bir
yiriiylis karakteristigine sahip oldugunu, gecmis bilgilerin piyasa davranislarini
tahmin etmede kullanilamayacagint ve piyasadan diizenli bir gelir elde
edilemeyecegini savunmaktadir [14]. Ancak literatiirde makine 6grenmesini temel

almis birgok ¢alisma bu dogrultudan farkli goriisler 6nermektedir.

Henrique ve arkadaslarinin makine 6grenmesi yontemleriyle finansal marketlerin
tahmini konusunda yaptigi literatiir ¢alismasinda [15] incelenen 57 akademik
calismada tahmin yontemi olarak %70’e yakin sinir aglar1 kullanildig1 belirtilmistir.
Tahmin ¢esidine gore yon tahmini yapan siiflandirma yontemlerinde performans
gostergelerinden en c¢ok dogruluk ve kiimiilatif kazang toplami, regresyon
yontemlerinde ise ortalama mutlak hata ve ortalama karekok sapmasi kullanildig

goriilmektedir.

Namini ve Namin yaptiklart ¢aligmada [16] hisse senedi yon tahmini problemi i¢in
LSTM ve ARIMA modellerini karsilagtirmiglardir. LSTM daha diisiik tahmin hatasi
ve daha yiiksek dogruluk ile ARIMA’ya performans olarak istiinliik saglamistir.



Zaman serisi tahmininde derin 6grenme yoOntemleri ile geleneksel yontemlerin

gosterdigi performansin tizerinde sonug¢ almalart 6nemlidir.

Ghosh ve arkadaslar1 yaptiklar1 ¢alismada [17] 1993-2018 yillar1 arasindaki veri
kiimesini kullanarak RF ve LSTM aglarin1 S&P 500 hisselerinin yon tahmini igin
kullanmiglardir. Kurduklar1 finansal islem stratejisi ile her islem giiniinde model
ciktilarina gore giin i¢i getiri medyanini temel alarak bu degeri ge¢cmesi en diisiik
olasilikli 10 hisseyi satip en yiiksek olasilikli 10 hisseyi alarak endeks getirisinden
daha karl1 bir sonuca ulasmislardir. Giinliik kazang ortalamasinda LSTM ag1 RF’e gore

daha iyi performans gostermistir.

Literatiirde bir¢ok teknik gosterge, hisse senedi tahmin modellerine girdi 6zellikleri
olarak kullanilmistir, ancak teknik gostergelerin kalitesi ihmal edilebilen bir konu
olabilmektedir, bu nedenle hisse senedi tahmin problemlerinde 6zellik miithendisligi
uygulamalarinin daha da genisletilmesi faydali olacaktir. Bu dogrultuda Ji ve
arkadaslar1 [18] yaptiklar1 ¢alismada Ozellik kiimesine uyguladiklar1 6zellik se¢im
stratejileri ile SSEC, HSI, DJI ve S&P 500 endekslerindeki tahmin performans
skorlarin1 artirarak daha az oOzellik ile daha yiiksek tahmin dogruluklari elde
edilebilecegini gostermislerdir. Buna ek olarak ise zaman serilerini olustururken
kullandiklar1 geriye bakma degerlerini uygun bir sekilde artirmanin tahmin

performansina pozitif etki verebilecegini de gostermislerdir.

Enke ve arkadaglari ise temel bilesenler analizi (principal component analysis) ile
boyut indirgeme yaptiklar1 veri kiimesinin derin sinir aglarinda ham verinin
kullanildigi temel modele gore daha iyi dogruluk ile tahmin performans: gésterdigini

ortaya koymustur [19].

Hamiche ve Moghar [20] RNN ozellikle de LSTM mimarisi ile elde edilecek
performans sonuglarinin hiper parametreler ile ne dl¢tide iyilestirilebilecegini lizerine
calismiglardir. Farkli veri kiimelerinde yaptiklar1 gézlemlerde daha az veri ve daha
yiiksek sayida secilen iterasyon degerlerinin test performansini iyilestirdigini

belirtmislerdir.

Budiharto hisse senetlerinin fiyat tahmini problemi i¢in LSTM mimarisini kullandig1
caligmasinda [21] veri kiimesi iizerinde kayan pencereler yonteminin kullanildigi
tahmin metodolojisi onermis ve farkli biytkliikteki egitim kiimelerinin tahmin

performansina etkisini aragtirmistir.



Kwon ve Sun yapay sinir aglarindan yararlandiklar1 ¢alismalarinda [22] hisse senedi
islem strateji etkinligini artirmak i¢in orijinal zaman serilerini pargali dogrusal
segmentlere doniistiirmiisler ve sinir agina girdi olarak bu verileri vermislerdir.
Calisma sonucunda onerdikleri model stratejisinin al-tut stratejisine gore daha karli
sonu¢ verdigini gostermislerdir. Model stratejisi ANN c¢ikti katmanindaki olasilik
ciktissnda 0.5 ve {stiinii al sinyali olarak altin1 ise sat sinyali olarak
degerlendirmektedir. Al-Tut stratejisi ise ilk test islem giinii i¢in hissenin alindig1 ve

tiim test donemi boyunca hissenin elde tutulmasidir.

Tsiamas ve Borovkova’nin gesitli teknik indikatoriin ag girdisi olarak kullanildig:
caligmalarinda [23] topluluk yontemiyle uyguladiklart LSTM yapisinin performansi
LASSO ve Ridge lojistik regresyon modelleriyle AUC performans olgiitii alinarak
karsilastirilmustir. Yillik islem verisini 5’er dakikalik araliklara bolerek her hisse
senedi i¢in yaklasik 19000 gozlem noktasi olusturmusglar ve hem sektorel hem de
zaman serisi bazl teknik indikatorler yaratmiglardir. Hisse senedinin yon tahmini i¢in
ozellik uzayina ilgili sirketin rekabet icinde oldugu ana sirketin 6zellik uzayini da
ekleyerek performansi iyilestirmeye odaklanmislardir. Her zaman adiminda hisseleri
fiyat yoniine gore al ve sat olarak etiketlenmislerdir. Veri segmentlemesi kayan
pencereler yontemi ile yapilmis ve c¢alisma sonucunda onerilen yapmin al sat
stratejileri i¢in kullanilabilecegi ve lojistik regresyon modellerinden daha iyi sonug

verdigini gostermislerdir.

Veri kiimesi tizerinde boyut indirgemeye odaklanmis bir diger ¢calismada [24] ise Gao
ve arkadaslari LSTM ve GRU modellerini kullanarak piyasa tahmini yapmislar ve
cesitli parametreler altinda LSTM ve GRU modellerinin performanslarin
karsilastirmiglardir. Calisma c¢iktilarinda LSTM ve GRU’nun tahmin performansi
olarak birbirine yakin sonuclar verdigi, her iki model i¢in de LASSO 6zellik se¢imi ile
entegre edilen yaklagimin PCA ile 6zellik ¢ikarimi yapilan senaryolardan daha efektif
oldugunu belirtmislerdir. Sonuglar1 farkli geri bakma degerleri ve model hiper
parametreleri altinda degerlendirmisler ve temel olarak boyut indirgeme yontemleri ile
veri kiimesi boyutu azaltilmasina ragmen daha yiiksek performans ciktilarinin

alinabilecegini gostermislerdir.

Faurina ve arkadaslar1 da [25] bu dogrultuda kurduklari hisse senedi fiyatlarinin yon
tahmin modelini farkli boyut indirgeme yoOntemleriyle kurgulamislardir. Model

kurulurken ilk agamada Lasso, Elastic Net ve PCA boyut indirgeme yontemleri veri



kiimesine uygulanmistir. ikinci asamada indirgenmis veri kiimesinde girdi ve ¢iktilar
Sekil 1.1°deki gibi kayan pencereler yontemi ile zaman dizilerine ayrilmistir. x; olarak
segmentlenen dilim t adimindan t+9 adimina kadar 10 giinliik verileri igeren zaman
adimlarinin hepsidir. Her bir satir tek bir egitim verisi olarak diisiiniildiigiinde aga
beslenecek ikinci veri de t+1 anindan t+10 anina kadar olan verileri tutacaktir. Son
asamada da olusturulmus zaman dizileri LSTM agina beslenerek yon tahmini i¢in bir
simiflandirma yapilmigtir. PCA-LSTM yontemi diger tasarimlara gore daha yiiksek

dogrulukla sonug¢ vermistir.

Sekil 1.1 : Zaman serisi segmentlere ayirma isglemi.

Hiransha ve arkadaslar1 da [26] NSE ve NYSE’de islem goren cesitli sirketlerin hisse
senedi fiyat verileri lizerinden farkli geri bakma degerleri i¢in LSTM modelinde
performans analizlerini ortaya koymuslardir. 1996-2015 arasinda 4861 iglem giiniinii
egitim kiimesi olarak kullanarak 50, 100, 150, 200, 250 geri bakma degerleri ile
segmentlere ayirdiklari zaman serisini gelecekteki belirli bir aralikta hisse senedi
kapanis fiyatlarin1 tahmin etmek icin kullanmislardir. Bu aralig 10, 20, 30 ve 40 giin
olarak ayr1 ayri test etmisler ve model performans c¢iktilarinda en diisiik ortalama
mutlak ylizde hatasinin (MAPE) ¢erceve aralifi olarak 200 kullandiklarinda ve
gelecek 10 giinii tahmin ettiklerinde oldugunu belirtmislerdir.

Liu ve arkadaslarinin yaptig1 ¢alismada [27] hisse senedi endeks yoniinii tahminlemek
igin veri On isleme siireclerine odaklanilmis ve trend bazli teknik indikatorlerin
kullanildig1r bir veri hazirlama siireci olusturulmustur. Sonrasinda orijinal 6zellik
kiimesi ve olusturulan diger girdi kiimeleri farkli derinlige ve noron sayisina sahip
RNN, LSTM ve GRU modellerine girdi olarak verilerek performans karsilastirilmasi

yapilmistir. Calismanin sonucunda 3 katmanli ve 6n isleme ile olusturulmus veri



kiimesi ile GRU modelinin diger kombinasyonlara gore daha iyi dogruluk ile ¢ikti

tirettigi belirtilmistir.

LSTM ve GRU modellerinin karsilastirmasin1 da ele alan Shah ve arkadaslarinin
yaptig1 calismada [28] gercek zamanli piyasa verisi birer dakikalik araliklarla islenmis
ve yatirimciya gonderilen al ve sat sinyallerinin performansi dogruluk ve toplam

parasal getiri ile Ol¢iilmiistiir.

Finansal piyasa tahmininde veri kiimesi tizerinde ¢ok asamali boyut indirgeme
yaklagimlarinin incelendigi ¢alismalar [29,30,31] tahmin basariminin 6zellik se¢im
stratejilerinin gelistirilmesi ve model tasariminda kullanildig: fazlarin 6nemine dikkat

¢ekmektedir.

mRMR, HSIC Lasso ve RFE 0zellik se¢cim yontemleri ile makine Ogrenmesi
modellerinin performans ¢iktilarinin iyilestirilmesini konu alan incelenen diger
calismalar [32,33,34,35] ilgili yontemlerin tahmin ¢aligmalarinda veri boyut
karmagikligin1 azaltip hedef degisken ile dogru baglantilarin segilerek model

performansini direkt olarak olumlu yonde etkiledigini gostermektedir.






2. METODOLOJI

Bu boliimde zaman serileri baglaminda kullanilan kavramlar, sinir ag1 model
mimarileri, tez ¢alismasinda veri setine uygulanmis boyut indirgeme yontemleri ve

performans metrikleri tanitilacaktir.

2.1 Zaman Serileri

Bir zaman serisi, temel olarak zamana gore indekslenen bir dizi veri noktasidir. Bir
degisken, 6rnekleme aralig1 olarak bilinen sabit bir aralikta veya zaman icinde sirayla
ol¢iildiigiinde, elde edilen veriler bir zaman serisi olusturur [36]. Herhangi bir zaman
noktasindaki tek bir veri noktasina zaman adimi denir. Zaman serilerine ornek olarak,
bir evdeki nem ve sicaklik degerlerini belirli zaman adimlarinda kaydeden bir
sensOrden alinan veriler, her an resim yakalayan bir kameradan olusan bir video kayd1
veya bir sirketin her dakika kayit altina alinan hisse senedi fiyatlari verilebilir. Farkli
zaman serisi verilerini ayirt etmenin onemli bir yolu, her bir veri noktasinin

boyutsalligidir.

Tek degiskenli zaman serileri yalnizca bir degisken igeren veri serisi olarak
tanimlanirken; cok degiskenli zaman serileri ise iki veya daha fazla degisken igeren
veri serisi olarak tanimlanir. Yapilan calismada kullanilan veri kiimesi ¢ok degiskenli

bir zaman serisidir.

Zaman serisi tahmini, gelecekteki zaman adimlarinin verilerini tahmin etme stirecidir.
Tarihsel verileri islemek veya analiz etmek ve bu 6grenilen bilgileri gelecek hakkinda
tahminlerde bulunmak i¢in kullanmak i¢in bir mekanizma olarak diistiniilebilir. Bir
sirketin hisse senedinin ertesi giin yoniiniin tahmin edilmesi bu anlamda 6rnek olarak
verilebilir. Zaman serisi tahmini temel olarak iki tipte siniflandirilir. Zaman serisinin
bir sonraki zaman adimini tahmin etmeyi amaglayan yaklasimlar ve zaman serisinin
bir dizi zaman adiminin 6ngdriilmesini hedefleyen yaklasimlar bu siniflandirmanin

unsurlaridir.
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Zaman serilerinin modellenmesi dinamik bir arastirma alanidir. Zaman serisi
modellemenin temel amaci, seri baglamimi uygun bir sekilde tanimlayan modellerin
gelistirilmesi i¢in zaman serisinin gegmis gozlemlerini dikkatli bir sekilde toplamak
ve titizlikle incelemektir. Gelistirilen model daha sonra seri i¢in gelecek degerleri
olusturmak, yani tahminler yapmak i¢in kullanilir. Bu nedenle zaman serisi tahmini,
geemisi anlayarak gelecegi tahmin etme eylemi olarak adlandirilabilir [37]. Gergek
diinyadaki bir¢ok calisma alaninda zaman serilerinin tahmininin yadsinamaz 6nemi
sebebiyle tahmin dogrulugunu iyilestiren verimli modellerin gelistirilmesi
arastirmacilar arasinda uzun yillar boyunca popiiler konu olarak yer edinmis ve

literatiirde bir¢ok zaman serisi tahmin modeli gelistirilmistir [38].

Literatiirde siklikla kendine yer etmis zaman serilerinin modellemesinde kullanilan
istatistiksel yontemlere ARIMA, AR, MA ve ARMA modelleri 6rnek olarak
verilebilir. Altta yatan varsayim zaman serisinin lineer oldugu ve belirli bir istatistiksel
dagilimi takip ettigidir; ancak bu varsayimlar gergek veri diinyasinda karsimiza ¢ikan
bir¢cok zaman serisi probleminin ¢ziimiinde veriler lizerindeki lineer olmayan iliskisel
baglar1 ortaya ¢ikarabilme 6zelinde yetersiz kalmistir. Bu baglamda dogrusal olmayan
veri modellemesi icin ARCH, GARCH, TAR, NAR vb. stokastik yaklasimlar
onerilerek ¢alismalar yapilmistir. Zaman serileri karakteristiinin kavranabilmesine
¢ozlim arayisinin sonucunda yapay sinir aglar1 zaman serilerinin modellemesinde artan
ilgiyi izerine ¢ekmistir. Yapay sinir aglariin yeteneklerinden biri gozlem verilerinin
izledigi dagilim ve trendler hakkinda varsayim olmaksizin dogrusal olmayan
modelleme yeteneklerine sahip olmasidir. Son yillardaki aragtirmalarinin ¢ogunun da
temelde yapay sinir ag1 mimarilerini kullanan modeller iizerinde yapildig:
goriilmektedir. Aralarinda en yaygin olarak kullanilan yontemlerden ilki FNN ile
karakterize edilen MLP’lerdir. Zaman serilerinin modellenmesinde yaygin olarak
tizerinde ¢alisilmis diger bir model ise Vapnik ve arkadaslarinin ortaya koydugu SVM
yontemidir. Ortaya konma amaci baglarda oriintii siniflandirma problemlerine ¢oziim
arayis1 olmasina ragmen sonrasinda regresyon, sinyal isleme, zaman serisi tahmini gibi
birgok alanda uygulanmistir. Egitim verilerinin daha iyi genellestirilmesi i¢in ortaya
koydugu yaklasimla literatiirde iyi bilinen tekniklerden biri haline gelmistir. SVM
uygulamalarinda girdi uzay1 c¢ekirdek fonksiyonlar1 yardimiyla yiliksek boyutlu bir
0zellik uzayina eslenir ve bu yaklasimla yiiksek boyutlarda bile iyi bir genelleme

saglanarak lineer olmayan problemlerde de iyi sonuglar verebilir [38].
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2.2  Yapay Sinir Aglan

Yapay sinir aglarmin tarihine bakildiginda c¢ok sayida kapsamli faaliyet donemi
gorilmektedir. YSA arastirmalarindaki ilk tepe noktasinin 1940'larda McCulloch ve
Pitts'in ndron sinirsel aktivitelerin mantiksal hesaplamalarinin yapilmasi konusundaki
oncii ¢aligmast oldugu sdylenebilir [36]. ikinci tepe noktasi ise Rosenblatt'in yaptig
calismalardir. Rosenblatt 1958'de perceptron algoritmasini [39] tanitt1 ve 1960'larda
perceptron yakinsama teoremini ortaya koydu. Perceptron, bilinen ilk yapay sinir
agidir ve girdi verilerini iki sinifa bolebilir. Algoritma, girdilerin agirlikli toplamin
hesaplar ve ardindan birim basamak esik fonksiyonu kullanir. Girdilerin agirliklarinin

toplami belirli bir esikten biiyiikse girdi “a” sinifina, daha diistikse “b” sinifina aittir.

Sonraki donemde Minsky ve Papert'in yaptig1 calisma [40] tek katmanli basit bir
perceptronun limitlerini ve mantiksal XOR islemlerini gerceklestiremeyecegini
gosterdi. Bu yayin sonrasinda literatiirde yapay sinir aglarina olan ilginin azaldig1 ve
yapilan ¢alismalarda bir siire duraklama donemine gecildigi sylenebilir. Werbos [41]
tarafindan Onerilen ve Rumelhart ve arkadaslar1 [42] tarafindan popiiler hale getirilen
cok katmanli algilayicilar igin geri yayilimli 6grenme algoritmasi 1980°lerde YSA’lara
olan ilginin yeniden canlanmasini sagladi. Cok katmanli algilayicilarin XOR
problemini ¢ézebilmesinin yaninda, agin hizli bir sekilde egitilmesinin 6niinii agan
geri yayilim algoritmas sinir aglari i¢in biiyiik bir ilerleme olmustur. Zamanla gelisen
bilgisayar depolama ve hesaplama birimleri ile de edinilen biiyiik veriyi isleyebilecek
ve lizerinde karmasik hesaplamalar1 yapabilecek derin sinir aglarinin 6nii agilmastir.
Aglarin dagitik mimarisine daha ¢ok uyan grafik islemcilerin yayginlagmasinin da
2000’lerde bu alanda ivmeyi arttirdig1 sdylenebilir. Hesaplama ve depolama giiciine
ek olarak gelistirilen sinir aglarindaki asir1 6grenme problemlerine ¢dziim arayan veri
regililarizasyon teknikleri, aga dogrusal olmayan bir karakteristik veren farkl
aktivasyon fonksiyonlar1 gibi performans 1iyilestirici tekniklerin de bilimsel
ilerlemedeki etkisi g6z ardi edilemez [43]. 1991 yilinda Hochreiter tarafindan dizilerin
modellemesi i¢in sunulan yinelemeli sinir aglar1 dncii ¢aligmalar arasinda yer almistir.
Bu mimaride uzun girdi dizileri i¢in yasanan bilgi kaybi problemine 1997°de sunulan
[44] uzun kisa donem bellekli sinir aglar1 (LSTM) ile ¢6ziim bulunmustur. [45]’de

LeCun ve arkadaglari tarafindan ortaya konan calisma ile de konvoliisyonel sinir aglari
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(CNN) goriintli ve ses islemede literatiirde siklikla kullanilan mimariler arasinda

kendine yer bulmustur.

Yapay sinir aglari, insan beyninin ¢alisma mekanizmasindan esinlenerek, makinelere
O0grenme, hatirlama, genelleme, yeni bilgiler tiiretebilme gibi fonksiyonlar
kazandirmaya odaklanan sentetik modellerdir. Beyin temel olarak deneyimlerinden
Ogrenir. Yapay sinir aglari da geleneksel matematiksel modellerin aksine girdi ve
ciktilar arasindaki iligkileri deneyimlerinden 6grenmeye calisir. Bir sinir ag1, deneysel
bilgileri depolamak ve kullanima hazir hale getirmek i¢in dogal bir egilime sahip basit
islem birimlerinden olusan biiyiik 6l¢iide paralel dagitilmis bir islemcidir. Bilgiyi
bellekte belirli bir yerde depolayan geleneksel bilgisayar sistemlerinin aksine bilgiyi
tiim sinir ag1 boyunca dagitir. Bilgi ag tarafindan bir 6grenme siireci ile elde edilir ve
sinaptik agirliklar olarak bilinen néronlar arasindaki baglantilar edinilen bilgileri
depolamak i¢in kullanilir. Agin 6grenme siirecini gergeklestirmek i¢in kullanilan
O0grenme algoritmasi, istenen c¢iktt hedefine ulasmak amaciyla agmn sinaptik
agirhiklarini diizenli olarak giinceller [46]. Iterasyon baslangicinda rastgele segilen
baglant1 agirliklar1 ag ciktisindaki hata degerini istenilen seviyelere getirmek igin
giincellenir. Baglantilardaki agirliklarin glincellenmesi isleminde geriye dogru hatanin
herbir agirlik degerine gore tiirevi alinarak baglantilarin ag ¢iktisinda elde edilen hata
degerine etkisi hesaplanarak sinaptik agirliklar artirilir ya da azaltilir. Sonraki
iterasyonda da ayni siire¢ tekrarlanarak agin kayip fonksiyonundaki hata degerinin

azaltilmasi1 amaclanir.

Yapay sinir aglarinda néronlar ii¢ temel unsur tarafindan insa edilmistir.
1. Her biri kendi agirligr ile karakterize edilen bir dizi baglanti noktasi

2. Noronlarin ilgili baglantt noktalar1 ile agirliklandirilan giris sinyallerini

toplamak i¢in lineer birlestirici

3. Noronun ¢ikt1 genligini sinirlamak i¢in bir aktivasyon fonksiyonu

Bir ndron matematiksel olarak agsagidaki sekilde gosterilebilir.
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n
Uy = W;j Xj (2.1)
j=1

Vi = O(ui + by) (2.2)

X1,X2, ..., Xp giris sinyallerini, , W1, Wy, ..., W,k néronu igin sinaptik agirliklari, uy
giris sinyalleri igin lineer birlestiriciyi, u; bias degerini, @(.) aktivasyon
fonksiyonunu ve y;, néronun c¢ikis sinyalini gostermektedir. Yapay sinir aglarindaki
temel amag model ¢iktisinin en iyi skoru iiretecegi W ve b degerlerini hesaplamaktir.

Fonksiyonel diyagram Sekil 2.1°deki gibi gosterilebilir.

Sekil 2.1 : Yapay sinir aglarinda néron modeli.

@(.) aktivasyon fonksiyonlar1 lineer birlestiriciden gelen verilerin nasil bir
degisimden gegmesi gerektigini belirleyen, dogrusal olmayan fonksiyonlardir. Model,
aktivasyon fonksiyonlari ile basit bir dogrusal fonksiyon olmaktan ¢ikar ve karmagsik
gercek diinya verilerini O6grenebilecek kapasiteye ulasabilir. Literatiirde genellikle

sigmoid kokenli aktivasyon fonksiyonlar1 kullanilmaktadir.

YSA’lar yapilarina gore genel olarak ileri beslemeli ve geri beslemeli aglar olarak

siniflandirilabilirler.
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2.2.1 Tleri Beslemeli Sinir Aglar

Tek katmanli algilayicinin uzantisi olarak sadece dogrusal olarak ayrilabilir desenleri
siniflandirabilen tek katmanli algilayicinin limitlerinin {istesinden gelmek igin
tasarlanmis ¢ok katmanl algilayicidir. Ayn1 zamanda ileri beslemeli sinir ag1 olarak
da adlandirilirlar, ¢linkii bilgi giris katmanindan ¢ikisa akar ve ayni katmanlar arasinda
baglantilar bulunmaz. Noron ¢iktilarindan geri besleme baglantisi yoktur. Sekil 2.2°de
goriilecegi lizere ileri beslemeli mimari en az bir gizli noéron katmanina sahiptir.
Zincirlenmis katmanlarin toplam uzunlugu, derin 68renmeye de adini1 veren ag
modelinin derinligini temsil eder, ancak bir modelin “derin” olarak siniflandirilmasi

icin literatiirde herhangi bir diisiince birliginin olmadigini1 da belirtmek gerekir.

X, .’f _‘”‘xl_
I\\"_"J‘ Pl
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|
— "
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Sekil 2.2 : Tek gizli katmanli ileri beslemeli ag mimarisi.

2.2.2 Yinelemeli Sinir Aglari

RNN, metin, konusma, borsa, DNA dizisi, vb. gibi makine 6grenimi kullanim
alanlarinda genellikle uygulanabilir olan, sabit ve degisken uzunluktaki zaman
dizilerini isleme konusunda yeteneklidir. Parametreleri ag boyunca paylagmak veri
dizilerinin genellestirilmesine izin verir. RNN’nin bu tasarim yonii, veri dizisini

saglayan zaman serileri i¢in uygulanabilir. Ayrica, bir degiskenin mevcut degerinin
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gelecekteki bir zaman adiminda degisken degerini etkileyebilecegi finansal zaman
serileri i¢in, RNN, ag boyunca parametreleri paylagarak diziler arasinda bu tiir
Oriintlilerin bulunmasina izin verir. Geleneksel ileri beslemeli ag, her bagimsiz giris
Ozelligi i¢in ayr1 parametrelere sahipken, yinelemeli sinir agi ayni parametreleri

birbirinden farkli zaman adimlarinda paylasir.

t-1 anindaki girdi i¢in verilen karar, t aninda verilecek olan karar1 da etkilemektedir.
Yinelemeli sinir aglarinda girdiler simdiki ve dnceki bilgilerin birlestirilmesi ile ¢ikti
iiretirler. ileri beslemeli sinir aglarinda her girdi vektdriiniin birbirinden bagimsiz
oldugu varsayimi yapilir. Her yeni girdi, yalnizca girdi vektoriinden gelen bilgilere
dayanan bir ¢ikt1 iiretir, daha once verilen girdi vektorleri hakkinda higbir bilgi veya

noronlarin herhangi bir kalint1 aktivasyonu ag iizerinde kaydedilmez.

Yinelemeli sinir aglari, 1980'lerde 6nerilen vektor dizileri {izerinde ¢alismamiza izin
veren yapay sinir ag1 modelleridir. Metin olusturma, makine ¢evirisi, konugma tanima,
video smiflandirma, goriinti alt yazilama veya finansal tahmin problemlerinde
uygulanabilirler. Ileri beslemeli sinir aglar1 ve yinelemeli sinir aglar1 arasindaki en
onemli fark, yinelemeli sinir aglarinin Onceki girdilerden hesaplanan bilgileri
depoladiklar1 bir bellege sahip olmalaridir, yani son ¢ikti yalnizca dnceki girdiden
degil, aga beslenmis tiim girdilerden etkilenir [47]. Cikis aktivasyonu gelecek zaman
adiminda katmana girdi olarak verilerek veri kiimesi lizerindeki zaman bagimliliklari

modellenmeye ¢aligilir. Temel RNN hiicresi Sekil 2.3°te gosterilmistir.

hy

X, (A)

Sekil 2.3 : RNN hiicresi.

Bir RNN hiicresinin matematiksel modellemesi asagidaki gibi yapilabilir.
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h, = tanh(Wh,_1, ;] + b) (2.3)

Yukaridaki esitlikte W agirlik matrisini, b bias vektorlerini gostermektedir. h,_; ve h;
strastyla 6nceki zaman adimi ve simdiki zaman adimindaki gizli katman ¢iktilaridir.
Matematiksel model olarak ileri beslemeli sinir aglarina ¢ok benzer hesaplamalar
gergeklestirilir. Temelde RNN’deki her bir néronda h,_;Vve x; birlestirilip bir agirlik
matrisi ile ¢arpilarak bir bias vektorii eklenir. Cikt1 hiperbolik tanjant fonksiyonundan
gecirilerek h;’ye atanir. Norondaki tanh fonksiyonu gercek degerleri -1 ile 1 arasinda
kalacak sekilde Olgeklendirmek i¢in kullanilan aktivasyon fonksiyonudur. RNN
hiicresinin t zaman serisi i¢in agilimi Sekil 2.4°te, standart RNN ag1 ise sekil 2.5’te

gosterilmistir.

)
W=

6

v

v
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Sekil 2.4 : RNN dizi agilimu.

®—>—@®

Sekil 2.5 : Tek bir katman iceren standart RNN agi.
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Agm egitilmesinde kullanilan geri yayilim algoritmas: geleneksel BP (back-
propagation) algoritmasindan biraz farkli olan zaman iginde geri yayilim (BPTT)
olarak bilinen zamana bagli bir dizi islemin tiimiine geri yayilim uygulanmasidir.
BPTT her zaman adiminda hatalar1 toplar ileri beslemeli aglar ise her katmanda agirlik
parametrelerini  paylasmadiklarindan dolayr buna ihtiyag duymazlar. RNN
mimarisinin ana dezavantaji uzun girdi dizilerini egitirken gradyanlarda karsilasilan
zorluklaridir. Bu yoniiyle zaman serileri tahminlerinde belirli bir noktadan sonra eksik
kalirlar ve 6grenemezler [48]. Ag egitilirken tiirevlerin geriye dogru hesaplanmasi
asamasinda tiirevin yok olmasi (vanishing gradient) veya kontrolsiiz olarak yiiksek
degerlere ¢ikmasi (exploding gradient) arastirmacilart yeni mimari arayisina itmistir
[49]. Hata egrisi boyunca gradyan vektorii ¢ok kiigiik oldugunda agirlik parametreleri
onemsiz hale gelene kadar kiigiilmeye devam eder. Bu gerceklestiginde model artik
egitilemez duruma gelmektedir. Gradyanlar ¢ok biiyiidiigiinde de kararsiz bir model
olusur ve agirliklar ¢cok biiyiir. Buna bagli olarak ag yine 6grenememeye baslar. RNN
mimarilerisindeki bu sorunlara aktivasyon katmaninda ReLu fonksiyonu kullanmak
ya da gizli katmanlarin sayisin1 azaltarak karmasikligi indirmek gibi ¢6ziim arayislar
olmustur. Ilerleyen asamada bu dezavantajlarin iistesinden gelebilmek i¢in LSTM ve

GRU mimarileri ortaya atilmistir.

2.2.2.1LSTM:

Sepp Hochreiter ve Juergen Schmidhuber tarafindan [44] RNN’deki gradyan
problemlerine bir ¢dziim olarak tamtilan yinelemeli sinir agi mimarisidir. Insan
beyninin sirali verileri isleme seklini taklit eder. Bir metin okudugumuzu distiniirsek
insan beyni aradig1 bilgiyi buldugunda metnin geri kalan kisimlarint genelde unutur.

LSTM mimarileri de bunu igerdigi ek birimlerle yapabilir.

Sekil 2.6°da gosterilen LSTM yapilarinda temel birime hafiza hiicresi denir ve durumu
c; ile tutulur. c¢; onceki dizi girdilerinin bilgilerini tutar ve hiicre boyunca tasir. Giris
kapisi, bilgilerin ne oldugunu 6grenerek girdilerin hafiza hiicresine akisini diizenler.
Cikas kapisi, hafiza hiicresinin ¢iktilarinin aga akisini kontrol eder. Cikis kapisi degeri
tahmin i¢in kullanilir ve zaman adimindaki durum degeri olarak bir sonraki katmana
ilerler. Unutma kapist ise bellekte hangi bilgilerin tutulup hangi bilgilerin
tutulmayacagini denetler. RNN’lerde yasanilan gradyanlarin bir siire sonra g¢ok

azalarak ag agirliklarini sifirlamasi durumunu giris ve ¢ikis kapilar1 engeller.
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Sekil 2.6 : LSTM hiicresi.

LSTM katmanindaki kapilarda yapilan islemler asagidaki sekilde matematiksel olarak

formulize edilebilir.

ir =0o(Wyxe + Wyihi—1 + b)) (2.9)
fr=0Wysxy + Wyrhe 1 + bf) (2.5)
g, = tanh(Wgx, + Wpghe 1 + by) (2.6)
¢=f,0c1+iiOg, (2.7)

0 = o(Wyox + Wyohe_1 + by,) (2.8)
h; = o, © tanh(c;) (2.9)

Y, = ¢(h) (2.10)

Esitliklerde W agirlik matrislerini, b bias vektorlerini, x, ve h; giris - ¢ikis dizilerini,
i, giris kapisini, f; unutma kapisini, o, ¢ikis kapisini temsil etmektedir. g, ile giris ve
bir 6nceki adimdaki durum tanh aktivasyonundan gegirilir. ¢; ise LSTM hiicresinin
durum gilincellemesini yapar. t zaman serisindeki adimlari, ¢ sigmoid fonksiyonu, ©
ise nokta tabanli eleman ¢arpimin1 gosterir. o(.) ve tanh(.) aktivasyon fonksiyonlari
asagidaki gibi gosterilebilir.

1
1+e~%

o(x) = (2.11)
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eX—e™*

tanh(x) = (2.12)

eX+e~*

® ® ©
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Sekil 2.7 : LSTM dizisi.

2.2.2.2 GRU:

Cho ve arkadaslar tarafindan [50] 2014°te ortaya konan GRU’lar LSTM mimarisi
tizerinde bazi degisiklikler yapmuslardir. Giris kapist ve unutma kapisi tek bir
giincelleme kapisi altinda birlestirilmistir. Hiicre durumunu ve gizli durumu birlikte
modellemislerdir. GRU’larda temel olarak sifirlama kapisi ve giincellenme kapisi
bulunur. Giincelleme kapist hangi bilgilerin agda saklanacagina veya agdan
c¢ikarilacagina buna ek olarak hangi yeni bilgilerin aga iletilecegine karar vermekle
gorevlidir. Sifirlama kapisi ise zaman serisinin 6nceki bilgilerinin ne kadarinin agda
tutulacagini denetler. Kisa donem baglarini sifirlama kapisi yakalarken, uzun donem
baglarini giincelleme kapisi tutar. Kapilar sigmoid katmanlardir, girdileri sifir ve bir

arasina doniistiiriirler.

Model LSTM mimarisinden daha basittir ve literatiirde giderek daha popiiler hale
gelmektedir. Sekil 2.8’de gosterilen GRU mimari katmanlarinda yapilan islemler

matematiksel olarak asagidaki gibi ifade edilebilir.
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Sekil 2.8 : GRU mimarisi.

zy = o(Wyxy + Uyhe_q + by) (2.13)
e = o(Wpxy + Uphe_q + by) (2.14)
i;t = tanh(Wyx; + U,(ry o he_q1) + by) (2.15)
hy =0 —=2z)ohi_qy+2z0 I;t (2.16)

Esitliklerde W, U agirlik matrislerini, b bias vektorlerini, x, ve h, giris ¢ikis dizilerini,
z; gincelleme kapisini, 1 sifirlama kapisini temsil ederken “©” islemi Hadamard

carpimidir [51].

2.3 Boyut Indirgeme

Biiyiik miktarda ytiksek boyutlu verinin ¢ok c¢esitli alanlarda yayginlastig: biiytik veri
caginda verilerin hizli biiyiimesi, etkili ve verimli veri yonetimi yapilabilmesi igin
zorluklart da beraberinde getirir. Farkli tiirlerdeki verilerden anlamli bilgilerin
edinilmesi i¢in veri madenciligi ve makine 6grenimi tekniklerinin uygulanmasi

gerekliligi biiyiik veri ¢aginda daha iyi anlagilmaktadir [52].

Bir veri 6n isleme stratejisi olarak boyut indirgeme stratejilerinin, ¢esitli veri
madenciligi ve makine 6grenmesi problemleri i¢in 6zellikle yliksek boyutlu verilerin

hazirlanmasinda etkili ve verimli oldugu kanitlanmistir. Boyut indirgeme metodolojisi
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daha basit ve daha anlasilir modeller olusturmayi, veri madenciligi performansini

tyilestirmeyi ve temiz, anlasilir veriler hazirlamay1 amaglar.

Yiiksek boyutlu verilere ilgili alanda algoritmalar uygulandiginda, kritik bir konu
olarak boyutsalligin laneti (curse of dimensionality) olarak bilinen fenomenler
karsimiza ¢ikmaktadir. Bu kavram diisiik boyutlu uzay i¢in tasarlanmis algoritmalari
olumsuz yonde etkileyen, yiiksek boyutlu uzayda verilerin seyreklesmesi olgusunu
ifade eder [53]. Ayrica, ¢ok sayida ozellik ile 6grenme modelleri, goriinmeyen
verilerde performansin diismesine neden olabilecek sekilde asir1 Sgrenme
egilimindedir. Yiiksek boyutlu veriler, veri analitigi icin bellek depolama
gereksinimlerini ve hesaplama maliyetlerini 6nemli Ol¢iide artirabilir. Bunlara ek
olarak modellerin sadelesmesi gercek hayata uygulanabilirligini ve agiklanabilirligini
artiracaktir. Model basar1 performans 6lgiitlerimizi benzer deger araliklarinda tutarak
daha hizli sonug iireten modellemeler gercek hayatta birgok fayda sagliyor olacaktir.
Veri 6zellik uzayinda boyut indirgeme bu sorunlart ¢6zmek i¢in en giiclii araglardan
biridir.

Boyut indirgeme temel olarak 6zellik ¢ikarma (feature extraction) ve 6zellik se¢imi
(feature selection) olarak ikiye ayrilabilir. Ozellik ¢ikarma, orijinal yiiksek boyutlu
0zellik uzaym diisiik boyutlu yeni bir 6zellik uzayina yansitir. Yeni olusturulan 6zellik
uzay1, genellikle orijinal 6zelliklerin dogrusal veya dogrusal olmayan bir birlesimidir.
Ozellik se¢imi ise, 6zellik uzayindaki ilgili dzelliklerin bir alt kiimesini se¢gmeyi
amaclayan boyut indirgeme yaklagimidir [54]. Hem 6zellik ¢ikarma hem de 6zellik
secimi, 6grenme performansini iyilestirme, hesaplama verimliligini artirma, bellek
depolamay1 azaltma ve daha iyi genelleme yapabilen analitik modelleri olusturma
avantajlarina sahiptir. Bu nedenle, her ikisi de etkili boyutsallik azaltma teknikleri
olarak kabul edilir. Bir yandan, ham girdi verilerinin belirli bir 6grenme algoritmasi
tarafindan anlagilabilir herhangi bir 6zellik icermedigi bir¢ok uygulama igin 6zellik
cikarimi tercih edilir. Ote yandan, &zellik cikarma bir dizi yeni o6zellik
olusturdugundan, bu 6zelliklerin fiziksel anlamlarini1 koruyamadigimiz i¢in daha fazla
analiz sorunludur. Buna karsilik, orijinal 6zellikleri koruyarak yapilan 6zellik se¢imi,
orijinal 6zelliklerin fiziksel anlamlarin1 korur ve modellere daha i1yi okunabilirlik ve
yorumlanabilirlik saglar. Bu nedenle, metin madenciligi ve genetik analiz gibi bir¢cok
uygulamada 6zellik se¢imi siklikla tercih edilmektedir. Bazi durumlarda, 6zellik

boyutlulugu o kadar yiiksek olmasa da o6zellik ¢ikarma/se¢iminin  Ogrenme
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performansini iyilestirme, asir1 0grenmeyi Onleme ve hesaplama maliyetlerini

diistirme gibi 6nemli bir rol oynadigina dikkat edilmelidir.

2.3.1 Ozellik Secimi

Forman’a gore [55] 6zellik se¢iminin temel amaci, model performansini makul bir
degerde tutarak ham veri kiimesini temsil edebilecek en iyi alt kiimeyi se¢me islemidir.
Ozellik segimi, ham verileri 6n isleme ve hedef degiskenleri tahmin etmede bize

yardimci olabilecek anlamli tahmincilere doniistiirme siirecini ifade eder [56].

Veri kiimelerinde kritik 0Ozelliklere kiyasla modellemeye katkis1 neredeyse hig
olmayan 6zellikler olabilir. Bu 6zelliklerin varligi tahminin dogrulugunu kisitlayabilir.
Ayrica bu oOzellikler igin gereksiz yere kaynak ayrilmasi gerekir. Sonug olarak,
tasarlanan modelinin egitilmesi daha fazla zaman alir ya da asir1 6grenme problemine
neden olabilir. Bu nedenle bu tiir senaryolarin 6niine gecebilmek amaciyla 6zellik

se¢imi kullanilmalidir.

Ozellik secimi genel olarak denetimli, denetimsiz ve yar1 denetimli yontemler olarak
siiflandirilabilir. Denetimli 6zellik secimi genellikle siniflandirma veya regresyon
problemleri icin tasarlanmigtir. Farkli smiflardan ornekleri ayirt edebilen veya

regresyon hedeflerine yaklasabilen en iyi 6zellik alt kiimelerini bulmay1 amaglar.

Ozellik se¢im asamalar1 6grenme algoritmalarindan bagimsiz olabilir veya simdiye
kadar secilen ozelliklerin kalitesini degerlendirmek i¢in bir siniflandiricinin veya bir
regresyon modelinin 6grenme performansindan yinelemeli olarak yararlanabilir veya
ozellik se¢imini temel alinan modele uyarlamak i¢in bir 6grenme algoritmasinin igsel

yapisini kullanabilir.

Denetimsiz 6zellik secimi genellikle kiimeleme sorunlart igin tasarlanmistir.
Etiketlenmis verilerin elde edilmesi siireglerinin hem zaman hem de ¢aba agisindan
maliyetli oldugu problemlerde denetimsiz 6zellik se¢cimi yontemleri ilgi gdrmiistiir.
Bu yontemler 6zelliklerin 6nemini etiket bilgisi olmadan degerlendirmek i¢in 6zellik
alaka diizeyini tanimlamak amaciyla alternatif kriterler arar. Denetimli 6zellik
seciminden farkli, denetimsiz 6zellik se¢imi, genellikle 6zellik se¢cimi asamasinda

mevcut olan tiim Ornekleri kullanir.

Denetimli 6zellik se¢imi, yeterli etiket bilgisi mevcut oldugunda calisir, denetimsiz

Ozellik se¢im algoritmalar1 ise herhangi bir sinif etiketi gerektirmez. Bununla birlikte,
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birgok ger¢ek diinya uygulamasinda, genellikle sinirli sayida etiketlenmis veriye
sahibiz. Bu nedenle, hem etiketli hem de etiketsiz veri drneklerinden yararlanarak yari

denetimli yontemler gelistirmek arzu edilir.

Ozellik se¢im stratejileri ile ilgili olarak, dzellik segcim yontemleri genel olarak filtre,

sarmalayici ve gomiilii yontemler olarak kategorize edilebilir.

Filtre yontemleri, herhangi bir 6grenme algoritmasindan bagimsizdir. Ozelligin
onemini degerlendirmek i¢in veri 6zellikleri arasindaki farkl istatistik skorlarini temel
alirlar. Filtre yontemleri, hesaplama maliyeti olarak verimlidir [57]. Ancak O6zellik
secim asamasini yonlendiren belirli bir 6grenme algoritmasinin olmamasi nedeniyle
secilen veri kiimesi hedef 6grenme algoritmalari i¢in optimal olmayabilir. Tipik bir
filtre yontemi iki adimdan olusur. Ik adimda, bazi1 6zellik degerlendirme kriterlerine
gore Ozelligin Onemi skorlamir. Ikinci adimda ise diisiik skorlanmis ozellikler
filtrelenir. Filtre yontemlerine 6rnek olarak Pearson korelasyon, spearman korelasyon,

anova, ki-kare yontemleri verilebilir.

Sarmalayic1 yontemler, segilen 6zellik alt kiimelerini degerlendirmek ic¢in dnceden
tanimlanmus bir §grenme algoritmasinin tahmin performansina dayanir. Ozellik segimi
ve dgrenme siireglerini birlestirirler. Ozellik kiimesi arama bileseni, dnce 6zelliklerin
bir alt kiimesini olusturur; daha sonra 6grenme algoritmasi, 6grenme performansina
dayali olarak bu ozellik alt kiimelerinin belirlenmis performans kriterine gore
degerlendirilmesi i¢in islev goriir. En yliksek 6grenme performans: elde edilene veya
istenen sayida secilen 6zellik elde edilene kadar tiim siire¢ yinelemeli olarak calisir.
Bu yaklasimin ana dezavantaji yliksek karmasiklik ve zayif genelleme performansidir.
Kiigiik veri kiimelerinde asir1 6grenme sorunu sarmalayici yontemler igin bir sorunken
filtre yontemleri biiylik veri kiimelerinde de kullanilabilirler [57]. Genetik
algoritmalar, RFE, SFE 6rnek olarak verilebilir. Se¢im asamasi alt kiimelerin hangi
sistematikle secilecegine gore ileri dogru se¢im (step forward selection), geriye dogru
secim (step backwards selection) ve adimsal se¢cim (stepwise selection) olarak

kategorize edilebilir.

Gomiilii yontemler, 6zellik se¢imi i¢in filtre ve sarmalayict yontemler arasinda bir
denge kurar. Se¢im islemini kullanilan algoritmanin kendisi yapar. En yaygin olarak
kullanilan gomiilii yontemler, uydurma hatalarin1 en aza indirerek bir 6grenme

modeline uymay1 hedefleyen ve 6zellik katsayilarii ayni anda ¢ok kiiciik veya sifir
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olmaya zorlayan modellerdir. L1 regiilarizasyon, L2 regiilarizasyon, Elastic Net

yontemleri 6rnek olarak verilebilir.

Literatiirde baz1 kaynaklar se¢im stratejisi perspektifinden 6zellik se¢cim yontemlerini
hibrit yontemleri de dahil ederek dort kategoride siniflandirmiglardir [58]. Hibrit
yontemler, ¢oklu se¢im algoritmalarinin bir kombinasyonu olarak kabul edilebilir. Ana
hedef, mevcut se¢im algoritmasinin kararsizlik ve bozulma sorunlarin1 ¢ézmektir.
Farkli yontemlerden secilen birden ¢ok 6zellik alt kiimesini bir araya getirerek daha

giivenilir sonuglarin iiretilmesi hedeflenir.

Ozellik se¢iminin dogrusal ve dogrusal olmayan yaklasimlar odaginda iizerinde
calisilan  problemin dogasina ve kullanilan algoritmalara bagli olarak

degerlendirilmesi daha giivenilir ve performansli sonuclar alinmasini saglayacaktir.

Gomiilii secim yontemlerinden olan L1 regiilarizasyonu yaklagimi1 LASSO yonteminin
disik gozlem sayisina ve yiiksek oOrnek uzayina sahip kiimeler iizerindeki
uygulamalar1 oldukga popiilerdir [59]. Maliyet fonksiyonuna katsayilarin mutlak
degerinin biiylikliigiine esit bir ceza terimi ekleyen dogrusal regresyonun diizenlenmis
bir versiyonudur. Amag belirli 6zelliklerin katsayilarini sifira indirerek maliyet
fonksiyonunun enazlanmasidir. Lasso’nun temel siirlarindan ilki 6zellik uzaymdaki
bilesenler arasindaki dogrusal olmayan iliskileri yakalayamamasi olarak sdylenebilir.
Bu sebeple Yamada ve arkadaslar1 tarafindan 6nerilen [60] HSIC Lasso (Hilbert-
Schmidt Independence Criterion Lasso) 6zellik se¢im modeli dogrusal olmayan
problemlerde 6zellik iligkilerini degerlendirmek i¢in kullanilmaktadir. HSIC Lasso
bagimli degiskene bagli, se¢ilen diger kestiricilere ise bagli olmayan bir dizi degiskeni
secip cikartir. Degiskenler arasindaki bagimliliklar parametrik olmayan HSIC
istatistikleri ile degerlendirilir. Ozellik segimini, 6grenme ve tahmin siirecini
birlestiren Lasso’nun aksine HSIC Lasso yalnizca 6zellik se¢imi i¢in kullanilir.
Tahmin yonteminden ziyade ¢ikt1 degiskenini bir Gram matrisine doniistiirdiigiinden
ve direkt olarak c¢iktiy1 tahmin edemediginden oOzellik eleme yontemi olarak
diistintilebilir. HSIC Lasso’nun 6zellik se¢im yaklasimi mRMR yontemine benzerdir.
Yontem iki Ozellik ya da ozellik ve ¢ikti degisken arasindaki dogrusal olmayan
bagimliliklar1 degerlendirmek i¢in klasik Lasso’nun aksine kernel tabanli ayriklik
Olciisii olan HSIC istatistiklerini kullanir. HSIC istatistik degerleri negatif olmayan

degerler alir ve yalnizca iki degisken istatistiksel olarak bagimsiz ise sifirlanir [61].

26



Dogrusal olmayan 6zellik se¢imi problemlerinde kullanilan bir diger yontem ise 2019
yilinda Uber makine Ogrenmesi platform miihendisleri tarafindan sunulan [62]
calismasindan sonra popiilerligi artan 2003 yilinda [63] ile ortaya konan mRMR
(minimum redundancy maximum relevancy) yontemidir. Uber ¢alismasinda mrmr ile
ortaya konan ¢iktida ¢ok ¢esitli pazarlama faliyetlerinde otomatik oOzellik se¢im
yontemi ile kullanic1 edinme, ¢apraz satis ve kullaniciy1 platforma yeniden katma gibi

cesitli problem ¢oziimlerinde efektif sekilde kullanildig1 ortaya konmustur.

Ozellikleri mrmr kriterlerine gére yinelemeli olarak calisarak siralayan yaklasim,
alaka diizey seviyelerini F istatistiklerinden ve ortak bilgi (mutual information)
degerlerini hesaplayarak siralar. Her yinelemede en iyi 6zelligi tanimlar ve onu secilen
ozellik listesine ekler. Ozellik secilmis listeye eklendiginde bir daha ¢ikmaz. Istenen
sayida oOzellik listeye eklenene kadar iterasyon adimlar1 devam eder. mRMR yontemi
smif ¢iktistyla yiiksek korelasyona, kendi aralarinda ise diisiik korelasyona sahip
ozellikleri se¢me egiliminde olan bir Ozellik secim yaklasimidir. Performansl
varyantlar i¢in 6zellikler i¢in sinifla korelasyonu hesaplamak icin F istatistikleri, kendi
aralarindaki korelasyonu hesaplamak icinse Pearson korelasyon katsayisi
kullanilabilir. Sonrasinda uygunluk ve fazlalik fonksiyonu olan amag¢ fonksiyonunu
enbliyliklemek i¢in arama yontemleri kullanilarak o6zellikler tek tek segilir. Amag
fonksiyonunun yaygin olarak kullanilan iki tiirii, uygunluk ve fazlalik farkini veya

boliimiini temsil eden MID ve MIQ kriterleridir [64].

Calismada uygulanan bir diger yaklasim ise sarmal yontemlerden biri olan RFE
yaklasimidir. Uygulamada ilk olarak veri kiimesindeki mevcut 6zellik uzayi ile se¢ilen
model egitilir ve ardindan 6zellikler segilen 6lciit metriklerine gére onem skorlarina
gore siralanir. Ardindan, en az 6nemli 6zellik kiimeden ¢ikartilarak model yeni 6zellik
uzay1 alt kiimeleri ile yeniden egitilir ve daha once se¢ilen metriklere dayali olarak
model performansi yeniden 6lgiilerek ilk adimdaki eleme islemleri tekrarlanir. Ozellik
eleme siireci en iyi performans ¢iktisi saglayan istenen “k” adet 6zellik kalana kadar
devam eder. Dolayisiyla 6zellik se¢cimi sonunda elde edilmesi istenen 6zellik sayisi
yontemde kullanilan bir ayar parametresidir. Buna ek olarak 6zellik alt kiimelerinin
skorlarinin belirlendigi kullanilan algoritmanin se¢imi de belirlenmesi gereken diger
bir etkendir. Dogrusal olmayan iligkileri yakalayabilmek adina RFE yontemi RF

algoritmasiyla beraber kullanilmistir.
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3. UYGULAMA TASARIMI

Bu boliimde uygulamanin tasarlandigi deneysel ortam, kullanilan hisse senedi veri
kiimeleri, etiketleme ve boyut indirgeme stratejileri, zaman serisi verilerinin kayan
pencereler yontemiyle farkli geri bakma degerleri ile dizilere ayrilmasi, kullanilan
derin 0grenme modellerinin parametreleri ve model c¢iktilarinin yorumlanmasinda
kullanilacak performans metrikleri detaylandirilmistir. Calismada izlenen tahmin akisi

detayli olarak Sekil 3.1°de gézlemlenebilir.

[ ] __________ « Sirket Finansal Verileri
» Emtia ve Doviz Fiyatlar:
l + Ulusal ve Uluslararas: Endeks Bilgileri
S + Makroekonomik Veriler
Veri On Isleme + Temel Oranlar
l » Sektordeki Rakip Finansal Verileri
Etiketleme | ------mooee- 1:AL
l 0: SAT
Normalizasyon | ~777777TTTC [0.1]
l
Ozellik Uzay: HSIC Lasso mRMR RFE
[1, ..... n] : T :
v v v
Ozellik Uzayr Ozellik Uzayt Ozellik Uzay1
11, ... 70] 1, ... 70] (1, ..., 70]

Veri Dizileme

wr 1:AL
Verilerin Siniflandiriimasi 0: SAT

Sekil 3.1 : Hisse senedi yon degisimi tahminleme diagrama.
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3.1 Deneysel Ortam Bilgileri

Programlama Spyder 5.1 versiyonlu IDE iizerinde Python 3.9 kullanilarak yapildi.
Veri igsleme stireglerinde numpy ve pandas paketleri kullanildi. Sinir ag1 modellemesi
ve egitimi TensorFlow lizerinde Keras kiitiiphanesi ile gelistirilmistir. Boyut
indirgeme ve performans metriklerinin hesaplanmasinda kullanilan diger paketlerin

versiyon bilgileri Cizelge 3.1°de verilmistir.

Cizelge 3.1 : Python paket versiyonlari.

Paket Versiyon
TensorFlow 2.8.0
Pandas 134
Numpy 1.20.3
Scikit-learn 0.24.2
Mrmr-selection 0.2.5
pyHSICLasso 14.2

3.2 Veri Kiimesi

Borsa Istanbul’da islem goren Akbank, Turkcell ve Ford Otosan hisse senetlerinin tez
caligmas1 kapsaminda olusturulmus veri kiimeleri 02/01/2017 - 21/01/2022

araligindaki 1270 siral1 iglem giiniinii kapsamaktadir.

Calismada kullanilan veri kiimelerine ait tamamu sayisal 6zellik uzay: varlik fiyatlari,
teknik gostergeler, emtia fiyatlari, doviz kurlari, yerel ve uluslararasi endeks bilgileri,
aract kurum tahminleri, faaliyet alan1 es sirket varlik verileri ve sirkete ait finansal
bilgileri gibi degiskenleri igeren genis bir perspektifte Reuters’ten alinarak
olusturulmustur. Modellemede kullanilan hisse senetlerine ait veri kiimesi bilgileri

Cizelge 3.2°de gosterilmistir.

Cizelge 3.2 :AKBNK, TCELL, FROTO veri kiimesi detaylari.

Hisse Senedi

Kodu Veri Kiimesi Ozellik Sayisi Gozlem Tarih Araligi
AKBNK 176 02/01/2017 — 21/01/2022
TCELL 185 02/01/2017 — 21/01/2022
FROTO 171 02/01/2017 — 21/01/2022
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3.3 Veri Etiketleme ve Olcekleme

Reuters kaynak alinarak olusturulan, Borsa Istanbul’daki 1270 islem giiniinii kapsayan
AKBNK, TCELL ve FROTO hisse senedi veri kiimelerinde aykir1 ve kayip veri
bulunmamaktadir. Bu nedenle veriler lizerinde bu yonde bir 6n isleme yapilmamustir.
[lk asamada zaman serisi verilerinin denetimli bir siniflandirma problemine
doniistiiriilmesi kapsaminda her bir zaman adimi igin etiketleme yapilmustir. Uzerinde
calisilan problem zaman serisi olarak modellenmis verileri kullanarak hisse
senetlerinin bir sonraki islem giinlindeki yon hareketlerini tahminlemeyi amaclayan
bir siniflandirma problemidir. Bu dogrultuda her islem giinii i¢in olusturulmus verilere

bir sonraki iglem giiniindeki hisse senedi fiyat degisim yiizdesi eklenmistir.

AKBNK, TCELL ve FROTO veri kiimelerinde t gilinlindeki veri t+1 giiniinde, t+1
giiniindeki veri de t+2 giinlinde hisse senedi fiyatinin hangi oranda degistigine dair
bilgi tagimaktadir. Bu noktada 3 farkli durum i¢in zaman serisi verileri yon tahminine
bagli olarak al ve sat karar1 verebilmek amaciyla etiketlenmistir. t islem gilinii verisi,
t+1 gilinlindeki hisse senedi yonii negatifse 0, pozitifse 1 sinifina aittir. Eger t+1
giiniinde yonde herhangi bir degisme olmamigsa ilgili etiket ig¢in t+2 giiniine

bakilmistir. t+2 islem giiniindeki degisim negatifse t verisi 0, pozitifse 1 sinifina aittir.

Belirtilen veri etiketleme isleminden sonra Ozellik uzayr Olceklendirilmistir.
Olgekleme islemi farkli de@er araliklarma veya birimlere sahip o6zelliklerin
karsilastirilabilir degerlere doniistiiriilmesine yardimci olur. Literatiirde siklikla
standardizasyon ve normalizasyon olmak tizere iki 6l¢ekleme yontemi kullanilir [65].
Sadece sayisal verilerden olusan hisse senetlerine ait Ozellik uzayi scikit-learn
kiitiiphanesi kullanilarak Min-Max o6l¢eklendirme yontemiyle O - 1 arasima
Ol¢eklendirilmistir. Veri normalizasyonunda kullanilan matematiksel yaklasim
denklem 3.1°de gosterilmistir.

x—Min

= Max—Min (3'1)

Max, zaman dizisi boyunca x’in en biiyiik degeri, Min ise en kiiciik degeridir.
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3.4 Ozellik Secim Stratejisi

Calismanin boyut indirgeme kapsaminda ele alinmasi gereken amaclarindan biri
dogrusal olmayan hisse senedi verileri iizerinde gergeklenen o6zellik segim
yaklasimlariin farkli geri bakma degerleriyle olusturulmus zaman dizileri ile egitilen

derin aglardaki tahmin performansina olan etkisinin incelenmesidir.

Bu amag dogrultusunda da HSIC Lasso, nRMR ve RFE 6zellik se¢im yontemleri hisse
senedi verileri lizerinde uygulanmig, LSTM ve GRU mimarilerinde gosterdikleri
performanslar incelenmistir. HSIC Lasso se¢imi i¢in Python’da pyHSICLasso,
mRMR yontemi igin ise mrmr_selection paketinden smiflandirma problemi
kapsaminda yararlanilmistir. Scikit-learn paketleri kullanilarak ger¢eklenmis RFE
Ozellik secim yonteminde ise karar verici algoritma olarak random forest

kullanilmuastir.

Modeller iizerinde farkli 6zellik sayilari i¢in yapilan stres testlerinde optimum deger
olarak 70 bulunmus ve ii¢ hisse senedi verisi i¢in de ¢alismada kullanilan tiim 6zellik
secim yontemleriyle secilecek zellik sayis1 70 olarak belirlenmistir. Ozellik se¢imi
yapilmayan senaryolarda modele verilecek girdi verisi Cizelge 3.2°de belirtilmis tiim

ozellik uzay1 olacaktir.
3.5 Zaman Serisi Verileri Dizileme Yaklasimlari

Ele alinan hisse senedi yon tahmini probleminde zamansal hisse senedi verileri
tizerinde kayan pencereler yontemi ile ham verilerden iki boyutlu diziler
olusturulmustur. izlenen ana yontem Sekil 3.2°de gosterilmistir. 1270 islem giiniinii
kapsayan hisse senedi verileri tizerinde belirli pencere araliklar: 1’er giin kaydirilarak

derin 6grenme modellerinin girdi verileri olusturulmustur.

Hisse senedinin bir sonraki giin yapacagi hareketin geriye doniik kag¢ giin kullanilarak
egitilmis model ile en basarili sekilde tahminlenebileceginin incelenmesi de
calismanin amagclari arasinda yer almaktadir. Model tahmin aralig1 tiim deneylerde 30

giin olarak belirlenmistir. 1240 giinliik veri kullanilarak olusturulan zaman dizileri
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kullanilarak egitilen modeller ile sonraki 30 giiniin hisse senedi yOnlerinin

tahminlenmesi amaglanmustir.

Egitim Dizisi Ikili Sinif Etiketi
(Al-Sat)
Pencere Araligi » Dizi
Sirah Kaydirma
Araligr: 1 Gin
Pencere Araligi » Dizi
Pencere Araligi » Dizi
Pencere Aralif — > Diz

EGITIM (1240 Giin) TEST (30 Giin)

Sekil 3.2 : Zaman serisi tizerinde kayan pencereler yontemi ile dizi olusturma ve

etiketleme.

Calismada LSTM ve GRU modellerine girdi olarak saglanan veri 4 farkli dizileme
teknigiyle olusturulmustur. Bu yaklagimlardan ilki geri bakma degerinin 100 olarak
belirlendigi Sekil 3.3°de gosterilen yontemdir. Egitim ve test olarak ayrilmis tiim veri
kiimesi tizerinde sirali olarak 1’er giin i¢in pencereler kaydirilarak tiim veri zamansal

dizilere ayrilacaktir.

Egitim asamasinda modele girecek olan 1140 zaman dizisinin her biri boyutsal
indirgeme yapilmis senaryolarda 100x70°lik 2 boyutlu bir dizidir. Boyut indirgeme
yapilmamis senaryolarda ise AKBNK i¢in 100x176, TCELL i¢in 100x185, FROTO
i¢in ise 100x171°dir. ilk dizi baz alindiginda ilk 100 islem giinii ile olusturulmus

egitim dizisi 101. Gilindeki hisse senedi degisim etiketine sahip olacaktir.
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Egitim Dizisi 101. Gundeki Hisse Senedi

Degisim Yonii Etiketi e s
(Al-Sat) n: Veri Kiimesi Ozellik Sayisi
Pencere Arah@ (100 Swali Gozlem) Dizi (100 x n)
Sarah Kaydinma
Aralig: 1 Giin
\—| Pencere Arahg (100 Sirali Gézlem) . + Dizi (100 x n)

» Dizi (100 x n)

I Pencere Aralign (100 Swali Gozlem) .

Dizi (100 x n)

|

‘{ Pencere Arahg (100 Sirali Gozlem)

EGITIM (1240 Giin) / Modele Girecek Dizi Sayist : 1140

TEST (30 Giin)

VERI KUMESI (1270 Giin)

Sekil 3.3 : Geri bakma degeri 100 i¢in veri kiimesinin dizilere ayrilmasi.

Geri bakma degerinin 200 olarak belirlendigi diger yontem Sekil 3.4 te gosterilmistir.

Egitim agsamasinda modele girecek olan 1040 zaman dizisinin her biri boyutsal

indirgeme yapilmis senaryolarda 200x70’lik 2 boyutlu bir dizidir. Boyut indirgeme
yapilmamis senaryolarda ise AKBNK i¢in 200x176, TCELL i¢in 200x185, FROTO
icin ise 200x171°dir. Ik dizi baz alindiginda ilk 200 islem giinii ile olusturulmus

egitim dizisi 201. Giindeki hisse senedi degisim etiketine sahip olacaktir.

Egitim Dizisi 201. Giindeki Hisse Senedi
Degisim Yonii Etiketi
(Al-Sat)

n: Veri Kiimesi Ozellik Sayist

> Dizi (200 x n)

Pencere Arahigr (200 Sirali Gozlem)

o Strali Kaydirma

Arahge 1 Gin
e | Pencere Araligi (200 Swali Gozlem) .

» Dizi (200x n)

» Dizi (200 x n)

I Pencere Aralign (200 Sirali Gozlem) .

} Pencere Arahigt (200 Sirali Gozlem)

Dizi (200 x n)

|

EGITIM (1240 Giin) / Modele Girecek Dizi Sayisi : 1040

VERI KUMESI (1270 Giin)

TEST (30 Giin)

Sekil 3.4 : Geri bakma degeri 200 igin veri kiimesinin dizilere ayrilmasi.
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Geri bakma degerinin 300 olarak belirlendigi diger yontem ise Sekil 3.5°te
gosterilmistir. Egitim asamasinda modele girecek olan 940 zaman dizisinin her biri
boyutsal indirgeme yapilmis senaryolarda 300x70’lik 2 boyutlu bir dizidir. Boyut
indirgeme yapilmamis senaryolarda ise AKBNK i¢in 300x176, TCELL i¢in 300x185,
FROTO igin ise 300x171°dir. Ik dizi baz almdiginda ilk 300 islem giinii ile

olusturulmus egitim dizisi 301. Giindeki hisse senedi degisim etiketine sahip olacaktir.

Egitim Dizisi 301. Giindeki Hisse Senedi
Degisim Yonii Etiketi

(Al-Sat) n: Veri Kiimesi Ozellik Sayist

Pencere Aralig (300 Swali Gozlem) ‘ } » Dizi (300 x n)

Suali Kayduma
Araligr: 1 Gita

Pencere Arah@ (300 Sirah Gozlem) ‘ ; Dizi (300 x n)

— 4{ Pencere Arahg (300 Sirali Gozlem) }7 e ——————— D11 (300 xn)
}7 — Dizi (300 x n)

‘ EGITIM (1240 Giin) / Modele Girecek Dizi Sayist : 940 TEST (30 Giin)

} Pencere Araligi (300 Sirali Gozlem)

Sekil 3.5 : Geri bakma degeri 300 igin veri kiimesinin dizilere ayrilmasi

Geri bakma degerinin 400 olarak belirlendigi son yontem ise Sekil 3.6°te
gosterilmistir. Egitim agamasinda modele girecek olan 840 zaman dizisinin her biri
boyutsal indirgeme yapilmis senaryolarda 400x70’lik 2 boyutlu bir dizidir. Boyut
indirgeme yapilmamis senaryolarda ise AKBNK i¢in 400x176, TCELL i¢in 400x185,
FROTO igin ise 400x171°dir. Ilk dizi baz alindiginda ilk 400 islem giinii ile

olusturulmus egitim dizisi 401. Giindeki hisse senedi degisim etiketine sahip olacaktir.

Yontemler sonunda 30 giinliik test verisi i¢in tahmin modellerine 30 dizi girecektir ve
model her bir dizi i¢in bir siif etiketi tahmini yapacaktir. Bu siif etiketleri 6nceki
boliimlerde detaylandirilan etiketleme stratejisine gore belirlenmis 1 ve 0 siniflaridir.
1 sinifina ait bir islem yatirimci i¢in AL sinyali verirken O sinifina ait bir islem

yatirimciya SAT sinyalini gondermektedir.
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Ozetle sonraki giin hisse senedi yon degisiminin tahmin siireci her bir zaman adiminda

gecmis 100, 200, 300 ve 400 iglem giinii kullanilarak egitilmis derin sinir ag1 modelleri

ile yapilmaktadir.
Egitim Dizisi 401. Giindeki Hisse Senedi
\_\ Degl§lIFATOSmti Etiketi n: Veri Kiimesi Ozellik Sayist
\ -Sat)
Pencere Arahgi (400 Sirah Gozlem) I » Dizi (400 x n)
‘731:311 Kaydirma
Aralif: 1 Giin | ]
— Pencere Arahigi (400 Sirali Gozlem) | | > Diz1 (400 x n)

—{ Pencere Arahi@ (400 Sirah Gozlem) ‘ }— ———————————— Dizi (400 x n)
Pencere Aralig (400 Sirali Gozlem) ‘ }7 — Dizi (400 x n)

EGITIM (1240 Giin) / Modele Girecek Dizi Sayist : 840 TEST (30 Giin)

Sekil 3.6 : Geri bakma degeri 400 i¢in veri kiimesinin dizilere ayrilmasi

3.6 Tasarlanan Model Parametreleri

LSTM ve GRU modellerinde model tasarimcisinin se¢imine birakilan, probleme ve
veriye gore performansi degisiklik gosteren parametreler bulunmaktadir. En verimli
model mimari parametre gruplarinin bulunmasi ve veri lizerinde uygulanmasi da bash

basina ayr1 bir arastirma alanidir.

Tez ¢alismasinin amaci farkli geri bakma degerlerinin ve dogrusal olmayan 6zellik
secim yontemlerinin bilesiminin egitim senaryolarinda 3 farkli sektorden hisse senedi
tizerindeki tahmin performansina etkilerinin incelenmesidir. Bu dogrultuda tez
calismasinda kullanilan modeller igin literatiirdeki ¢alismalar baz alinarak ve farkli

parametrelerle yapilan validasyon testleri degerlendirilerek Cizelge 3.3’teki

36



parametreler belirlenmistir. 4. Bolimde sonuglari sunulan modellerin ¢alisma

stiresince parametreler belirtilen degerlerde sabit tutulmustur.

Cizelge 3.3 : LSTM ve GRU model parametreleri.

LSTM GRU
Kay1ip Fonksiyonu Capraz Entropi Capraz Entropi
Optimizasyon Algoritmasi Adam Adam
Batch Boyutu 64 64
Aktivasyon Fonksiyonlari Tanh, sigmoid Tanh, sigmoid
Ogrenme Hiz1 0.001 0.001
Gizli Katman Sayisi 3 3
Gizli Katman Noron Sayilar 40-20-20 20-10-10

3.7 Performans Metrikleri

Uzerinde ¢alisilan hisse senedi yon tahmini problemi denetimli bir smiflandirma
problemidir. Kayan pencereler yontemiyle etiketlenmis veriler tizerinden olusturulmus
alt diziler model egitim girdisi olarak kullanilmis ve ayn1 yontemle alt dizilere ayrilmis
test verileri lizerinde model performanslar1 6l¢iilmiistiir. Calismada yararlanilan ana

metrikler asagidaki gibi agiklanabilir.
e Dogruluk, test veri kiimesi lizerinde dogru olarak tahmin edilmis 6rneklerin
yiizdesidir.

e Duyarlilik, sinifa ait 6rneklerin ne kadarinin dogru olarak tahmin edildiginin

gostergesidir.

e Kesinlik, sinif tahminlerinin hangi oranda gergekten ilgili sinifa ait oldugunun

gostergesidir.

e F1 Skor, kesinlik ve duyarliligin harmonik ortalamasidir.

Model performanslar i¢in long dogruluk, short dogruluk, agirlikli ortalama F1 skoru
ve toplam dogruluk gostergelerinden yararlanilmistir. Long islemler bir yatirim

varhiginin fiyatinin artacagi, short iglemler ise azalacagi beklentisiyle yatirimer taraf
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tarafindan agilmis islemlerdir. Calismada 1 smifina ait “AL” tahminleri long
pozisyonu, 0 sinifina ait “SAT” tahminleri ise short pozisyonu ifade etmektedir. Bu
dogrultuda genel karisiklik matrisi diisiiniildiigiinde long dogruluk 1 smifi i¢in
duyarlilik, short dogruluk da 0 sinifi igin duyarlilik verisini ifade etmektedir. Incelenen
diger gostergeler ise “AL” ve “SAT” simiflar1 i¢in elde edilen F1 degerlerinin agirliklt

ortalamasi ve tiim tahminlerdeki toplam dogruluk oranidir.

3.8 Sonuclarin Degerlendirilmesi

Calisma kapsaminda yatirim stratejilerinde kullanilmasi planlanan modellerde long ve
short dogruluk degerlerinin ikisinin birden dengeli olarak %50 {izerinde olmasi
beklenmektedir. Buna ek olarak toplam dogruluk ve agirlikli ortalama F1 skorun en

az %55 olmasi1 modelin kabul edilebilir basar1 kriteridir.
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4. MODEL PERFORMANS CIKTILARI

Bu béliimdeki ¢iktilar tasarlanan derin 6grenme modellerinin Borsa Istanbul’da islem
goren farkli sektdrlerden 3 sirketin hisse senedi yon tahminlerinin deneysel sonuglarini
icermektedir. Finansal tahmin problemlerindeki popiilaritesi son zamanlarda artan ve
literatlirdeki benzer calismalarda iyi ¢iktilar tireten LSTM ve GRU mimarilerinin
oncelikle gercek finansal veriler iizerinde uygulanabilirliginin ortaya konmasi, ikinci
olarak ise model tahmin performansinin farkli 6zellik secim yontemleri ve boyut
olarak degisen zaman pencerelerine sahip zamansal veri dizileri ile iyilestirilebilir olup

olmadiginin gosterilmesi amaglanmaktadir.

Tasarlanan modeller farkli sektdrden 3 farkli hisse senedi lizerinde gergeklenmistir.
Boylece ag tasarimlarinin genel olarak farkli sirketlerin veri kaliplarma
uygulanabilirliginin de incelenmesi ¢alismanin diger arastirma konulari arasindadir.
Ele alinan hisse senedi islem kodlar1 sirasiyla Akbank igcin AKBNK, Turkcell i¢in
TCELL ve Ford Otosan i¢cin FROTO’dur.

Sonuglar farkli geri bakma degerleri i¢in belirtilen performans metrikleri ve basari
kriterleriyle ayr1 boliimlerde incelenecek sonrasinda siniflandirma performansinin geri
bakma degerlerleri ve 6zellik se¢cim yontemleri ile iligkisi ortaya konacak son olarak
ise en iyi tahmin performanslarini saglayan modeller arasindaki ortak ydntemlerin

degerlendirilmesi yapilacaktir.

4.1 Geri Bakma Degeri 100 Olan Dizilemede Tahmin Performansi

Cizelge 4.1’de AKBNK i¢in tahmin performansi metrikleri verilmistir. Short
dogruluk, F1 skor ve toplam dogruluk g6z oniine alindiginda 6zellik se¢imi ile veri
tizerinde boyut indirgeme yapilmamis GRU modeli en iyi performansi gostermistir.
HSIC-Lasso-LSTM ve HSIC-Lasso-GRU modelleri toplam dogruluk ve agirlikli F1
skor performansi yoniinden benzer c¢iktilar iiretmistir. Ancak long ve short

tahminlerindeki dengesizlik belirlenen basar1 kriterlerinin disinda kalmistir. mRMR-
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LSTM ile LSTM’e gore short dogrulukta iyilesme saglandigi goriilmektedir. RFE

kullanilan modellerde LSTM ve GRU modellerine gore bir iyilesme saglanmamustir.

Cizelge 4.1 : AKBNK 100 adiml1 dizileme performans sonuglari.

Long Short Agirlikli F1 Toplam
MODEL Dogruluk Dogruluk Skor Dogruluk
LSTM 0.5000 0.5625 0.5333 0.5333
GRU 0.4286 0.8750 0.6475 0.6667
HSIC-LASSO-LSTM 0.3571 0.8125 0.5770 0.6000
HSIC-LASSO-GRU 0.8571 0.3750 0.5778 0.6000
MRMR-LSTM 0.5000 0.6250 0.5652 0.5667
MRMR-GRU 0.5000 0.5625 0.5333 0.5333
RFE-LSTM 0.4286 0.5625 0.4983 0.5000
RFE-GRU 0.3571 0.7500 0.5488 0.5667

Cizelge 4.2°de TCELL i¢in tahmin performans metrikleri verilmistir. LSTM ve GRU
modelleri toplam dogruluk baz alindiginda kabul edilebilir aralikta ¢ikt1 tiretse de long-
short tahminlerinde dengesiz performans gostermistir. Boyut indirgeme yontemleri ile
tasarlanmis tiim modellere bakildiginda yalnizca RFE ile GRU iizerinde kabul

edilebilir performans iyilesmesi saglanmaistir.

Cizelge 4.2 : TCELL 100 adiml1 dizileme performans sonuglart.

MODEL Long Short Agirlikli F1 Toplam
Dogruluk Dogruluk Skor Dogruluk
LSTM 0.2143 0.8750 0.5116 0.5667
GRU 0.2143 0.9375 0.5365 0.6000
HSIC-LASSO-LSTM 0.6429 0.4375 0.5292 0.5333
HSIC-LASSO-GRU 0.4286 0.5625 0.4983 0.5000
MRMR-LSTM 0.3571 0.6875 0.5204 0.5333
MRMR-GRU 0.7857 0.1250 0.3648 0.4333
RFE-LSTM 0.2857 0.6875 0.4794 0.5000
RFE-GRU 0.4286 0.8750 0.6475 0.6667

Cizelge 4.3’te ise FROTO igin performans ¢iktilar1 verilmistir mRMR-GRU tiim
metrikler yoniinden kabul edilebilir en basarili tahmin performansini gostermistir.

LSTM modeli de belirlenen bagar1 kriterlerini saglayan diger yontem olmustur.
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Cizelge 4.3 : FROTO 100 adimli dizileme performans sonuglari.

Long Short Agirlikli F1 Toplam
MODEL Dogruluk  Dogruluk Skor Dogruluk
LSTM 0.5385 0.5882 0.5681 0.5667
GRU 0.3846 0.7059 0.5560 0.5667
HSIC-LASSO-LSTM 0.6923 0.4118 0.5271 0.5333
HSIC-LASSO-GRU 0.7692 0.4706 0.5946 0.6000
MRMR-LSTM 0.6923 0.4118 0.5271 0.5333
MRMR-GRU 0.6154 0.5882 0.6018 0.6000
RFE-LSTM 0.4615 0.6471 0.5642 0.5667
RFE-GRU 0.3077 0.5882 0.4593 0.4667

4.2 Geri Bakma Degeri 200 Olan Dizilemede Tahmin Performansi

Cizelge 4.4’teki AKBNK tahminleri LSTM ve HSIC-Lasso-GRU modellerinin
dengeli short-long dogruluk performansiyla toplamda sirasiyla %70 ve %66 dogruluk
ile ¢ikt1 Urettigini gdstermektedir. Genel olarak bakildiginda tim GRU modelleri
belirlenen bagar1 kriterlerinden kdtii bir performans sergilememis, yatirim kararlarinda

kullanilabilecek ¢iktilar tiretmistir.

Veri kiimesinde 6zellik se¢im yontemleri uygulanmis LSTM modelleri ise tiim verinin
girdi olarak kullanildigi baz LSTM modelinin performansinin gerisinde kalmistir.
HSIC-Lasso-LSTM yontemi LSTM model ciktilariyla karsilastirildiginda long
dogrulukta ayni1 performans alinsa da short dogrulukta ciddi bir diislis olmustur.
MRMR-LSTM modelinde de short dogrulukta performans kaybi yasanmasa da long
dogrulukta diisiis gozlenmistir. RFE-LSTM yo6nteminde ise baz modele gore tiim

metriklerde performans kaybi gozlenmektedir.

GRU Hiizerinde uygulanmig 6zellik se¢im yontemleri 6zelinde bakildiginda HSIC-
Lasso yonteminin baz model performansinda iyilesme sagladigi goriilmektedir. Long
dogrulukta ciddi bir performans iyilesmesi saglanmis ve toplam dogruluga

bakildiginda GRU modelleri arasinda en basarili ¢iktiyr saglamstir.
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Cizelge 4.4 : AKBNK 200 adimli dizileme performans sonuglari.

Lon Short Agirlikli F1 Toplam
MODEL Dogru?uk Dogruluk y Skor Dogpruluk
LSTM 0.5714 0.8125 0.6949 0.7000
GRU 0.5000 0.6875 0.5964 0.6000
HSIC-LASSO-LSTM 0.5714 0.5625 0.5671 0.5667
HSIC-LASSO-GRU 0.7143 0.6250 0.6667 0.6667
MRMR-LSTM 0.4286 0.8125 0.6183 0.6333
MRMR-GRU 0.6429 0.5000 0.5652 0.5667
RFE-LSTM 0.4286 0.6875 0.5592 0.5667
RFE-GRU 0.2857 0.7500 0.5065 0.5333

Cizelge 4.5’teki TCELL metriklerine bakildiginda geri bakma degeri 100 olan
dizilemede oldugu gibi RFE yontemi ile GRU modeli iizerinde ciddi iyilestirme
saglanmistir; ancak long dogruluktaki performans yatirnm kabul kriterlerini
saglayamamustir. Toplam dogruluga bakildiginda HSIC-Lasso-LSTM modeli genel
LSTM performansini iyilestirmis ve yatirnm kararlarinda kabul edilebilir ¢iktilar
saglamistir. mRMR o6zellik se¢im yontemi kullanilarak tasarlanan modellere
bakildiginda hem LSTM hem GRU baz modellerine gore long dogruluklar artirilsa da
short dogrulukta kotiilesme olmasindan dolayt mRMR ile yatirim kabul kriterlerini

saglayan bir performans alinamamuistir.

Cizelge 4.5 : TCELL 200 adiml1 dizileme performans sonuglart.

Lon Short Agirlikli F1 Toplam
MODEL Dogm?uk Dogruluk ¢ Skor Doga’uluk
LSTM 0.4286 0.6250 0.5291 0.5333
GRU 0.1429 0.6875 0.3897 0.4333
HSIC-LASSO-LSTM 0.5714 0.5625 0.5671 0.5667
HSIC-LASSO-GRU 0.3571 0.5625 0.4618 0.4667
MRMR-LSTM 0.5000 0.4375 0.4667 0.4667
MRMR-GRU 0.5000 0.3125 0.3946 0.4000
RFE-LSTM 0.3571 0.5625 0.4618 0.4667
RFE-GRU 0.4286 0.8750 0.6475 0.6667
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Cizelge 4.6’da da FROTO igin tahmin ¢iktilart gosterilmektedir. GRU ile saglanan
basarili siniflandirma performanst RFE-GRU ile long dogrulugun da iyilesmesiyle
daha da artmistir. LSTM’e gore short dogrulugu iyilestiren HSIC-Lasso-LSTM basari

kriterlerini saglayan diger model olmustur.

Cizelge 4.6 : FROTO 200 adimli dizileme performans sonuglart.

Lon Short Agirlikli F1 Toplam
MODEL Dogru?uk Dogruluk ‘ Skor Dogpruluk
LSTM 0.5385 0.4118 0.4667 0.4667
GRU 0.5385 0.7059 0.6312 0.6333
HSIC-LASSO-LSTM 0.5385 0.6471 0.6000 0.6000
HSIC-LASSO-GRU 0.3077 0.7059 0.5155 0.5333
MRMR-LSTM 0.6154 0.4118 0.4972 0.5000
MRMR-GRU 0.7692 0.2353 0.4296 0.4667
RFE-LSTM 0.3846 0.7059 0.5560 0.5667
RFE-GRU 0.6154 0.7059 0.6667 0.6667

4.3 Geri Bakma Degeri 300 Olan Dizilemede Tahmin Performansi

AKBNK tahmin ¢iktilar1 Cizelge 4.7°de gosterilmistir. mRMR ve RFE yontemleri ile
saglanan tahminler baz LSTM ve GRU’ya gore genel performansta kotiilesmeye
neden olmustur. HSIC-Lasso yontemi ile LSTM’e gore F1 skor ve toplam dogruluk
tyilestirilse de long ve short dogruluk tarafindaki dengesizlik artmistir. LSTM modeli

genel basari kriterlerine yakin bir performans sergilemistir.

Cizelge 4.7 : AKBNK 300 adimli dizileme performans sonuglari.

Lon Short Agirlikli F1 Toplam
MODEL Dogru?uk Dogruluk ¢ Skor Dogri'uluk
LSTM 0.5000 0.6250 0.5652 0.5667
GRU 0.3571 0.8750 0.6051 0.6333
HSIC-LASSO-LSTM 0.4286 0.7500 0.5889 0.6000
HSIC-LASSO-GRU 0.5000 0.3750 0.4314 0.4333
MRMR-LSTM 0.4286 0.5000 0.4667 0.4667
MRMR-GRU 0.5000 0.4375 0.4667 0.4667
RFE-LSTM 0.3571 0.6250 0.4914 0.5000
RFE-GRU 0.3571 0.8125 0.5770 0.6000

43



Cizelge 4.8’deki TCELL ¢iktilar1 en iyi tahmin performansinin LSTM ile saglandigin
gostermektedir. Buna ek olarak HSIC-Lasso-LSTM ve mRMR-LSTM modelleri de
toplam dogrulukta kabul edilebilir bir azalma ile basarili performans gosteren diger
modellerdir. GRU modelleri ise genel olarak kabul edilebilir yatirim karar kriterlerinin

disinda kalarak kotii bir performans sergilemistir.

Cizelge 4.8 : TCELL 300 adimli dizileme performans sonuglart.

Long Short Agirlikli F1 Toplam
MODEL Dogruluk Dogruluk Skor Dogruluk
LSTM 0.5714 0.6250 0.6000 0.6000
GRU 0.1429 0.6875 0.3897 0.4333
HSIC-LASSO-LSTM 0.5714 0.5625 0.5671 0.5667
HSIC-LASSO-GRU 0.0714 1.0000 0.4415 0.5667
MRMR-LSTM 0.5714 0.5625 0.5671 0.5667
MRMR-GRU 0.2143 0.5625 0.3833 0.4000
RFE-LSTM 0.3571 0.6250 0.4914 0.5000
RFE-GRU 0.3571 0.8125 0.5770 0.6000

Geri bakma degeri 300 olan dizileme akisinda son incelenen FROTO c¢iktilar: ise
Cizelge 4.9’da gosterilmistir. LSTM tiim metriklere bakildiginda yatirim karar
kriterlerine gore en 1yi kabul edilebilir tahmin performansini gostermistir. Toplam
dogruluk kriterine bakildiginda en iyi ¢iktilar1 veren RFE temelli yontemler ise long-
short dengesi bakimindan kriterlerin disinda kalmistir. Benzer sekilde mRMR
yontemleri de long-short dogruluklarina bakildiginda dengesiz bir dagilim

sergilemistir.

Cizelge 4.9 : FROTO 300 adimli dizileme performans sonuglari.

Lon Short Agirhikl F1 Toplam
MODEL Dogru?uk Dogruluk ¢ Skor Dogg"uluk
LSTM 0.6923 0.5882 0.6346 0.6333
GRU 0.3846 0.7059 0.5560 0.5667
HSIC-LASSO-LSTM 0.7692 0.4118 0.5565 0.5667
HSIC-LASSO-GRU 0.4615 0.5882 0.5333 0.5333
MRMR-LSTM 0.3846 0.7647 0.5847 0.6000
MRMR-GRU 0.6923 0.4706 0.5643 0.5667
RFE-LSTM 0.4615 0.8235 0.6539 0.6667
RFE-GRU 0.3077 0.9412 0.6243 0.6667
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4.4 Geri Bakma Degeri 400 Olan Dizilemede Tahmin Performansi

Cizelge 4.10°daki veriler de AKBNK {izerindeki en basarili genel performansin RFE-
GRU ile saglandigin1 gostermektedir. RFE-GRU ile GRU’ya kiyasla long dogruluk
ciddi bir sekilde artirllmis ve toplam dogruluk %70 seviyesine gelmistir. Bunun
yaninda LSTM’ler ile de yatirim kararlarinda kullanilabilecek basarili ¢iktilarin
edinildigi goriilmektedir. HSIC-Lasso-LSTM ile LSTM’e gore hem short hem de long
dogruluklar1 artirilarak performans iyilesmesi saglandigi goriilmektedir. mRMR

modelleri ise kriterlerin disinda kalmistir.

Cizelge 4.10 : AKBNK 400 adimli dizileme performans sonuglari.

Long Short Agirlikli F1 Toplam
MO Dogruluk Dogruluk Skor Dogruluk
LSTM 0.5000 0.6250 0.5652 0.5667
GRU 0.4286 0.7500 0.5889 0.6000
HSIC-LASSO-LSTM 0.5714 0.6875 0.6321 0.6333
HSIC-LASSO-GRU 0.5000 0.5000 0.5006 0.5000
MRMR-LSTM 0.4286 0.6250 0.5291 0.5333
MRMR-GRU 0.4286 0.6250 0.5291 0.5333
RFE-LSTM 0.4286 0.6250 0.5291 0.5333
RFE-GRU 0.6429 0.7500 0.6990 0.7000

TCELL verileri Cizelge 4.11°e gore incelendiginde HSIC-Lasso-LSTM ile LSTM
performansi kabul edilebilir performans degerlerine ¢ikmistir. Tiim GRU mimarileri
long-short dogruluklarina bakildiginda dengesiz kotii performans gostermistir. mRMR
yontemleri short dogruluklari iyilestirse de long dogruluk performanslart ile kriterleri

saglayamamustir.

Cizelge 4.11 : TCELL 400 adiml1 dizileme performans sonuglari.

Long Short Agirlikli F1 Toplam
MODEL Dogruluk  Dogruluk Skor Dogruluk
LSTM 0.5000 0.5000 0.5006 0.5000
GRU 0.2857 0.6875 0.4794 0.5000
HSIC-LASSO-LSTM 0.5714 0.5625 0.5671 0.5667
HSIC-LASSO-GRU 0.0714 1.0000 0.4415 0.5667
MRMR-LSTM 0.2857 0.6250 0.4519 0.4667
MRMR-GRU 0.2143 0.7500 0.4615 0.5000
RFE-LSTM 0.6429 0.4375 0.5292 0.5333
RFE-GRU 0.0714 0.8750 0.4022 0.5000
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Son olarak Cizelge 4.12°de FROTO tahmin performanslari verilmistir. LSTM modeli
hem short hem de long dogrulukta %60 {izerinde performans sergilemistir. HSIC-
Lasso-LSTM ve mMRMR-GRU modellerinin ¢iktilar1 ayn1 ve kabul edilebilir yatirim
kriterleri arasindadir. RFE-GRU ve RFE-LSTM performans metriklerine bakildiginda
long dogruluk iizerinde GRU ve LSTM’e gore ciddi kotiilesmeye neden olmustur.

Cizelge 4.12 : FROTO 400 adiml1 dizileme performans sonuglari.

Long Short Agirlikli F1 Toplam
MODEL Dogruluk Dogruluk Skor Dogruluk
LSTM 0.6154 0.6471 0.6346 0.6333
GRU 0.4615 0.8235 0.6539 0.6667
HSIC-LASSO-LSTM 0.6154 0.5882 0.6018 0.6000
HSIC-LASSO-GRU 0.4615 0.6471 0.5642 0.5667
MRMR-LSTM 0.4615 0.7059 0.5944 0.6000
MRMR-GRU 0.6154 0.5882 0.6018 0.6000
RFE-LSTM 0.3846 0.7647 0.5847 0.6000
RFE-GRU 0.1538 1.0000 0.5437 0.6333

4.5 Geri Bakma Degerleri Icin Performans Karsilastirmasi

AKBNK hisse senedi i¢in smiflandirma performanslarinin geri bakma degerlerine
gore karsilagtirilmasi yapildiginda en yiiksek genel basarmin LSTM igin %70 toplam
dogruluk ile 200 adimli dizileme ile saglandig1 goriilmektedir. GRU modelleri tiim
dizilerde benzer performanslar gostermistir; ancak basar1 Kriterlerine en uygun olan
model %60 toplam dogruluk ¢iktis1 veren 200 adimli dizileme igindir. HSIC-Lasso-
LSTM modeli ise 400 adimli dizileme i¢in en iyi performansini toplam dogrulukta
%63,33 olarak vermistir. HSIC-Lasso-GRU modellerine bakildiginda LSTM ve
GRU’ya benzer sekilde en yiiksek dogruluk ile tahminlerin 200 adimli dizilemede
%66,67 olarak saglandigi goriilmektedir. mMRMR-LSTM modeli ise belirlenen basari
kriterlerini sagladigt 100 adimli dizide %56,67 toplam dogruluk performansi
gostermistir. MRMR-GRU’ya bakildiginda 200 adimli dizilemede gerekli kriterleri
saglamis ve %56,67 toplam tahmin dogruluk performansi sergilemistir. RFE-LSTM
modeli higbir dizi i¢in beklenen kriterleri saglayamamistir. RFE-GRU ise sadece 400
adiml dizilemede basarim kriterlerini saglamis ve toplam %70 tahmin dogruluguna

ulagsmigtir. Genel olarak bakildiginda tiim dizileme senaryolarinda en optimum
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performans LSTM ile saglanmistir. Tekil olarak bakildiginda ise %70 tahmin
dogrulugu ve dengeli short-long dogruluk oraniyla en basarili model 400 adimlh
dizileme kullanan RFE-GRU olmustur. Kullanilan tiim modeller baz alindiginda ise
200 adimli dizileme yaklasiminin AKBNK hisse senedi tahmini i¢in en basarili

yontem oldugu goriilmiistiir.

TCELL hisse senedi igin siniflandirma performanslarinin geri bakma degerlerine gore
karsilastirilmas1 yapildiginda LSTM modelinde 300 adimli dizilemede kabul
kriterlerini sagladigi ve %60 toplam dogruluk ile en iyi ¢iktinin alindig1 goriilmektedir.
GRU modelleri tim dizileme senaryolarinda kétii performans gostermis ve istenen
kriterleri saglayamamistir. HSIC-Lasso-LSTM modeli ise 200, 300 ve 400 adimli
dizilemelerde de kriterleri saglamig 3 senaryoda da %56,67 toplam dogruluk ile tahmin
yapmistir. HSIC-Lasso-GRU modeli de GRU gibi higbir dizide beklenen performansi
gosterememistir. 300 ve 400 adimli dizilemelerde long dogrulugun ¢ok fazla diistiigii
100 ve 200 adimli dizilemeler igin daha iyi sonuglar alindig1 goriilmektedir. MRMR-
LSTM modeline bakildiginda kriterleri saglayan en iyi sonucun %56,67 toplam
dogruluk ile 300 adimli dizilemede alindig1 gériilmektedir. MRMR-GRU modeli de
tim dizi yaklasimlarinda beklenen kriterlerin disinda kalmustir. Belirli bir dizi
kalibinin etkisi goriillmemistir. RFE-LSTM modeli tim dizileme yaklasimlarinda
istenen performans: gostermemistir. Ancak F1 skorlarina bakildiginda en iyi
performansi gosterdigi senaryo 400 adimli dizileme olmustur. RFE-GRU modeli de
tim diziler igin kriterleri saglayamamuistir, benzer sekilde F1 skorlarina bakildiginda

100 ve 200 adiml: dizilemelerde 300 ve 400’e gore daha iyi performans sergilemistir.

FROTO hisse senedi i¢in siniflandirma performanslariin geri bakma degerlerine gore
karsilastirilmasi yapildiginda LSTM modelinde 300 ve 400 adimli dizilemelerde long-
short dogruluk performans kriterleri saglanmis, ayn1 F1 skor alinarak %63,33 toplam
dogruluk orani yakalanmigtir. GRU modeline bakildiginda ise tiim performans
metrikleri g6z oniine alindiginda en iyi genel performans 200 adimli dizileme igin
%63,33 toplam dogruluk oraniyla yakalanmistir. HSIC-Lasso-LSTM modeli ise en iyi
ciktilart 200 ve 400 adimli dizilerde vermistir. Bu senaryolar igin yakin F1 skorlar
alinmig ve %60 toplam dogruluk elde edilmistir. HSIC-Lasso-GRU modeli ise 100
adiml dizileme igin short dogruluk tarafinda belirlenen kriteri saglamasa da 200, 300

ve 400 adimli dizilemelere gore daha iyi performans gostermistir. MRMR-LSTM de
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belirlenen yatirim Kriterlerini higbir senaryoda saglayamasa da F1 skorlar1 baz
alindiginda en iyi performansini 400 adimli dizileme igin toplam %60 dogruluk ile
gostermistir. MRMR-GRU modeli de 100 ve 400 adimli dizilemeler igin aym
performansi basarim Kriterlerini saglayarak %60 toplam dogruluk orani ile vermistir.
RFE-LSTM modeline bakildiginda 300 adimli dizilemede en iyi performansi
gosterdigi goriilmektedir. RFE-GRU modeli ise tiim basarim Kriterlerini 200 adimli

dizilemede %66,67 toplam basarim oraniyla saglamistir.

4.6 Ozellik Secim Yoéntemleri Icin Performans Karsilastirmasi

Bu bolimde LSTM ve GRU model performanslarini yatirim kabul kriterlerini
saglayarak daha da gelistirmis 6zellik secim yontemleri dizileme adimlar dikkate
alinarak belirtilecektir. Tek bir performans metriginde iyilesme saglayan yontemler
kapsam dis1 birakilmistir. Genel olarak uygulanan yontem ile ilgili yatirim kabul kriteri
saglanmigsa ve baz modelin toplam dogruluk performansi iyilestirilmisse karsilagtirma

kapsamina alinmistir.

AKBNK hisse senedi i¢in siniflandirma performanslarinin 6zellik se¢im yontemlerine
gore karsilastirilmasi yapildiginda 100 adimhi dizilemede mRMR boyut indirgeme
yonteminin LSTM’in toplam dogruluk performansini %53,33’ten %56,67’ye ¢ikardigi
goriilmektedir. 200 adiml dizilemeye bakildiginda ise HSIC-Lasso 6zellik se¢imi ile
GRU toplam dogrulugunun %60’tan %66,67’ye ¢iktigi goriilmektedir. 400 adimli
dizileme senaryosunda ise RFE ile indirgenen veri kiimesi sonrasinda GRU model
performansi toplam dogruluk baz alindiginda %60°tan %70’e ¢ikmistir. Ayni akista
HSIC-Lasso yontemi de LSTM’de toplam dogrulugu %56,67°den %63,33’e

¢ikarmustir.

TCELL hisse senedi i¢in siniflandirma performanslarinin 6zellik se¢im yontemlerine
gore karsilastirilmasit yapildiginda 200 adimli dizilemede HSIC-Lasso yontemi ile
LSTM toplam dogruluk ¢iktist1 %53,33’ten %56,67’ye yiikselmistir. 400 adimli
dizileme igin bakildiginda da aymi Ozellik se¢im yontemi ile LSTM dogruluk
performansinin %50’den %56,67’ye ¢iktig1 goriilmektedir.

FROTO hisse senedi i¢in siniflandirma performanslarinin 6zellik se¢im yontemlerine

gore karsilastirilmasi yapildiginda 200 adimli dizilemede HSIC-Lasso yonteminin
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LSTM performansimni ciddi 6l¢iide artirarak toplam dogruluk oranimi %46,67’den
%60’a cikardig1 goriilmektedir. Buna ek olarak RFE yontemiyle kullanilan GRU
modelinde de toplam tahmin dogruluk oran1 %63,33’ten %66,67’ye yiikselmistir. 100
adiml dizileme baz alindiginda da MRMR yontemi ile boyut indirgeme yapilmis veri
kiimesi {izerinde GRU modelinin toplam dogruluk performansi %56,67’den %60’a
cikmustir.
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5. SONUCLAR VE ONERILER

Finansal piyasalarda karar vermek piyasalar1 etkileyen birgok farkli faktoér géz oniine
alindiginda zor bir siireci ifade etmektedir. Zaman serisi olarak modellenebilen
finansal verilerin dogrusal olmayan dinamik ve kaotik karakteristigi gelecegin tahmin

edilebilmesini oldukg¢a zorlastirmaktadir.

Bu calismada yinelemeli sinir aglar1 kullanilarak Borsa Istanbul’da islem géren farkli
sektorlerden 3 sirketin hisse senedi yon hareketlerinin tahmini amaglanmistir. Derin
o6grenme modellerinin tahmin performansinin, zaman serisi olarak modellenen
finansal veri tizerinde farkli adimli dizileme yaklasimlari ve hisse senedi veri kiimeleri
tizerinde dogrusal olmayan 6zellik se¢cim yontemleri kullanilarak yapilacak boyut
indirgeme yOntemleriyle saglanan ciktilarinin  karsilastirilmasinin - hedeflendigi

tasarimlar belirli bir metodolojiyi takip etmistir.

Calisma Akbank, Turkcell ve Ford Otosan i¢in veri kiimelerinin Reuters Haber Ajansi
kaynak alinarak donemsel sirket finansal verileri, teknik indikatorler, ulusal ve
uluslararast borsa endeks verileri, emtia ve doviz fiyatlari, makroekonomik
gostergeler, finansal oranlar gibi ¢ok cesitli verilerin sirali 1270 piyasa islem giinii i¢cin

hazirlanmasi ile baslamaktadir.

Veri isleme siireclerinden sonra hazirlanan zaman serisi verilerine bir sonraki islem
giiniindeki yon hareketine gore “AL” ve “SAT” anlamim tagiyan ikili etiketleme
uygulanarak verinin smiflandirma algoritmalarina elverisli hale getirilmesi
saglanmistir. Etiketleme caligmasinin tamamlanmasinin ardindan tiim 6zellik uzayi
sayisal degerlerden olusan veri kiimeleri, sinir aglar1 iizerinde optimum sonuglara daha
performansl ulagabilmek amaciyla normalizasyon islemiyle 0 ve 1 arasinda

Olceklendirilmistir.
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Veri normalizasyonundan sonra dogrusal olmayan finansal veri karakteristigindeki
bagimliliklar1 tespit ederek yapilacak boyut indirgemenin tahmin performanslari
tizerindeki etkisini inceleyebilmek amaciyla dogrusal olmayan 3 o&zellik segim
yontemi, hazirlanan veri kiimeleri iizerinde uygulanmis ve yapilan stres testleri

neticesinde 6zellik uzay1 70 olacak sekilde indirgenmistir.

Tahmin tasariminin devaminda zaman serisi verileri derin sinir aglarinin girdilerini
olusturacak zaman dizilerine ayrilmistir. Dizileme ¢alismasinda 100, 200, 300 ve 400
siral1 zaman adimlariyla olusturulan iki boyutlu zaman dizileri, tiim zaman serisi
tizerinde birer adim kaydirilan pencereler yontemi ile olusturulmustur. Dizi
etiketlemesinin de beraberinde yapildig1 bu yontemle gelecek islem giiniindeki hisse
senedi yoniinlin tahmini i¢in sirali gegmis zaman serisi gozlem gruplartyla egitilen

modellerden yararlanilmistir.

Tahminlemenin son asamasinda zaman dizileri, tasarlanan LSTM ve GRU aglarina
girdi olarak verilerek sinif etiketlerine gore egitim asamasi gerceklestirilmistir. 1240
islem giinii lizerinde farkli geri bakma degerleri ile hazirlanan diziler model egitimi
icin kullanilmis ve gelecek 30 islem giinindeki hisse senetlerinin yon hareketleri

tahminlemesi yapilmistir.

Calismada elde edilen model tahminleme ¢iktilart AKBNK, TCELL ve FROTO hisse
senetleri i¢in 4 farkli geri bakma degeri ile saglanan dizilemeler igin sunulmus,
devaminda geri bakma degerleri ve 6zellik se¢im yontemleri ayri olarak ele alinarak
performans karsilagtirmalarina yer verilmistir. Performans karsilastirmalar1 belirlenen
4 metrik ¢ercevesinde yapilmistir. Bu metrikler “AL” kararini 6l¢en long dogruluk,
“SAT” kararin dlgen short dogruluk ve genel model basarimlarini 6lgen agirlikli F1
skor ile toplam tahmin dogrulugunu 6lgen toplam dogruluk metrikleridir. Karar verme
asamasinda modelin yatirim kabul kriteri olarak long ve short dogrulukta %350
tizerinde dengeli performans sergilemesi ve toplam tahmin dogrulugunda %55
seviyesinin tlizerine c¢ikabilmesi belirlenmistir. Performans metrikleri bu agidan
degerlendirilmis, en az bir metrikte yatirim kabul kriterini saglamayan model basarisiz
olarak degerlendirilmis ve performans acgisindan iyilesmeye acgik olarak

yorumlanmustir.
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Tasarlanan yapi gercevesinde sunulan yontem ve modellerin farkli sektdrden 3 sirketin
hisse senetleri lizerinde de yatirnm kararlarinda yararlanilabilecek yiiksek tahmin
performanslari ortaya koyabilecegini gdstermistir. Ozellik segim yontemleri ile LSTM
ve GRU derin sinir ag mimarilerinin sagladigi tahmin performansinin
iyilestirilebilecegi, sunulan akisin portfdy yonetimi kararlarinda uygulanabilirligi
ortaya koyulmustur. Kaotik, dinamik ve dogrusal olmayan finansal verilerin, gegmis
gbzlem noktalarinin dizilenmesi ile derin sinir aglari izerindeki egitim agsamalarindan
sonra tahmin edilebilirliginin gosterildigi calisma ayrica ortaya farkli gelisim alanlar
da koymaktadir. LSTM ve GRU model hiper parametrelerinin optimizasyonu ile elde
edilen sonugclar iyilestirilebilir. Tahmin stratejisi yoniinden ise modeller belirli bir giin
icin tahmin yaptiktan sonra giincel veri ile yeniden egitilerek yinelemeli bir tahmin

yontemi ile hisse senedi yon tahmin basarimlari daha da iyilestirilebilir.
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