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OZET

Transfer Ogrenmesi Tabanl Hibrit Evrisimsel Sinir Ag

Modelleri Kullanilarak Meme Kanseri Teghisi

Chingiz SEYIDBAYLI

Mekatronik Miihendisligi Anabilim Dali

Yiiksek Lisans Tezi

Danisman: Dog. Dr. Cenk ULU

Diinya Saglik Orgiitii'ne gére meme kanseri en yaygin kanser tiirlerinden biridir.
2020 yilinda meme kanseri teshisi koyulmus 2.26 milyon kisinin 685 bini hayatinm
kaybetmistir. Son yillardadijital kanser tani sistemlerinin kullanimi popiilerlik
kazanmstir. Ozellikle son 10 yilda derin 6grenme modelleri ve evrisimsel sinir ag1
(ESA) modelleri, yiiksek performanslarindan dolayr goriintiilerden kanser
siniflandirma uygulamalarinda yaygin olarak tercih edilmektedir. Transfer
ogrenmesi yontemi kullanilarak 6n egitilmis modellerin 6zellik ¢ikarimu ile ilgili
parametreleri yeni modellere aktarilabilmekte ve boylece kisitli egitim veri seti
olmast durumunda dahi tatmin edici basarimlar elde edilebilmektedir. Son
zamanlarda ESA’lar ile elde edilen teshis performansini daha da arttirmak icin
hibrit modeller onerilmistir. Literatiirde hibrit modeller, genellikle farkli ESA
mimarilerinin belli katmanlar1 birlestirilerek olusturulmaktadir. Bu hibrit
modellerde her bir ESA modelinin katman ¢ikislar1 ayr1 ayr islenip, elde edilen

degerler birlestirilerek siniflandiriciya girdi olarak verilmektedir.

Bu calismada, doku bazli patoloji goriintiileri {izerinden gerceklestirilen meme

kanseri teshis isleminde hibrit ESA modeli kullanilarak tekli ESA modelleri ile elde

xii



edilen teshis basariminin arttirilmasi amaclanmistir. Hibrit modeli olusturmak icin
kullanilacak tekil ESA modelleri olarak ResNet50, VGG16, VGG19 ve Xception 6n
egitilmis modelleri tercih edilmistir. En iyi hibrit modelin elde edilmesi icin tekil
modellerin ikili, {icli ve dortlii kombinasyonlar1 olusturulmus ve basarimlari

deneysel olarak analiz edilmistir.

Modellerin egitilmesi ve test edilmesi icin CAMELYON ISBI ve BreaKHis veri setleri
kullanilmistir. Veri setlerinden elde edilmis 225x225 boyutlarinda goriintiilerin
siniflandirilmasi gerceklestirilmistir. Tekli egitim modellerinin olusturulmasi icin
VGG16, VGG19, ResNet50 ve Xception modelleri transfer 6grenmesi yontemi ile
alinmis ve genel 6zellik cikaran katmanlari dondurulmustur. Kalan katmanlardaki
belirli bir katmanin ¢ikisina global maksimum havuzlama katmani eklenmis ve
geri kalan katmanlar modelden ¢ikarilmistir. Bu katmandan sonra siniflandirma
islemi icin bir tam bagli ag eklenmistir. Bu tam bagh agda 1024 norondan olusan
yogunluk katmam yer almakta, seyreltme ve yigin normalizasyon islemleri
yapilmakta ve softmax fonksiyonu kullanilarak siniflandirma
gerceklestirilmektedir. Dondurulmus katmanlar disinda kalan katmanlarin egitimi
gerceklestirilmistir. Tekil modellerin egitimi yapilip, parametreleri kaydedildikten
sonra, ikili, ticlii ve dortlii egitim hibrit modelleri olusturulmustur. Bu modeller
olusturulurken kaydedilmis her bir tekli modelin 1024 nérondan olusan
katmanindan elde edilen 6znitelik vektorlerinin birlestirilmesi ile yeni 6znitelik
vektorleri elde edilmistir. Bu birlestirilmis vektorlere seyreltme ve yigin
normalizasyon isleminin uygulandigi tam bagli katman ile siniflandirma islemi
gerceklestirilmistir. Sonuclarin basarim oOlctimleri icin kesinlik, duyarlilik, F1-
skoru ve dogruluk metrikleri secilmistir. Elde edilen deneysel sonuclara gore
CAMELYON veri seti icin en iyi sonucu %97.08 dogruluk oran: ile ResNet50 —
VGG16 — Xception ¢l hibrit modeli ve BreaKHis veri seti icin en iyi sonucu

%97.75 dogruluk orani ile VGG16 — VGG19 ikili hibrit modeli gostermistir.

Anahtar Kelimeler: Evrisimsel sinir agi, hibrit model, 6n egitilmis aglar, transfer

o0grenmesi, meme kanseri teshisi.

YILDIZ TEKNIK UNIVERSITESI
FEN BILIMLERI ENSTITUSU
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ABSTRACT

Breast Cancer Detection Using Transfer Learning Based
Hybrid Convolutional Neural Network Models

Chingiz SEYIDBAYLI

Department of Mechatronics Engineering

Master of Science Thesis

Supervisor: Assoc. Prof. Dr. Cenk ULU

According to the World Health Organization, breast cancer is one of the most
common types of cancer. 685.000 of the 2.26 million people diagnosed with breast
cancer died in 2020. The use of digital cancer diagnosis systems has gained
popularity in recent years. Especially in the last 10 years, deep learning models
and convolutional neural network (CNN) models have been widely preferred in
cancer classification applications due to their high performance. By using the
transfer learning method, the parameters related to the feature extraction of the
pre-trained models can be transferred to the new models and thus satisfactory
performances can be obtained even in the case of a limited training data set.
Recently, hybrid models have been proposed to further enhance the diagnostic
performance of CNNs. In literature, hybrid models are generally constructed by
combining certain layers of different CNN architectures. In these hybrid models,
the layer outputs of each CNN model are processed separately and the obtained

values are combined and given as input to the classifier.

In this study, it is aimed to increase the detection performance obtained with
single CNN models by using the hybrid CNN model in breast cancer detection
applications performed on histopathological images. ResNet50, VGG16, VGG19,

Xiv



and Xception pre-trained models are preferred as single CNN models to construct
the hybrid models. In order to obtain the optimal hybrid model, double, triple,
and quadruple combinations of single models are constructed and their

performances are analyzed experimentally.

To train and test the models, CAMELYON ISBI and BreaKHis datasets are used.
Classification of images with the size of 225x225 pixels obtained from datasets is
performed. In order to construct single training models, VGG16, VGG19,
ResNet50, and Xception models are taken by the transfer learning method, and
their general feature extraction layers are frozen. A global maximum pooling layer
is added to the output of a particular layer in the remaining layers, and subsequent
layers are removed from the model. After the global maximum pooling layer, a
fully connected network is added for the classification process. This fully
connected network has a density layer consisting of 1024 neurons, a dropout
layer, and a batch normalization layer, and classification is performed using the
softmax function. The training of the layers other than the frozen layers is
performed. After training the single models and saving their parameters, training
hybrid models composed of two, three, and four CNN models are constructed.
While constructing these hybrid models, a new feature vector is obtained by
combining the feature vectors obtained from the layer consisting of 1024 neurons
of each saved single model. The classification process is performed for these
combined vectors by using a fully connected network including dropout and batch
normalization layers. To evaluate the performances of the models, precision,
recall, F1- score, and accuracy are chosen as the performance metrics. The
experimental results show that the best performances are obtained by the
ResNet50 — VGG16 — Xception hybrid model with the accuracy of 97.08% and the
VGG16 — VGG19 hybrid model with the accuracy of 97.75% for the CAMELYON

dataset and the BreaKHis dataset, respectively.

Keywords: Convolutional neural network, hybrid model, pre-trained networks,

transfer learning, breast cancer detection.
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GRADUATE SCHOOL OF SCIENCE AND ENGINEERING



GIRIS

1.1  Literatiir Ozet

Kanser, Diinya genelinde yaygin 6lim nedenlerindendir. Bu hastaliktan 2020
yilinda yaklasik 10 milyon 6liim gerceklesmistir (Diinya Saglik Orgiitii, 2022).
Listenin basinda ise meme kanseri gelmektedir. Diinya Saghk Orgiitii (DSO)
verilerine gore 2020 yilinda 2,26 milyon kisiye meme kanseri teshisi konmus ve

bu vakalarin 685 bini 6liimle sonuclanmistir (Diinya Saglik Orgiitii, 2021).

Meme kanseri, lobiiller (siit tiretimi icin bezleri iceren dokular) vasitasi ile meme
ucuna dogru baglanan kanallara uzanan kanser tiiriidir. Tipik belirtiler
gelismeden 6nce hastanin yumrudan siiphelenmesi ile tespit edilir. Radyografik
gorlintiileme esnasinda iyi huylu olduguna kanaat getirilirse miidahale edilmez.
Eger lezyon ya da tiimorden siiphelenilirse mamografi, manyetik rezonans,
bilgisayarli tomografi, fiziki muayene veya histopatolojik goriintii incelenmesi
yontemi ile teshis edilir. Yardimci tarama yOntemi i¢in tiimoriin dogrusal olarak
bliyimesi beklenir. Ama eger hastalikli bolge heterojen bicimde biiytimeye
baglarsa yanlis teshise yol acabilir. Bu problem beraberinde fazladan maliyete ve
hastanin psikolojisinin etkilenmesine yol acabilir. Bu gibi durumlar g6z 6niine
alindiginda, teshis basarimimi arttirmak icin geleneksel teshis uygulamalarinin
yaninda bilgisayar destekli teshis sistemlerine de ihtiya¢ duyulmustur (Dogra,
2019; Lgberg ve ark., 2015; Nahid ve ark. 2017; Sadoughi, ve ark., 2018; Zou, ve
ark, 2019).

Bilgisayar destekli teshis sistemleri 1950’lerin sonlarindan itibaren arastirmacilar
tarafindan karar siireclerini yonetmek, akis semalari, istatistiksel model eslestirme
gibi alanlarda kullanilmaya baslamistir (Yanase ve ark., 2019). 1970’lerin basinda
egitim amaciyla kullanilmak iizere MYCIN (Shortliffe ve ark., 1975), Internist-I
(Miller, Pople, ve ark., 1985) ve CADUCEUS (CADUCEUS: An Experimental

Expert System for Medical Diagnosis, 1986) gibi uzmanlar sistemler gelistirildi.



Yine ayni donemde Richard M. Karp tarafindan yayinlanmis “Reducibility among
Combinatorial Problems” (Birlesimsel Problemler Arasinda Indirgenebilirlik)
(Karp, 1972) makalesinden sonra arastirmacilar uzman sistemlerde bulunan
sinirlamalar1 farkettiler ve bununla beraber yeni yaklasimlar ortaya atilmaya

baglanmistir (Yanase ve ark., 2019).

Bilgisayar teknolojisinin gelismesi ile giiniimiizde yaygin olarak yapay zeka
destekli sistemlerden derin 6grenme yontemleri kullanilmaktadir. Sinir aglarinin
basarimi kayda deger oranda ilerlemis ve bircok endiistriyel uygulamada etkin
sekilde kullanilmaktadir (Szegedy ve ark., 2015). Makine O0grenmesi ve derin
O0grenme yOntemi sayesinde, geleneksel yapay zeka yontemleri ile ¢oziilmesi zor
problemler daha yiiksek basarimla ¢oziilebilmektedir (LeCun ve ark., 2015). Derin
ogrenme modelleri, 6grenme icin etiketsiz verileri kullanabilir ve bu sebepten
otiirti heterojen verilerle calismak icin uygundur (Chen ve ark., 2014). Bu alanda
karmasik verilerden 6grenme (Miotto ve ark., 2018; Wei ve ark., 2017), goriinti
analizi (Shin ve ark., 2016), metin isleme (Song ve ark., 2016) gibi alanlarda
calisma sonuclar1 kabul gormektedir. Derin 6grenmenin kullanildig: bir diger alan
da tibbi teshistir. Bu alanda derin 6grenme, siniflandirma, boliitleme, tahmin vb.
islemler icin kullanilmaktadir. Bilgisayar destekli teshis sistemleri yanlis teshisi

%77 oraninda azaltmaktadir (Nover ve ark., 2009; Burhenne, et al., 2000).

Derin 6grenme yontemleri ile gelistirilen 6nemli saglik calismalarina 6rnek olarak
kisa eksenli kardiyak manyetik rezonans goriintiilemeden (MRG) sol ventrikiiliin
segmentasyonunu  kolaylastirabilen =~ deforme  olabilen  bir = modelin
parametrelerinin sifrelemesi (Avendi ve ark., 2016) ve MRG taramalarindan
biyobelirtecleri belirlemek icin yapilan tibbi goriintileme calismalarin

gosterebiliriz (Li ve ark., 2015).

Derin 0grenme yontemlerinden olan evrisimsel sinir aglar1 (ESA) tibbi goriintii
analizinde yaygin bicimde kullanilmaktadir. ESA’lar ¢ok katmanli algilayicilar
olarak goriintiileri girdi olarak alip, daha sonra agirlik ile o6zellik haritalari
olustururlar. Bu yapilar, geleneksel derin 6grenme modellerine gore kullanilan
parametre sayisinit azaltarak modelin verimliligini artirmaktadirlar (Dabral ve

ark., 2021).



ESA’lar, hastaliklarin teshisinde 0Ozellikle kanser biyopsilerinin teshisi icin
vazgecilmez hale gelmistir (Tearney ve ark., 1997; Hendee, 1983). Bu derin
o0grenme modelleri, tibbi goriintiileme alaninda giiniimiizde X isinlari, MRG,
bilgisayarli tomografi (BT), pozitron emisyon tomografisi (PET) ve ultrason
yontemleri ile elde edilmis tibbi goriintiilerde kullanilmaktadir (Heidenreich,
Desgrandschamps, ve ark., 2002). ESA’lar ile meme kanseri, akciger kanseri,
prostat kanseri, kemik baskilanmasi, deri lezyonlar1 ve Alzheimer hastalig1 gibi
hastaliklarin teshisi icin goriintii analizi yapilmaktadir (Nomura ve ark., 2017;
Liang ve ark., 2016; Firmino ve ark., 2014; El-Baz ve ark., 2013; Nishio ve ark.,
2017; Kawagishi ve ark., 2017; de Carvalho Filho ve ark., 2017; Nomura ve ark.,
2017; Liang ve ark., 2016).

Bilgisayar destekli teshis sistemlerinde dogruluk orani1 ve model performansini

artirmak icin bircok ESA model yapis1 onerilmistir.

Afonso ve ark. (Afonso ve ark., 2019) tarafindan yapilmis ¢alismada Parkinson
hastaligin1 teshis etmek amaci ile motor sinyallerinin tekrarlama grafikleri,
goriinti alani ile eslestirilmistir. Daha sonra elde edilmis bu veri ESA’y1 beslemek

icin kullanilmis ve deneysel ¢alismalarda %87 dogruluk orani elde edilmistir.

Langkvist ve ark. (Langkvist ve ark., 2018) BT kesitlerinde tireter taslarinin
tanmimlanmasi icin ESA kullanarak model tasarimi yapmuslardir. Onerilen yéntem,
465 hastadan olusan veri setinde degerlendirilmis ve hasta basina %100 duyarlilik

ve ortalama olarak 2.68 yanlis pozitif sonug elde edilmistir.

Altaf (Altaf, 2021), mamografi goriintiilerinden meme kanseri teshisi icin darbe
baglantili sinir ag1 (Pulse-coupled Neural Network) ve transfer 6grenme tabanli
evrisimsel sinir ag1 ile birkac farkli 6n egitilmis ag1 birlestirip hibrit model elde
ederek egitimde kullanilmamis veri seti tizerinde denemis ve %98.77 oraninda

dogruluk elde etmistir.

Bilgisayar destekli teshis sistemlerinde kanser teshisi i¢in biyopsi numunelerinin
incelenmesi 6nem arz etmektedir. Tim Slayt Goriintiilime yOntemi olarak
adlandirilan bu yontemde veriler hiicre bazli olan sitolojik ve doku bazli olan
histolojik olarak iki gruba ayrilmaktadir. Hiicre bazli goriintiilerin siniflandirilmasi

islemi her bir hiicre icin tek tek yapildigindan veri setinin hazirlanmasi icin uzun
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zaman harcanmaktadir. Yogun emek harcanmasindan dolay: hiicre bazl az sayida
veri seti bulunmaktadir. Ornek olarak hiicre bazli yapiya sahip olan kadin rahim
agzi kanseri icin SIPaKMeD (Plissiti ve ark., 2018) ve Herlev (Arya ve ark.,2018)
gibi smiflandirilmis az sayida veri bulunmaktadir. Histopatoloji (doku
numunelerini inceleyen bilim dali) alaninda ise farkli organlara ait bircok veri
setleri bulunmaktadir. Farkli veri setleri yeni calismalara ve yeni yontemlerin
gelistirilmesine zemin yaratmaktadir. Ornegin, meme kanseri iizerine BreaKHis
(Spanhol ve ark., 2015), CAMELYON (Ehtesham ve ark., 2017), BACH (Aresta, ve
ark., 2019), Wisconsin (Dua ve ark., 2019), BreCaHAD (Aksac ve ark., 2019) gibi
bircok veri setleri mevcuttur. Bu veri setleri ile hem bdliitleme, hem de

siniflandirma {izerine calismalar yapilmistir.

Wang ve ark. (Wang ve ark., 2020) tarafindan yapilan calismada EfficientNet ag1
kullanilmis ve model performansini artirmak ve goriintii kalitesini korumak icin
Rastgele Merkez Kirpma yontemi onerilmistir. Ayrica sinir aginin alt 6rnekleme
Olcegi kiiciik coziiniirliikli gortintiller icin yeniden ayarlanmis ve %97.96

dogruluk degeri ve %99.68 Egri Altindaki Alan (AUC) degeri elde edilmistir.

Vo-Le ve ark. (Vo-Le ve ark., 2021) tarafindan yapilan c¢alismada transfer
ogrenmesi yontemi ile CAMELYON ve VBCAN veri setleri lizerinde histopatolojik
goriintiilerden meme kanseri teshisi yapilmistir. Calismada, VGG16, GoogleNet ve
ResNet50 on egitilmis modellerinin kombinasyonlar1 6znitelik c¢ikarilmada
kullanilmis ve sonrasinda geleneksel makine 6grenmesi yontemi ile siniflandirma
yapilmistir. CAMELYON veri seti ile test edildiginde en yiiksek dogruluk oram
%89.86 degeri ile VGG16 modeli olmustur. VBCAN veri setinde (Vo-Le ve ark.,
2021) ise ResNet50 modeli %96.98 dogruluk degerine ulagsmistir.

ESA performansini artirmak icin 6nerilen yontemlerden bir tanesi de ESA hibrit
yapida kullanilmasidir. Hibrit ESA’lar yapisina ve olusturulma sekline gore

farklilik gostermektedir.

Xie ve ark. (Xie ve ark., 2017) tarafindan yapilan calismada geleneksel sozliik
tabanli 6zelliklerin goriintiilerde daha fazla ayirt edici 6zellik barindirmasindan

dolay1 ESA modelinin ayr1 katmanlarinda elde edilmis farkli boyutlardaki 6zellik



haritalarin1 birlestirmis ve elde edilen vektorii destek vektor makineleri ile

siniflandirmistir.

Ding ve ark. (Ding ve ark., 2020) o6nerdigi yontemde bir boyutlu giris verileri
bicimlendirilmis, elde edilen iki boyutlu veriler ESA mimarisine girdi olarak
verilmistir. Cok katmanli agdan elde edilmis bir boyutlu verilerin 6zellikleri ile,
ESA cikisinda elde edilmis 6zellikler birlestirilmis ve siniflandirma icin tam bagh

katmana girdi verisi olarak kullanilmstir.

Rahaman ve ark. (Rahaman ve ark., 2021) tarafindan onerilen hibrit derin 6zellik
flizyonu yontemi ile farkli ESA’lar tarafindan cikarilmis oOznitelik vektorleri
birlestirilmis ve elde edilmis yeni vektor tam bagl katmanda siniflandirilmistir.
Calismada dort farkli 6n egitilmis ESA modelinin 1024 boyutunda olan cikislari

birlestirilmis ve tam bagh katmanda siniflandirilmistir.

Meme kanseri teshisi icin gelistirilen yontemler arasinda da hibrit ESA yapilar
mevcuttur. Zhu ve ark. (Zhu ve ark., 2019) tarafindan onerilen hibrit yontemde
tam slayt gortintiileri, hem boliimlenmis olarak, hem de tam slayt goriintiilerinin
alt orneklemesi ESA agina beslenmis ve boliimlenmis gortintiilerden elde edilen
tahmin oyu ile alt orneklenmis goriintiiden cikarilmis sonuclar birlestirilerek
tahmin yapilmistir. Model BreaKHis ve BACH veri setleri ile test edilmistir.
Goriinti bazinda BreaKHis veri seti i¢in 40x biiylitme orani i¢in %85.6, 100x icin
%83.9, 200x icin %85.4 ve 400x icin %81.2 basarim orani elde edilmistir. BACH
veri setinde ise %86.6 basarim orani elde edilmistir. Abedhaliem ve ark.
(Abedhaliem ve ark., 2022) tarafindan yapilmis calismada BACH veri setinden
ResNet18, Inception ResNet V2, ShuffleNet ve Xception ESA modelleriyle
cikarilmis 6znitelik vektorleri, el yordama ile ¢ikarilmis 6zniteliklerle birlestirilmis
ve temel bilesenler analizi ile elde edilmis yeni degerler Destek Vektor Makineleri
(DVM), Rastgele Orman (RF) ve K-En Yakin Komsuluk yontemleri ile
siniflandirilmistir. Onerilen yéntem ile %96.97 dogruluk basarimi elde edilmistir.
Yan ve ark. (Yan ve ark., 2020) tarafindan hibrit ESA modeli ile elde edilmis
oznitelik vektorlerinin birlestirilerek Yenilenebilir Sinir Aglari ile siniflandirilma
isleminin gerceklestirildigi bir yOntem Onerilmistir. BreaKHis veri setinin

kullanildig1 bu calismada %91.3 basarim elde edilmistir. Singh ve ark. (Singh ve



ark., 2011) meme histopatoloji goriintiisiinii tasarladiklari 8 6zellik ve 3 ileri ve
geri yonlii Yapay Sinir Ag1 (YSA) ile simiflandirmis ve %95 basari oranina
ulagmiglardir. Wang ve ark. (Wang ve ark., 2018) hiyerarsik kayipli ESA tasarlamis
ve dort simfli bir siniflandirma islemi gerceklestirmislerdir. Onerilen modelde iki
ozellik haritasi birlestirilerek elde edilen yeni yapiya uygulanan evrisim islemi ile
siniflandirma islemi gerceklestirilmistir. Ozellik haritalarindan birincisi giris
verisine uygulanan ESA modelinden, ikincisi ise giris verisine uygulanmis global
havuzlama, evrisim ve havuzdan cikarma islemlerinden elde edilmistir.
Universidade do Porto tarafindan olusturulmus veri setinde %88 dogruluk orani
elde edilmistir. Patil ve ark. (Patil ve ark., 2019) dikkate dayali coklu 6rnek
o0grenme yontemi (A-MIL) ile ESA tasarlamis ve BreaKHis ve BACH veri setleri ile
test etmislerdir. Model BreKHis 400x veri seti tizerinde %84.43, BACH veri seti
tizerinde %80 dogruluk elde etmistir. Joseph ve ark. (Joseph ve ark., 2022) el isi
ozellik ve derin Ogrenme ag kullanarak c¢ok smifli siniflandirma islemi
gerceklestirmislerdir. BreaKHis 400x veri seti lizerinde %96.84 dogruluk oram
gostermistir. Deniz ve ark. (Deniz ve ark., 2018) Alexnet ve VGG16 6n egitilmis
ESA modellerini kullanarak her bir agdan elde edilmis 6znitelik vektorlerini
birlestirmis ve DVM yardimi ile simiflandirma islemini gerceklestirmislerdir. On
egitilmis modellerin cikardig1 6znitelik matrisleri birlestirilmis ve siniflandirma
gerceklestirilmistir. Ayrica Alexnet ag1 iizerinde ince ayar yapilarak model test
edilmistir. BreaKHis veri seti iizerinde hibrit modelden %86.75, iyilestirilmis
Alexnet modelinden ise %91.3 dogruluk degeri elde edilmistir. Erdem ve ark.
(Erdem ve ark., 2021) tarafindan Onerilmis yontemde VGG16 ve Inception-V3
modellerinin “Global Average Pooling2d” katmanindan elde edilen Oznitelik
degerleri birlestirilmis ve 512 norondan olusan iki tam baghh katman ile
siniflandirma islemi gerceklestirilmistir. Onerilen yéntem BreaKHis 40X veri
setinde %99.03 basarima ulasmistir. Dandil ve ark. (Dandil ve ark., 2021)
tarafindan yapilmis calismada dort farkli yontemle elde edilmis 6znitelik
vektorleri birlestirilmis ve Bag of Words yontemi ve derin sinir ag1 yontemlerinin
birlestirilmesi ile simiflandirilmistir. Kullanilan veri seti tizerinde %94.5, test veri

seti lizerinde %80.8 basarim elde edilmistir.



1.2 Tezin Amaci

Bu tez calismasinin amaci, doku bazli patoloji goriintiileri {iizerinden
gerceklestirilen meme kanseri teshis isleminde hibrit ESA modeli kullanarak tekli
ESA modelleri ile elde edilen teshis basarimini arttirmaktir. Calismada BreaKHis
ve CAMELYON veri setleri kullanilmistir. Kullanilan hibrit modeli olustururken
oncelikle on egitilmis ResNet50, VGG16, VGG19 ve Xception ESA modellerinin
genel 0zellik ¢ikarma katmanlar transfer 6grenmesi yontemi ile alinmis ve genel
ozellik c¢ikaran katmanlari dondurulmustur. Kalan katmanlardaki belirli bir
katmanin ¢ikisina global maksimum havuzlama katmani eklenmis ve geri kalan
katmanlar modelden cikarilmistir. Bu katmandan sonra siniflandirma islemi icin
bir tam bagli katman eklenmistir. Bu tam bagli katmanda 1024 nérondan olusan
yogunluk katmami yer almakta, seyreltme ve yigin normalizasyon islemleri
yapilmakta ve softmax fonksiyonu kullanilarak siniflandirma
gerceklestirilmektedir. Dondurulmus katmanlar disinda kalan katmanlarin egitimi
gerceklestirilmistir. Daha sonrasinda en uygun hibrit model kombinasyonunun
belirlenmesi i¢cin modellerin ikili, Gicli ve dortlii sekilde gruplandirmasi yapilmis
ve bu kombinasyonlarda elde edilen 6znitelik matrisleri derin 6znitelik fiizyonu
yontemi ile birlestirilerek tam bagh ag yardimi ile siniflandirma islemi
gerceklestirilmistir. Olusturulan hibrit ESA modelinin basarimi tekil model

basarimlari ile karsilastirilarak tistiinliigii gosterilmistir.
1.3 Hipotez

Bu tez calismasinin hipotezi, doku bazli patoloji goriintiileri {tizerinden
gerceklestirilen meme kanseri teshis isleminde 6n egitilmis aglarin kullanildig:
hibrit ESA model yapisinin kullanilmasi ile tekli ESA modellerinin kullanilmasi

durumuna gore daha tistiin bir basarim elde edilecegidir.



2

GENEL BILGILER

2.1 Makine Ogrenmesi

Makine 6grenmesi, arastirmacilar, miihendisler, veri bilimciler tarafindan tercih
edilen modeller ve algoritmalar ile 6riintii tanima, veri analitigi, tahmin sistemleri
icin kullanilan hesaplama yontemidir. Veriler iizerindeki gizli oriintiileri ve
ozellikleri kesfetmeye yardimci olur (Ahuja ve ark., 2017). Makine 6grenmesi,
bilgisayarlara acikca programlanmadan 6grenme yetenegi saglar (Latif ve ark.,
2019). Tahmin icin secilen model veya algoritmalar evrensel olmamasindan
dolay1 gecmis gozlem ve calismalar incelenerek uygun model secimi yapilir
(Haykin S. , 1998). Makine 6grenmesinin Sekil 2.1'de gosterildigi gibi denetimli,

denetimsiz ve pekistirmeli 6grenme gibi alt kategorileri mevcuttur.

‘ Makine Ogrenmesi ‘
|

v ' '
Denetimli Ogrenme Denetimsiz Ogrenme Pekistirmeli Ogrenme
. Model Modelden
Regresyon Siniflandirma Kiimeleme Boyut Azaltma Tabanl Bagimsiz

Sekil 2.1 Makine 6grenmesi yontemleri
2.1.1 Denetimli Ogrenme

Makine o0grenmesi Sekil 2.2’de gosterildigi gibi modelinin veri etiketine dayali
olarak O0grenme tiiriidiir. Veriler ve verilerin aciklamasi olan etiketler modele
egitim icin beslenir. Model kendisini egiterek ve giincelleyerek etiket-veri ciftini
ogrenir. Daha sonradan egitimi tamamlanmis model yine etiketli veri ile test edilir
ve cikt1 olarak elde edilen etiketler gercek etiket ile karsilastirilarak dogruluk oram

belirlenir. Denetimli 6grenmenin amaci, girdi ve ciktilar arasindaki eslemeyi
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ogrenerek sisteme girdi olarak verilen verilerin ¢iktilarini tahmin etmektir. Bazen
o0gretmenle 6grenme, etiketli veriden 6grenme veya tiimevarimsal 6grenme olarak

da adlandirilmaktadir (Haykin S. , 1998; Kotsiantis, 2007).

Denetimli 6grenme, siniflandirma ve regresyon olarak ikiye ayrilir. Regresyon
problemlerinde girdi verilerini cikt1 fonksiyonlar1 ile eslestirmeye calisilir.
Siniflandirma problemlerine ise girdinin hangi gruba veya sinifa ait oldugu

belirlenmeye calisilir.

_ :. 0 MODEL TEST MODEL CIKTISI
VERI - .ol.0de o
0 St E oo mavi
e ﬁjg&' t % Z sees s kirmizi
ETIKET & . 2111 vesi

Sekil 2.2 Denetimli 6grenme modeli

2.1.2 Denetimsiz Ogrenme

Denetimsiz 0grenme, etiketlenmemis ve siniflandirilmamis veriler ile 6grenme
modelidir. Makine 6grenmesi algoritmasi bu islemleri gerceklestirirken herhangi
dis rehberlige ihtiya¢c duymaz, etiketlendirilmemis olsa bile Sekil 2.3’deki gibi
veriler arasinda benzerlik ve farkliklara gore gruplandirma islemini
gerceklestirmektedir. Etiketsiz veriler oncelikle model tarafindan islenerek
ozellikleri cikarilir ve benzer Ozelliklere sahip verilerin gruplandirilmasi veya
hesaplanmasi icin algoritma elde edilir. Sonrasinda tahmin islemi ile kiimeleme
gerceklestirilir. Amag, verilerdeki gizli oriintiilerin kesfedilmesidir (Hastie ve ark.,

2009; Dridi, 2021).

Denetimsiz 0grenme modellerinde islemler temel olarak girdiler arasinda
baglantilarin kesfedilmesi ile ilgilidir. Secilen denetimsiz 6grenme modeline gore

verilerle kiimeleme, boyut azaltma islemleri gercekestirilir.
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Sekil 2.3 Denetimsiz 6grenme modeli

2.1.3 Pekistirmeli Ogrenme

Pekistirmeli 6grenme, bir etmenin deneme yanilma yolu ile bilinmeyen ortami
ogrenme yontemidir. Sekil 2.4’de goriildiigi iizere etmen, yaptig1 eyleme karsilik
cevreden geri bildirimi 6dil veya ceza olarak alir, daha sonra elde ettigi bu geri
dontist kendisini egitmek ve cevre hakkinda bilgi edinmek icin kullanir. Amac,
etmenin Odiiliini en yiiksek degere ulastirmasi icin en iyi eylemleri se¢cmesidir.
Pekistirmeli 6grenmede etmen, denetimsiz 6grenme gibi herhangi bir uzman
bilgisine ihtiya¢ duymadan eylemleri deneyerek politika olusturur. Pekistirmeli
ogrenmenin temelinde herhangi bir durumda etmenin o ana kadar 6grendigi
bilgiden yararlanmasi veya o durumda hi¢ denenmemis eylemleri deneyerek yeni
eylemler kesfetmesi arasinda secim yapilmasi problemi yer alir (NAEEM ve ark.,

2020).

Etmen

Durum| |Odil Eylem
t

1
|
1
! Cevre
|
1
1

Sekil 2.4 Pekistirmeli 6grenme modeli
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2.2 Yapay Sinir Aglar

Yapay sinir aglari, insanin beyninde gerceklesen siirecleri simiile eden, biyolojik
bir sinir sisteminden ilham alinarak tasarlanmis hesaplama aglaridir (Park ve ark.,

2016).
2.2.1 Insan Beyni ve Sinir Sistemi Yapisi

Insan sinir sisteminin merkezinde bilgileri alan, isleyen ve ona uygun karar veren
beyin durur. Reseptorler disaridan gelen uyarilari beyne ileten elektriksel sinyaller
tretir (Haykin S., 2009). Beyin 10 milyar néron ve bu noéronlari birbirine baglayan
60 trilyon sinapstan veya baglantidan olustugu tahmin edilmektedir (Shepherd &
Koch, 1990).

Yetiskin bir beyinde calisma mekanizmasi noronlar arasinda yeni sinaptik
baglantilarin  yaratilmast ve mevcut sinapslarin  diizenlenmesi ile
gerceklesmektedir. Sekil 2.5’deki gibi piiriizsiiz ylizeye, az dallanmis ve uzun
yapiya sahip aksonlar, iletim kanallar1 ve algilayic1 diizensiz yiizeye sahip ve daha
fazla dallanan yapiya sahip olan dendritler plastisite mekanizmasina yardimci

olurlar (Freeman, 1975).
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Sekil 2.5 Insan sinir modeli yapis1 (Haykin S., 1998)

2.2.2 Noron Modeli

Noron, yapay sinir aginda en temel bilgi isleme birimidir. Bir noronun temel yapisi
Sekil 2.6’da gosterilmistir. Noral modelde herhangi k néronuna baglanan j
sinapsimin girisindeki x; sinyali wy; agirhig ile carpilir ve toplayiciya eklenir.
Toplayiciya giren bias degeri sinyal ve agirlik ¢arpimi ile toplanir ve aktivasyon

fonksiyonuna girer.
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Sekil 2.6 Noron modeli

Matematiksel olarak k néronu Denklem 2.1 ve 2.2'de ifade edildigi gibi yazilabilir:

m

v = Z Wy X; (2.1)
=1

Yk = (Vi + by) (2.2)

Noronun degerini temsil eden v, degeri nérona giren tiim degerlerin agirliklar ile
carpilmasinin toplamini, y, degeri ise bu toplam ifadesinin bias degeri ile

toplaminin aktivasyon fonksiyonunda hesaplanmis degerini temsil eder.
2.2.3 Tek Katmanh Aglar

Tek katmanli sinir aginda Sekil 2.7'de gosterildigi gibi noronlar bir katman olarak
diizenlenir. Noronlarin cikislar1 dogrudan cikis katmanina yansir. Bu tip aglara

ileri beslemeli aglar denir. Kaynak diigiimlerin girisleri katman olarak sayilmaz.
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Sekil 2.7 Tek katmanli ag (Haykin S., 1998)

2.2.4 Cok Katmanh Aglar

Ileri beslemeli agin diger bir tiirii cok katmanl aglardir. Tek katmanli yapidan
farkli olarak burada Sekil 2.8'de goriildiigii gibi giris veya cikis katmaninda
gortinmeyen “gizli” katman veya katmanlar bulunmaktadir. Gizli katmanin amaci
girdi katmanindan alinan veriyi agirliklandirarak bir aktivasyon fonksiyonu
araciligi ile cikti1 katmanina iletmektir. Bu sayede gizli katman, karmasik verilerde

bulunan oriintiilerin 6grenilmesini kolaylastirmaktadir.
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Sekil 2.8 Cok katmanl aglar (Haykin S., 1998)

2.3  Derin Ogrenme

Diger ad1 temsili 6grenme (Bengio ve ark., 2013) olan ve yaygin olarak kullanilan
derin 6grenme Sekil 2.9'da gosterildigi gibi yapay zeka ve makine 6grenmesinin
bir alt dalidir. Derin 6grenme metin madenciligi (Amrit ve ark., 2017), istenmeyen
e-posta algilama (Crawford ve ark., 2015), video 6nerme (Deldjoo ve ark., 2016),
goriintii siniflandirma (Al-Dulaimi ve ark., 2019) gibi bir¢cok uygulamada

kullanilmaktadir.

Derin Ogrenme algoritmalar1 ile otomatik sekilde veriden 6zellik
cikarilabilmektedir. Bu modeller, ilk katmanlarda diisiik seviyeli, son katmanlar
ise yiiksek seviyeli Oznitelik cikarmaktadirlar. Derin 6grenme mimarisi, farkl
olaylar1 kullanarak insan beyni gibi veriden otomatik cikarim yapabilmektedir

(Alzubaidi ve ark., 2021).
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Yapay Zeka

Derin Ogrenme

Sekil 2.9 Yapay zeka ve makine 6grenmesinin alt dali olarak derin 6grenme

modeli

2.3.1 Evrigimsel Sinir Aglan

Derin 6grenme yontemleri arasinda en yaygin olarak kullanilanlardan bir tanesi
Evrisimsel Sinir Aglaridir (ESA). ESA’lar kendi Onciilerine gore insan denetimi
olmadan oznitelikleri otomatik olarak tanimlar (Gu ve ark., 2018). Bilgisayarlh
gorii, yliiz tanima (Fang ve ark., 2020), konusma isleme (Palaz ve ark. 2019) gibi
bircok alanda ESA'lar kullanilmaktadir. Geleneksel sinir aglarindan farkli olarak
ESA’lar goriintii gibi iki boyutlu verilerden tam yararlanmak icin kullanilir. Bu
islem az sayida parametre kullanarak egitim siirecini basitlestirir. Cok katmanli
algilayic1 yapisina benzeyen bu yapi Sekil 2.10'da gosterildigi gibi bir dizi
katmandan olusur (Alzubaidi ve ark., 2021). Bu katmanlar evrisim katmani,
havuzlama katmani, aktivasyon katmani, tam baghh katmanlaridir. Ayrica
seyreltme, y1gin normalizasyon gibi diizenlilestirme (regiilarizasyon) islemleri

mevcuttur.
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Sekil 2.10 Evrisimsel sinir ag1 modeli

2.3.1.1 Evrisim Katmam

ESA mimarisinin en 6nemli bileseni olan evrisim katmani, bir dizi ¢ekirdek olarak
adlandirilan filtreden olusur. Evrisim katmaninin amaci N boyutlu metrige sahip

girdi verisinin 6zellik haritasini cikarmaktir.

Cekirdek, agirlik olarak tanimlanan ayrik sayr veya degerlerden olusan bir
matristir. ESA egitiminin baslangicinda agirliklar rastgele atanir. Bu agirliklar

egitim slirecinde diizenlenir ve veriden 6nemli 6zellikleri ¢ikarmay1 6grenir.

Evrisim islemi cekirdek matrisinin Sekil 2.11’de goriildiigli tlizere girdi verisi
{izerinde dolasmast ile gerceklesir. Ornek olarak RGB gériintiiler iic kanalli bir veri
iken gri tonlamali goriintiiler ise tek kanalli bir veridir. Sekilde verilmis biiyiik
matris girdi verisini, yesil matris ise ¢ekirdek matrisini temsil eder. Cekirdek
matrisi girdi matrisi tizerinde yatay ve dikey olarak kayarak dolasir. Bu islem daha
fazla kayma alani kalmayana kadar devam eder. Cekirdek matrisi genellikle 1x1,

3x3, 5x5 ve 7x7 boyutlarinda secilmektedir.

Cekirdek matrisinin girdi matrisi tizerinde bulundugu bolgedeki degerler ile skaler
carpimi gerceklesir ve bu degerler toplanir. Kayma isleminin bitmesi ile yeni
matris elde edilmis olur. Evrisim isleminden ge¢mis olan matrisin boyutu, giris

matrisinden daha kii¢iik olur. Eger ayn1 boyutlu matris elde edilmek istenirse bu
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zaman cekirdek matrisinin orta noktasi, giris matrisinin kosesine gelecek sekilde

yerlestirilir.
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Sekil 2.11 Evrisim islemi (Haykin S., 2009)

Cekirdek matrisinin adim degerleri ve baslangic noktalar1 degistirilebilir
ozelliklerdir. Bu degerlerin degistirilmesi ile 6zellik haritasinin boyutlar1 degisir.
Ama genellikle burada amac elde edilmis yeni matrisin 6nceki matrise gore daha

kiiciik boyutta olmasidir.

Renkli goriintiiniin 3 kanaldan olusmasindan dolayi, girisin bir renkli resim olmasi

durumunda evrisim isleminin ciktis1 3 boyutlu bir matris olmaktadir. Fakat
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renklerin 6nem tasimadig1 durumlarda is yiikiinii azaltmak icin girdi resimleri

siyah beyaz olarak kullanilmaktadir.

Evrisim islemi gerceklestikten sonra elde edilen 6zellik haritasi daha yiiksek
seviyeli Ozellikleri ¢ikarmak icin bir sonraki evrisim katmanina giris olarak
uygulanir. Bu islemde filtre sonucunda elde edilen 6zellik haritasinin konuma
baghh olusu1 modelin performansini diisirmektedir. Bu durumda havuzlama
yontemi ile daha biiyiik kayma adimi ve doldurma yontemi ile goriintiiniin daha

yliksek seviyeli 6zellikler ¢cikarmasi saglanabilir.
2.3.1.2 Havuzlama Katmam

Havuzlama katmani, 6zellik haritalarinin alt 6rneklemesini olusturmak icin
kullanilir. Bu islem evrisim isleminin ardindan gerceklestirilir. Bu islemin amaci,
havuzlama asamasinin her adiminda baskin bilgileri koruyarak daha kiiciik 6zellik
haritasinin olusturulmasidir. Havuzlama, evrisim isleminde doldurma ve daha
biiyiik kayma adimu ile elde edilen yiiksek seviyeli 6zelliklerin elde edilmesi icin

kullanilan bagka bir yontemdir.

Farkli havuzlama katmanlarinda kullanilmak tizere farkli havuzlama yontemleri
vardir. En yaygin kullamilan havuzlama yontemleri agac havuzlama, kapil
havuzlama, maksimum havuzlama, ortalama havuzlama, global ortalama
havuzlama ve global maksimum havuzlama yontemleridir. Sekil 2.12’de ortalama
havuzlama, global ortalama havuzlama ve maksimum havuzlama islemlerinin
ornegi verilmistir.

Ortalama havuzlama isleminde havuzlama filtresi iizerinde durdugu alanda
bulunan degerlerin ortalamasini alarak yeni elde edilecek matrisin ilgili
konumuna yerlestirir. Daha sonra havuzlama filtresi, evrisim katmaninda oldugu
gibi daha fazla kayma alani kalmayana kadar goriintii iizerinde kayarak yeni
ozellik haritas1 olusturur. Maksimum havuzlama yonteminde ise filtre, icerisinde
kalan girdi verisinin en biiylik degerini alarak yeni 6zellik haritasini olusturur.
Global ortalama havuzlama yonteminde ise tiim gortintiiniin ortalama degeri elde

edilerek 6zellik matrisi cikarilir.
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Sekil 2.12 Havuzlama yontemleri

2.3.1.3 Aktivasyon Fonksiyonlari

Aktivasyon fonksiyonu, noronlarin uygun sekilde ateslenerek girdi verisini cikt1
verisine eslestirmek i¢in kullanilan bir fonksiyondur. Girdi degeri, bias ve agirliklar
ile hesaplanmis noron c¢ikisidir. Bu aktivasyon fonksiyonu ilgili girdiye gore
noronu atesleme kararimi verir. Fonksiyonlar ayrica ESA’ lara ekstra karmasik
yapilar1 6grenme yetenegi verir. Yaygin aktivasyon fonksiyonlar1 asagida

belirtilmistir

Sigmoid Fonksiyonu: Girisi gercek say1 olan bu fonksiyon 0 ile 1 arasinda bir ¢ikis

degeri liretir ve Sekil 2.13(a)’da gosterildigi gibi S seklinde bir goriiniime sahiptir.

Sigmoid fonksiyonu denklem 2.1’de gosterildigi gibi ifade edilir:

1
f(x)sigm = 1+ex (2.1)

Tanh Fonksiyonu: Girisi sigmoid fonksiyonu gibi gercek sayilar olan Tanh

fonksiyonunun cikis1 Sekil 2.13(b)’de gosterildigi gibi -1 ile 1 arasindadir. Tanh
fonksiyonu denklem 2.2’de gosterildigi gibi ifade edilir:

eX —eX

[ tann = — (2.2)

eX+e™*

20



RelLU Fonksiyonu: ESA vyapilarinda en cok kullanilan fonksiyondur. Sekil

2.13(c)’de gosterildigi gibi tiim giris degerlerini pozitif degerlere doniistiiriir.

ReLU fonksiyonu denklem 2.3’de gosterildigi gibi ifade edilir:

f (X)gery = max(0, x) (2.3)
Sigmoid
1.0
1
olz)=
( ) l1+e
= -0 s
={.
-10 -5 U'UD 5 10 0
(a) (b)
RelLU
10+
z,z>0
ReLU(z)= _
0,otherwise s
-10 5 % 5 10

Sekil 2.13 Aktivasyon fonksiyonlari

2.3.1.4 Tam Bagh Katman

Tam baglh katmanlar, ESA mimarilerinin sonunda bulunur ve siniflandirma islemi
icin kullanilir. Bu katmanlarda Sekil 2.14’de gosterildigi gibi her bir noron, bir
onceki katmanin noronlarina baglidir. Tam bagl katmalardan olusan agin girisi
son havuzlama veya son evrisim katmaninin cikisindan gelir. Bu girdi, o6zellik

haritalarini olusturan bir vektor bicimindedir.
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Sekil 2.14 Tam bagh katman

2.3.1.5 Seyreltme

Genelleme islemi icin yaygin olarak kullanilan bu teknik her egitim asamasinda
noronlar rastgele diisiiriir veya modelden atar. Bu durumda o noronlar ve néron
baglantilar1 yok sayilir. Bunun amaci Ozellik secim giiclinii tiim noéronlara
dagitmak ve modeli farkli bagimsiz ozellikler 6grenmeye zorlamaktir. Ayrica bu
yontem asir1 6grenme probleminin Oniine de gecmektedir. Buna ragmen test

islemi sirasinda tahmin etmek i¢in tam 6lcekli ag kullanilir.
2.3.1.6 Yigin Normalizasyon

Yi1gin normalizasyon yOntemi, ¢ikti aktivasyonlarinin performanslarini saglar. Bu
performans Gauss dagilim birimini takip eder. Her katmandaki c¢iktidan
ortalamay1 cikarip standart sapmaya bélmek ciktiyr normallestirir. On isleme
gorevi goren bu katmanin aktivasyon katmanlarina uygulanmasi, dahili kovaryans
kaymasini azaltmak i¢indir. Bu kayma, farkli kaynaklardan toplanmis goriintiilerin
egitimleri sirasinda siirekli agirlik giincellemesi maliyete neden olacaktir. Fakat

y1gin normalizasyon bu maliyeti en aza indirmek icin kullanilir.
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2.3.2 On Egitilmis Aglar

Son 10 yilda farkli arastirma gruplari tarafindan bircok ESA mimarisi Onerilmistir.
Bu modellerin amaci farkli uygulamalarin performanslarini iyilestirmektir.
ESA’larn tarihi, el yazisi rakamlarini tanimak i¢in kullanilan LeNet (LeCun ve ark.,
1995) ile baglamistir. Krizhevesky ve ark. tarafindan onerilen goriintii tanima ve
siniflandirma alanlarinda yenilik¢i sonuclar elde etmis AlexNet (Krizhevsky,
Sutskever, & Hinton, 2017) mimarisi yaygin bicimde kabul gérmektedir. Alexnet
mimarisi sonrasinda VGG (Simonyan & Zisserman, 2014), GoogleNet (Szegedy ve
ark., 2015), ResNet (He ve ark., 2016), Xception (Chollet, 2017) vb. gibi bir ¢ok
basarili ESA mimariler ortaya c¢ikmistir. Bu modellerin egitilmesi ve test
edilmesinde ImageNet (Deng ve ark., 2009), CIFAR-10, CIFAR-100 (CIFAR-10
and CIFAR-100 datasets), MNIST (Fatahi, 2014) veri setleri yaygin olarak
kullanilmaktadir. ESA mimarilerinde en yeni gelismeler ag derinliginin degismesi
ile elde edilmistir. Bu aglar 6n egitilmis sinir aglari olarak da ifade edilmektedir.
Yaygin olarak kullanilan ve ayrica bu ¢alismada da tercih edilmis ag modellerinin

yapilar1 asagidaki boliimde belirtilmistir.
2.3.2.1 VGG

ESA’larin goriintii tanmima islemlerinde etkinligi kabul edildikten sonra Simonyan
ve Zisserman tarafindan Gorsel Geometri Grubu — Visual Geometry Group (VGG)
ad1 verilen model 6nerilmistir. Bu model, kendi onciileri ZefNet (Zeiler & Fergus,

2014) ve AlexNet mimarilerinden 19 adet daha fazla katmana sahiptir.

VGG aginda kendi onciisii ZefNet mimarisinin aksine 5 X 5 ve 11 x 11 0lciisiinde
filtre yerine 3 x 3 boyutunda filtre yerlestirilmistir Sekil 2.15’de gosterildigi gibi
VGG modelinde 224 x 224 olcili giris katmaninda sonra gelen evrisim
katmanindan ardindan olciileri diistirmek icin havuzlama katmani mevcuttur.
Kullanilabilir filtre sayisina bakacak olursak, once 128'e, sonra 256'ya
cikarabilecegimiz 64 civarinda filtre mevcuttur. Son katmanlarda 512 filtre
kullanilmaktadir. VGG16 ve VGG19 modelleri arasinda temel fark evrisim katmani

sayisi farkidir.

Ek olarak, VGG mimarisinde evrisim katmanlarinin ortasina 1x1 olgiisiinde filtre

eklenerek ag karmasiklig1 diizenlenmistir. Ag ayarlarinda ¢oziiniirliigii korumak
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icin dolgu uygulanirken, VGG mimarisinde maksimum havuzlama katmani

eklenmistir. VGG mimarisinin eksik yani 140 milyon parametre kullanmasindan

dolay1 hesaplama siiresinin yiiksek olmasidir.

Input
Conv3-64
Conv3-64
Maxpool

Conv3-128
Conv3-128
Maxpool
Conv3-256
Conv3-256
Conv3-256
Maxpool
Conv3-512
Conv3-512
Conv3-512
Maxpool
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Conv3-512

Conv3-512
Maxpool
FC-4096
FC-4096
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Softmax
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Sekil 2.15 VGG16 (a) ve VGG 19 (b) mimarisi yapist (Wang ve ark., 2020)

2.3.2.2 ResNet

ILSVRC yarismasinin 2015 yili kazanani olan ResNet mimarisinin (He ve ark.,
2016) ozelligi onciilerinde var olan kaybolan gradyan sorunun ortadan
kaldirilmasidir. ResNet mimarisinin 34 katmandan 1202 katmana kadar farkli
derinliklere sahip olan versiyonlari tasarlanmistir. En yaygini ise Sekil 2.16’da
gosterilen 49 evrisim katmani arti bir tam baghh katmandan olusan ResNet50
mimarisidir. ResNet mimarisinin ana fikri, Highway aglarinda derin ag
egitimlerinde adresleme sorununun ortadan kaldirilmasi icin baypas yolu
konseptinin kullanilmasidir. ResNet parametresiz ve veriden bagimsiz olarak
capraz katman baglantisini etkinlestirmek icin kisa yol sunmaktadir. Bu Oneri
gradyan azalma sorununu ortadan kaldirmaktadir. 152 katman derinligi ile VGG

mimarisinin 8 kat1 derinlige sahiptir. Fakat VGG ile kiyaslandiginda daha diisiik
hesaplama karmasikligina sahiptir.
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Sekil 2.16 ResNet50 mimarisi yapisi (He, Zhang, Ren, & Sun, 2016)

2.3.2.3 Xception

Xception mimarsinin (Chollet, 2017) ana o6zelligi, modelin ayrilabilir evrisime
sahip olmasidir. Model, baslangic blogunu daha genis hale getirip ve 3X3
boyutuna doniistiiriip ardindan 1x 1 evrisim katmani ile hesaplama karmasikligini
azaltmaktadir. Geleneksel ESA mimarisi yalnizca bir doniisim segmenti
kullanirken, Xception ii¢ doniisim segmenti uygulamaktadir. Sekil 2.17’de

Xception mimarisinin yapisi gosterilmistir.
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Sekil 2.17 Xception mimarisi yapisi (Srinivasan, et al., 2021)
2.3.3 Transfer Ogrenmesi

Evrisimsel sinir aglarinda iyi bir basarim elde etmek icin biiyiik miktarda veri
gerekmektedir. Gereginden az sayida veri eksik 6grenmeye sebebiyet vermektedir.
Kiiclik miktarda veri seti ile egitimin ¢oziimii transfer 6grenmesi yontemidir.
Transfer 6grenmesi mekanizmasi ESA modelinin biiyiik veri ile egitilmesi ve daha

sonradan kiiciik veri seti ile ince ayar yapilmasi seklinde c¢alisir. Transfer

ogrenmesi modeli Sekil 2.18de verilmistir.

Ogrenci-dgretmen ve Ogreten-6grenen iliskisi olarak tammlanan bu yapida
ogretmen Ogrendigi bilgileri dogrudan Ogrenciye aktarir ve O6grenci agirlik ve
bozucu degerleri ile modeli optimize eder. Bu aktarim 6n egitilmis modelin
tamami olabilecegi gibi, bir kism1 da olabilir. Modeli sifirdan egitmek yerine bu

sekilde kullanimi1 maliyetleri biiyiik oranda diisiirmekte ve model dogrulugunu

artirmaktadir.
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Sekil 2.18 Transfer 6grenmesi modeli

2.4 Hibrit Modeller

Evrisimsel sinir aglarinin performansini artirmak icin hibrit modeller 6nerilmistir.
Hibrit modeller, ESA mimarisinin veya mimarilerinin herhangi bir kisminda elde
edilmis cikislarin birlestirilmesidir. Belirli bir yontemi veya yapisi olmayan bu

modeller arastirmacilar tarafindan probleme 6zgii secilmektedir.

Ornegin Xie ve ark. (Xie ve ark., 2017) tarafindan onerilen bir hibrit ESA modeli
Sekil 2.19’da gosterilmistir. Bu modelde ESA modelinin ayr1 katmanlarinda elde
edilmis farkli boyutlardaki 6zellik haritalar birlestirilmis ve elde edilen 6znitelik

vektorii destek vektor makineleri yontemi kullanilarak siniflandirmastir.

Ding ve ark. (Ding ve ark., 2020) 6nerdigi farkli bir hibrit yontem Sekil 2.20’de
gosterilmistir. Bu yontemde bir boyutlu giris verileri bigcimlendirilmis, elde edilen
iki boyutlu veriler ESA mimarisine girdi olarak verilmistir. Cok katmanli agdan
elde edilmis bir boyutlu verilerin 6zellikleri ile ESA cikisinda elde edilmis 6zellikler

birlestirilmis ve tam bagli katmanda siniflandirma islemi gerceklestirilmistir.

Rahaman ve ark. (Rahaman ve ark., 2021) tarafindan onerilen hibrit ESA modeli
Sekil 2.21’de gosterilmistir. Bu hibrit modelde dort farkli ESA modelinden
cikarilmis 6znitelik vektorleri hibrit derin 6zellik fiizyonu yontemi kullanilarak

birlestirilmis ve elde edilmis yeni vektor tam bagli katmanda siniflandirilmastur.
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| ]
| ]
| I
| I
| a
| —

i E MatMul i
= o
|5 i
£ :
19 :
| o !
- '
| . ]
| . N 1
| . !
- |
| v Boyut Bicimlendirme |
| - =
I . Evrisim I
| i i
| 1
i [ TTT 1T 1 cekirdekier i
| 2-B Girdi Verisi i
____________________________________________________________________ I

Ozellik Clkarma Ozellik Birlestirme Siniflandirma

Sekil 2.20 Ding ve ark. tarafindan 6nerilen hibrit model

Hibrit derin 6zellik fiizyonu yontemi Sekil 2.21°’de gosterilmistir. Bu yontemde
ince ayar yapilmis On egitilmis modellerden elde edilen 1024 boyutundaki
oznitelik vektorleri birlestirilerek Nx1024 boyutunda yeni bir 6znitelik vektorii
elde edilmektedir. Bu yeni olusturulan 6znitelik vektorii tam bagl aga giris olarak

uygulanmakta ve siniflandirma islemi gerceklestirilmektedir.
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Sekil 2.22 Hibrit derin 6zellik fiizyonu yapist
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3

KULLANILAN TEKLI VE HIBRIT MODEL YAPILARI

Bu calismada Rahaman ve ark. (Rahaman ve ark., 2021) tarafindan hiicre bazh
kadin rahim agzi kanseri teshisi uygulamasi icin 6nerilmis ve basarili sonuclar elde
edilmis hibrit ESA model yapisi tercih edilmistir. Bu tez calismasinda doku bazl
meme kanseri teshisi uygulamasinda kullanilmistir. Hibrit modelde kullanilacak
tekil ESA modelleri icin ResNet50, VGG16, VGG19 ve Xception 6n egitilmis
modelleri tercih edilmistir. En iyi hibrit modelin elde edilmesi icin tekil modellerin
ikili, iclti ve dortli kombinasyonlar: olusturulmus ve basarimlari deneysel olarak

analiz edilmistir.
3.1 Kullanilan Transfer Ogrenmesi Yapisi

ResNet50, VGG16, VGG19 ve Xception On egitilmis modelleri tamamen oldugu
gibi kullanilmamis, transfer 6grenmesi yontemi ile belirli katmanlar1 aktarildiktan
sonra modeller iizerinde ince ayar yapilmistir. Modellerin genel 6zellik cikaran
katmanlar1 dondurulmus sekilde yeni modele aktarilmis ve parametreleri oldugu
gibi kullanilmistir. Bu katmanlardan sonra gelen katmanlar “egitilebilir” sekilde
yeni modele aktarilmis ve modelin ara katmanindan elde edilen cikislara yeni

katmanlar eklenmistir.
3.1.1 Dondurulmus Katmanlar

Dondurulmus katmanlar, 6n egitilmis modellerden oldugu gibi alinarak
olusturulmus yeni modele aktarilan katmanlar1 ifade etmektedir. Bu katmanlarin
ilgili agirliklar1 dogrudan yeni modele aktarilmis ve tekrar bir egitim siirecine dahil
edilmeden kullanilmistir. Tiim aglar icin bu katmanlarin ortak 6zelligi genel
ozellik cikarma katmanlari olmasidir. Dondurulmus katmanlar, Sekil 3.1’de
gosterildigi gibi ResNet50 ag1 icin 85. katman, VGG16 ag1 icin 12. katman, VGG19

agi icin 16. katman ve Xception ag icin 35. katmana kadar olan kisimlardir.
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Model Ad1 ResNet50 VGG16 VGG19 Xception

Sekil 3.1 Transfer 6grenmesi icin kullanilan dondurulmus katmanlar

3.1.2 Ince Ayar Yapilmis ve Yeni Eklenmis Katmanlar

Ince ayar yapilan katmanlar, veriler {izerinden daha detayli 6zellik cikaran
katmanlardir. Iyilestirme yapilmasi icin Sekil 3.2'deki gosterildigi iizere ResNet50
modeli i¢in 86-174, VGG16 modeli icin 13-18, VGG19 modeli icin 17-21, Xception
modeli i¢in 34-131 araligindaki katmanlar “egitilebilir” sekilde birakilmistir.
Belirli katmanlardan sonrasina yigin normalizasyon, seyreltme, global maksimum
havuzlama, 1024 boyutunda Oznitelik vektorii cikist veren yogunluk katmani,
ReLU aktivasyon fonksiyonu ve ikili siniflandirma yapilmasi i¢in Softmax
aktivasyon fonksiyonu eklenmistir. Yeni katmanlar, ResNet50 modelinde 87.
katman cikisina, VGG16 modelinde 13. katman cikisina, VGG19 modelinde 18.

Katman cikisina ve Xception modelinde ise 37. Katman c¢ikisina eklenmistir.

Sekil 3.2 Ince ayar yapilmis ve yeni eklenmis katmanlar

3.2 Olusturulan Tekli Modellerin Egitilmesi

Revize edilen dort tekil modelde de agirlik degeri olarak ImageNet aginin
agirliklar1 kullanmaktadir. Toplamda 100 epoch olarak gerceklestirilen egitimin
ilk 50 epoch’luk bélimiinde 10° 6grenme orani, geri kalan 50 epoch’luk

bolimiinde ise 10° oOgrenme orami ile degeri kullamilmistir. Egitim
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tamamlandiktan sonra model ve model agirliklar1 hibrit modelde kullanilmak

tizere kaydedilmistir.
3.3 Hibrit Modellerin Olusturulmasi

Bu tez calismasinda, en iyi hibrit modeli belirlemek icin Tablo 3.1’de gosterildigi
gibi tekli modellerin ikili, {iclii ve dortlii kombinasyonlar1 seklinde hibrit modeller
olusturularak performanslar1 Olciilmiistiir. Bu islem gerceklestirilirken her bir
kaydedilmis tekli model tekrardan ¢agrilmis ve Sekil 3.2’de gosterilen 1024 adet
noron bulunan katmanin ¢ikislarindan elde edilen 6znitelik vektorleri derin 6zellik
flizyonu yontemi kullanilarak birlestirilmistir. Bu durumda ikili model icin 2048,
ticlii model i¢in 3072, dortlii model icin 4096 boyutunda yeni 6znitelik vektorleri
elde edilmistir. Elde edilen bu vektorlere yigin normalizasyon ve seyreltme
isleminin ardindan Softmax fonksiyonu ile simiflandirilmistir. tam bagh katmana
giris olarak beslenmistir. Tam baghh katmanda siniflandirma islemi softmax

fonksiyonu kullanilarak gerceklestirilmistir.

Model1 || Model 2 Model1 || Model2 || Model 3 Model1 || Model2 || Model3 || Model 4
Gzellik boyutu Ozellik boyutu Gzellik boyutu
2048 3072 4096
Seyreltme Seyreltme Seyreltme
Yigin Normallestirme Yigin Normallestirme Yigin Normallestirme
Tam Bagli Katman Tam Bagl Katman Tam Bagli Katman
a) b) c)

Sekil 3.3 Hibrit model yapilari

Tablo 3.1 Hibrit model kombinasyonlar1

ikili Hibrit Modeller Uclii Hibrit Modeller Dortlii Hibrit Model

ResNet50 - VGG16 ResNet50 - VGG16 - VGG19 | ResNet50 - VGG16 - VGG19 -
ResNet50 - VGG19 ResNet50 — VGG16 — Xception Xception
ResNet50 — Xception | ResNet50 — VGG19 — Xception

VGG16 - VGG19 VGG16 — VGG19 - Xception
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VGG16 — Xception

VGG19 - Xception

3.4 Hibrit Modellerin Egitilmesi

Tablo 3.1°de belirtilen hibrit model kombinasyonlar1 olusuturulduktan sonra Sekil
3.3’de gosterilen hibrit model yapilarindaki tam bagh katmanlar egitime tabi
tutulmustur. Egitim siirecinde 6grenme oran1 10 olarak secilmis ve egitim 200
epoch olarak gerceklestirilmistir.
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4

VERILERIN HAZIRLANMASI

4.1 Veri Setleri

Calismada meme dokusuna ait histopatoloji goriintiileri icin CAMELYON ve

BreaKHis veri setleri kullanilmistir.
4.1.1 CAMELYON Veri Seti

CAMELYON veri seti, Radboud Universitesi Tibbi merkezinin etik kurul izni ile
Hollanda’nin the RUMC, the Utrecht University Medical Center (UMCU), the
Rijnstate Hospital (RST), the Canisius-Wilhelmina Hospital (CWZ), ve LabPON
(LPON) gibi bes farkli saghk kurulusundan toplanmis patoloji slayt
goriintiilerinden olusmaktadir. Verilerin tamami patologlar tarafindan
yorumlanmuistir. Goriintiiler TIFF formatinda olup, patoloji tarayicilar1 araciligi ile
taranmig ve Automated Slide Analysis Platform (ASAP) yorumlama yazilimi ile
tizerinde tiimor bolgelerinin isaretlemesi gerceklestirilmistir. Veri setinden 1399
adet tam slayt goriintiisii olup, toplamda 2.95 terabayt veri boyutuna sahiptir.

Sekil 4.1°de bu veri setinden alinmis 6rnek goriintiiler gosterilmistir.

x Mo ¥ ;
R -
w e
L Dl {
als
S 5.6
- »

Sekil 4.1 CAMELYON veri setine ait 6rnek goriintiileri
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4.1.2 BreaKHis Veri Seti

BreaKHis veri seti, Sekil 4.2’de gosterildigi gibi 82 hastadan toplanmig dort farkl
(40X, 100X, 200X ve 400X) biiylitme oranina sahip meme tiimorii mikroskobik
goriintiilerinden olusmaktadir. Veri seti, P&D Laboratuvari ve Parana, Brezilya
merkezli Patolojik Anatomi ve Sitopatoloji isbirligi ile 2480 iyi huylu, 5429 koti
huylu olmak iizere toplamda 9109 adet goriintiiden olusturulmustur. Iyi huylu
timor siifinda bulunan goriintiiler herhangi bir malignite kriteri ile eslesmeyen
bir lezyona ait goriintiilerdir. Kotii huylu tiimorler ise lezyon, lokal invaziv ve

metastaza sebebiyet verebilecek tiimor tiirleridir.

Calismada 400X biiyiitme oranina sahip gortintiiler kullanilmistir. Veriler, kismi
mastektomi veya eksizyonel biyopsi olarak adlandirilan SOB (Slice Biopsy)

yontemi ile toplanilmustir.

Sekil 4.2 BreaKHis veri Setine ait 40X, 100X, 200X, 400X biiyitiilmiis meme

dokusu goriintiisii (Spanhol ve ark., 2015)
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4.2 Verilerin Hazirlanmasi
4.2.1 CAMELYON Veri Setinin Hazirlanmasi

CAMELYON veri seti, yayinlanmis resmi yarisma sayfasi olan camelyonl7.grand-
challenge.org adresinden indirilmistir. Goriintiiler Sekil 4.3’de goriildiigii gibi
ASAP yazilimu ile goriintiilenmis ve tiimor bolgelerinin bulundugu XML uzantili
dosyalar yiliklenmistir. Ardindan tiimor bolgesi icerisinde alani en biiyiik olacak
sekilde dikdortgen cizilmistir. Cizilmis dikdortgen koordinatlari yeni XML
dosyasina kaydedilmistir. OpenSlide kiitiphanesi ile ilgili koordinatlar dosyadan
okunmus ve Tam Slayt goriintiisinden Sekil 4.4’deki gibi 225x225 piksel
oOlciisiinde, 50 normal ve 50 tiimor tam slayt goriintiisiinden her sinifa ait 6000
adet olmak iizere toplamda 12000 adet goriintii olusturulmustur. Verilerin %601

egitim,  %20’si  dogrulama ve  %20’si test icin  kullanilmistir.

Sekil 4.3 ASAP yazilimi {izerinde isaretlenmis tiimor bolgesi ve icerisine cizilmis

boliinecek olan dikdortgen alan

Sekil 4.4 225x225 piksel ol¢iistinde boliimlenmis doku goriintiisii

4.2.2 BreaKHis Veri Setinin Hazirlanmasi

BreaKHis 400x veri seti goriintiileri Google sirketine ait Kaggle platformundan
indirilmistir. Veri seti icerisinde 700x460 piksel Olciilerinde 547 adet benign ve

1148 adet malign histopatolojik meme goriintiisii mevcuttur. Veri setinden Sekil
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4.5’de oldugu gibi 225x225 piksel oOl¢iistinde 2110 benign ve 2110 malign olmak
lizere toplamda 4220 adet goriintii elde edilmistir. Verilerin %601 egitim, %20’si

dogrulama ve %20’si test i¢in kullanilmistir.

Ju e

Sekil 4.5 BreaKHis veri setinden elde edilmis 225x225 piksel 6l¢iisiinde doku

goruntusu
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DENEYSEL SONUCLAR

5.1 Basarim Metrikleri

Bu calismada deneysel sonuclarinin gosterilmesinde her bir model i¢in karigiklik
matrislerinden yararlanilmistir. Kullanilan karisiklik matrisinin yapisi Sekil 5.1°de
gosterilmistir. Deneysel calismalarda basarim olciitleri olarak tiim analizlerde
kesinlik, duyarlilik, F1 skoru ve dogruluk orami metrikleri kullanilmistir. Buu

metrikler ile ilgili formiiller sirasi ile 5.1, 5.2, 5.3 ve 5.4’de gosterilmistir.

Tahmin Edilen Deger

Gercek Deger

Sekil 5.1 Karisiklik matrisi yapist

Kesinlik = DP 5.1
e = DP +vP

DP 5.2

Duyarlilik = DPT TN
Pl = 2 X Kesinlik X Duyarlilik 5.3

~ Kesinlik + Duyarlilik

DP + DN

Dogruluk = >4

DP+YN +YP + DN
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5.2 Tekli Modeller ile Elde Edilen Deneysel Sonuclar

Calismada kullanilmis ResNet50, VGG16, VGG19 ve Xception 6n egitilmis ESA
modellerinin Camelyon ve BreaKHis veri setleri {izerindeki deneysel sonuclarin
gosteren karisiklik matrisleri Sekil 5.2 ve Sekil 5.3’de ve elde edilen basarim

sonuclar1 Tablo 5.1 ve Tablo 5.2’de verilmistir.

ResNet50 VGG16

VGG19 Xception

Sekil 5.2 Tekli modellerin CAMELYON veri seti iizerinde karisiklik matrisleri

ResNet50 VGG16

VGG19 Xception

Sekil 5.3 Tekli modellerin BreaKHis veri seti {izerinde karigiklik matrisleri
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Tablo 5.1 Tekli modellerin CAMELYON veri seti tizerindeki sonuclari

Model Ad: Sinif Kesinlik Duyarhihk F1 Skoru Dogruluk
Normal 0.9620 0.970833333 | 0.966403982
ResNet50 Timor 0.9705 0.961666667 0.9660946 0.96625
Ortalama 0.9662 0.96625 0.966249291
Normal 0.9665 0.9625 0.964509395
VGG16 Timor 0.9626 0.966666667 | 0.964656965 | 0.964583333
Ortalama 0.9645 0.964583333 0.96458318
Normal 0.9587 0.93 0.944162437
VGG19 Timor 0.9320 0.9600 0.945812808 0.945
Ortalama 0.9454 0.9450 0.944987622
Normal 0.9166 0.9625 0.93902439
Xception Timor 0.9605 0.9125 0.935897436 0.9375
Ortalama 0.9385 0.9375 0.937460913
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Tablo 5.2 Tekli modellerin BreaKHis veri seti tizerindeki sonuclari

Model Ad: Sinif Kesinlik Duyarlihk F1 Skoru Dogruluk
Normal 0.9382 0.9715 0.9545
ResNet50 Timor 0.9705 0.9360 0.95295 0.9537
Ortalama 0.9543 0.9537 0.95377
Normal 0.9306 0.9857 0.95742
VGG16 Timor 0.9848 0.9265 0.95482 0.9561
Ortalama 0.9577 0.9561 0.9561
Normal 0.9276 0.9825 0.9542
VGG19 Timor 0.9813 0.9233 0.9514 0.9529
Ortalama 0.9545 0.9529 0.9528
Normal 0.8161 0.9573 0.8811
Xception Timor 0.9484 0.7843 0.8586 0.8708
Ortalama 0.8822 0.8708 0.8698

Tablo 5.1’den goriildiigii gibi CAMELYON veri seti icin en yiiksek dogruluk
oranina sahip model %96.62 ile ResNet50 modelidir. Daha sonra sirasiyla %96.45
ile VGG16, %94.50 ile VGG19 ve %93.75 ile Xception modelleri gelmektedir.
Tablo 5.2’den goriildiigii gibi BreaKHis veri seti icin ise en yiiksek dogruluk oram
%95.61 seklinde VGG16 modeli ile elde edilmistir. Daha sonra sirasiyla %95.37
ile ResNet50, %95.29 ile VGG19 ve %87.08 ile Xception modelleri gelmektedir.

CAMELYON veri seti icin ortalama F1 Skoru deger siralamasi 0.9662 ile ResNet50,
0.9645 ile VGG16, 0.9449 ile VGG19, 0.9374 ile Xception seklinde siralanmistir.
BreaKHis veri seti icin ise F1 Skoru siralamasi 0.9561 ile VGG16, 0.9537 ile
ResNet50, 0.9528 ile VGG19 ve 0.8698 ile Xception seklindedir.
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5.3 Ikili Hibrit Modeller ile Elde Edilen Deneysel Sonuclar

Calismada kullanilmis ResNet50 — VGG16, ResNet50 — VGG19, ResNet50 —
Xception, VGG16 — VGG19, VGG16 — Xception ve VGG19 — Xception ikili hibrit
modellerin CAMELYON ve BreaKHis veri setleri {izerindeki deneysel sonuclarini
gosteren karisiklik matrisleri Sekil 5.4 ve Sekil 5.5’de gosterilmistir. Elde edilen

basarim sonuclar1 Tablo 5.3 ve Tablo 5.4’de verilmistir.

VGG16 - VGG19 VGG16 — ResNet50 VGG16 - Xception

VGG19 - ResNet50 VGG19 - Xception Xception — ResNet50

Sekil 5.4 ikili hibrit modellerin CAMELYON veri seti iizerinde karisiklik

matrisleri
VGG16 - VGG19 VGG16 — ResNet50 VGG16 - Xception
VGG19 - ResNet50 VGG19 — Xception Xception — ResNet50

Sekil 5.5 Ikili hibrit modellerin BreaKHis veri seti {izerinde karisiklik matrisleri
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Tablo 5.3 ikili hibrit modellerin CAMELYON veri seti {izerindeki sonuclari

Model Ad: Sinif Kesinlik Duyarlihk F1 Skoru Dogruluk
Normal 0.9595 0.9683 0.9639
ResNet50 — .
VGG16 TUmor 0.9680 0.9591 0.9635 0.9637
Ortalama 0.9637 0.9637 0.9637
Normal 0.9645 0.9750 0.9697
ResNet50 — S
VGG19 Timor 0.9747 0.9641 0.9694 0.9695
Ortalama 0.9696 0.9695 0.9695
Normal 0.9517 0.9858 0.9684
ResNet>0— | rimer 0.9853 0.9500 0.9673 0.9679
Xception
Ortalama 0.9685 0.9679 0.9679
Normal 0.9612 0.9716 0.9664
VGG16 - .
VGG19 Timor 0.9713 0.9608 0.9660 0.9662
Ortalama 0.9663 0.9662 0.9662
Normal 0.9621 0.9750 0.9685
VGG16 - TUmor 0.9746 0.9616 0.9681 0.9683
Xception
Ortalama 0.9684 0.9683 0.9683
Normal 0.9539 0.9675 0.9606
VGG19 - TUmdr 0.9670 0.9533 0.9601 0.9604
Xception
Ortalama 0.9605 0.9604 0.9604

43




Tablo 5.4 ikili hibrit modellerin BreaKHis veri seti iizerindeki sonuclar

Model Ad: Sinif Kesinlik Duyarlihk F1 Skoru Dogruluk
Normal 0.9785 0.9715 0.9750
ResNet50 — e
VGG16 TUmor 0.9717 0.9786 0.9752 0.9751
Ortalama 0.9751 0.9751 0.9751
Normal 0.9716 0.9763 0.9739
ResNet50 — N
VGG19 Timor 0.9761 0.9715 0.9738 0.9739
Ortalama 0.9739 0.9739 0.9739
Normal 0.9783 0.9620 0.9701
ResNet>0— 1 riimer 0.9627 0.9786 0.9706 0.9703
Xception
Ortalama 0.9705 0.9703 0.9703
Normal 0.9786 0.9763 0.9774
VGG16 - N
VGG19 Timor 0.9763 0.9786 0.9775 0.9774
Ortalama 0.9774 0.9774 0.9774
Normal 0.9714 0.9691 0.9703
VGG16 - TUmor 0.9692 0.9715 0.9704 0.9703
Xception
Ortalama 0.9703 0.9703 0.9703
Normal 0.9518 0.9360 0.9438
VGG1.9 R Timor 0.9370 0.9526 0.9447 0.9443
Xception
Ortalama 0.9444 0.9443 0.9443

Tablo 5.3’den goriildiigii gibi CAMELYON veri seti icin en yiiksek dogruluk
oranina sahip model %96.95 ile VGG19 — ResNet50 hibrit modelidir. Daha sonra
sirastyla %96.83 ile VGG16 — Xception, %96.79 ile Xception — ResNet50, %96.62
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ile VGG16 - VGG19, %96,37 ile VGG16 — ResNet50 ve %96,04 ile VGG19 -
Xception ikili hibrit modelleri gelmektedir. Tablo 5.4’den gortildiigii gibi BreaKHis
veri seti icin ise en yiiksek dogruluk oran1 %97.74 seklinde VGG16 — VGG19
modeli ile elde edilmistir. Daha sonra sirasiyla, %97.51 ile VGG16 — ResNet50,
%97.39 ile VGG19 - ResNet50, %97.03 ile VGG16 - Xception, %97.03 ile
Xception — ResNet50 ve %94.43 ile VGG19 — Xception ikili hibrit modelleri

gelmektedir.

CAMELYON veri seti icin ortalama F1 Skoru deger siralamasi 0.9695 ile VGG19 -
ResNet50, 0.9683 ile VGG16 — Xception, 0.9679 ile ResNet50 — Xception, 0.9662
ile VGG16 — VGG19, 0.9637 ile VGG16 — ResNet50, 0.9604 ile VGG19 — Xception
ciftleri seklindedir. BreaKHis veri seti icin ise F1 Skoru siralamasi 0.9774 ile
VGG16 - VGG19, 0.9751 ile VGG16 — ResNet50, 0.9739 ile VGG19 — ResNet50,
0.9703 ile VGG16 — Xception, 0.9703 ile Xception — ResNet50, 0.9443 ile VGG19

— Xception ciftleri seklindedir.
5.4  Uglii Hibrit Modeller Ile Elde Edilen Deneysel Sonuclar

Calismada kullanilmis ResNet50 — VGG16 - VGG19, ResNet50 — VGG16 -
Xception, ResNet50 — VGG19 — Xception ve VGG16 — VGG19 — Xception ti¢lii hibrit
modellerinin CAMELYON ve BreaKHis veri setleri tizerindeki deneysel sonuclarini
gosteren karigiklik matrisleri Sekil 5.6’da ve Sekil 5.7’de ve performanslari

gosteren tablo Tablo 5.5’de ve Tablo 5.6’da verilmistir

VGG16-VGG19-Xception VGG19-VGG16-ResNet50

ResNet50-VGG16-Xception Xception-ResNet50-VGG19

Sekil 5.6 Uclii hibrit modellerin CAMELYON veri seti iizerinde karisiklik

matrisleri
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VGG16-VGG19-Xception VGG19-VGG16-ResNet50

ResNet50-VGG16-Xception Xception-ResNet50-VGG19

Sekil 5.7 Uclii hibrit modellerin BreaKHis veri seti {izerinde karisiklik matrisleri

Tablo 5.5’den goriildiigii gibi CAMELYON veri seti icin en ylksek dogruluk
oranina sahip model %97.08 ile ResNet50 — VGG16 — Xception ticli hibrit
modelidir. Daha sonra sirasiyla %96.95 ile VGG16 — VGG19 - Xception, %96.66
ile ResNet50 — VGG19 — Xception, %96.16 ile VGG16 — VGG19 — ResNet50
modelleri gelmektedir. Tablo 5.6’dan goriildiigii gibi BreaKHis veri seti i¢in ise en
ylksek dogruluk oram %97.27 ile ResNet50 — VGG16 — VGG19 ii¢lii hibrit modeli
ile elde edilmistir. Daha sonra sirasiyla, %97.03 ile ResNet50 — VGG19 — Xception,
%96.80 ile VGG16 — VGG19 — Xception, %96.56 ile ResNet50 — VGG16 — Xception

hibrit modelleri gelmektedir.

CAMELYON veri seti icin F1 Skoru siralamasi 0.9708 ile ResNet50 — VGG16 —
Xception, 0.9695 ile Xception — VGG16 — VGG19, 0.9666 ile ResNet50 - VGG19 -
Xception, 0.9616 ile ResNet50 — VGG19 — VGG16, BreaKHis veri seti icin 0.9727
ile ResNet50 - VGG16 - VGG19, 0.9703 ile ResNet50 — VGG19 — Xception, 0.9680
ile VGG16 — VGG19 - Xception ve 0.9656 ile VGG16 — ResNet50 — Xception
seklindedir.
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Tablo 5.5 Uclii hibrit modellerin CAMELYON veri seti iizerindeki sonuclar

Model Ad: Sinif Kesinlik Duyarlihk F1 Skoru Dogruluk
Normal 0.9453 0.9800 0.9623
ResNet50 —
VGG16 - Tlimor 0.9792 0.9433 0.9609 0.9616
VGG19
Ortalama 0.9622 0.9616 0.9616
Normal 0.9578 0.9850 0.9712
ResNet50 -
VGG16 - Timor 0.9845 0.9566 0.9704 0.9708
Xception
Ortalama 0.9712 0.9708 0.9708
Normal 0.9494 0.9858 0.9672
ResNet50 -
VGG19 - Tlimor 0.9852 0.9475 0.9660 0.9666
Xception
Ortalama 0.9673 0.9666 0.9666
Normal 0.9600 0.9800 0.9698
VGG16 -
VGG19 - Timor 0.9795 0.9591 0.9692 0.9695
Xception
Ortalama 0.9697 0.9695 0.9695
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Tablo 5.6 Uclii hibrit modellerin BreaKHis veri seti iizerindeki sonuclari

Model Ad: Sinif Kesinlik Duyarlihk F1 Skoru Dogruluk
Normal 0.9650 0.9810 0.9729
ResNet50 —
VGG16 - Tlimor 0.9807 0.9644 0.9725 0.9727
VGG19
Ortalama 0.9728 0.9727 0.9727
Normal 0.9689 0.9620 0.9655
ResNet50 -
VGG16 - Tlimor 0.9623 0.9691 0.9657 0.9656
Xception
Ortalama 0.9656 0.9656 0.9656
Normal 0.9783 0.9620 0.9701
ResNet50 -
VGG19 - Tlimor 0.9627 0.9786 0.9706 0.9703
Xception
Ortalama 0.9705 0.9703 0.9703
Normal 0.9759 0.9597 0.9677
VGG16 -
VGG19 - Timor 0.9603 0.9763 0.9682 0.9680
Xception
Ortalama 0.9681 0.9680 0.9680

5.5 Dértlii Hibrit Model ile Elde Edilen Deneysel Sonuclar

Calismada kullanilmis ResNet50 — VGG16 — VGG19 — Xception hibrit modelinin
CAMELYON ve BreaKHis veri setleri iizerindeki deneysel sonuglarini gosteren
karigiklik matrisleri Sekil 5.8’de ve Sekil 5.9’da ve performanslar1 gosteren tablo

Tablo 5.7’de ve Tablo 5.8’de verilmistir.

ResNet — VGG16 — VGG19 - Xception hibrit modelinin CAMELYON veri seti
tizerinde dogruluk orani %96.83, BreaKHis veri seti tizerinde ise %96.56 olarak
hesaplanmustir. F1 Skoru ise CAMELYON veri seti icin 0.9683, BreaKHis veri seti
icin 0.9656 seklindedir.
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VGG16-VGG19-ResNet50-Xception

Sekil 5.8 Dortlii hibrit modellerin CAMELYON veri seti {izerinde karisiklik

matrisleri

VGG16-VGG19-ResNet50-Xception

Sekil 5.9 Dortli hibrit modellerin BreaKHis veri seti tizerinde karisiklik matrisleri

Tablo 5.7 Dortlii hibrit modellerin CAMELYON veri seti iizerindeki sonuclari

Model Ad: Sinif Kesinlik Duyarhhk F1 Skoru Dogruluk
Normal 0.9621 0.9750 0.9685
ResNet50 —
VGG16 - L
VGG19 — Timor 0.9746 0.9616 0.9681 0.9683
Xception
Ortalama 0.9684 0.9683 0.9683
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Tablo 5.8 Dortlii hibrit modellerin BreaKHis veri seti tizerindeki sonuclari

Model Ad: Sinif Kesinlik Duyarlihk F1 Skoru Dogruluk
Normal 0.9623 0.9691 0.9657
ResNet50 —
VGG16 - A
VGG19 - Timor 0.9689 0.9620 0.9655 0.9656
Xception
Ortalama 0.9656 0.9656 0.9656

5.6 Deney Sonuclarinin Degerlendirilmesi

Deney sonuclarindan goriildiigii gibi olusturulan hibrit ESA modelleri ile biiyiik
cogunlukla tekil modellere kiyasla her iki veri seti icin de daha {ist{in bir basarim
elde edilmistir. Olusturulan ikili, ticlii ve dortlii hibrit ESA modelleri arasindan en
ustiin basarima sahip olanlar dikkate alindiginda ise elde edilen basarim
degerlerinin her zaman tekil modeller ile elde edilen basarim degerlerinden daha

ustiin oldugu goriilmiistiir.

Secilen tekil modellerin hibrit kombinasyonlar1 {izerinde yapilan basarim
analizleri sonucunda en istiin basarimi CAMELYON veri seti icin ResNet50 —
VGG16 - Xception ticli hibrit ESA modelinin, BreaKHis veri seti icin ise VGG16 —
VGG19 ikili hibrit ESA modelinin sagladig1 goriilmektedir. Bu sonuclar
degerlendirildiginde hibrit model olusturulmasi i¢in secilecek tekil model sayisinin

artmasinin her zaman basarimi arttirmadig1 sonucu ortaya ¢ikmaktadir.

Benzer sekilde hibrit model olusturulurken en iyi tekil basarima sahip modellerin
kullanilmasinin her zaman daha iyi basarim saglamadig1 goriilmiistiir. Ornegin
Tablo 5.5' te CAMELYON veri seti icin verilen ti¢li hibrit model
karsilastirmalarinda goriildiigii gibi, en iyi ilk ii¢ tekil model basarimi sirasiyla
VGG19, VGG16 ve ResNet50 modelleri ile elde edilmis olmasina karsin VGG16 —
ResNet50 — Xception hibrit modeli ile ResNet50 - VGG16 — VGG19 hibrit modeline
kiyasla daha yiiksek bir basarim elde edilmistir.

Ayrica, bir veri seti icin en {stiin basarimi sergileyen hibrit ESA modeli
kombinasyonunun baska bir veri seti icin ayni basarimi her zaman saglayamadigi
goriilmiistiir. Bu durum hibrit model kombinasyonunun veri setine 6zgii olarak

belirlenmesi gerektigi sonucunu ortaya cikarmaistir.
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Bu sonuclar degerlendirildiginde, hibrit model yapisinin uygulamaya 6zgii olarak
belirlenmesi gerektigi ve bu calismada gerceklestirildigi gibi 6n analizler yapilarak
en uygun hibrit modelin secilmesinin daha yiiksek basarima sahip hibrit

modellerin belirlenmesi adina gerekli oldugu goriilmiistiir.
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6

SONUGC VE ONERILER

Bu tez calismasinda doku bazli patoloji goriintiileri {izerinden derin 6zellik
flizyonu yontemine dayali hibrit ESA modeli kullanilarak meme kanseri teshisi
uygulamasi gerceklestirilmistir. Calismada hibrit ESA modeli olusturulurken
VGG16, VGG19, ResNet50 ve Xception 0n egitilmis ESA modelleri kullanilmastir.
En iyi hibrit model yapisinin belirlenebilmesi icin bu tekli modellerin bir araya
getirilerek ikili, {iclii ve dortlii hibrit kombinasyonlari elde edilmis ve olusturulmus
hibrit modellerin CAMELYON ve BreaKHis meme dokusu histopatoloji gortintiileri
uzerinde basarimlar1 analiz edilmistir. Gergeklestirilen basarim analizleri
sonucunda en istlin teshis basarimi CAMELYON veri seti icin %97.08 dogruluk
oranina sahip ResNet50 — VGG16 — Xception, BreaKHis veri seti icin ise %97.75
dogruluk oranina sahip VGG16 — VGG19 hibrit ESA modelleri ile elde edilmistir.

Yapilan analizlerde hibrit model olusturulmasi i¢in secilecek tekil model sayisinin
artmasinin her zaman basarimi arttirmadigi, en iyi tekil basarima sahip modellerin
kullanilmasinin her zaman daha iyi basarim saglamadig1 ve bir veri seti icin en
uistiin basarimi sergileyen hibrit ESA modeli kombinasyonunun baska bir veri seti

icin ayn1 basarimi her zaman saglayamadigi sonuglari ortaya ¢ikmustir.

Bu sonuclar degerlendirildiginde, kullanilacak hibrit model yapisinin uygulamaya
0zgii olarak belirlenmesi gerektigi ve bu calismada gerceklestirildigi gibi 6n
analizler yapilarak en uygun hibrit model yapisinin secilmesinin daha yiiksek

basarima sahip hibrit modellerin belirlenmesi adina gerekli oldugu goriilmiistiir.

Bu tezin devami olacak c¢alismalarda hibrit modellerin performansini daha da
arttirmak adina yeni derin 6zellik fiizyonu yontemleri gelistirilmesi ve farkli veri

setlerinde test edilmesi planlanmaktadr.
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