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1. GIRIS

Enerji, glinlimiizde tiim insanligin en yasamsal ihtiya¢larindan biri haline gelmistir.
Yapilan her iiretim siirecinin bir enerji ihtiyaci vardir. Insanligin artan yasam
talepleri ve gelisen iiretim siiregleri, enerjiye ve enerji kullanimina olan ihtiyact
artirmistir. Bu enerjinin ¢ok onemli miktarini ise elektrik enerjisi olusturmaktadir.
Elektrik enerjisi bir¢ok farkli kaynaktan elde edilip yine ¢ok cesitli tiiketim
alanlarinda kullanilmaktadir. Ayrica elektrik enerjisi, ekonomik biiylimedeki 6nemli
rolii ile kalkinma programlarmin vazgegilmez bir 6gesidir. Ulkelerin ekonomik
gelisme diizeyleri yiikseldikge, toplam enerji tiikketimleri iginde elektrik enerjisinin
payt artmaktadir. Ayrica bir¢ok iilkede ekonomik gelismeyi siiriikleyen sanayi
sektoriiniin oransal olarak en fazla elektrik enerjisi tiiketen sektor olmasi da

ekonomik gelisme — elektrik enerjisi iligkisinin artmasina neden olmaktadir.

Enerji tiiketimindeki payi siirekli yilikselen elektrik enerjisine yonelik talep, her gegen
giin hizli bir sekilde artmaya devam etmektedir. Olusan talebin kesintisiz olarak en
diisik maliyetle ve en kaliteli bicimde karsilanmasi, arz ve cevre giivenliginin
saglanmasi, glinlimiiz yeni nesil elektrik sistemlerinin tasarim ve kaynak

planlamalarinda temel hedefler haline gelmistir.

Enerji politikalari, 6zellikle gelismekte olan iilkelerde, siirdiiriilebilir kalkinma
planlarinin tiimlesik bir parcasidir. Diinya pazarlarinda iilkemizin rekabet giiciinii
artirmak iizere ekonomiyi biiyiitecek ve yasam standartlarini ylikseltecek yeterli,
stirekli ve temiz enerjinin temini, “giivenilir ve siirdiiriilebilir enerji politikalar1” ile

mumkindiir.

Elektrik enerjisinin siirdiiriilebilir ve yiiksek verimli kullanilabilmesi i¢in, ana felsefe
titketilen elektrik enerjisi kadar elektrik iiretilmelidir. Bunun yaninda bugiin mevcut
olan elektrik enerji sistemlerinin, gelecekteki artan enerji ihtiyacimi karsilayacak
sekilde biiyiitiilmesi gerekmektedir. Insan yasaminin tiim alanlarinda, elektrik

enerjisine olan bagimlilik bu zorunlulugu dogurmaktadir. Bu nedenlerle; kesintisiz



bir elektrik enerjisi icin gerekli olan planlamalarin yapilabilmesi i¢in dogru yiik veya
enerji tilketim tahmininin yapilmasi elektrik miihendisligi ana bilim dalinin 6nemli
arastirma konularindan biri olmustur. Ozellikle bu tahmin arastirmalarini ii¢ farkli
kategori altinda toplandig1 goriilmektedir. Bunlar kisa donemli (saatlik, giinliik veya
haftalik) tahmin caligmalari, orta donemli (aylik,ii¢ aylik, yillik) tahmin caligmalari
ve uzun donemli (bir yildan daha uzun donem) tahmin caligmalaridir. Bu tiirli
donemsel farkliliklar gosteren tahminlerin gercege yakin ve hassas yapilmasi;
altyapi, elektrik piyasasi dengeleme uygulamalari, biiyiik sermaye gerektiren enerji

yatirimlar1 ve kurumsal planlamalarda biiyiik 6nem tasimaktadir.

Tahmin performansini yiikseltmek icin model se¢iminde kimi zaman teorik kriterler
yerine, tahmin performansim artirmaya yonelik kriterler 6n plana c¢ikmaktadir.
Tahmin dogruluguna yonelik caligmalar, cesitli modellerin tahmin dogruluklarini
degerlendirmeye ve karsilagtirmaya yonelik metotlar tizerinde yogunlagsmistir. Diger
yandan, alternatif bir yOontem olarak farkli modellerden alinan Ongoriilerin
kompozisyonu (birlestirilmesi) ile performans (Ongérii) kalitesinin artirilmasina

yonelik calismalar da bulunmaktadir [Ogurlu, 2011].

Bilhassa, son yillarda bilimsel literatiirde farkli bir¢ok elektrik tiiketim tahmini
calismast yapilmis ve bu calismalarda farkli sistematik yontemler kullanilmistir.
Uluslararas1 alanda farkli iilkelerde yapilan ve bu tez calismasinda da incelenen,

caligmalardan bazilar1 asagida siralanmastir.

Coklu Lineer regresyon analizi metodu ile giris verisi olarak briit elektrik tiretimi,
Niifus ve ortalama elektrik fiyat1 gibi ekonomik-demografik degiskenler kullanilarak,
Yeni Zelanda’nin uzun donemli gelecek elektrik tiiketim tahmini yapilmigtir

[Mohamed ve Bodger, 2005].

Tayvan’in ulusal gelir, briit i¢ liretim, niifus ve tiiketici fiyat endeksi gibi konular goz
Oniinde tutularak yapay sinir aglart (YSA) ve lineer/lineer olmayan istatistiksel
modeller kullanilarak elektrik enerjisi talep gelisim projeksiyonu yapilmistir [Pao,

2006].



Briit elektrik iiretimi, niifus, ithalat ve ihracat ekonomik ve sosyal gostergeler
almarak YSA modeli ile Giiney Kore’nin uzun donemli tiiketim tahmini test edilmis

ve modelin basarisi incelenmistir [Geem ve Roper, 2010].

Yunanistan’in uzun donemli elektrik tiiketim tahmini i¢in; ortam sicakligi, kurulu
giic kapasitesi, konut bagt yillik elektrik tiiketimi ve briit elektrik iiretimi gecmis
verileri giris degiskenleri olarak segilerek, YSA modeli olusturularak gelecek

titketim tahminleri yapilmistir [Ekonomou, 2010].

Aylik ortalama dig kuru hava termometre sicakligi, bagil nem ve global giines
radyasyonu gibi ii¢ farkli giris degiskeni kullanilarak Singapur’un tropikal
bolgesinde, rastgele secilen dort ticari binanin aylik enerji tiikketim hesaplamasi igin
Destek Vektor Makinalarinin (DVM) uygulanabilirligi incelenmistir. Tiim tahmin
sonuclarinin %3’den daha az varyans katsayisina sahip oldugu goriilmiistiir [Dong ve

ark., 2005].

Malezya’da kimyasal islem yogunlasmasi ve viskozitesi okuma siiresi, uluslar arasi
havayolu yolculari, 6zel iiriinlerin giinliik fiyat tahminleri gibi bircok farkli alanda ve
farkli giris verileri iizerinden, DVM uygulamas: farkli giris parametreleri
kullanilarak yapilmis ve elde edilen sonuglarin anlamliligt Cok Katmanli Geri

Beslemeli Ag ile kiyaslanmistir [Samsudin ve ark., 2010].

Brezilya’da kisa donemli (saatlik) yiik tahmini i¢in En Kiiclik Kareler Destek Vektor
Makineleri (EKK-DVM) tercih edilmistir. Caligsma 3000 adet ornek ge¢mis saatlik
yiik verisi ve giinliikk sicaklik degisimleri baz alinarak yapilmis ve test verileri
(verilerin 1/3°1) lizerinde performanslar maksimum hata, ortalama yiizde mutlak hata
ve ¢oklu korelasyon katsayisi sonuglar ile irdelenmistir. Sonug¢ olarak bu metodun
cok iyi sonuglar vermedigi fakat giris parametrelerinin ayarlanmasi ile timit kar

sonuclar elde edilebilecegi vurgulanmistir [Coelho ve Klein, 2009].

Yine son yillarda Tiirkiye’de de yiik tahmininde ve enerji tiiketim tahmininde farkli

yontemlerle farkli caligmalar yapilmistir.



Niifus, briit elektrik {iretimi, kurulu giic, net elektrik iiretimi, ithalat ve ihracat gibi
ekonomik ve demografik degiskenlerin 1975 - 2003 yillar1 arast ge¢mis verileri, girig
verileri olarak baz alimarak, YSA ag modeli tasarlanmis ve Tiirkiye’nin 2020 yilina
kadar uzun donemli elektrik tiiketim tahmini yapilmistir [S6zen ve Arcaklioglu,

2007].

Tiirkiye’nin 2015 yilina kadar toplam ve endiistriyel elektrik tiiketim tahmini i¢in,
1970 - 2004 aras1 ge¢mis verileri kullanilarak, silindirik mekanizmali kapali tahmin
methodu (Grey prediction with rolling mechanism) kullanilmigtir [Akay ve Atak,
2007].

1979 - 2005 yillar1 arast briit elektrik iiretimi, niifus, ithalat ve ihracat data setleri
kullanmilarak, Tiirkiye’nin 2025 yillina kadar elektrik yiik tahmini parcacik siiriisii

optimizasyonu (particle swarm optimization) kullanilarak yapilmistir [Unler, 2008].

1970 - 2001 yillar1 arast briit elektrik iiretimi, niifus, ithalat ve ihracat ge¢mis data
setleri baz alinarak, Tiirkiye’nin 2025 yilina kadar elektrik demand tahmini Genetik

Algoritma (GA) yaklagimi ile yapilmistir [Canyurt ve ark., 20041].

2003 - 2020 yillar1 arasinda Tiirkiye’nin sektorel bazli net elektrik tiiketimini tahmin
etmek i¢in, sektorel bagimsiz degiskenlere (ulasim, ziraat, rezidans vb..) sahip bir

yapay sinir ag1 modeli kurulmustur [Hamzagebi, 2007].

1953 - 2000 willar1 arasindaki ge¢mis niifus, briit tiretim, kurulu giic ve yillarin
bagimsiz degiskenleri oldugu ve Tiirkiye’nin net elektrik tiiketimini tahmin etmek

icin YSA tabanli bir model kurulmustur [S6zen ve ark., 2006].

Tiirkiye’de uzun donemli elektrik demand tahmini icin alternatif bir yaklagim olarak
Destek Vektor Makineleri (DVM) ve YSA modeli kurulmustur. Caligmada 1980 -
2000 yillart arasindaki veriler egitim, 2001 - 2008 yillar1 arasindaki veriler test i¢in
kullanilmustir. Ozellikle test verileri iizerinde, DVM algoritmasinin daha iyi sonuglar

verdigi gozlenmistir [Kiiciikdeniz, 2010].



Tiirkiye’nin 2016 yilina kadar uzun donemli elektrik tiiketim tahmin modellemesi
icin alt1 farkli giris parametresi kullanilan Destek Vektor Regresyon metodolojisi
olusturulmustur. Gergek data degerleri ile tahmin sonuglar1 arasinda ortalama kare
hatanin karekokii (RMSE) kriter sonuglar1 verilerek, bulunan sonuclarin gelecege
uzun donemli tahmin ¢alismalarinda kullamilabilecegi sonucuna varilmistir

[Kavaklioglu, 2011].

Tiirkiye ve diinyanin farkli iilkelerinde yapilan calismalarda goriildiigii iizere yiik
veya tiiketim tahmin caligmalarinda farkli teknik ve yontemler kullanilmistir. Bu
caligmalarin biitiiniinde amag gelecekteki yillarda elektrik enerji tiiketiminin ne kadar
artiy gosterecegini gercege en yakin sekilde tahmin etmeye calisarak ilgili
kuruluslarin yatirim ve planlamalarina yardimct olmaktir. Bu nedenle de her caligma
kulland1g1 metodolojiye gore farkli bagimsiz degiskenler se¢mis, yine farkli sayida
giris verisi kullanmugtir. Ortak amac gercekligi ve hassashigl yiiksek tahminler

yapabilmektir.

Calismamizda gercege yakin tahminler yapabilmek icin Tiirkiye’de net elektrik
tilketimini etkileyen parametreler cesitli tahmin ¢alismalar1 incelenerek ve analizler
yapilarak elde edilmistir. Kurulan modellerde bagimsiz degiskenler olarak kurulu
gli¢ (installed power), briit elektrik iiretimi (gross electricity generation), niifus
(population) ve foplam abone sayist (total subscribership) secilmistir. Bu giris
verilerinin 1970 -2009 yillar1 arasindaki gerceklesme degerleri TEIAS, TEDAS,
DPT, EPDK ve TUIK gibi resmi kurumlarin istatistiki bilgilerinden elde edilmistir.
Bu veriler tahmin calismalarinda kullanilmadan 6nce Matlab 2009 programi ile
ortalamas1 0, standart sapmasi 1 olacak sekilde normalize edilerek yeniden

diizenlenmistir.

Tahmin c¢aligmasina baglamadan ©Once calismamizin ikinci bolimiinde Tiirkiye
yenilenebilir ve yenilenemez enerji kaynaklar1 {izerine, ligiincii boliimiinde ise
Tiirkiye’nin {iretim, iletim ve daitim sistemleri {izerine bilgiler verilmistir.
Dordiinci  bolimde ise enerji sistemlerinde planlamanin Onemi ve enerji

sistemlerinde planlama stratejileri tizerine On bilgiler sunulmustur.



Calismamizin besinci boliimiinde; elektrik tiiketim tahmini, tahmin yontemleri ve
tahmini etkileyen faktorler aciklanmistir. Tezimizde kullanacagimiz ¢oklu lineer
regresyon (CLR), yapay sinir aglar1 (YSA), destek vektor makineleri (DVM) ve
destek vektor makinelerinin bir tiirii olan EKK-DVM metotlarinin, teorik alt yapisi

verilmistir.

Altinci boliimde; CLR, YSA, EKK-DVM metotlarinin Tiirkiye net elektrik tiiketim
tahminine uygulamasi yapilmis ve sayisal sonuclar elde edilmistir. Sonuglarin hata
oranlar1 tipik performans kistaslar1 kullanilarak, metotlarin birbirleri ile kiyaslamasi
verilerek ve tahminleme basar1 performansi yiiksek bulunan EKK-DVM metodu
kullanmlarak, Tiirkiye net elektrik tiiketimi diisiik ve yiiksek talep durumlar1 da goz

Oniine alinarak 2018 yilina kadar tiikketim projeksiyonunda bulunulmustur.

Calismamizin yedinci ve son boliimiinde ise; altinci bolimde elde edilen sonuglarin

ne tiir anlamlar tagidig1 ve bilime katkisi sunulmustur.



2. ENERJi KAYNAKLARI

2.1. Yenilenemez Enerji Kaynaklar

Enerji, bir cisim ya da sistemin is yapabilme kapasitesidir ve degisik sekillerde
karsimiza c¢ikar. Bunlar; Is1 enerjisi, 151k enerjisi, mekanik enerji, elektrik enerjisi,
kimyasal enerji ve niikleer enerji bunlardan bazilaridir. Enerji kaynaklarinin ise
yenilenebilir, yenilenemeyen (tiikenen) ve yeni nesil enerji kaynaklari olmak tizere

tic grup altinda toplandig1 goriilmektedir.

Yenilenemez enerji basit bir ifade ile kisa zaman araliginda yeniden olugmayan
enerji olarak tanimlanabilir. Bunlar genelde, petrol, dogal gaz ve kdmiir gibi fosil
yakitlardir. Bu tiir enerjiler, yasamlar1 milyonlarca yil once sona ermis bitki ve
hayvan gibi organik kalintilarin fosillerinden kaynaklanmaktadir. Halihazirda diinya
enerji ihtiyacinin onemli bir bolimiinii karsilamakta olan fosil yakitlarin rezervleri
hizla tilkkenmektedir. Bu yiizyilin ikinci yarisinda petrol ve dogalgaz gibi bazi fosil
yakitlarin rezervlerinin sonuna gelinecegi tahmin edildiginden, biitiin enerji
kaynaklarmin verimli bir sekilde kullanilmasi biiyilk onem tagimaktadir. Enerji
ihtiyacinin siirekli arttigi ama kaynaklarin gittikce azaldigi diinyada, enerjinin
verimli kullanilmasini1 saglamak icin cok ¢esitli programlar uygulanmaktadir. Enerji
sektorlerinde kullanilan fosil yakitlar, iklim degisikligine yol agan ve atmosfere
dagilan en Onemli sera gazlarindan biri olan COy’nin (karbondioksit) de baslica

kaynagidir.

Linyit, 1511 degeri diisiik, barmdirdigi kiil ve nem miktar1 fazla oldugu i¢in genellikle
termik santrallerde yakit olarak kullanilan bir komiir cesididir. Buna ragmen
yerkabugunda bolca bulundugu icin siklikla kullanilan bir enerji hammaddesidir.
Taskomiirii ise yiiksek kalorili komiirler grubundadir. Yerli kaynak potansiyelimizin
12,4 milyar tonunu linyit, 1,33 milyar tonunu tagkomiirii olusturmaktadir.
Tiirkiye'nin toplam linyit rezervi 12,4 milyar ton seviyesinde olup isletilebilir rezerv
miktar1 ise 3,9 milyar ton diizeyinde bulunmaktadir. Bununla birlikte linyit

kaynaklarimizin, biiyiik kisminin 1s11 degeri diisiik oldugundan, termik santrallerde



kullanimi &n plana ¢ikmistir. Ulkemiz linyit rezervinin yaklasik %46's1 Afsin-
Elbistan havzasinda bulunmaktadir. Ulkemizin en onemli tagkomiirii rezervleri ise
Zonguldak ve civarindadir. Zonguldak Havzasi'ndaki toplam taskOmiirii rezervi 1,33
milyar ton, buna karsilik goriiniir rezerv ise 519 milyon ton diizeyinde

bulunmaktadir.

2008 yilinda 106 milyon TEP' olan iilkemizin toplam birincil enerji tiiketiminde
komiiriin payr %28'dir. Ulkemizde 2008 yili sonu itibariyle linyite dayali termik
santrallerimizin kurulu giicii 8205SMW olup bu deger toplam kurulu giiclimiiziin
%19,6's1n1 karsilamaktadir. Komiiriin toplamda kurulu giice katkis1 10191MW olup
bu deger toplam kurulu giiciimiiziin %24 'inii olusturmaktadir. TagkOmiiriine dayali
termik santralimizin kurulu giicii 335MW olup, toplam kurulu giiclimiiziin %0,8'ine

karsilik gelmektedir.

2009 sonu itibariyle Tiirkiye petrol rezervleri 44,3 milyon ton, 2008 yil1 iiretimi 2,2
milyon ton, 2008 yil1 tiiketimi 27,8 milyon tondur. 2009 yil1 iiretim miktar1 ise 2,4
milyon ton olarak gerceklesmistir. Ulkemizde petrol arama faaliyetlerinin basladig1
tarihten 2009 yili sonuna kadar ham petrol iiretimi ise 132,5 milyon tondur.
Ulkemizde 2008 yili sonu itibariyle petrol ve petrol iiriinlerine dayali termik
santrallerimizin kurulu giicii yaklagik 2300MW olup bu deger toplam kurulu
giiclimiiziin %5,5' ini karsilamaktadir. 2008 yilinda petrole dayali santrallerden

tiretilen elektrik enerjisi miktar1 7519GWh'dir [ETKB, 2010].

Dogal gaz rezervlerinin ise; 76 trilyon metrekiipii (%41) Orta Dogu iilkelerinde, 59
trilyon metrekiipti (%33) Rusya ve BDT iilkelerinde, 31 trilyon metrekiipii (%17)
Afrika/Asya Pasifik iilkelerinde bulunmaktadir. 2009 yili sonu itibari ile kalan
iretilebilir dogalgaz rezervimiz 6,2 milyar m3¥tiir. Elektrik enerjisi iiretiminde
dogalgaza dayali kurulu giicimiiz 14576MW olup, bu deger toplam kurulu
giiciimiiziin 32,7'sini karsilamaktadir [ETKB, 2010].

" TEP(Ton Esdeger Petrol): Enerji iiretim ve tiiketim hesaplamalarinda kullanilan bir ton ham petroliin
esdegeridir. 1000kWh’lik elektrik enerjisi 0,0860TEP cevrim katsayisi ile ifade edilmektedir.



Tiirkiye’de 2010 yilinda yakat tiplerine gore, termik santrallerde elde edilen elektrik
enerjisi miktarlar1 incelendiginde; kat1 yakitlardan (tagkomiirii, linyit) 55046,4GWh,
sivi yakitlardan (Fuel-oil, motorin, LPG vb..) 2180,0GWh ve dogalgazdan 98143,7
GWNh’lik enerji elde edilmistir (Sekil 2.1). Dogalgazin termik santraller igindeki
enerji pay1 %62,98°dir [ETKB, 2010]. Ulkemizde 6zellikle dogalgazda talebin yogun
oldugu kis aylarinda kaynak iilkelerdeki veya giizergah iilkelerindeki aksamalarinda,

donemsel arz-talep dengesizliklerine yol agabildigi bilinmektedir.

B KOMUR-
LINYIT
M S|Vl YAKITLAR

" DOGAL GAZ

Sekil 2.1. Tiirkiye’de termik santrallerde kullanilan yakat tiirleri dagilimi

Ozetle; Ulkemizdeki iiretilen enerjinin biiyiik bir boliimii (%73,78’1) dzel veya kamu
termik santrallerinden karsilanmakta, bu karsin diger yenilenebilir enerji
kaynaklarmin(hidrolik, jeotermal, riizgar, giines) genel pasta icerisindeki toplami
926,22 degerini agmamaktadir (Sekil 2.2). Bu durumun disa bagimli oldugumuz bu
hammaddeye, alternatif olacak diger kaynaklara yonelimin iilkemizin gelecekteki

enerji politikalarini belirleyecek en dnemli 6lciit olacag: asikardir.

® HIDROLIK
+IEOTERMAL+RUZGAR
TOPLAM

B TERMIK TOPLAM

Sekil 2.2. Tiirkiye’de iiretilen enerjinin kaynaklara gore dagilimi
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2.2. Yenilenebilir Enerji Kaynaklar

Yenilenebilir enerji, basit bir ifade ile sinirsiz varsayilan, siirekli, tekrar tekrar
kullanilabilen enerji bicimlerini ifade etmektedir. Glines enerjisi, riizgdr enerjisi,
yerkiireden gelen jeotermal enerji, bitkilerden iiretilen biokiitle ve sudan elde edilen
hidrolik giic de yenilenebilir enerji grubunda degerlendirilmektedir. Yenilenebilir

enerji, kisa siirede yerine konulan enerjidir.

Tiirkiye’nin cografi konumu nedeniyle sahip oldugu giines enerjisi potansiyeli
ortalama yillik toplam giineslenme siiresi 2640 saat (giinliik toplam 7,2 saat) ve
ortalama toplam 151n1m siddeti 1311 kWh/m?2-yil (giinliik toplam 3,6 kWh/m?) oldugu
tespit edilmistir. Glines Enerjisi potansiyeli 380 milyar kWh/y1l olarak ifade
edilmektedir. Ulkemizde kurulu olan giines kolektorii miktar1 toplam yaklasik 12
milyon m? ve teknik giines enerjisi potansiyeli toplam1 76 TEP olup, yillik iiretim
hacmi 750 000 m?dir ve bu iiretimin belli bir miktar1 ise ihra¢ edilmektedir. Bu
kullanim miktari, kisi basina 0,15 m? giines kolektorii kullanildigi seklinde de
yorumlanabilir. Ulkemizin Giines enerjisinden, 1s1 enerjisi yillik iiretimi 420 O00TEP
dolaylarindadir. Bu genel goriintii itibari ile iilkemiz, diinyada kayda deger bir giines
kolektorii iireticisi ve kullanicist durumundadir. Ulkemizde birgogu cogu kamu
kurum ve kuruluglarinda olmak iizere, kiiciik giiclerin kargilanmasi ve arastirma

amaciyla kullanilan giines pili kurulu giicii 1 MW" a ulasmistir [ETKB, 2010].

Riizgar santralleri, geleneksel gii¢ santrallerinin aksine, enerji giivenligi acisindan
yakit maliyetlerini ve uzun dénemli yakit fiyati risklerini elimine eden, ayn1 zamanda
politik/mali veya tedarik riskleri acisindan diger iilkelere bagimliligi azaltan, yerli

her zaman kullanilabilir santrallerdir.

Diinyada riizgir enerji kapasitesinde en biiyiik pay % 72 ile Avrupa kitasindadir.
Tiirkiye 2001 yilinda, Avrupa’da kurulu kapasitede % 0,11’lik bir paya sahiptir
[Ogulata, 2003]. Tiirkiye’de 2004 yilinda 18 MW olan riizgar kurulu giicii, 2009 yihi
sonu itibariyle 802,8 MW gibi azimsanmayacak oranda artig gostermistir. Yine

yaklagik olarak 1100 MW kurulu giiclinde riizgar santralinin ise yapimina devam
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edilmektedir. Jeotermal enerji tammm itibari ile yerin derinliklerindeki kayaclar
icerisinde birikmis olan 1s1 enerjisinin akigkanlarca tasinarak, rezervuarlarda
depolanmasi ile olusan sicak su, buhar ve kuru buhar ile kizgin kayalardan suni
yollarla elde edilen 1s1 enerjisidir. Tiirkiye, Alp-Himalaya kusagi iizerinde yer
aldigindan, oldukca yiiksek jeotermal potansiyele sahip olan bir iilke konumundadir.
Ulkemizin toplam jeotermal potansiyeli 31500 MW'tr. Ulkemizde jeotermal
potansiyel olusturan alanlar genelde Bati Anadolu'da (%77,9) yogunlagmistir. Bu
giine kadar potansiyelin %13'ii yani 4000 MW’lik kismu MTA tarafindan kullanima
hazir hale getirilmistir. Jeotermal enerji potansiyelimizin 1500 MW'lik boliimiintin
elektrik enerjisi iiretimi i¢in uygun oldugu degerlendirilmekte olup, kesinlesen veri
su an icin 600 MWe'dir. 2009 yili sonu itibari ile Tiirkiye’nin jeotermal enerjisi

kurulu giicii 77,2 MW diizeyine ulagsmistir [ETKB,2010].

Biyoyakit tamimsal olarak; igeriklerinin hacim olarak en az % 80'i son on yil
icerisinde toplanmis canli organizmalardan elde edilmis her tiirlii yakit olarak
tanimlanmaktadir. Bunlar; biyodizel, biyoetanol, biyogaz ve biyokiitle olarak
orneklenebilir. Biyokiitle kaynaklarimiz; tarim, orman, hayvan, organik sehir atiklari
ve benzeri tiirevlerinden olugmaktadir. Atik potansiyelimiz yaklasik olarak 8,6
milyon TEP olup, bu toplam potansiyelin 6 milyon TEP civar1 1sinma amaci ile
kullanilmaktadir. 2008 yilinda biyokiitle kaynaklarindan elde edilen toplam enerji
miktar1 66 bin TEP'tir [ETKB, 2010].

Hidroelektrik santraller yenilenebilir, temiz, cevreye uyumlu, verimli, enerji
fiyatlarinda bir sigorta gorevi iistlenen, uzun omiirlii, isletme gideri ¢ok diisiik disa

bagimlilik orani simirl olan santrallerdir.

Enerji ve Tabii Kaynaklar Bakanlig1 teknik verilerine gore; Tiirkiye'de ekonomik
olarak degerlendirilebilir hidroelektrik potansiyeli yilda 140 GWh olarak ifade
edilmektedir [ETKB,2010]. Yine 2010 yili TEIAS raporlarma gore; iilkemizin
hidroelektrik santralleri toplam kurulu giicii 15.831,2MW ve elde edilen enerji
miktar1 ise 51795,5 GWh’dir [TEIAS, 2010].
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2.3. Yeni Nesil Enerji Kaynaklan

Yeni nesil enerji kaynaklar1 lilkemizde yeni projelendirme caligmalar1 baglamas,
teknolojisi heniiz fazla gelismemis veya kullanimi heniiz kisith olan enerji kaynaklar1

olarak da ifade edilebilir.

Hidrojen enerjisi tanmmsal olarak, Gilinesin veya galaksideki diger yildizlarin
termoniikleer tepkimeye vermis oldugu isimin yakitidir ve evrenin temel enerji
kaynagidir. Bilinen tiim yakatlar icerisinde, birim kiitle basina en yiiksek enerji
icerigine sahiptir. Diinyada her yil yaklasik 500 milyar m’ hidrojen iiretilmekte,
depolanmakta, tasinmakta ve kullanilmaktadir. Ozellikle iilkemizde ve diinyada
Petrokimya sanayi ve rafinerilerde daha cok tercih edilen hidrojen enerjisinin,
fiyatinin diger enerji kaynaklarindan ortalama ii¢ kat fazla olmasi nedeni ile 6zelikle
enerji alaninda su an icin fazla kullanim alan1 bulacag: diisiiniilmemektedir. Ancak
teknolojideki ilerleme ile birlikte, {iretimindeki maliyet diisiiriicii gelismelere bagh

olarak kullanim1 gelecek vaat eden bir enerji tiiriidiir.

Ulkemiz igin giincel olan bir diger yeni nesil enerji tiirii niikleer enerjidir. Niikleer
enerji, maddenin atom ¢ekirdeklerinin parcalanmasi sonucu aciga c¢ikan 1s1 enerjisi
olarak tanimlanabilir. Niikleer reaktorler agiga ¢ikan bu 1s1 enerjisini, kinetik enerjiye

ve daha sonrasinda jenerator sisteminde elektrik enerjisine doniistiiriirler.

Ulkemizde elektrik enerjisi arz ve talep tahminlerine bagli olarak, 2020 yilina kadar,
niikleer enerji santrallerinin, elektrik enerjisi iiretimi igerisindeki paymnin en az % 5
seviyesine ulagmasi hedeflenmektedir. Bu amagla hiikiimetce 2007 yilinda 5710
sayili Niikleer Gii¢ Santrallerinin Kurulmasi ve Isletilmesi ile Enerji Satigina Iliskin
Kanun ¢ikartilmistir. Yine 2010 yili mayis ayinda, Tiirkiye ile Rusya Federasyonu
arasinda Mersin-Akkuyu'da niikleer santral yapimina iligkin hiikiimetler arasi

anlagsma imzalanmistir [ETKB,2010].
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3. TURKIYE ELEKTRIK SiSTEMi

3.1. Elektrik Uretim

Bir kamu kurulusu olan Elektrik Uretim A.S. (EUAS) Tiirkiye’de iiretim alaninda
halen en biiyiik paya sahip kurulustur ve 2010 yili sonu itibariyle 11674,7MW kurulu
giice sahip 106 adet hidroelektrik santraline ve 12524,9MW kurulu giice sahip 19
termik santrale sahiptir. Ozel sektér yatirnmlart dahil 2010 yili sonu itibariyle
Tiirkiye toplam kurulu giicii 48587,8MW’dir. Kurulu gii¢ itibari ile EUAS Tiirkiye
kurulu giicinin % 49,81’ini diger bir ifade ile yaklasik olarak yarisimi
olusturmaktadir. Cizelge 3.1.’de Tiirkiye’de 2010 y1l itibariyle, kurulu gii¢ ve tiretim
miktarlarimin iiretici simflarina gore dagilimi gosterilmistir [TEIAS,Istatistik2010].
Cizelge 3.1’de mobil santraller, igletme hakki devredilen santraller ve yap-islet-

devret (YID) santralleri “diger grubu” altinda gosterilmektedir.

Cizelge 3.1. Kurulu gii¢ ve tiretim miktarlarinin tiretici gruplara goére dagilimi

Uretici Santral tipi Kurulu Giig(MW) | Uretim(GWh)
EUAS Termik 125249 54156,2
Hidrolik 11674,7 412104
Ozel Uretim | Termik 8215,8 31525,1
Sirketleri Hidrolik 3547,7 8380,9
Otoprodiiktor Termik 2625.4 10582,7
Hidrolik+Riizgar | 5454 1225,1
Diger Termik 8434,1 59580,1
Hidrolik+Riizgar | 1019,9 3520,9
Toplam Termik 31800,2 155844.,2
Hidrolik+Riizgar 16787,6 54337,4

2010 yili sonu itibariyle 210,18 milyar kWh olarak gerceklesen Tiirkiye elektrik
iiretimi miktarinin, 95,37 milyar kWh’i EUAS tarafindan gerceklestirilmistir. Bir
diger ifade ile EUAS ve bagl ortakliklar1, Tiirkiye elektrik iiretiminin ise % 45,4’ {inii
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karsilamaktadir. Tiirkiye’de 1999 yilindan sonra 6zel sektor yatirimlarinin hizlanarak
ozellikle de termik santrallerin faaliyete girmesi yerlesik kurulu giiclin artmasina

neden olmustur.

1970 - 2010 yillar aras1 Tiirkiye’deki Kurulu gii¢ kapasitesinin gelisimi Sekil 3.1.’de
goriilmektedir. Tiirkiye’deki kurulu giigteki bu gelisim incelendiginde; &zellikle
yenilenebilir enerji kaynaklarindan Jeotermal ve Riizgar enerjisine dayali giiciin,
enerji ihtiyaclari da g6z oniine alinarak 1984 yilina kadar artan oranda kullanilmadigi
veya kullanilamadigi anlasilmaktadir. Tiirkiye’nin 1984 yilinda 17,5MW olan
jeotermal ve riizgar enerjisi toplam kurulu giicii, 2010 yili itibariyle 1414, 4AMW
degerine ulagmistir. Sadece 2010 yilinda bir onceki yila gore artis oram %10,6
civarinda olmustur [TEIAS, Istatistik2010]. Bu durum suan icin yeterli olmasa bile,
ozellikle yeni elektrik piyasasindaki gelismelerde goz Oniine alindiginda, oncelikle
riizgar enerjisinin kullaniminin ve dolayisiyla bu alandaki kurulu kapasitenin artacagi
yoniinde isaretler vermektedir. Yine 1997 yilindan sonra Tiirkiye’deki Kurulu
giicteki toplam artisin, 6zellikle termik Santraller ile birlikte artis gosterdigi, buna
karsin yenilenebilir enerji kaynaklarina dayali iiretim tesislerinin ayn1 paralelde genel

toplama katkisinin az oldugu, agik sekilde goriilmektedir.
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Sekil 3.1. Tiirkiye’deki kurulu kapasitenin yillara gore gelisimi
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Ozellikle 1990’11 yillarin sonlarindan itibaren 6zel sektdre ait kurulu giiciin artmis
olmasi, bu kurulu giiciin biiyiik kisminin termik olmasi ve iiretimlerine devlet
tarafindan satin alma garantisi verilmis olmasi, kamu santrallerinin talebe bagh
olarak ihtiya¢ duyulmadigi zamanlarda kisitli calistirilmalar1 sonucunu ortaya
cikartmistir. Bilindigi iizere; elektrik enerjisi ihtiya¢ duyuldugu anda iiretilir. Tabii
neticesi olarak iiretim kapasitesi miktari, enerji talebinden yiiksek oldugu zaman
fazla olan kurulu kapasite kullanilamayacaktir. Santrallerin esit kosullarda oldugu
hallerde ise; elektrik enerjisi iiretimine maliyeti diisik olan santralden baslanip

yiiksek olana dogru sira ile iiretim yaptirilmasi en ekonomik igletme yontemlerinden

birisidir.
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Sekil 3.2. Tiirkiye’de elektrik tiretiminin yillara gore gelisimi

1970 - 2010 yillart aras1 Tiirkiye’de elektrik iiretiminin yillar itibari ile degisimi ise
Sekil 3.2°de verilmistir [TEIAS, 2010]. Tiirkiye’de 2010 yili sonu itibari ile elektrik
iretiminin genel toplami igerisinde hidrolik enerji payi, 51795,5 GWh ile son 40
yillik donemde 50000 GWh’lik iiretim sinirin1 son donemlerde asabildigi
goriilmektedir. Uretimin yillar itibari ile genel seyrine bakildiginda; termik
santrallerden karsilanan iiretimde, baz1 yillarda ufak diismeler olmasina ragmen
toplam {iiretim icerisinde en biiyiik paya sahip oldugu acik bir sekilde goriilmektedir.
Ayrica, jeotermal enerjinin Tiirkiye icin 2007 yili son ceyreginden itibaren enerji

tiretiminde aktif hale gelmeye basladigi ve alternatif olarak kullanilabilecegi
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goriilebilir. Uretim santrallerinin (tesislerinin) yakit tipi ve sisteme giris yili
itibariyle, yatirim kararlarinin yatirime1 kurulug veya sirketler tarafindan verildigi bir
enerji piyasa yapisinda, Tiirkiye toplam talebinin giivenilir bir yedekle karsilanmas1
icin gerekli iiretimin takip edilmesi, arz giivenligi acisindan onemli bir husustur.
Ayrica talebin onemli bir artis oran1 ile gelismesinin beklendigi bir piyasada lisans
alan, lisans almak i¢cin basvuruda bulunan iiretim tesislerinin taahhiit ettikleri tarihte
gerceklesmelerini saglamak icin gerekli Onlemlerin alinmast yine arz giivenligi

acisindan 6nemlidir.

TEIAS tarafindan 2011 - 2020 yillart aras1 Tiirkiye nin iiretim kapasite projeksiyonu
yapilmistir. Bu projeksiyon raporunda; EPDK tarafindan lisans verilmis ve calisma
doneminde isletmeye girmesi beklenen insa halindeki kamu ve 6zel sektor santralleri
dikkate alinarak iki farkli senaryo olusturulmustur. Senaryo 1’e gore toplam 17183
MW ve Senaryo 2’ye gore toplam 15369 MW ilave kapasitenin sisteme dahil olmas1
beklenmektedir [TEIAS, 2011]. Yine ETKB tarafindan belirlenen yiiksek talep ve
diisiik talep serileri her iki senaryo icin uygulanarak proje ve giivenilir iiretim
kapasitelerine gore arz-talep dengeleri kurulmustur. Her iki senaryo sonuglarina gore
ve beklenen talebin yiiksek oranda gerceklesmesi durumunda giivenilir tretim
kapasitesine gore 2016 - 2017 yilar1 arasinda Tiirkiye’de elektrik enerjisi agigi
beklenmektedir [TEIAS, 2011]. EPDK tarafindan iiretim lisans1 verilmis ancak
sisteme (isletmeye) giris tarihi tam olarak belirsiz olan veya lisans alma asamasina
gelinmis ve isletmeye giris tarihi belirsiz projelerden olusan uygun iretim
yatirimlarindan, yeni ilave gii¢ kapasitesinin 2016 - 2017 yillarindan itibaren devrede
olacak sekilde, sisteme dahil edilmesi icin bugiinden itibaren 6nlemlerin alinmasi,
yatirim planlamalarimn yapilmasi iilkemizin enerji dengesi i¢in cok biiyiik dnem

tasimaktadir.
3.2. Elektrik iletim
Tiirkiye’de elektrik iletimi ve isletiminden sorumlu yegane kurulus TEIAS dir. 4628

sayili elektrik piyasast kanunu hiikiimlerine gore, iktisadi devlet tesekkiilii olarak

yapilandirilan TEIAS, sermayesinin tamami iktisadi alanda ticari esaslara gore
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faaliyet gostermek iizere kurulmustur. TEIAS m ana faaliyet alani; elektrik iletimi ile
ilgili tesislerin planlanmasindan yapimina, bakimindan isletilmesine kadar her tiirlii
hizmetleri yapmak ve elektrik piyasa isletmecisi olarak ilgili her tiirlii hizmetleri
yiiriitmektedir. iletim Sistemi, iiretim tesislerinden itibaren gerilim seviyesi 36 kV
izerindeki hatlar iizerinden elektrik enerjisinin iletiminin gerceklestirildigi tesisler
olup, 380 kV’luk Cok Yiiksek Gerilim (CYG) ve 154 kV Yiiksek Gerilim Hatlari,
380/154 kV oto-trafolar ve 154/0G indirici trafolardan olusan Tiirkiye Iletim Sistemi
teknik ve ekonomik acidan avantajlar1 nedeniyle yeterli miktarda seri ve sont
kapasitorlerle donatilmistir. iletim Sistemi gerilim seviyesi 380 kV ve 154 kV ile
standartlastirilmistir. Giircistan ve Ermenistan ile olan enterkonneksiyon hatlarimiz
bu iilkelerdeki gerilim seviyesine uygun olarak 220 kV’tur. Tiirkiye iiretim ve iletim
sistemi, bir Milli Yiik Tevzi Merkezi (Golbasi) ile 9 adet Bolgesel Yiik Tevzi
Merkezinden (Adapazari, Carsamba, Keban, Izmir, Golbagi, ikitelli, Erzurum,
Cukurova ve Kepez) gozlenip yonetilmektedir. Elektrik sistemi isletmesi, sistemin
380 kV trafo merkezlerini ve 50 MW’ {izerindeki tiim santralleri kapsayan bir
SCADA ve Enerji Yonetim Sistemi Programu (EMS) ile yapilmaktadir. Sistem
isleticisi (Sistem Operatorii) bu sistem sayesinde daha kaliteli bir isletme i¢in gerekli
olan her tiir sistem c¢aligmasini, giinlilk isletme programlarim1 ve yiik frekans

kontroliinii yapabilmektedir.

TEIAS iletim sebekesi; 2010 yili itibariyle 48 760 km uzunlugunda enerji giic iletim
hatt1, 588 adet TM (trafo merkezi) ve 93 672 MVA trafo giicli yine komsu iilkelerle
biitiinlesik toplam 10 adet enterkoneksiyon sisteminden meydana gelen biiyiik bir
iletim agidir. TEIAS, 2009 yili sonu itibariyle 44 761 MW kurulu giicii, 29 870MW
ani puanti, 610 milyon kWh maksimum giinliik tiiketimi ve 194,1 milyar kWh’lik
yillik elektrik enerjisi iiretimi olan enterkonnekte(baglasimli) elektrik sistemini

kesintisiz, kaliteli ve giivenilir bir sekilde isletmektedir [TEIAS, 2011].

Yillar itibari ile Tiirkiye elektrik dagitim bolgelerinin genislemesi bununla birlikte
elektrik tiiketiminin artig gostermesi neticesinde; elektrik iletim hatlarinin hat
kapasitesi ve hat uzunluklarinda yillar itibari ile degisiklikler ve artiglar olmustur.

Ozellikle 66kV gerilim seviyesindeki hatlarin, 33kV gerilim hatlarina
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doniistiiriilmesi bu hatlarin uzunlugunda diisiisler seklinde kendini gostermektedir.
Yine 220kV gerilim seviyesindeki iletim hatlarinin son on yillik donemde uygulanan
projeler 1s181nda, tesis edilmesinin durduruldugu acgik sekilde goriilecektir. Bu bahsi

edilen durumlar Cizelge 3.2.’de goriilmektedir [TEIAS, 2011].

Cizelge 3.2. Iletim hat uzunluklarinin yillar itibari ile gelisimi

Yillar | 380kv 220kV 154kV 66kV Toplam hat
(km) (km) (km) (km) uzunlugu(km)
1999 | 12802,9 | 84,5 28871,4 678,8 424377
2000 | 129573 | 84,5 294437 682,3 431679
2001 13166,6 | 84,5 29731,8 670,7 436537
2002 | 13625,5 | 84,5 30163,2 670,7 445440
2003 13958,1 | 84,5 30961,7 718.9 457232
2004 | 139704 | 84,5 31005,7 718.9 45779,6
2005 13976,9 | 84,5 31030,0 718.9 45810,3
2006 | 14307,3 | 84,5 31163.,4 4774 46032,6
2007 143384 | 84,5 31383,0 4774 462833
2008 144204 | 84,5 31653,9 508,5 466673
2009 | 146229 | 84,5 319317 508,5 47147,6
2010 | 15559,2 | 84,5 32607,8 508,5 48760,0

Tiirkiye’de islevsel, etkin ve rekabetci bir elektrik piyasa yapisi i¢in genel politika;
kamunun elektrik sektoriinde iletim haricinde yatirimci olmaktan arindirilmasi ve
sahip oldugu tesisleri 6zellestirmesi, gerekli yatirimlarin rekabet¢i bir piyasa
pazarinda 6zel tesebbiis tarafindan yapilmasi ile kamunun diizenleyici konumunun

giiclendirilmesi ve arz giivenligini temin etmesi olarak 6zetlenebilir.

3.3. Elektrik Dagitim

Elektrik enerjisi, gerilimi diisiiriildiikten sonra bolgesel sebekelere iletilir ve bu

sebekeler yardimiyla ayrilarak dagitim merkezlerine ve dolayisiyla tiiketicilerin
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kullanimina sunulur. Dagitim merkezlerinin ise temel olarak iki farkli gérevi vardir.
Bunlar; hatlarin birbirine baglantisim (enterconnection) ve gerilim seviyesinin
doniigtiiriilmesini (transformation) saglamaktir. Dagitim kurulusu veya sirketleri
tilketim ihtiyacina gore yeni tesisler kurmak, bunlar1 yonetmek/yenilemek, yeni
tilketicileri sebekeye almak, serbest tiiketici iglemlerini yapmak, arizalar1 onararak

dagitilan elektrigin siirekliligini saglamak ve miktarim sabit kilmakla ylikiimliidiir.

Tiirkiye Elektrik sektoriinde tekel olan Tiirkiye Elektrik Kurumu (TEK) 1994 yilinda
Dagitim hizmetleri icin TEDAS, iiretim ve iletim hizmetleri i¢in ise TEAS olarak
yeniden kurgulanmis devaminda TEAS’ta EUAS, TEIAS ve TETAS olmak iizere ii¢
farkli sirket hiiviyetine biiriinmiistiir. 2005 yilinda, yaklasik 28 milyon miisterisi,
toplam 93 milyar kWh elektrik satis1 ve elektrik dagitiminda iilke genelinde %98’lik
pazar pay1 ile TEDAS ve sahibi oldugu dagitim sirketleri, topluca Tiirkiye’nin en

biiyiik organizasyonlarindan birini olusturmaktadirlar.

Elektrik dagitim ve perakende satis sektoriinde rekabete dayali bir ortamin
olusturulmasi ve gerekli reformlarin yapilmasini temin etmek i¢in; dagitim bolgeleri
baz alinarak kamu miilkiyetindeki elektrik isletmelerinin yeniden yapilandiriimasi
suretiyle elektrik enerjisi dagitim hizmetlerinin 6zellestirilmesine karar verilmis ve
TEDAS 02.04.2004 tarih ve 2004/22 sayili Ozellestirme Yiiksek Kurulu Karar ile

Ozellestirme kapsam ve programina alinmistir.

Dagitim bolgeleri cografi yakinlik, yonetim yapisi ve enerji talebi gibi etkenler goz
Oniine almarak yeniden belirlenmis, Tiirkiye 21 elektrik dagitim bdolgesine

ayrilmistir.

Dagitim bolgeleri ve 2008 yili mevcut abone sayllam1 Cizelge 3.3.’de
gosterilmektedir [TEDAS, 2008]. Dagitim bolgeleri igerisinde ilk isletme hakki devri
yapilan sirket, 1990 yilinda devri gergeklesen KCETAS (Kayseri ve civart)’dir.

' Dagitim sirketlerinin 2009 yilindan itibaren hizla ozel sektore devri ile birlikte dogru istatistiki
bilgilerin raporlanmasinda ve yayinlanmasinda TEDAS zorluklar yasamustir. Bu itibarla dagitim
sirketlerinin abone biiyiikliigiinii dogru yansitmasi ac¢isindan 2008 yil1 degerleri kullanilmusgtir.
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2009 yili bagi itibari ile de Baskent ve Sakarya dagitim bolgelerindeki 6zellestirmeler

ile elektrik dagitim bdlgelerindeki Ozellestirme uygulamalar1 ivme kazanmistir.

Cizelge 3.3. Tiirkiye’de elektrik dagitim bolgeleri

Bolge Dagitim Bolgesi Abone say1st Yonetim | Gorev alani

1 Dicle EDAS 1 044 300 Kamu Diyarbakir, Sanliurfa, Mardin, Batman, Siirt, Sirnak

2 Van Golu EDAS 401 400 Kamu Bitlis, Hakkari, Mus, Van

3 Aras EDAS 725 200 Kamu Erzurum, Agri1, Ardahan, Bayburt, Erzincan, Igdir,Kars

4 Coruh EDAS 989 600 Ozel Trabzon, Artvin, Giresun, Giimiishane, Rize

5 Firat EDAS 663 700 Ozel Elaz1g, Bingol, Malatya, Tunceli

6 Camlibel EDAS 734700 Ozel Sivas, Tokat, Yozgat

7 Toroslar EDAS 2597 400 Kamu Adana, Gaziantep, Hatay, Mersin, Osmaniye, Kilis

8 Meram EDAS 1530 500 Ozel Kirsehir, Nevsehir, Nigde, Aksaray, Konya, Karaman

9 Enerjisa Baskent 5075 800 el Ankara, Kinkkale, Zonguldak, Bartin, Karabiik, Cankari,
EDAS Kastamonu

10 Akdeniz EDAS 1 469 800 Kamu | Antalya, Burdur, Isparta

11 Gediz EDAS 2331 500 Kamu Izmir, Manisa

12 Uludag EDAS 2278 500 Ozel Balikesir, Bursa, Canakkale, Yalova

13 Trakya EDAS 767 800 Ozel Edirne, Kirklareli, Tekirdag

14 Anadolu Y. EDAS 2 037 900 Kamu Istanbul ili Anadolu Yakast

15 Sakarya EDAS 1307 300 Ozel Sakarya, Bolu, Diizce, Kocaeli

16 Osmangazi EDAS 1277 300 Ozel Eskisehir, Afyon, Bilecik, Kiitahya, Usak

17 Bogazici EDAS 3832 800 Kamu Istanbul ili Rumeli Yakast

18 Kayseri(KCETAS) | 521453 Ozel Kayseri

19 Aydem EDAS 1 475 700 Ozel Denizli, Aydin, Mugla

20 Goksu EDAS 479 800 Ozel K.Maras, Adtyaman

21 Yesilirmak EDAS 1 466 700 Ozel Samsun, Amasya, Corum, Ordu, Sinop

2012 yil1 nisan ay1 sonu itibari ile Tiirkiye’de mevcut 21 dagitim sirketinin yaklasik

%60’1 yani 13 tanesinin 6zel sektdre devri tamamlanmigtir. Bir kamu iktisadi

tesekkiilii (KIT) olan TEDAS a bagh ve dzellestirmesi tamamlanmamis (veya devir

islemleri bitmemis) 8 adet dagitim sirketi kalmistir. Tiirkiye’de 2009 yili itibari

toplam 31,85 milyon abonesi olan dagitim sisteminde tiim dagitim hatlarinin toplam

uzunlugu 969 238 km’dir [TEDAS, 2009].

0,4kV gerilim seviyesindeki hat uzunlugu 562 342 km iken 33kV gerilim

seviyesindeki hat uzunlugu ise 364 407°dir. Yine 2009 verilerine gore Tiirkiye
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dagitim sebekesinde toplam 111 082 MVA kurulu giiciinde 335 099 adet dagitim
trafosu mevcuttur [TEDAS, 2009].

3.4. Sistem Kayiplari

Genel bir elektrik sisteminde meydana gelen kayiplar, iiretim, iletim ve dagitim
sistemlerinde olmak iizere ayr1 alanlar olarak incelenebilir. Uretimden elde edilen
elektrik, iletim (transmisyon) hatlariyla transformatorlere taginmaktadir. Talep edilen
gerilim seviyerlerine gore kullanicilarin kullanimina sunulmaktadir. Global olarak
genel kabul; ortalama maliyetler dikkate alindiginda, sistem maliyetlerinin % 50’si
tiretimden, % 20’si iletimden ve % 30’u ise dagitimdan kaynaklanmaktadir. Fakat
kayiplara bakildiginda bu durum tam tersi olarak ortaya ¢ikmaktadir. Kayiplarin
biiyik kismi iletim ve dagitim tesislerinde olusmaktadir. Dagitim tesisleri veya
sistemlerinde gerilim seviyesinin diisiikk ve akimin yiiksek olmasindan dolayr daha
fazla kayiplar olugsmaktadir. Enerji santrallerinde iiretilen elektrigin ortalama % 6’s1
ic kayip ve i¢ tiiketime harcanirken bu oran iletim tesislerinde Avrupa normlarina
yakin seyretmekte olup yaklasik %3 dolaylarindadir. Dagitim tesislerinde ise teknik
kayiplarin ve abonesel kacak oraninin yiiksek olmasindan dolayr % 20’nin iizerine
olmaktadir. Bu oranlar g6z Oniine alindiginda; toplam {iretilen enerjinin % 30’nun
kayiplar1 karsiladig1 ve biiyiik bir enerji giiciiniin yok oldugu goriilmektedir [Sargin,
2006]. Tiirkiye’de elektrik dagitim sistemindeki kayiplar1 ise; teknik ve teknik

olmayan kayiplar olmak iizere iki farkl sekilde incelemek dogru olacaktir.

Teknik kayiplar dagitim hatlarindaki dagitilan enerjiden ve giiciin dagitimi igin
kullanilan donanimlardan kaynaklanan kayiplardir. Enerji dagitimda meydana gelen
teknik kayiplarin biiyiik bir ¢ogunlugunu akima bagh kayiplar (kablo baglanti
klemenslerinde, kablolarda zirh, siper kayiplar ile karsilikli reaktanstan kaynaklanan
kayiplar vb.) olusturmaktadir. Hatlardaki akima bagl bu kayiplar 1s1 enerjisi olarak
ortaya cikmaktadir. Bununla birlikte yiike bagli olan ve yiikten bagimsiz olarak
hatlarda veya trafolarin ¢ekirdek ve bakir kisimlarinda da teknik kayiplar meydana
gelmektedir. Teknik olmayan kayiplar ise daha ¢ok son tiiketiciler ile ilgili bir

kavram olup kasitli (kacak) veya kasitsiz (bilingsiz) olarak enerji kullanimlari
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sonucunda ortaya cikmaktadir. Teknik olmayan kayip elektrik abonelerine teslim
edilen ve tiiketilen ama baz1 sebeplerden dolay: satis olarak kaydedilmeyen degerleri
de igcermektedir. Bunun temel sebepleri kagak elektrik kullanimi, eksik ol¢timler ve

hatali saya¢ okuma ya da faturalandirmada yapilan hatalar olarak ifade edilebilir.

Tiirkiye’de oOzellestirme islemleri tamamlanmamis, yani TEDAS bagh ortaklik
konumundaki dagitim sirketlerinin verilerine gore; TEDAS’a 2009 wili sonu
itibariyle toplam 129 789 010MWh’lik elektrik enerjisi, iletim sistemi {izerinden
aktarilmig bu enerjinin ancak 106 755 880MWh’lik kismi faturalandirilmastir.
Sistemdeki kayip-kacak miktar1 ise 23 033 130MWh (%17,7) olarak gerceklesmistir
[TEDAS, 2009].

Elektrik dagitim hizmetinin 6zel sektor araciligt ile yapildigi sektorel toplamlara
bakildiginda ise; 2009 yili itibariyle 30 683 346 MWh’lik enerji teminine karsilik, 28
698 483MWh enerji faturalandirilmis ve toplam 1 984 864MWh'’lik (%6,5) sistemsel
kayip-kacak olugsmustur [TEDAS, 2009].

Ulkemizin niifus yogunlugu, arz kaynaklarmin yeri ve cografi kosullarna uygun
olarak Avrupa standartlarina gore dizayn edilen iletim sistemi kayiplar1, uluslararasi

performans diizeyindedir [TEIAS, 2011].

Tiirkiye iletim sistemi kayb1 2009 yili i¢in %2,1 (3973,4GWh) iken 2010 yil1 i¢in
%?2,8 (5690,5GWh) olarak dl¢iilmiistiir. Tiirkiye’de iletim ve dagitim sistemlerindeki
kayip ve kacaklarin yillara gore yilizdesel degisimi Sekil 3.3’de gosterilmektedir
[TEIAS, 2011].

Enerji nakli yapilan dagitim ve iletim sistemlerinde, kayiplarin tamamim ortadan
kaldirmak dogal olarak pratikte pek miimkiin degildir. Ozellikle dagitimdaki teknik
kayiplari minimum seviyelere indirmek i¢in; gii¢ sistemlerinde giic faktoriiniin
diizeltilmesi, kablo kesitinin dogru se¢ilmesi, dagitim transformator giiciiniin yeterli

miktarda olmasi, 6l¢ii aletlerinin hassas olmasi gibi dlgiitlere oncelik verilmelidir.
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Sekil 3.3. Tiirkiye iletim ve dagitim sistem kayiplarimn yillara gore yiizdesel
degisimi

3.5. Elektrik Tiiketimi

Ulkemizde sanayilesmenin bir sonucu olarak; koylerden sehirlere goclerin olmasi,
tilketim toplumuna doniisiim, issizlik ve niifus artisi, enerji talebimizi ve bunun
sonucu olarak enerji ithalatimiz1 artirmaktadir. Enerji hammaddelerini ithal eden ve
elektrik iiretiminde % 60 oraninda ithalata bagimli olan iilkemizde, elektrik fiyatlari
da bununla paralel olarak artis gostermektedir. Tiirkiye’de bu elektrik fiyatlarindaki
artiga ragmen, iilkemizdeki sanayilesme ve modernlesme siirecleri ile net elektrik

titketiminin yillar itibari ile (Sekil 3.4) lineer bicimde artis gosterdigi goriilmektedir.

Tiirkiye elektrik tiiketim verileri baz alindiginda; briit tiikketim (Tiirkiye briit
tiretimi+dis aliglar—dis satiglar) 2009 yilinda % 2 azalarak 194,1 Milyar kWh, 2010
yilinda ise % 8,4 artis ile 210,4 Milyar kWh olarak gerceklesmistir. Tiirkiye net
elektrik tiikketimi ise (i¢ tiiketim, sebeke kayb1 ve kacaklar hari¢) 2009 yilinda 156,9
Milyar kWh, 2010 yilinda ise 169,4 Milyar kWh olarak gerceklesmistir [TEIAS,
2011].
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Sekil 3.4. Tiirkiye net elektrik tiiketiminin yillara gore degisimi

Tiirkiye’nin net elektrik tiiketimi yillar itibari ile dogrusal bir artig gosterir. Ancak

Sekil 3.4°de goriildiigii iizere, 2001 yilinda biiyiik oranda yasanan ekonomik krizin

de etkisi ile net elektrik talebi diigmiistiir. Yine 2009 yilinda elektrik tiiketiminde

biiyiik oranda diisiis yasanmis ancak 2010 yilinda tekrar normal artis egilimini

(trend) yakaladigr goriilmektedir. Tiirkiye kisi basi tiiketim verileri (Sekil 3.5)

incelendiginde ise; Tiirkiye net elektrik tiiketimi ile paralel olarak, lineer bir artig

seyri oldugu ve 2009 yilinda kisi basi tiiketiminde genel yapi igerisinde diisiis

meydana geldigi goriilmektedir.

Kisi bas: tiiketim(kWh)
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Sekil 3.5. Tiirkiye kisi basi elektrik tiiketiminin yillara gore degisimi
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Tiirkiye tiiketim istatistiklerine gore; 2009 yili i¢in toplam 156894,1 GWh’lik net
elektrik enerjisi tiiketilmistir. Bu tiiketilen enerjinin biiyiik bir kism1 70470,1 GWh’i
(%44,9’i) sanayi is kolunda ve 39147,5 GWh’lik kismi ise meskenlerde
kullanilmastir.

Yine Tiirkiye elektrik enerjisi tiiketim pastast igerisinde, aydinlatma tiiketimleri
yaklasik % 2,5’lik ve resmi daireler ise % 4,5’lik pay ile tiiketimin az gergeklestigi
kollar1 olusturmaktadir [TEDAS, 2009]. Tiirkiye’deki net tiiketimin 2009 yili1 sonu

verilerine gore sektorel dagilimi Sekil 3.6’da gosterilmektedir.

\
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= Diger
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Sekil 3.6. Tiirkiye elektrik tiiketiminin sektor tabanli dagilimi

ETKB tarafindan hesaplanan elektrik enerjisi yliksek ve diisiik enerji taleplerinin
gerceklesmesi halinde; 2010 yili sonunda isletmede olan iiretim tesislerinden olusan
mevcut elektrik enerjisi iiretim sistemimize, Senaryo 1’e gore 13707 MW ve Senaryo
2’ye gore 11893 MW Lisans almis ve inga halindeki 6zel sektor projeleri, 3475.7
MW Insa halindeki kamu iiretim tesislerinin ilave edilmesi ile her iki senaryo icin de;
proje iiretim kapasitelerine gore 2018 — 2019 yillarindan itibaren, giivenilir {iretim
kapasitelerine gore ise 2016 - 2017 yillarindan itibaren ongoriilen elektrik enerjisi

talebinin karsilanamayacag1 hesaplanmaktadir [TEIAS, 2011].
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3.6. Elektrik Piyasasi

3.6.1. Piyasa gelisim siireci

Elektrik tiretimi Tiirkiye’de ilk defa Tarsus’ta su degirmeni ile ¢evrilen 2 kW’lik bir
dinamo ile gerceklestirilmistir. Yine ilk santral ise, 1913 yilinda Istanbul Silahtar
Aga’da kurulmustur. Cumhuriyetin ilk yillarinda yerli sermaye birikimindeki ve mali
kaynaklardaki yetersizlik sebebi ile elektrik sektorii yatirmmlari agwhikli olarak
yabanct kaynakli yatirimeilar tarafindan gergeklestirilmistir. Bahsi edilen bu
donemde, genellikle Belcika, Almanya, italya ve Macaristan menseli sirketler

elektrik tedarikine iligkin faaliyetleri yiirlitmiislerdir [Hepbasl, 2005].

Enerji ve Tabii Kaynaklar Bakanligt (ETKB) 1963 yilinda teskilat yapisina
kavusturulmus, bundan yedi yil sonra yani 1970 yilinda ise Tiirkiye Elektrik Kurumu
(TEK) kurulmustur. Elektrik dagitim hizmetleri haricinde, elektrik sektoriiniin biitiin
hizmet kollarinda faaliyet gosteren TEK’in kurulmasi ile elektrik sektorii dikey
biitiinlesik yapida bir tekel olarak konumlandirilmistir. Belediyelerin elektrik dagitim
yetkisi 1982 yilinda elinden alinmasi ile TEK elektrik sektoriiniin biitiin kollarinda

hizmet veren milli bir elektrik kurumu konumuna gelmistir.

1980’11 yillar ile birlikte ihracata dayal1 biiyiime stratejisini benimseyen Tiirkiye, 6zel
miitesebbislerin elektrik endiistrisine girmesi i¢in degisik alternatifler ve tesvikler
tiretmeye baglamistir [Bagdadioglu, 2009]. TEK’in elektrik sektoriindeki tek ve
biitiinlesik yapisini sona erdirmek icin; 1984 yilinda diizenlenen 3096 sayili kanun ile
ozel sektoriin Isletme Hakki Devri (IHD) veya Yap-islet-Devret (YID) gibi
yontemlerle Tiirkiye elektrik piyasasinin istirak etmesi ve piyasa olusumunun
temelleri atilmak istenmistir. Yine bu kanunda; yeni tesis edilecek elektrik iiretim
tesisleri icin YID modeli, hali hazirda kurulu olan elektrik dagitim ve iiretim tesisleri
icin ise miilkiyeti TEK’te kalmak iizere igletme hakkinin 6zel sektor yatirimcilarina
devri diistiniilmiistiir. Ancak baz1 siyasi ve hukuki etmenlerden dolay1 bu kanun 1994
yilina kadar, tam olarak uygulamaya konulamamustir. 1994 yilinda TEK iki ayri

sirket olarak ikiye ayrilmis ve elektrik enerjisi tiretim ve iletim faaliyetlerini
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yiiriitmek iizere Tiirkiye Elektrik Uretim ve Iletim A.S. (TEAS) ve elektrik dagitim
faaliyetlerini yiiriitmek iizere Tiirkiye Elektrik Dagitim A.S. (TEDAS) kurulmustur.
2001 yilinda ise; 4628 sayili elektrik piyasas1 kanunu yiiriirliige sokularak, elektrik
piyasasimin serbest rekabet esaslar1 cercevesinde yiiriitilecegi bir piyasa
mekanizmasi kurulmasi hedeflenmistir. Bu kanunla birlikte, TEAS {i¢ farkh sirket
hiiviyetine boliinmiistiir. TEAS 1n elektrik {iretim faaliyetlerini gerceklestirmek {izere
Elektrik Uretim A.S. (EUAS), elektrik iletim faaliyetleri icin Tiirkiye Elektrik Iletim
A.S. (TEIAS) ve elektrik ticaret faaliyetleri icin Tiirkiye Elektrik Ticaret ve Taahhiit
A.S. (TETAS) kurulmustur. Elektrik piyasa kanunu ile birlikte es zamanli olarak
Enerji Piyasas1 Diizenleme Kurumu (EPDK) kurulmustur. EPDK, Tiirkiye’de
elektrik piyasasinin diizenleyicisi ve tiim enerji sektorii iizerinde, piyasa yaptirim

kimligine haiz iist kurum hiiviyetindedir.

3.6.2. Piyasa yapisi (konfigiirasyonu)

Elektrigin iiretimi, iletimi, dagitimi, toptan satigi, perakende satisi, perakende satig
hizmeti, ticareti, ithalat1 ve ihracat faaliyetleri toplami, elektrik piyasasimn genel

kapsamim olusturmaktadir.

Tiirkiye’de elektrik iiretim faaliyetleri, EUAS (ve bagh ortakliklar1), 6zel elektrik
iiretim sirketleri, otoprodiiktorler, kojenerasyon tesisleri ile YID/YI hiikiimleri
cercevesinde iiretim yapan sirketlerce gerceklestirilmektedir. 17 Mart 2004 tarihinde
Yiiksek Planlama Kurulu (YPK) Karan ile agiklanmis olan Elektrik Enerjisi Sektorii
Reformu ve Ozellestirme Strateji Belgesinde ozellestirilecek portfoy iiretim
gruplarmin belirlenmesini Ongérmiistiir. Strateji belgesinde, belirlenen portfoy tiretim
gruplarmin 30 Eyliil 2005 tarihine kadar Ozellestirilmesi Ongoriilmiistiir. Ancak,
belirlenmis olan portfoy iiretim gruplarinin Ozellestirilme siiregleri heniiz
baslatilmamistir. Ayrica elektrik liretim veya otoprodiiktor lisansi bagvurular1 EPDK
tarafindan incelenmekte ve uygun bulunan sirketlere kurul karari ile lisans

diizenlenmektedir.



28

TEIAS, Tiirkiye’de ise 4628 sayilli yasa gere§ince iletim sistemi isletmecisi tek
kurulugtur. Giincel mevzuatlar geregi ve YPK karan ile aciklanmis olan Strateji
Belgesinde, iletim hizmetlerinin kati surette 6zellestirme kapsami diginda tutulacagi
acikca ifade edilmektedir. TEIAS, Enerji Bakanligr’nm ilgili bir kurulusu
durumundadir. TEIAS, piyasa isletim hizmetini biinyesindeki Piyasa Mali
Uzlastirma Merkezi (PMUM) araciign ile yiiriitmektedir. TEIAS’in piyasa
isletmecisi ana gorevinin diginda, yiik dagitimi ve frekans kontroliinii
gerceklestirmek, iletim sisteminde gerekli kapasite artigini saglamak, gercek zamanl
sistem giivenilirligini Yiikk Tevzi Merkezi (YTM) araciligi ile takip etmek gibi

stratejik gorevleri vardir.

Tiirkiye’de elektrik dagitimi faaliyetleri TEDAS tarafindan yiiriitiilirken; TEDAS 21
cografi dagitim sirketine boliinmiis olup, strateji belgesinde bu sirketlerin tamaminin
2009 yili sonuna kadar oOzellestirilmesi planlanmigtir. Ancak 2012 yihi ilk yarisi
itibari ile halen 8 adet dagitim sirketinin heniiz ihale veya devir islemleri
tamamlanamamigstir. 4628 sayili yasa elektrik dagitim sirketlerinin ¢ok sayida
olmasim ve lisanslarinda yer alan bolgelerde faaliyet gostermelerini zorunlu
kilmaktadir. EPDK tarafindan elektrik dagitim lisans bagvurular1 degerlendirilmekte
ve uygun bulunan sirketlere kurul tarafindan dagitim lisans1 diizenlenmektedir.
Ayrica, Tiirkiye’de elektrik piyasasinda Organize Sanayi Bolgeleri (OSB) elektrik

dagitim hizmetleri kapsaminda dagitim sirketleri olarak degerlendirilmektedir.

Tiirkiye elektrik piyasasinda elektrik ticareti, ikili anlagsmalar kapsaminda veya
dengeleme uzlastirma piyasasinda gergeklestirilmektedir. Sekil 3.7°de Tiirkiye’de
mevcut elektrik piyasasinin genel yapis1 goriilmektedir. Kamuya ait iiretim tesisleri,
TETAS aracilig1 ile veya dogrudan iletim sistemi araciligiyla dagitim sirketlerine
elektriklerini ulagtirabilmektedir. Otoprodiiktorler ve 6zel iiretici sirketler, TETAS

veya iletim sebekesi aracilig ile tirettikleri elektrigi piyasa havuzuna satabilecekleri
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gibi dogrudan iletim ve dagitim sebekesi aracilig ile serbest tiiketicilere' tirettikleri

elektrigi satabilmektedirler.

URETIM ILETIM DAGITIM
EQAS : ,—:> TEIAS TEDAS
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Sekil 3.7. Tiirkiye elektrik piyasas1 genel yapisi

EUAS (ve bagh ortakliklar1) iiretmis oldugu enerjiyi TETAS a satmakta ve yine sekil
3.7°de goriildiigii iizere, EUAS elektrik dagitim sirketlerine de iletim sistemi
iizerinden direkt olarak elektrik satis1 yapabilmektedir. Ayrica YID, YI sozlesmeleri
kapsaminda iiretim faaliyeti gerceklestiren giic santralleri de {iiretmis olduklari
enerjiyi TETAS a satmaktadir. TETAS, soz konusu santraller ve EUAS tan almis
oldugu enerjiyi, dagitim sirketleri ile 6zel perakende sirketlere satabilmektedir.
Tiirkiye elektrik piyasasinda otoprodiiktorler tesisleri de elektrik ticareti
yapabilmektedir. Elektrik piyasasi hiikiimlerine gore bir otoprodiiktor sirketi, bir
takvim yili icerisinde lisansina derc¢ edilen yillik ortalama elektrik enerjisi iretim

miktarinin yiizde yirmisini, piyasada satabilmektedir.

Tiirkiye elektrik piyasasinda, dengeleme ve uzlastirma piyasasi katilimcilar: lisanslh
iretim, otoprodiiktor, toptan satis ve perakende satis sirketlerinden meydana
gelmektedir. Dengeleme sistemi katilimcilart kendi adina PMUM’a kayitli en az bir
dengeleme birimi olan ve piyasada iiretim faaliyeti gosteren tesisleri ifade

etmektedir. Bu tesisler, ayni1 zamanda Milli Yiik Tevzi Merkezi tarafindan uygun

! Elektrik tiiketimi, EPDK tarafindan belirlenen yillik elektrik enerjisi tiiketim miktarindan daha fazla
olan veya iletim sistemine dogrudan bagli olmasi nedeniyle tedarik¢isini se¢me serbestisine sahip
gercek veya tiizel kisiler serbest tiiketici(eligible consumer) olarak tanimlanmaktadir.
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bulunan yiik alma (YAL) ve yiik atma (YAT) gibi fonksiyonel islevleri bagimsiz

yapabilme yetisine sahiptirler.

Milli Yiik Tevzi Merkezi’ nin yiiriitmiis oldugu gercek zamanli (real time) dengeleme
islemine katilan iiretim tesisleri, YAL ve YAT fiyatlarina iligkin 6nerilerini ayda iki
kez Milli Yiikk Tevzi Merkezine bildirmekte ve piyasa isletmecisi olan PMUM bu
teklifleri ekonomik siralamalarina gore degerlendirmektedir. Sistemde enerji acgig1
olacaginin tespiti halinde yiik alma talimatlar1 araciligiyla en diisiik fiyat teklifini
veren iireticiden baglanarak elektrik iiretimi artirilmaktadir. Enerji fazlasi olacaginin
tespiti halinde ise en yiiksek yiik atma teklifini vermis olan {iireticiden baslanarak

elektrik iiretiminin azaltilmasi1 saglanmaktadir.

Elektrik piyasast kanunun yaymlanmast ve EPDK’min kurulusu ile birlikte
Tiirkiye’de elektrik piyasasi yapisinda eskiye gore biiyiik degisiklikler meydana
gelmistir. Baz1 degisiklikler ve eski-yeni yapinin karsilastrmas1 Cizelge 3.4’de
verilmektedir. Cizelge 3.4’de de goriilecegi lizere; yeni elektrik piyasasi Oncesi

yapida rekabetci bir yapidan s6z etmek olanaksizdir.

Cizelge 3.4. Tiirkiye’de eski-yeni piyasa yapilarinin karsilagtirilmasi

Parametre Piyasa 6ncesi yap1 Yeni piyasa

Genel yap1 Tek alici-tek satici Dengeleme piyasasi, ikili
anlagmalar

Tiiketici Ayn1 miigteri gruplari Farkl miisteri gruplari

Tiiketici tarifeleri Tek tip tarife Farkl tarifeler

Fiyatlandirma Maliyetin etkisi yok Maliyet tabanl

Piyasaya giris Oneri yolu ile Lisans ile

Diizenleme ETKB ve ilgili kurumlar | EPDK

Avrupa Birligine uyum Uyumlu degil Uyumlu
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4. ELEKTRIK ENERJi SISTEMLERINDE PLANLAMA

4.1. Planlama Kavram ve Siirecleri

Planlama, gelecege bakma ve muhtemel secenekleri saptama siirecidir. Planlamanin
bir 6zelligi de gelecegi bugiinden gérme ve kontrol etme araci1 olmasidir. Ekonomik
manada, bir kaynak dagitim mekanizmasi olarak da goriilebilir. Yani sinirsiz
ihtiyaclar ile smirli kaynaklar arasinda bir denge saglar. Gelecegi ydnetme ve
kaynaklar1 dagitma araci olan planlama neyin, ne zaman ve nasil yapilacaginin,
biitiin bu caligmalarda kimlerin sorumlu olacaginin belirlenmesi ve saptanmasina da
olanak verir. Bu Ozellikler planlamanmin disiplinler arast bir aktivite oldugunu

gostermektedir.

Elektrik enerji sistemlerinde planlama ise, belirlenen hedefler dogrultusunda goz
Oniine alinan calisma kosullarina gore sistemin gelisiminin ve buna iligkin secimlerin
kesin ve agik olarak belirlenmesini gerektirmektedir. Elektrik enerjisinin {iretimi,
iletimi ve dagitimindaki en onemli amag, enerjinin tiiketicilere ucuz ve kaliteli olarak

ulagtirilmasidir.

Tiiketicilere giivenilir, kaliteli, siirekli ve ekonomik elektrik enerjisi arz edebilmek
icin halihazirda var olan elektrik enerji sistemlerinin, gelecekteki elektrik enerji
ihtiyacin1 ve demant yiikiinii karsilayabilecek bicimde revize edilmesi gerekmektedir

[Ceylan, 2004].

Kisa donem planlamalarda dogrudan dogruya siiratle ve degismeyecek kesin kararlar
almmalidir. Kisa donemde, onerilen isletme programimin sec¢imi yapilarak, kisa
vadeli amagclarin gergeklestirilmesinde kullanilacak en kullanigh alternatif
yontemlerin de degerlendirilmesiyle, yakin gelecek i¢in en iyi ¢dziimlerin bulunmasi

temel hedefler olarak ifade edilebilir.

Orta donem planlamada yapilacak islemler kisa donem planlamaya gore daha genis

bir zamana yayilmistir. Bu tiir planlamada yapilacak yatirim programinin se¢iminin
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yani sira, amaclarin gerceklestirilmesi i¢in alternatif secenekler g6z Oniinde
bulundurularak, gelecege iliskin belirlemeler yapilir ve program kapsamina dahil

edilir.

Enerji sistemlerinde uzun dénem planlamada ise; gii¢ iiretimi, elektrik iletimi ve
dagitim hizmetlerinde degisik alternatiflerin incelenebilme imkani vardir. Planlama
icin kullanilacak bircok verinin farkli araclar kullanilarak degerlendirilmesi ile reel
yaklasimlar ortaya cikarilir. Finansal gelismelerden, sosyal verilere kadar uzanan pek
cok farkli veriyi birlestirerek elde edilen sonuglar enerji tiiketimi ile iliskilendirmek
ve gelecege doniik reel sonuglar ortaya ¢ikarmak i¢in uzun ve ayrintili bir calisma
yapilir. Bu calisma, kisa donemli ve orta donemli planlamada alinan kararlarda ve

yatirim programlarinda da yon gosterici olarak islev goriir [Ogurlu, 2004].

Elektrik sistemlerinin planlanmasinda; planlama donemleri ve planlamanin
muhteviyati géz Oniine alindiginda, elektrigin {iretiminden elektrigin tiiketiciye
dagitimina kadar siirecte belirli bir sira takip edilir. Her donanimin planlanmasi i¢in
bir Onceki planda yer alan verilerden faydalamilir. Elektrik sistemlerinin
planlanmasinda ilk adim, talep edilecek yiikiin veya enerji tiiketiminin tahmin
edilmesidir. Bununla birlikte iiretim, iletim ve dagitim sistemlerinin planlamasi ile bu
boliimde de ayrintili olarak bahsedilen planlama ¢aligmalar1 (finansal, cevresel vb..)

bir sira dahilinde icra edilmektedir.

4.1.1. Enerji tilkketim ve puant yiik tahmini

Etkili bir sistem planlamasi i¢in, demant (puant) yiik ve elektrik enerji ihtiyacinin
tahmin edilmesi gereklidir. Ihtiyag olan enerjinin tahmini, iiretim sistemi planlamasi
icin oldukca Onem arz etmektedir. Gii¢ santrallerine yapilmasi gerekecek ilave
ve/veya yeni gii¢ santrallerinin tesis edilmesi, puant giiclerde dikkate alinarak,
tahmin edilen enerji talebini karsilamak iizere belirlenmektedir. Yine duruma uygun
tesis tiirii ve bu tesisler i¢in iiretim imkénlar1 arastirilir. Yiik tahminleri sonucuna
gore; iiretimle birlikte iletim ve dagitim sistemlerine yapilmasi gereken kapasite

artirrmlar1 ile bu eklemelere ilgili yatirnm ve risk maliyetleri belirlenmektedir.
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Gerekenden daha diisiik yiik ve tiiketim tahminlerine dayali yapilan planlamada, gii¢
sistem giivenilirliginin azalmasina, tiiketiciye arz edilen enerjinin kisitlanmasina ve
enerji kalitesinde kaydadeger diismelere neden olacaktir. Gerekenden fazla
tahminlerde ise; tam kapasite ile hizmet veremeyen, diisiik kapasite ise calisan ve
dolayisiyla ekonomik olmayan sistem isletme sorunlarina neden olacaktir. Bu gibi
durumlar, aym zamanda elektrik sistemine biiyiik dlcekli yatirimlar yapan enerji
kurulusglarininda 6nemli mali problemler ile kars1 karsiya kalmasina neden olacaktir

[Yoldas, 2004].

Elektrik tiiketim tahmini, elektrik piyasasi oyuncular1 ve enerji sektoriindeki sirketler
acisindan planlama ve koordinasyonun yapilabilmesi icin her zaman stratejik neme
sahip bir konu olmustur. Bununla birlikte EPDK tarafindan enerji mevzuati {izerinde
yapilan degisiklikler ile iiretim, iletim ve dagitim sistem operatorlerine verilen yeni

gorevler, elektrik tiiketim tahminini daha fazla 6nemli hale getirmistir.

4.1.2. Uretim sistem planlamasi

Elektrik enerjisinin iiretiminin gelecekteki maliyetinin daha ekonomik olmasi ve
kullanicilarin talep edecegi elektrik enerjisini karsilayabilecek yeterlikte, optimum
tiretim kapasitesinin saglanabilmesi icin daha oncede bahsi edilen iiretim sistem
planlamasi yapilmaktadir. Hali hazirda kurulu bulunan gii¢ sistem donanimlarina
eklenmesi gereken veya eklenecek yeni tesis, tesis giicleri ve eklenecek donanimlarin
devreye alinma zamanlarin1 gosteren termin planlarinin olusturulmasinda tiretim
sistem planlamasi 6nem arz etmektedir. Uretim planlamasinda ii¢ tiir asamadan s6z
edilebilir. Bunlar kapasite planlanmasi, iiretim ve yatirim maliyetinin hesaplanmas1

ve tesis kurulduktan sonraki isletme, bakim masraflarinin hesaplanmasidir.

Gii¢ sistemlerinin iiretim sistem planlamasi gelistirilirken, sisteme iligkin olarak
giivenilirlik analizi (enerjideki siireklilik kriteri) saglanmalidir. Gerekli olan gii¢
kapasiteni belirlemek {izere, programlanan sistem bakim gorevlerini de kapsayan gii¢
tiretim modelleri ile elektrik yiik modelleri birlestirilerek incelenmelidir. Enerji gii¢

sistemlerindeki tiretim birimlerine iliskin, kullanilacak hammaddenin yakin ve kolay
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elde edilmesi, disa bagimlilik yoni, isletme bakim g¢alismalarinin ve Ongoriilen
zorunlu devre dis1 kalma siirelerinin sistem iizerindeki etkileri g6z Oniine alinarak,
sistemin enerji ihtiyaclarina karsi diisen iiretim maliyetleri hesaplanabilir. Santralin
kurulmas1 disiiniilen saha arastirmasi yapilirken ise; santrallerin kurulmasi
diisiiniilen yerlerin jeolojik/jeofizik 6zelliklerinin ve deprem risklerini goz Oniinde
bulundurulmasi dnemlidir. Bununla birlikte, yatirim isletme ve bakim maliyetlerinin
aktiiel degerleri hesaplanarak, dnceden belirlenen bu degerler tizerinde daha ayrintili

ve hassas incelemelerde bulunulabilir [ Yoldas,2004].

4.1.3. Tletim sistem planlamasi

[letim sistemi planlamasinin, iiretim ve yiik merkezlerinin yerlesim yerleri ile
kapasitelerine bagli olmas1 bununla birlikte yeni iletim sistemi donanimlarinin tesis
edilme, tesislerin devreye alinma zamanlariin iiretim tesisleri kurulmasi igin
harcanan zamandan az olmas1 liretimden sonra iletim planlamasi yapilmasi yoniinde
bir siralama olusturmaktadir. Bu planlamada temel amag; planlama siireci icerisinde
iletim sisteminin gelecegini belirlemektir. Bir diger ifade ile, gelecege doniik
Ongoriisii  yapilan yiik, tiiketim ve {iretim senaryolarina gore enerji iletim
koridorlarina iligkin kisitlamalarin, yatirim maliyetlerinin ve iletim sistemi
elemanlarmin kapasitelerinin belirlenmesidir. Iletim sistemi iizerinde yapilacak
gelistirmeler ve degisik sartlar altinda iletim sisteminde ¢ikabilecek problemler
bilgisayar yazilimlarindan yararlanilarak yapilmaktadir. Optimal sartlar altinda iletim
hatlarinin devreden cikarilmasi veya bazi ana iletim hatlarinda arizalarin meydana
gelmesi durumlar1 ayr1 olarak incelenmelidir. Enterkonnekte sistemlerin her bir
parcasinda gii¢ ve enerji aligverisleri gerceklestirildiginden, her bir parcanin ve biitiin

sistemin ilave devre eklemeleri planlama iizerinde etkili olacaktir.

Alt iletim sistemi planlamasi ise; indirici merkezlerini dagitim trafolarma (veya
baralarina) baglayan, gerilimi 154kV ana iletim sistemine oranla daha diisiik gerilim
kademesinde olan iletim elemanlarinin ve dagitim trafolarmin yiiksek gerilim

tarafindaki planlamalar olarak diisiiniilebilir.



35

4.1.4. Dagitim sistem planlamasi

Hizla artan niifusun dogal sonucu olan yiiksek yiik ve artan elektrik tiiketimi,
baglasik (interkonnekte) sistemden dagitim trafolar1 araciligiyla alinan elektrik
enerjisinin, miimkiin oldugu kadar diisitk maliyette, siirdiiriilebilir ve yeterli giic

kalitesinde abonelere ulagtirilmasi dagitim sistem planlamasi ile saglanir.

Elektrik dagitim sistem planlamasinda indirici trafo merkezlerinin lokasyonlari,
kurulu giicleri, teknik karakteristikleri, gerilim kademeleri, besleme sahalarinin
biiyiikliikleri, yogunluklart ve ozellikleri dikkate alinir. Bununla birlikte etkin,
giivenilir ve diisiik maliyetli sistem planlamalarini saglayabilmek i¢in, ayrmtil bir alt
iletim sistem planlamalar1 ve iletim sistemi planlamalarinin 6ngordiigii diizenlemeler

g6z 6niinde bulundurulmalidir [ Yoldas,2006].

Dagitim sistem Ozelliklerini, mevcut dagitim sistemine bagl tiiketicilerin enerji talep
miktari, talep tiirii, ylik faktorii ve diger teknik kapasiteleri sekillendirir. Elektrik
dagitimda tiiketicilerin mevcut yiik karakteristigi saptandiktan sonra, dagitim
sebekelerine bagl alt dagitim sistemleri kendi aralarinda gruplandirilir. Bu sekilde
yapilan gruplamalar sonucunda ana dagitim sebekeleri diger bir deyisle dagitim
trafolar1 {izerindeki yiikler, talep miktarin1 belirlemek icin bir araya getirilir. Ana
dagitim sebekeleri iizerindeki toplam yiik talebi bir iist indirici merkezlerine aktarilir.
Dagitim sebekeleri iizerindeki yiikler, indirici trafo merkezlerinin yerlesimini ve
teknik karakteristiginin belirlenmesini de saglayacaktir. iletim sistemi planlamasinda
oldugu gibi dagitim sistemi planlamalarinda da bilgisayar yazilimindan
faydalanmilmaktadir. Bu tiir bilgisayar yazilimlar1 ile mevcut dagitim aglarindaki giic
akisi, gerilim diisiimii, kisa devre, gerilim regiilasyonu ve yiik tahminlerinin gercege

yakin simiilasyonuna imkéan taninmaktadir.

4.1.5. Cevresel planlama

Elektrik enerji tesislerinin planlamalarinda konumlandirma, boyutlandirmalarinin ve

gecerli yakit imkanlarinin degerlendirilmesinde ¢evre ile ilgili mevzuat hiikiimlerine
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uygun hareket etmek bir zorunluluktur. Cevresel planlamalar, enerji tesislerinde
genisletme planlar1 yapilirken alternatif seceneklere veya farkli siniflandirmalara da

olanak vermektedir.

4.1.6. Finansal planlama

Finansal analiz ve modeller, yillik, aylik veya belirli bir donemi kapsayan raporlarin
hazirlanmasinda kullanilir. Uretim, iletim ve dagitim enerji tesislerinde, sistem
genisletmesine iliskin yatirimlarda parasal giris ve cikislari, vergi, harg, sigorta gibi
hukuki kisitlamalar1 de icerecek sekilde finansal planlamalar yapilmaktadir. Finansal
bir planlama sirketlerin veya kurumlarin biitce olanaklar icinde, yatirim harcamalari

izerinde sinirlamalar getirmektedir.

4.1.7. Yakiat destek ve yoneylem planlamalari

Yakit destek ve yoneylem planlamalarinin temel hedefi sebeke isletmesine en uygun
sistem modelini belirlemek i¢in ilgili datalari, iiretim sistem planlamasinin
gelistirilmesine yonelik olarak kullanmaktadir. Yakit destek planlamasinda, farkli
yakit tiplerinin gecerlilikleri ve maliyet fiyatlar1 tahmin edilir, uzun dénemli yakit
tedarikine iliskin olarak yapilan girisimler, bunlarin sonuglar1 toplu olarak
degerlendirilir. Yoneylem planlamasinda ise, alternatif olabilecek enerji kaynaklari,
enerji glic santrallerinin kapasitelerine iliskin sinirlandirmalar, mevcut enerji

santrallerinin sistem bakimlar1 gibi etkenler gbz 6niine alinmalidir [ Yoldas,2006].

4.1.8. Ar-Ge planlamalari

Tiizel veya gercek kisiliklerin bilimsel ve teknolojik bilgiyi iiriine, siirece, yonteme,
uygulamaya ya da sisteme doniistirme safhalarinda iiretecegi teknolojik gelistirme,
her tiirli yenilik amacgli gelistirme ve revizyon (yenileme) projelerinin
degerlendirilmesine doniik siirecler aragtirma-gelistirme planlamast kapsaminda

degerlendirilebilir.
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5. ELEKTRIK TUKETIM TAHMINi VE TAHMIN YONTEMLERI

5.1. Tahmini Etkileyen Faktorler ve Tahmin Yontemleri

Elektrik enerji sistem planlamalarinin ilk safhasi, gelecekteki net elektrik tiiketim
tahminidir. Net elektrik tiiketim tahmini gecmis ve mevcut kosullarin incelenmesi,
degisim analizlerinin yapilmasi ve sonucunda gelecekteki durumun Ongoriisiine
dayanir. Bu 6ngoriiniin yapilmasi iiretim sistemi planlamasi icin olduk¢a dnemlidir.
Uretim santrallerine yapilmasi gerekecek ilave veya yeni iiretim santrallerinin tesis

edilmesi yapilacak olan tahmine gore belirlenmektedir.

Genel itibari ile tahmin yontemleri, siibjektif, tek degiskenli, cok degiskenli, son
kullanic1 ve birlestirme yontemi olmak iizere bes ana grupta incelenebilir. Siibjektif
tahmini yaklagimlar; karar, 6nsezi, deneyim ve benzer bilgileri kullanarak, tahmini
yapan kisinin gec¢mis bilgileri g6z Oniine alarak yapacagi tahminlerdir. Tek
degiskenli tahminsel yaklagimlar; zaman serisi analizi bi¢iminde verilerin ge¢misteki
degerlerine bagh olarak elde edilen tahminlerdir. Cok degigkenli tahminler sebepsel
iligkileri ortaya koymaya ugrasmaktadir. Son kullanici metodu ise 6ngorii yapilirken
veriler temel bilesenlerine ayrilarak projeksiyonlar ortaya cikarilir. Birlestirme
yaklasimi ise degisik tahminleri biitiinlestirerek, daha iyi tahminler elde etmeyi
hedeflemektedir [ Yoldas,2006].

Tiiketim ve yiik tahmini i¢in son yillarda bir¢ok farkli yontem gelistirilmistir. Zaman
serisi analizi, regresyon analizi gibi geleneksel yontemlere ilave olarak bilgisayar
yazilimlarmin gelistirilmesiyle yapay zeka, bulanik mantik gibi yontemlerde tahmin

caligmalarinda kullanilmaya baglanmistir.

Tiiketim veya yiik tahmin yOntemleri genel olarak istatistiksel yontemler ve
ogrenmeye dayali yontemler olarak ayrilmaktadir. Istatistiksel yontemler igerisinde
zaman serisi analizi, ekonomik gostergeler ile yapilan tahmin, yilizeysel verilerle
yapilan tahmin ortalama artis yiizdelerinden elde edilen tahmin ve regresyon analizi

yontemleri gosterilebilir. Ogrenmeye dayali tahmin yontemleri ise; yapay sinir
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aglari(YSA), bulanik mantik algoritmalari, sinirsel-bulanik veya bulanik-sinirsel
algoritmalar1 kullanan yontemler olarak ifade edilebilir. Ancak yukarida bahsedilen
istatistiksel yontemler ve 6grenmeye dayali yontemler disinda, hem istatistiksel hem
de Ogrenme tabanli c¢alisan, ilaveten makine Ogrenmesinden cesitli teknikleri
kombine eden, bilimsel literatiirde yeni popiilerlik kazanmaya baslayan destek vektor

makineleridir.

Zaman kavramu bakimindan ise tahmin yOntemlerini {ic bdoliim altinda
degerlendirebiliriz; bunlar kisa donemli tiiketim tahminleri (saatlik,haftalik), orta
donemli tiikketim tahminleri (aylik, on iki aylik) ve uzun donemli (bir yildan fazla)

tiketim tahminleridir.

Kisa donemli tahminler i¢in tiiketim zaman dilimi, elektriksel veri ve tiiketici
smiflar1 gibi etkenler goz oniinde bulundurulurken, orta ve uzun donem tahminlerde
ise gecmis tiiketim verileri, elektriksel veriler, farkli tiiketici (abone) sayilari,

uygulama sahasi, ekonomik etkenler daha 6nem kazanir.

Elektrik tiiketimini etkileyebilecek bircok faktor vardir. Gegmisteki veriler,
endiistriyel planlar, gayri safi yurt i¢i hasila (GSYIH), niifus ve demografik
gostergeler, toplam tiiketici sayisi, ortalama hane halki biiyiikliigii, elektrikli hane
sayisi, kOy orami, cok odali konut yiizdesi, briit elektrik iiretimi, kurulu gii¢
sehirlesme orani, istihdam verileri ve elektrik fiyat1 bu faktorlerden bazilaridir. Bu
etkenlerden bazilar1 elde edilecek tahminler iizerinde dogrudan ve biiyiikk oranda
etkiye sahipken, bazilar1 ise dolayl sekilde ve daha zayif etki gostermektedir. Talebi
etkiledigi saptanan faktorler, etki derecelerine bagli olarak elektrik tiiketim tahmin

modellerinde bagimsiz degisken olarak kullanilmaktadir.

Bunun yaninda yukarida bahsi edilen etkenlerin birbirleri ile etkilesimi olanlar da
bulunabilir. Bu tiirlii etkilesimler yapilacak tahminler i¢in daha kompleks
matematiksel denklemlerin ortaya c¢ikmasma veya hatali tahmin algoritmalarimin
kurulmasina sebep olmaktadir. Misal olarak sanayinin gelismesi ile ortaya cikan

niifus yogunlugu ve buna bagl olarak artis gOstermesi beklenen sosyal yasam
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farkliliklar1 yapilacak tiiketim tahmini iizerinde etkili olacaktir. Veya GSYIH ile
elektrik tiiketiminden hangisinin birbirini daha ¢ok etkiledigi her zaman tartisma

konusu olmustur.

Geligmis elektrik tiiketim tahmin modellerinde, tiiketimi etkileyen faktorler goz
Oniine alinarak, sektor bazinda net elektrik talepleri tahmin edilerek, bunlarin
toplamina kaylp ve kacak Ongoriileri eklenmek suretiyle briit tiiketim

hesaplanmaktadir.

Gelecege yonelik yiik veya tiiketim taleplerinin belirlenmesinde, kullamilacak tahmin
modelinin se¢imi olduk¢a 6nemlidir. Talepdeki degisimlerin yapisina bagl olarak bir
yontem digerine gore iistiinliikk saglayabilir. Verimize 6zel bir metodu se¢meden
once, talebin davranigini incelemek oldukca 6nemlidir. Talebin davranigindan uygun
bir egrinin mi, yoksa stokastik bir modelin mi secilmesinin uygun oldugu kolaylikla
saptanabilir. Elektrik dagitim sistemleri birbirinden ¢ok farkli karakteristikler
sergilediginden, mevcut sebekenin yapisi da incelenmelidir. Incelenen sisteme gore
en uygun tahmin modelini se¢mek i¢in farkli yOntemlerin avantaj ve

dezavantajlarinin da bilinmesi onem arz etmektedir [Ogurlu, 2011].

Son yillarda bilimsel literatiirde elektrik tiiketim tahmini i¢in bir¢ok ydntem
gelistirilmis ve degisik algoritmalar kullamlmustir. Istatistiksel yontemlerden zaman
serisi analizi, regresyon analizi, egri uydurma yontemi, ortalama artis yiizdesi vb..
pek ¢ok farkli yontem kullanilirken, Ogrenmeye dayali metotlardan bilgisayar
yazilimlar1 ile yapay sinir aglar1 ve bulamik mantik gibi yontemler enerji tiiketim
tahminlerinde kullanilmaya baslanmistir. Calismamizda tahmin ydntemlerinden
regresyon analizi, yapay sinir aglar1 ve istatistiksel 6grenme tabanl calisan destek

vektor makineleri kullanilmaktadir.

5.2. Regresyon Analizi

Bilimsel arastirmalarda karsilastigimiz sorunlarin ¢ogunlugu iki veya daha fazla

degisken arasinda bir iliski bulunup bulunmadiginin saptanmasi ile ilgilidir.
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Degiskenler arasinda bir iligki bulunup bulunmadigi, eger varsa bu iliskinin
derecesinin saptanmasi, istatistiksel ¢oziimlemelerde sik karsilagilan bir problemdir.
Regresyon, degiskenler arasindaki iliskinin irdelenmesinde en c¢ok uygulanan
tekniklerden birisidir. Istatistik biliminde iki degisken arasindaki iliski, degerlerinin
karsilikli degisimleri arasinda bir baglilik seklinde ifade edilmektedir.

X degiskeninin degerleri degisirken buna baglh olarak Y degiskeninin degerleri de
degisiyorsa, bu iki degisken arasinda pozitif dogrusal veya negatif dogrusal bir iliski
oldugu sdylenebilir. Regresyon analizinde; degiskenler bagiml degisken ve bagimsiz
degiskenler olarak isimlendirilmektedir. Bagimsiz degiskenlerin, bagiml degiskenler
tizerindeki etki bicimi ve yoni, istatistik denklemler ile ifade edilmektedir. Genel
regresyon denklemleri bize bagimli ve bagimsiz degiskenler arasindaki gergek
iligkiden ziyade, noktalarin dagilimina gore teorik ortalama bir iligkiyi vermektedir.
Bu nedenle bir x ger¢ek degerine karsilik tahmin edilen f(x) fonksiyon degeri
regresyon dogrusunun iistiinde bir nokta olacaktir. Ancak uygulamada gerceklesen
degerler, regresyon dogrusunun yakin noktalarina serpilmis olacaklarindan tahmin
degerlerinde hatalar meydana gelecektir. Hata paymin kiiciik olmasi, bagmmlh ve
bagimsiz degiskenler arasindaki iliskinin kuvvetlilik derecesi ile orantili olacaktir.
Degiskenler arasindaki iliskinin cok kuvvetli olmasi, regresyon analizi ile elde edilen
tahminlerdeki hatalarin diisiik olmasina neden olmaktadir. Bagimli ve bagimsiz
degiskenler arasindaki iligkinin bagliligi, 6nemi ve iliskinin derecesi koreldsyon

teknigi ile incelenmektedir.

Iki veya daha ¢ok degisken arasinda iliski olup olmadigy, iliski var ise iligkinin yon
ve giicli korelasyon yontemi ile bulunur. Korelasyon, ozellikle regresyon
denklemlerinde yer alan, bagimsiz degiskenlerin se¢imi acgisindan son derece 6nem
arz etmektedir. ki degisken arasindaki iliskinin giiciinii gosteren 6lcii korelasyon

katsayisi ile ifade edilmektedir.

ny xy=Q_ 00y )
S =Q 0 nSyH - Q)
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Es 5.1°de goriildiigii gibi genellikle “r” sembolii ile gosterilen korelasyon katsayist x
ve y gibi iki degisken arasinda dogrusal iliskinin giiciinii 6lger. Korelasyon katsayisi
-1< r < 1 araginda degerler alabilir. Iki degisken arasinda miikemmel bir pozitif
dogrusal iliski olmasi durumunda r=1 olurken, negatif dogrusal bir iliskide r=-1
olarak dlgiiliir. r=0 durumunda ise iki degisken arasinda dogrusal bir iliskiden s6z

edilemez.

Regresyon analizi, bagimsiz degisken sayisina gore; basit regresyon ve coklu
regresyon analizi ve yine fonksiyon tipine gore; dogrusal ve dogrusal olmayan
(egrisel) regresyon gibi farkli problem tiplerine gore, farkli analizler

icerebilmektedir.

5.2.1. Basit dogrusal regresyon analizi

Basit regresyon analizi, Y bagimli degiskeninin tek bir bagimsiz degisken X ile ifade
edilmesine dayanmaktadir. Bu model genellikle agagidaki gibi ifade edilebilir.

X ve Y ana kiitle verilerini gostermek iizere, X ile Y arasinda iligkinin

Yi=o+BX, +& (1=1,2,3,...) (5.2)

gibi lineer bir iligki oldugu tahmin ediliyor ise; ilk olarak modelin bilinmeyen o ve 3
parametrelerinin tahmin edilmesi gerekmektedir. Bu modelin o ve [ parametrelerini
bulmak i¢in ise X bagimsiz degiskeni, Y bagimmli degiskeni ve € hata terimi ile ilgili
gozlemlere ihtiya¢ duyulmaktadir. Modelin bilinmeyen parametreleri tahmin edilerek
bagimsiz degiskenlerin farkli degerler almasi ile birlikte bagimli degiskenin alacagi
degeri tahmin etmek regresyonun ana hedeflerinden birisidir. Burada o dogrusal
fonksiyonun sabitidir. X= 0 oldugunda regresyon dogrusunun dikey eksen olan Y ile
kesistigi noktayr gostermektedir. B dogrusal fonksiyonun egimidir. Ayn1 zamanda

regresyon katsayisi olarak isimlendirilmektedir.
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Sekil 5.1. Basit dogrusal regresyon dogrusu

Sekil 5.1.°deki ¢esitli X degerleri karsisindaki Y degerlerinin dagilimini gosteren
serpilme diyagramindaki gdzlem noktalar1 arasindan, ¢ok sayida dogrusal fonksiyon
gecebilir ancak bu fonksiyonlardan en uygun olan Y gozlem degerine en yakin teorik

tahmini Y~ degerini veren dogrusal fonksiyon olmalidir. Diger bir ifade ile;

e=Y -Y =Y, —&— S (minimum) (5.3)

minimum olan fonksiyon secilmelidir. Bu durumun tiim gozlem degerlerine

uygulanmasi gerektiginden,

n n AN ,
oS i) Sl ) s

fonksiyonunun da minimum yapilmasi gerekmektedir. Bu yontem “En Kiiciik

Kareler Yontemi (EKK)” olarak bilinmektedir. Bu fonksiyonun minimum olabilmesi
icin @ ve ﬁ parametrelerine gore kismi tiirevlerinin alinmast ve bunlarmm 0’a

esitlenmesi gerekir. Denklemlerin ¢coziilmesi ile;

Y, =na+pY X, (5.5)
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XY =a> X, +p> X! (5.6)

elde edilir. Bu denklemlerin gozlem degerleri kullanilarak & ve ﬁ icin birlikte

¢Oziilmesi ile;

X = X (5.7)
n

?:ZK (5.8)
n

a=Y-bX (5.9)

po L XAV, (5.10)

Y X -XY X,

olarak elde edilir. Yordamada (tahminde) kullanilan normal esitlikte bilinmeyen
saptandiktan sonra, artik X yerine degisik degerler koyarak, bunlarin karsilig1 olarak

yordanacak Y degerleri kolayca bulunabilir [Aric1, 2006].
5.2.2. Coklu dogrusal regresyon analizi
Eger Y bagimli degigkeni, cok sayida bagimsiz X degiskeni ile ifade ediliyor ise bu

analize “Coklu Regresyon Analizi (Multiple Regression Analysis) ad1 verilmektedir.

Coklu regresyon analizinde lineer bir iliski;
Yi = BO+B1X1+B2X2+B3X3+. ..+& (5 1 1)
seklinde verilebilir. Coklu regresyon analizinde n adet B kismi regresyon katsayisi

icermektedir. Bu katsayilarin her biri ilgili bagimsiz degiskenlerde meydana

gelebilecek bir degiskenligin bagimli degisken lizerindeki etkisini 6l¢mektedir.
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Coklu regresyon modelinde katsayilarin ¢dziimii normal olarak bilgisayar programi
kullanilarak yapilmaktadir. Bununla birlikte, metodun temelinin anlagilmasi
onemlidir [Makridakis, 1998]. Ornegin iki bagimsiz degiskenli dogrusal bir

regresyon denklemi;
Yi = BotP i X +B2Xs (5.12)

olarak ifade edilebilir. Bu fonksiyon ii¢ boyutlu uzayda bir diizlem ifade eder. B, B,
ve P, kismi regresyon katsayilari, basit regresyon analizinde Es.5.2’de oldugu gibi
hatayr mimimize etme ilkesi, diger bir ifade ile en kii¢giik kareler yontemi kullanarak

bulunabilir.

Sy =B+ B x + B> x, (5.13)

Zyi'xli = Bozxu + 1812)61%' + BZZ'xli'XZi (5.14)

Zyixzi = Bozxzi +Blleix2i +Bzzx§i (5.15)

burada x; ve y; degerleri yerine, her x; ve y; degerinin aritmetik ortalamasindan

farklari x/=x,—x, ve y =y —y denklemlerde yerine konulursa ve

denklemlerdeki terimlerin, aritmetik ortalamadan farklarinin cebirsel toplaminin sifir
oldugu varsayimi altinda asagidaki c¢oziimler yapilarak bilinmeyen katsayilara ait

denklemler elde edilebilir.

Veya gozlem sonuglarma gore matrislerden yararlamlarak da ﬁo , ,81 ve ,32

degerlerine ulasmak miimkiindiir:

n lei szi
|A| = lei lezx leixzi (5.16)
Z X Z X1 X Z x22i
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Zyi lei szi
|A0| = leiyi lezx szixli (5.17)
sziyi leixzi ZXZZi

n Zyi Z'XZi
|A1| = lei leiyi lei'XZi (5.18)
szi szi Vi Zx22i

n lei Zyi
Af=2x 2xa DYy (5.19)
szi quxzi sziyi

e |A0| A |A1| 2 |A2|
B .20
' |A| |A| ’ |A| 420

5.2.3. Polinom(egrisel) regresyon analizi

X bagimsiz degisken ile Y bagimli degiskeni arasindaki iliski polinomal diger bir

deyisle egrisel form;
Yi = BotBi X +Bo X4+ 4B, X" (5.21)

seklinde olabilir. Egrisel regresyon denkleminde o, B1, ..., Bn katsayilar1 6rnekleme
yoluyla saptanan X ve Y Ol¢li degerlerinde ve en Kkiiciik kareler yontemi ile
hesaplanir. Degisken olan B, B, ..., P regresyon katsayilari, fonksiyonun tahmin
degerleri ile gercek degerleri arasindaki farklarin kareleri toplami en
kiiclik(minimum) olacak sekilde secilmelidir. Ornegin ii¢ katsayili bir regresyon
denkleminde katsayilarin bulunmasi i¢in minimum ama¢ fonksiyonunun, katsayilar

cinsinden kismi tiirevleri sifira esitlenerek ¢oziime devam edilmelidir.

min=>Y ¥'-Y)’?=> (B, +BX+B,X*-Y)’ (5.22)



a—Z:2Z(ﬁ0+ﬁ1X+ﬁ2X2—Y).1:O
ap3,

ox 2
$=2Z(ﬂ0+ﬂ1X+ﬂ2X -Y).X =0
ox 2 2
ﬁzzz(ﬁﬁﬁlwrﬁzx -Y)X*=0

Egsitliklerin ¢oziilmesi ile yeni denklem takimlar1 elde edilir.

np, +ﬂlzx+ﬂzzxz :ZY

BX+BY X +By X' =Y XY

By X +B Y X+ X =Y XY
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(5.23)

(5.24)

(5.25)

(5.26)

(5.27)

(5.28)

Elde edilen denklem takimlar1 hiperbolik ya da iistel olmasi nedeniyle denklemlerin

coziimiinde giicliikler olabilir bu durumlarda ters say1 veya logaritmik doniistimler

yapilarak model dogrusal ¢oklu regresyon modeline doniistiiriilerek ¢oziimler elde

edilir.

5.3. Yapay Sinir Aglan

Yapay sinir aglar1 (YSA), insan beyninden esinlenerek gelistirilmis, agirlikli

baglantilar aracilifiyla birbirine baglanan ve her biri kendi hafizasina sahip proses

elemanlarindan olusan paralel ve dagitilmis bilgi isleme yapilaridir. Yapay sinir

aglari, bir bagka ifade ile insanin biyolojik sinir sistemini taklit eden bilgisayar

programlaridir. Yapay sinir aglar1 zaman zaman paralel dagitilmis aglar (parallel

distributed networks), baglantili aglar (connectionist networks), nuromorfik sistemler
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(neuromorfic systems), sinirsel islem, dogal zeka sistemleri ve makine &grenme

algoritmalar1 gibi, isimlerle de anilmaktadir.

Yapay sinir agalar1 gilinlimiizde bir¢ok probleme ¢6ziim iiretebilecek yetenege
sahiptir. Degisik bicimlerde tanimlanmaktadir. YSA icin temel tanimlarin ortak
birka¢ noktast vardir. Bunlarin en temeli yapay sinir aglarinin birbirine hiyerarsik
olarak bagl ve paralel olarak calisabilen yapay hiicrelerden meydana gelmesidir.
Proses (islem) elemanlar1 da denilen bu hiicrelerin birbirlerine baglandiklar1 ve her
baglantinin bir degerinin(6neminin) oldugu kabul edilir. Bilginin 6grenme yolu ile
elde edildigi ve islem elemanlarinin baglanti degerlerinde (agirlik) saklandigi
dolayisiyla dagitik bir hafizanin s6z konusu oldugu da ortak noktalaridir. Proses
elemanlarinin birbirleri ile baglanmalar1 sonucu olusan aga yapay sinir ag: olarak
bilinir. Sekil 5.2’de ornek bir yapay sinir agi yapist goriilmektedir. Bu agin
olusturulmasi biyolojik sinir sistemine iliskin bulgulara dayanmaktadir [Oztemel,

2006].

Baglantlla.r

FProses elemanlan

Girisler

Sekil 5.2. Yapay sinir ag1 6rnegi

Teknik olarak da, bir yapay sinir agmin esas iglevi, kendisine gosterilen bir girdi
setine karsilik, bir ¢ikt1 seti belirlemektir. Agin bunu yapabilmesi i¢in, ilgili olayin
ornekleri ile egitilerek (6grenme) genelleme yapabilecek 6zellige(yetenege) ulasmasi
gerekir. Bu genelleme ile benzer olaylara karsilik gelen cikti setleri belirlenir

[Oztemel, 2006]. YSA iizerindeki ilk calismamn 1943 yilinda bagladig: kabul edilir.
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McCullogh ve Pitts ilk olarak yapay sinir tamimini yaparak hiicre modelini
gelistirdiler. Yapilan bu c¢alismada sinir hiicreleri sabit esik degerli mantiksal
elemanlar olarak modellenmistir. Yapisinda £1 sabit baglant1 agirliklarina sahip olan
bu model aritmetik mantik hesaplama elemanlar1 olarak da adlandirilmistir. Ogrenme
izerine caligmalarin yogunlastigi 1949’Iu yillarda, bilim adamlar1 insan dgrenme
siirecini modellemeye ugrasmalar1 ile artmistir. Hebb, YSA’daki 68renme icin
baslangic noktasi sayilabilecek bir kurali gelistirmistir. Ortaya atilan bu 6grenme
kural, o donemde bir sinir agimin Ogrenme isini nasil gergeklestirebilecegi
konusunda fikir vermekle birlikte, gilinlimiizde halen gecerli olan Ogrenme
kurallarindan birgogunun da temelini teskil etmistir. Calismalarin hizlandi1g1 1960’11
yillarin basinda yeni bir yaklasim olarak Widrow ve Hoff tarafindan ADALINE
(Adaptive Linear Combiner) gelistirildi. Bununla birlikte yeni ve giiclii bir grenme
kural1 olarak Widrow-Hoff 0grenme kurali ortaya atildi. Bu kuralin en Onemli
o0zelligi egitim boyunca toplam hatay1 en aza indirmeyi hedeflemesidir. YSA’daki ilk
yontemlerin, karmagik hesaplama problemlerini ¢cozemeyecek kadar zayif olmasi bu
konudaki caligmalarin ilerlemesini engelledi. 1969 yilinda matematik¢i Minsky ve
Papert tarafindan algilayici karsiti olan yaymlar YSA’ya ve ozellikle TDA’ya
(perceptron) kars1 olan ilgiyi iyice azaltti. 1980’1 yillar baginda yapilan caligmalarla
YSA yeniden yaygin hale geldi. Ik kipirdanmalar Hopfield tarafindan egrisel aglarin
gelistirilmesi ile basladi. O c¢aligmalarimi 6zellikle cagrisimlit YSA aglar1 mimarisi
izerine yogunlastirdi. Bununla birlikte Kohonen ve Anderson tarafindan yapilan
calismalar sonucunda egiticisiz 6grenen aglarin gelistirilmesiyle ¢alismalar yeniden
ivme kazanmistir. Boylece bu yillar YSA’ya olan ilginin yeniden canlandigi ve
calismalarin yogunlastirildig yillar olmustur. 1986 yilinda Rumelhart ve arkadaglar1
tarafindan cok tabakali algilayici tipi aglar icin geriye yayima olarak adlandirilan bir
egitme algoritmas1 gelistirildi. Bu algoritma giiclii olmakla birlikte olduk¢a karmasik
matematik esaslara dayanmaktaydi. Ayrica bu algoritmanmin etkin bir 6grenmeyi
miimkiin kilma yetenegi dikkatleri tamamen {iizerine ¢ekmistir. En cok kullanilan
O0grenme algoritmalarindan biri olan bu algoritmanin ortaya atilmast YSA alaninda
bir ¢igir agmistir. Giiniimiizde YSA {izerinde yapilan calismalar her gecen giin
degisik ogrenme algoritmalar1 ve ag mimarileri ile biiylik bir hizla aynen devam

etmektedir [Oztemel, 2006; Sagiroglu 2003].
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5.3.1. Yapay sinir aglarimin genel 6zellikleri

Yapay sinir aglarmin esas gorevi yazilimlar ile bilgisayarlarin Ogrenmesini
saglamaktir. Gegmis olaylar1 ogrenerek, benzer olaylar ile karsilasildiginda benzer
kararlar almaya ¢alisirlar. Yapay sinir aglarinin geleneksel programlama ve yapay
zeka yontemlerinin uygulandig1 veri isleme metotlarindan tamamen farkli bir bilgi
isleme metodu vardir. Yapay sinir aglarinda bilgi agin baglantilarinin agirlik
degerleri ile dl¢iilmekte ve ag baglantilarinda gizlenmektedir. Diger programlarda
oldugu gibi bilgiler bir veri tabaninda veya programin icerisinde sakli degildir.
Veriler agin iizerinde saklidir ve ¢ikartilmasi, yorumlanmasi oldukga giigtiir

[Oztemel, 2006].

Yapay sinir aglarimin olaylar1 Ogrenebilmesi i¢in o olay ile ilgili Orneklerin
belirlenmesi gerekmektedir. Ornekleri kullanarak ilgili olay hakkinda genelleme
yapabilecek yetenege kavusturulurlar. Bu yetenek adaptif 68renme yetenegi olarak
bilinmektedir. Olayla ilgili ornek yok ise YSA’nin egitilmesi miimkiin degildir.
Yapay sinir agma, olaylar biitin yonleri ile gosterilemez ve eldeki Ornekler
biitiiniiyle sunulmaz ise basarili sonuclar elde edilemez. Bir yapay sinir agina
ornekler sadece niimerik olarak gosterilebilir. Zira bir yapay sinir agi, bulanik mantik

tabanl sistemlerde oldugu gibi sdzel ifadeler ile islem yapmasi olanaksizdir.

YSA’lar egitimden sonra eksik bilgiler ile islem yapabilmekte ve gelen yeni
bilgilerle, modelde eksik bilgi olmasina ragmen dogru sonuglar iiretebilmektedir.
Yapay sinir aglarinin bu tiir eksik verilerle ¢alisabilme yetenekleri onlarin hatalara
kars1 toleransli olmalarin1 saglamaktadir. Ag iizerindeki baz1 islem elemanlarinin
bozulmasi veya islemez duruma gelmesi durumunda bile ag calismasmni
ylirtitmektedir. Hangi proses (islem) elemaninin ag iizerinde daha ¢ok dneme sahip
olacagma yine agn egitimi esnasinda kendisi belirlemektedir [Oztemel, 2006].
YSA’'min en biiyiikk dezavantaji ag igerisinde ne oldugunun ve bilgilerin nasil
saklandigimin bilinememesidir. Diger en biiyiik dezavantajlar1 arasinda; tasarlanan bir
YSA yapisinin, farkli sistemlere uyarlanmasimin zor olmasi ve bazi aglar harig

kararhlik analizlerinin yapilamamasidir.
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5.3.2. Bir yapay noronun ana 6geleri

Yapay sinir aglar1 birbirine bagli dogrusal veya dogrusal olmayan bircok yapay
noron hiicresinden olusmaktadir. Bir yapay sinir hiicresi girisler, agirliklar, toplama
fonksiyonu, transfer fonksiyonu ve ¢ikis elemanindan olusmaktadir. Sekil 5.3’de i
adet girisi olan tek bir islem (proses) eleman1 gosterilmektedir. Bu sekilden de
goriilecegi gibi xi, Xp,...,X; girisleri, wy, wa,...,w; agirhiklari, v toplam fonksiyonu
cikism  ve 'y ise proses elemam (veya aktivasyon fonksiyonu) ¢ikisini

gostermektedir.

Girigler Toplama Fonksiyonu Alktivasyon Fonksiyonu Cilas

Bias

Sekil 5.3. Yapay noron yapisi

Bir yapay noronda giris desenlerinin uzayi i-boyutlu olarak ifade edilebilir. Diger bir
ifade ile; giris isaretleri i elemanlt siitun vektorii olarak diizenlenir. Agirliklar ise i

elemanl: satir vektorii olarak ifade edilebilmektedir.

V= lewixi =wx=WX" = W Wy, w, | (5.29)

i=1

Bir yapay noron islemcisinde Es. 5.29°da elde edilen toplam fonksiyonu, cikis

isaretini iireten aktivasyon fonksiyonundan gecirilerek, ¢ikis fonksiyonu iiretilir.
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5.3.3. Aktivasyon fonksiyonlari

Transfer fonksiyonu olarak da bilinen aktivasyon fonksiyonlar1 6grenme egrisi olarak
da adlandirilmaktadir. Aktivasyon fonksiyonlar1 bir YSA’da noronun cikis
biiyiikliigiinii (genligini) istenilen degerler arasinda sinirlamaktadir. Bu degerler
cogunlukla O ve 1 veya -1 ve 1 araliklarinda yer almaktadir. Ayrica, yapay sinir agina
bir kutuplama(bias) degeri ekleyerek aktivasyon fonksiyonu artirilabilir. Kutuplama

degeri, esik degerinin negatif degerlisi olarakta ifade edilebilir [Sagiroglu, 2003].

YSA’larda kullanilacak olan aktivasyon fonksiyonlarinin tiirevi almabilir ve
stireklilik arz eden 6zellikte olmas1 gerekmektedir. YSA mn kullanim amacina gore
tek veya c¢ift yonli aktivasyon fonksiyonlar1 tercih edilebilir [Sagiroglu, 2003].
Aktivasyon fonksiyonu 6zellik olarak, cikis isaretini normalize eden bir fonksiyon
olmalidir. Aktivasyon fonksiyonu olarak uygulamalarda en ¢ok sigmoid veya tanjant
hiperbolik fonksiyonlar1 tercih edilmektedir. Pratik uygulamalarda en ¢ok kullanilan

aktivasyon fonksiyonlar1 asagida 6zetlenmektedir.

Esik(basamak) fonksiyonu: Bu fonksiyon tek veya cift kutuplu fonksiyon

olabilmektedir. Bu fonksiyonun matematiksel ifadesi Es. 5.30’da verilmistir. Cift

kutuplu fonksiyonun genel davranisi ise Sekil 5.4’de gosterilmektedir.

+1 v>0

y=f(v)={_1 b0 (5.30)

Sekil 5.4. Cift kutuplu esik(basamak) fonksiyon
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Sigmoid fonksiyonu: Yapay sinir aglarinda en ¢ok kullanilan aktivasyon fonksiyonu

tiiriidiir. Lineer ve lineer olmayan davraniglar arasinda, denge vazifesi goren bir

fonksiyon olarak tanimlanir.

1 1 %
= =—|tanh(—) -1 5.31
Yl 2{ P } (531

-

Sekil 5.5. Sigmoid fonksiyon

Tanjant hiperbolik: Sigmoid fonksiyonundan sonra uygulamalarda en ¢ok kullanilan

aktivasyon fonksiyonudur. Giris uzaymin genisletilmesinde etkili bir fonksiyondur.

Tanjant hiperbolik fonksiyonu cift kutuplu bir fonksiyon yapisindadir.

_ —2v
y= lme tanh(4v) (5.32)
1+

P
e

Sekil 5.6. Tanjant hiperbolik fonksiyon
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5.3.4. Yapay sinir aglariin olusturulmasi

Yapay sinir aglar1 diiglim veya sinir hiicresi olarak adlandirilan ¢ok sayida islem
elemaninin biitiinlesmesinden olugsmaktadir. Hiyerarsik bir sinir ag diigiimlerin siralt
bir sekilde art arda baglantisindan olusmaktadir. Bu tiir aglarin 6zelligi sahip
olduklar1 basit dinamik yapilaridir. Fakat giris katmanina bir isaret girdiginde bu
isaret sinir elemam arasindaki baglantilar araciliiyla diger katmana gonderilir. Girig
katmaninin diigiimleri tarafindan diger katmana iletilmeden once, bu isaret iizerinde
basit bir islem yerine getirilir. Bu siire¢ ¢ikis katmanina ulagincaya kadar tekrar eden

bir siire¢ goriiniimiindedir [Elmas, 2003].

YSA’da diiglimler ve ara baglantilar1 ¢cok degisik bicimlerde bir araya getirilebilir.
YSA’lar bu diigiim ve baglanti mimarilerine gore degisik adlar alirlar. Yapay sinir ag
mimarileri, sinirler arasindaki baglantilarin yonlerine gore veya ag yapisi icindeki
isaretlerin akig yonlerine gore birbirlerinden farklilik gostermektedir. Buna gore
yapay sinir aglari icin, ileri beslemeli (feedforward) ve geri beslemeli (feedback)

aglar olmak iizere iki esas ag mimarisi mevcuttur [Elmas, 2003].

Bir ag igerisinde diigiim(proses) elemanlar1 katmanlar halinde yerlestirilir. Ilk
katmandan girise verilen veriler ag icinde ileriye dogru yayilir. Her katmandaki
diigiimlere sadece onceki katmandaki diigiimlerden girislere izin verilmektedir. Bir
diigim kendinden sonraki herhangi bir diiglime baglanabilirken kendisine asla
baglanmamaktadir. Son katmandaki elde edilen isaretler agin cikisin1 vermektedir.
Geri beslemeli veya tekrarlanan aglarda en azindan bir diiglimiin geriye yayildig bir
doniis baglantisi mevcuttur. Tekrarlanan aglar tamamen veya kismi olarak geri
besleme yollarna sahiptirler. Bu tiir aglarin davranislar1 ve tasarimlari oldukca

karmagik yapidadir [Elmas, 2003].

Sinir aglarinda istenen sonucun elde edilmesi i¢in agin uyarlanabilir olmas1 gerekir.
Bunu saglamak icin uygun degerli agirliklar ve dogru baglantilar secilmelidir. Ag bu
sartlar1 karsilayabilmek i¢in sistemin davraniglarim 68renmeli veya ya da kendi

kendini orgiitlemelidir. Ogrenme yapay sinir agmin ayrilmaz bir parcasidir.
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Ogrenme; giris degerlerine veya bu girislerin ¢ikislarina bagli olarak agin baglanti

agirliklarin1 degistiren veya ayarlayan 6grenme kurali olarak gerceklestirilir.

YSA’larin egitilmesi icin kullamlan ©Ogrenme kurallar1i genellikle danigmanl
ogrenme (supervised learning), damismanli 6grenme (unsupervised learning) ve
pekistirerek O0grenme (reinforcement learning) olmak iizere lic 6grenme yontemi

baslig1 altinda toplanabilir [Elmas, 2003].

Danismanh 6grenme kurallari, arzu edilen ag c¢ikisinin elde edilebilmesi icin, cikis
hatasinin  diistiriilmesinde agirliklarin uyarlanabilir hale getirilmesini gerektirir.
Danigmanh 6grenmede her giris degeri i¢in istenen ¢ikis sisteme tanitilir ve yapay
sinir agnin giris-¢ikis iligkisini gerceklestirene kadar asama asama ayarlar.
Danigmanh 6grenmeye cok katmanlt perceptron, geriye yayillim, delta kurals,
widrow-hoff veya en kiiciik karelerin ortalamas (least mean square) ve uyarlanabilir

dogrusal elaman anlamina gelen ADALINE 6rnek olarak verilebilir.

Danigsmansiz 6grenmede bir danisman veya 6gretmen, sinir agina girisin hangi vergi
parcasi sinifina ait oldugunu veya agin nerede iyi sonug¢ verecegini soylemez. Ag
veriyi Uyeleri birbirinin benzeri olan ©beklere yol gosterilmeksizin ayirir.
Danigsmansiz 6grenme damsmanli 68renmeye gore cok daha hizlidir. Ayrica
matematik algoritmalar1 da daha basittir. Danismansiz 6grenmeye yarismaci dgrenme
(competetive learning), Kohonen’in 6zorgiitlenmeli harita aglart (SOM), hebbian

O0grenme, grossberg 0grenme gibi 6grenme kurallar1 6rnek olarak verilebilir.

5.3.5. Ileri beslemeli aglar

Reel degerli n boyutlu girdi 6zel vektorleri su sekilde ifade edilir; j gizli katman
siniri, i girdisini wij(i=1,2,...,n, j=1,2,...) agirhgma gore ahr. j birimi x girdi
isaretinin ve wij agirliklarinin bir islevini hesaplayip, sonucu sonraki tiim komsu
sinirlere iletir. Ilk gizli katman gibi ikinci gizli katman sinirleri de agirhiklarla 6nceki
katmana tam baglhdir. Bu sinirler de giriglerin ve girislerin agirliklarinin bir islevini

hesaplayip sonucu sonraki asamaya aktarir. Buislem, ¢ikis katmanindaki sinirler
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tarafindan da yapildiktan sonra tamamlanir. Bu aglar, cok katmanli ileri beslemeli
aglar olarak isimlendirilir [Elmas, 2003]. Widrow-Hoff ve en kiiciik ortalama kareler
(least mean square) veya delta Ogrenme kurali, dogrusal etkinlik islevleri icin
tanimlanmasinin disinda, perceptron 0grenme algoritmasina benzer. Gergekte tiirevi
almabilir etkinlik islevi kullandigimiz i¢in, egimli inis Ogrenme yOnteminin

gerceklestirilebilecegi bir tiirevi alinabilir hata islevi tanimlanabilir.
Aw; =16 x; (5.33)

Es. 5.33’de tamimlanan bu kural, daima “hatalarin kareleri toplamini” en
kiigtikleyecek agirlik kiimelerini belirlemeyi amaclar. Bu metotlar gizli agirhik
katmanlarinin nasil ayarlanacagim ve saptanacagini belirlemede basarisiz olmaktadir.
Bu metotlar, ¢ikis katmanindaki hatalarin hangi gizli katmanda hangi agirlikta
meydana gelebilecegini belirleyemedigi icin bu durum kredi atama problemi ile
belirtilebilir. Oysa genellestirilmis delta kurali (geri yayihm yontemi), gizli

katmanlarin nasil ayarlanacagini tanimlamaktadir [Elmas, 2003].

5.3.6. Geri beslemeli aglar

Geri beslemeli ag mimarileri, genelde danismansiz 6grenme kurallarinin uygulandigi
aglarda kullanilmaktadir. Geri beslemeli aglar adinda anlagilacag iizere, bir tiir geri

besleme islemine sahiptir. Ornegin Hopfield ag1 bu tiir mimariye sahip bir yapay

sinir ag1 tiiriidiir. Agin ¢alismasi Es. 5.34 ile ifade edilmektedir.

% =—u, + Y Wy, +x, (5.34)
t i1

Burada y; = g(u,) ise;

g(x)z%(tanh(aij + 1} (5.35)



56

olarak ifade edilmektedir. a, =0 olmasi kat1 sinirlayici transfer igleve karsilik gelir. a,
degeri yeterince kiiciik oldugunda, agirliklarin simetrik yani tim i ve j’ler igin

wij=wji olmast durumunda hopfield ag1,

n n n

1
E:_Ezzwijyiyj_zyixi (5.36)

i=1 j=1 i=1

biciminde bir sistem, enerji islev fonksiyonunu en kiiciikleyecek sekilde davranir ve
bu enerji islevinin bir yerel minimuma karsilik gelen kararli duruma erismesi saglanir

[Elmas 2003].
5.3.7. Ogrenme, adaptif 63renme ve test etme

Daha o©nce yapay sinir aglarinda islem elemanlarimmin baglantilarinin  agirhik
degerlerinin belirlenmesi islemine “agin egitilmesi” olarak ifade edilmisti.
Baslangigta bu agirlik degerleri rastgele olarak atanir. Yapay sinir aglar1 kendilerine
ornekler gosterildikce bu agirlik degerlerini degistirirler. Ama¢ aga gosterilen
ornekler igin dogru c¢iktilar iiretecek agirlik degerlerini bulmaktr. Ornekler aga
defalarca gosterilerek en dogru agirlik degerleri bulunmaya calisilir. Agim dogru
agirlik degerlerine ulagmasi orneklerin temsil ettigi olay hakkinda genellemeler
yapabilme yetenegine kavusmasi demektir. Bu genellestirme ozelligine kavusmasi
islemine agin ogrenmesi denir. Agirliklarin degerlerinin degismesi belirli kurallara
gore yiiriitilmektedir. Bu kurallara “6grenme kurallarr” denir. Kullamlan 6grenme

stratejisine gore degisik 6grenme kurallar1 gelistirilmistir.
5.3.8. Yapay sinir aglarimin simflandirilmasi

YSA 'lar, genel olarak birbirleri ile baglantili iglemci birimlerden veya diger bir ifade
ile noéronlar veya proses elemanlarindan olusurlar. Noronlar arasindaki baglantilarin
yapist agin yapisini belirler. Istenilen hedefe ulasmak icin baglantilarm nasil
degistirilecegi, 0grenme algoritmasi tarafindan belirlenir. Kullanilan bir 6grenme

kuralina gore, hatayi sifira indirecek sekilde, agin agirliklar: degistirilir. Yapay sinir



57

aglari, yapilarina gore, ileri beslemeli (“feed-forward”) ve geri beslemeli (“feed-

back’) aglar olmak iizere iki farkli yapida incelenmektedir.

Ileri beslemeli bir agda proses elemanlar genellikle katmanlara ayrilmislardir.
Isaretler, giris katmanindan cikis katmanina dogru tek yonlii baglantilarla iletilir.
Siire¢ elemanlar bir katmandan diger bir katmana baglant1 kurarlarken, ayn1 katman
icerisinde baglantilar1 bulunmaz. Ileri beslemeli aglara drnek olarak ¢ok katmanli
perseptronlar  (multi-layer perceptrons-MLP) ve LVQ (Learning Vector

Quantization) aglar1 verilebilir. Bu aglar statik aglar olarak da bilinirler.

Geri beslemeli bir sinir agi, c¢ikis ve ara katman cikiglarinin giris katmanina veya
onceki ara katmanlara geri besleme yapildigi bir ag bicimidir. Bu sekilde veriler hem
ileri yonde, hem de geri yonde iletilmis olur. Bu tiir sinir aglarinin dinamik hafizalar1
vardir ve bir andaki ¢ikis hem o andaki hem de Onceki girisleri yansitabilmektedir.
Bundan sebeple, bu aglar ozellikle ileriye doniik tahmin uygulamalart igin
uygundurlar. Bu aglar farkli tipteki zaman-serilerinin tahmininde oldukca basari
saglamislardir. Bu aglara Hopfield, Elman ve Jordan aglar1 6rnek gosterilebilir

[Oztemel, 2006].

5.3.9. Geri yayillim algoritmasi

En yaygin ve cok tercih edilen Ogretme algoritmasidir. Teorik olarak kolayca
ispatlanabilir ve basit olmasindan dolay1 tercih edilen bir Ogretme algoritmasi
tiiriidiir. Bu algoritmanin en temel esas1 hatalar1 ¢ikistan geriye dogru yayarak hatayi

diisiirmeye caligmasidir [Rumelhart ve ark., 1986].

Geri yayilim algoritmas1 cok katmanli yapay sinir aglarim1 egitmede cok tercih
edilmektedir. YSA’nin egitilmesi ve egitimden sonraki siirecteki test islemi bu
algoritma yoniine gore yapilmaktadir. Burada i ve j kat proses elemanlar1 arasindaki

agirhklardaki -~ Aw (r)degisikligi ile bulunmaktadir. Bu ifade Esitlik 3.1°de

verilmistir.
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Aw, (1) =13, x, +aw , (1 =1) (5.37)

Es. 5.37°de @ momentum Katsayisini 77 Ogrenme katsayisini, &, ara ve cikis

katindaki herhangi bir j ¢ikis ndronuna ait bir faktorii temsil etmektedir. Cikis kati
icin bu faktor Es. 5.38 ve Es. 5.39°daki denklemlerle verilmektedir.

of

5. =—2 = (yV _vy. 5.38

J anel,j (y] yl) ( )
net; = E X;Wj; (5.39)

burada yg.’) ise proses elemaninin amac(hedef) ¢ikisidir. Ara katmanlardaki yapay

noronlar i¢in ise bu faktor Es. 5.40’daki sekilde ifade edilmektedir [Sagiroglu, 2003].

5].:( A Jqu,ﬁq (5.40)

onet ;

Ara katmanlarda bulunan yapay noronlar icin bir hedef c¢ikis var olmadigindan, Es.

5.39 yerine Es. 5.40 kullanilir. Bu duruma bagh olarak ¢ikis katindan baslayarak o,

faktorii, biitlin katlardaki noronlar i¢in hesaplanmalidir. Devaminda Es. 5.38'deki
formiile bagli olarak, biitin ara baglantilar i¢in agirliklarin giincellestirilmesi
saglanmaktadir. Bu ayn1 zamanda bir dereceli azalma algoritmasi1 olmakla birlikte,
cok katmanli yapilar1 egitmede kullanilan bir algoritmadir. Burada amag arzu edilen
cikis ile ag c¢ikis1 arasindaki hatanin agirliklara bagli olarak azaltilmasi temeline
dayanmaktadir. Hizli ve kaliteli bir egitim siireci i¢in, S ve a degerlerinin se¢imi
onem arz etmektedir. Geri yayilim 6grenme siireci f ve a degerlerinden oldukga
etkilenmektedir. Bu katsayilarin secilmesi deneysel olarak belirlense de bu degerler,
uygulamalara ve problemlere gore farkliliklar gostermektedir. Ogrenme katsayisi igin
tipik degerler, 0.01 ile 0.9 arasinda degismektedir. Daha karmasik ve zor

calismalarda daha kiigiik degerlerin secilmesi Onerilmektedir [Sagiroglu, 2003].
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5.3.10. Levenberg-Marquardt metodu

Esas itibari ile bu algoritma, maksimum komsuluk diisiincesi temelinde kurulmus bir
en az kareler hesaplama yOntemidir. Bu algoritma, Gauss-Newton ve Steepest-
Descent algoritmalarmin en iyi Ozelliklerinden olusur ve bu iki metodun
kisitlamalarin1 ve dezavantajlarim ortadan kaldirmaktadir Genel itibari ile bu metot

yavag yakinsama probleminden -etkilenmemektedir. E(w) 'nin bir hedef hata

fonksiyonu oldugu farz edilirse m adet hata terimi i¢in e (w) asagida verilmektedir
m )

E(w) =) el (w)=|f(w) (5.41)
i=1

e;(w)=(y, — yd,)’ (5.42)

Burada, hedef fonksiyonu f(w) ve onun jakobiyeni olan J'min yalmiz bir noktada
bilindigi diistiniiliir. Levenberg-Marquardt algoritmasinda oncelikli hedef, parametre
vektori (w)'nin, E(w) minimum oldugu durumda bulunmasidir. Levenberg-

Marquardt algoritmas: ile yeni vektor w,,,, tahmin edilen vektdor w, ’dan

hesaplanmaktadir [Sagiroglu, 2003].

Wi, =W, —Oow, (5.43)
Es. 5.43°deki ow, ise; Es. 5.44’deki gibi ifade edilmektedir.

JiJ +ADSw, ==J] fW,) (5.44)

Burada Jk f’nin degerlendirilmis jakobiyenini, A Levenberg-Marquardt parametresini
ve I birim matrisini gostermektedir. Levenberg-Marquardt algoritmasi sirasi ile su

basamaklar1 icermektedir:
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1. basamakta: Oncelikle E(w)’yi ow, hesapla.

2. basamakta: Minimum bir A degeri ile baglat.

3. basamakta: dw, i¢in E5.5.44’ti bul ve E(w, + dw, ) degerini hesaplat

4. basamakta: E(w, +dw,) > E(w, )ise Ay1 10 kat arttir ve 3. basamaga geri dondiir
5. basamakta: E(w, +dw,) < E(w,)ise A y1 10 kat azalt (w, + ow, ) glincellestir ve

basamak 3’e geri dondiir seklindedir.

Hedef cikis1 hesaplamak i¢in ¢ok katmanli bir yapay sinir aginin, Levenberg-

Marquardt algoritmasinin kullanilarak egitilmesi, agirlik dizisi w, i¢in bir baslangi¢

degerinin atanmasi ile baslamakta ve hatalarm kareleri toplami e’ teriminin

hesaplanmasiyla siire¢ devam etmektedir [Sagiroglu, 2003].

Her e’ terimi, amag ¢ikis (y) ile reel ¢ikis (y,) arasindaki farkin karesini temsil
etmektedir. Biitiin giris seti igin e’ hata terimlerinin tiimiiniin elde edilmesiyle,

agirlik dizileri Levenberg-Marquardt algoritmasi adimlarimin uygulanmasiyla daha

oncede ifade edildigi gibi uyumlu hale getirilir. [Sagiroglu, 2003].

5.3.11. Yapay sinir aglar tasarim asamalar

YSA uygulamalarmin basarisi, uygulanacak olan yaklasimlar ve deneyimlerle
yakindan ilgilidir. YSA sisteminin davranisin etkileyen ¢ok sayida yapisal parametre
vardir. Bu parametrelerin her problem i¢in en uygununu belirleyebilmek bash bagina
bir problemdir ve secimi cok Onemlidir. En uygun parametreleri belirleyebilmek
teorik olarak miimkiin gibi goriilse de pratik olarak pekte miimkiin degildir.
Genellikle bu parametreleri onceden kestirmek de oldukga giictiir. Bu uygun
parametrelerin elde edilmesi uzun ve zahmetli benzetimler sonunda miimkiin
olabilmektedir. Bunun icin literatiirdeki benzer caligmalar gdzden gecirilerek
uygulanacak problem ic¢in belirlenmis olan parametrelerle yapiyr tasarlamaya ve
egitmeye baslamak en akilci yaklasim olacaktir. Eger YSA yeni bir probleme

uygulaniyorsa, mevcut yazilimlardaki belirlenmis parametre degerlerini kullanmak,
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baslangic i¢in uygun bir yaklagim olabilir. Yapay sinir aglarinin tasarimda dikkat

edilmesi gereken en 6nemli faktorler asagida agiklanmaktadir.

Yapi1 secimi: Uygun yapay sinir ag1 mimarisi veya yapisi, mevcut probleme bagl
olarak secilmelidir. Bunun i¢in YSA baglanti yapilarimin hangi tiir uygulama
problemlerinde basarili olacaginin dnceden bilinmesi fayda saglamaktadir. YSA
yapist uygulamaya bagh olarak secilmelidir. Uygulanacak problemin giris data
yapisi, bu secimi etkileyecek diger onemli bir husustur. Problem bir simiflandirma
problemi ise problemin zorluguna ve ayristirilacak smif sayisina gore ¢ok katmanl
perceptron (MLP) aglardan baglayarak, Lineer vektor nicelendirme (LVQ), RBFNN
ve SOM gibi yapilar sirastyla denenmelidir. MLP ve Radyal tabanl aglar (RBFNN)
yapilarinn literatiirdeki ¢calismalarda yiiksek performans gosterdiklerini goriilmiistiir.
Karmagik ve zor uygulamalarda genellikle cok katmanli ag mimarisi ile baglamak

dogru bir tercih olacag1 vurgulanmustir [Oztemel, 2006].

Bir YSA’nin karmasikliginin azaltilmasinda en etkili vasita, agin mimari yapisini
degistirmektir. Gerektiginden ¢ok sayida proses elemani iceren ag yapilarinda, daha
diisiik genelleme yetenegi ile karsilagilacagr belirtilmektedir. Bunun yaninda belli
saymn istiinde proses elemani kullanmak da YSA’nin performansini ¢ogu zaman

yiikseltmedigi vurgulanmistir [ Yamagl, 2010].

Ogrenme algoritmasi se¢imi: Bir yapay sinir agmin yap1 seciminden sonra uygulama

etkinligini belirleyen en dnemli faktdor 6grenme algoritmasidir. YSA yapisi i¢in en
uygun optimal 6grenme algoritmasinin se¢imi ag yapisinin belirlenmesinden sonra
coziilmesi gereken en 6nemli sorundur. Genellikle ag yapis1 6grenme algoritmasinin
seciminde belirleyici olmaktadir. Bu sebeple ag yapisi iizerinde kullanilabilecek
O0grenme algoritmasi, genellikle ag mimarisine de bagh olmaktadir. Bazen tasarimda
O0grenme algoritmasinin kurgulanmasi ag yapisinin tasarimi ile paralel veya daha
once gerceklestirilebilir. Bu genellikle basit siniflandiric1 ag yapis1 ya da basit
ogrenme algoritmalar1 i¢in gecerlidir. Ogrenme algoritmalarindan herhangi birisi

uygun olan YSA yapisi ile agin egitiminde kullanilabilmektedir.
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Yapay sinir aglarinin az sayida giris verisi ile Ogrenebilmesi veya genelleme
yapabilmesi YSA’lar1 bircok uygulamada uygulanmasi icin tercih edilir yapmaktadir.
Bunun sebebi ise, pratik olarak fazla sayida veri elde etmenin maliyeti veya zorlugu
oldukga yiiksektir. YSA sistemlerinin 6grenme basarisi, kullanilabilirligini belirleyen
genelleme etkisi ile belirlenmektedir. Genelleme yetenegi, gerceklestirilen testlerle
kontrol edilmelidir. Genelleme testlerinde karsilasilan asiri-6grenme (overfitting)
egilimi, yapay sinir aglarimin probleme iliskin verileri, istenilen seviyede dgrenmis
olmasina ragmen, egitimde karsilasmadigr veri kiimeleri i¢cin kabul edilebilir sistem
cikiglar1 iretememesi olarak tammmlanir. Bu duruma, giiriiltii iceren uygulamalarda

sik¢a rastlandig1 vurgulanmaktadir [Yamagli, 2010].

En uygun Ogrenme seviyesi, 0grenme fonksiyonunun kontrolii icin kullanilan
performans fonksiyonunun Onceden amaclanan bir degere ulasmas1 ile
saglanamayabilir. Uygulamalarda, egitim siireci boyunca performans fonksiyonunun
izlenmesi ile birlikte sik sik genelleme testlerinin gerceklestirilmesi yolu ile en uygun
o0grenme seviyesi elde edilebilir. Eger en uygun 6grenme seviyesine, performans
fonksiyonunun Ongoriilerinden ©Once ulagilmis ise egitim siiresi daha erken

donemlerde de sona erdirilebilir.

On/son veri isleme(Pre/Post Processing): Yapay sinir aglarmin en belirgin

ozelliklerinden olan dogrusal olmama(nonlinearity) o6zelligini mantikli kilan
yaklasim, girislerin bir normalizasyona tabi tutulmasidir. Normalizasyon
yapilmasinin nedeni aktivasyonu fonksiyonunun veri setinin minimum ve maksimum
araligindaki giris verileri i¢in aymrt edilebilir ciktilar verebilmesi oldugu
vurgulanmaktadir. Bu araligin disindaki girisler icin, esit ¢iktilar elde edilmektedir ve
islem yapilan proses elemaninin yakinsamasi olanaksiz hale gelmektedir. Genelde
verinin [0 1] veya [-1 +1] araliklarindan birine Ol¢eklenmesi Onerilmektedir.
Olgekleme, verinin gecerli eksen sisteminde sikistirilmasi anlami tasidigindan data
kalitesi asir1 salimimlar iceren sorunlarda YSA modellerini olumsuz yonde
etkileyebilir. Bu durum kullanilacak 6grenme fonksiyonunu da basarisiz duruma
diisiirebilir. Eger 6grenme fonksiyonu bipolar bir fonksiyon ise dlgekleme [-1 +1]

araligma, aksi durumda olgekleme [0 +1] araligma yapilmahdir. Bir X veri
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kiimesinin, 0.0 ile 1.0 arasinda bir dl¢eklendirmeye tabi tutulabilmesi icin o kiimenin

Xmin, Xmaks araligi bulunur ve Es. 5.45’deki gibi yeni deger araligi tanimlanir.

X-X,
oy = 5.45
yeni X X ( )

mak min
Eger olceklendirmede en genel ifade ile a ve b gibi iki sayr araligina cekilmek

istenirse Es. 5.46°da kullanilabilir [Sagiroglu, 2003].

X-X_
yeni = X - (b - a) +a (5 .46)

maks min

Egitim esnasinda, bu islemlerden elde edilen normalize edilmis giris ve cikis
degerleri kullamilir. Islem tamamlandiktan sonra elde edilen YSA sonuglari ters
normalize islemine tabi tutularak gercek degerlerine ¢evrilmelidir. Veri dlgeklemede
kullanilan normalizasyon araglarindan birisinin de kullanilan transfer fonksiyonu
oldugu unutulmamalidir. Fonksiyonun kendisinin ayni zamanda bir veri dlgekleme
araci olarak da kullanilabilecegi ise unutulmamalidir. Bununla beraber bu 6neri YSA
sisteminden beklenen giris ve cikis sayisimin degismedigi durumlar i¢in gegerlidir.
Bununla beraber secilen bir ag yapist i¢in en uygun ag mimarisinin aranmasinda ¢ok
sayida birbirinden farkli ag§ mimarisi ile gerceklestirilen benzetimler elde edilerek
problemin ¢Oziimiine en uygun ag yapisinin ne oldugu tahmin edilebilir. Bu amacla
kullanilabilecek uygun arama yaklasimlari bulunmaktadir. Monte-Carlo ile Quasi-

Newton metodu bunlara 6rnek verilebilir.

Onciil veri isleme asamasi, verinin en dogru, en kisa ve en hizl sekilde islenmesi icin
hazirlanmasini ifade eder. Onciil islemler sirasinda cesitli veri gelistirme araglarindan
faydalanilabilir. Son yillarda en cok ilgi ¢ceken On islem Temel Bilesenler Analizi
yontemidir. Bu asamada temel amag¢ verinin YSA modeli ile uyum igerisinde

olmasim saglamaktir.
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YSA tasariminda sistem karmasikligi iizerinde en fazla etkiye sahip dis faktorler,
veri kodlama yapis1 ve normalizasyon yontemidir. Veri kodlama, bir verinin bilgiye
doniistiiriilmesi icin islenebilmesini kolaylastirict bir aractir ve verinin genel

mimarisinin degistirilmesini ifade eder. Buna veri 6n isleme de denilmektedir.

Aktivasyon fonksiyonu sec¢imi: YSA tasarimi igin secilecek olan transfer
fonksiyonlar1 Ogrenmede Onemli bir yaklasim olarak karsimiza c¢ikmaktadir.
Problemin davranisina uygun olan fonksiyon tipinin belirlenmesi basar1 yiizdesini
yiikseltebilir. Bazi problemlerde tek bir tip transfer fonksiyonu se¢imi yerine karma
kullanim basariy1 arttirabilecektir. Aktivasyon fonksiyonlarindan herhangi birisi,
coziilecek veya uygulanacak olan problemin davramgi goz oniinde bulundurularak

secilmesi biiyiikk 6nem tasimaktadir.

Ara katman ve ara katman ndron sayisim belirleme: YSA mimarisinde optimal

sayida ara katman sayisin1 ve ara katmanlardaki ndron sayilarimi saptamak icin
bilimsel literatiirde farkli yaklasimlar goriilmektedir. Fakat baz1 6zel uygulamalarda,
bu yaklasimlar gecerli sonuclar vermeyebilir. Gegerli bir sonug elde etmek icin bir
ka¢ deneme yapilarak en uygun yapinin ve néron adedi belirlenebilir. Literatiirde, her
tiirlii problemin maksimum iki ara katman kullanilmasi gerektigi ile ilgili ispatlarinda
oldugu vurgulanmaktadir. Baz1 6zel problemler icin bu yaklagim her zaman gecerli
olmayabilmektedir. Bunun beraber, bazi1 6zel problemlerin ¢oziimiinde bazi diigiim
elemanlar1 arasinda kompleks karmasik baglantilara ihtiyac duyulabilir. Bu
durumlarda en uygun diigiim elemani sayisini saptamanin yaninda uygun baglanti
sayist ve yapisin1 da bulmak yararli olmaktadir. YSA tasariminda temel amag, YSA
sisteminin miimkiin oldugunca sade ve basit bir yapida tasarlanmasina dikkat
etmektir. Bu karmagikligin artmas1 6§renme siirecini dogrudan arttirmakta ve yapinin

performansini olumsuz yonde etkileyebilecegi de soylenmektedir [ Yamagli, 2010].

Ara baglant1 tiplerini belirleme: Ara baglantilarin, kismi olarak veya tamamu itibari

ile, ileri beslemeli veya ¢ift yonlii olmalar1 tasarim icin 6nemli kriterlerdir. Ileri
beslemeli ve cift yonlii baglantilar birbirleri ile kismen veya tamamen iliskili

olabilmektedir. Asir1 kompleks yapilarda, yapay noronlarin ayni kat icerisinde
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birbirleri ile iletisim kurmasma intra-ara katman baglantilar1 denilmektedir.
“Recurrent” ve “On-center/off” sarmal baglantilar1 bu tip baglantilar olmakla birlikte

tasarimlarda dikkate alinmasi onemlidir [ Yamacli, 2003].

Performans Fonksiyonu Secimi: Bir yapay sinir agimin 6grenme performansini

etkileyen onemli faktorlerden birisi de performans fonksiyonudur. Ozellikle Ileri
beslemeli(feedback) aglarda kullanilan tipik performans fonksiyonlar1 olarak; karesel
ortalama hata (MSE), toplam karesel hata (SSE) ve karesel ortalama hata karekokii
(RMSE) olarak verilebilir.

N
MSE = %Z(ri —ud,)’ (5.47)
i=1

SSE = i(ri —ud,)’ (5.48)

i=1

N
RMSE = \/% D (t,—1d,)’ (5.49)
i=1

YSA’larin genellestirme Ozelligini ylikseltmek icin kullanilan metotlardan biri de
o0grenmeyi erken sonlandirma (early stopping) islemidir. Bu metotda veri kiimesi ii¢
boliime ayrilmaktadir. Ilk set YSA nesnesinin egitiminde kullanilarak baglanti
agirliklarmin, biaslarin ve gradiyentin giincellestirilmesinde kullanmilmaktadir. Ikinci
set bir onaylama verisi olarak kullanilmaktadir. YSA egitimi, test ve onaylama islemi
ile birlikte yapilabilmektedir. Bu kapsamda egitim, test ve onaylama i¢in 3 set data
kiimesi gerekmektedir. Egitim esnasinda, test veri kiimesine ait hata normal olarak
diismektedir. Bu azalma, egitim verilerinden hesaplanan hata miktarinda da
goriilmektedir. Bununla birlikte YSA, egitim verisi lizerinde bir overfitting egilimine
girerse, onaylama veri kiimesinden hesaplanan hata degeri artmaya baslayacaktir.
Onaylama veri kiimesinden hesaplanan hata degeri saptanan bir degeri asarsa, egitim
durdurularak baglanti agirliklar1 ve biaslar onaylama veri kiimesinden elde edilen

hatalarin oldugu andaki degerlerine geri ¢evrilir [ Yamagl, 2010].
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5.3.12. SOM(Self Organizing Map) aglari

Oz orgiitlemeli harita veya 6z orgiitlemeli 6zellik haritas1 olarak da bilinen SOM
aglari, egitim Orneklerinin giris uzaymnin diisiik boyutlu ayrik bir gdsterimini iireten,
damsmansiz 6grenme kullanan bir yapay sinir ag1 cesididir. SOM aglari, girig
uzayimnin topolojik 6zelliklerini korumak icin bir komsuluk fonksiyonu kullandigi
icin diger yapay sinir aglar1 modellerinden farkli yapidir. Bu 6zellik yiiksek boyutlu
verinin, diisiikk boyutlu gorsellesmesi i¢in faydalidir. SOM aglar ilk olarak Finli Prof.
Tuevo Kohonen tarafindan bir yapay sinir agt modeli olarak tamitilmistir ki bu

nedenle bu aglar Kohonen aglari/haritalar1 olarak da bilinmektedir.

¢ Girisler in

Cilaslar

Sekil 5.7. SOM ag mimarisi

SOM aglar1 yapisal olarak olduk¢a sade sekilde bir girdi ve bir ¢ikti katmanindan
meydana gelmektedir. Cikt1i katmam genellikle iki boyutlu bir diizlemden
olusmaktadir. Sekil 5.7°de goriilecegi gibi proses elemanlart diger bir deyisle ag
diigiimleri(node), cikt1 katmani iizerine dagilmis vektorleri gostermektedir. SOM
aglarinin temel c¢alisma prensibi yarismayr kazanma ve kazanan elemanin “1”

digerlerinin “0” degerini almasi lizerinedir. Tiim girdi uzayi, tiim ¢ikt1 elemanlarina
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belirli bir agirliklar ile baghdir. Cikti uzaymda degerlenen bir diger ifade ile
yarigmayl kazanan ¢ikis elemaninin etrafinda yer alan komsulari agm egitimi

sirasinda agirliklarini degistirmektedir [Oztemel, 2006].

SOM aginim egitilmesi siirecinde; bir t zamamnda girdi uzayindan bir ornek aga
verilir. Burada onemli bir nokta diger yapay sinir aglarinda oldugu gibi giris ve
agirlik vektorlerinin mutlaka dlgeklenmesi yani normalize edilmesi gerekmektedir.
Her diigiim ¢iktist agirliklar ile girdi 6rneginin carpimimin toplamu ile ifade edilir.
Bulunan bu toplam degerinden en yiiksek dl¢iime sahip olan diigiim(proses) elemant,
yarismayr kazanmig kabul edilmektedir. Diger elemanlarin cikiglar1 ise sifir
olmaktadir. Euclid mesafesi(d) ile girdi vektoriine en yakin agirlik vektoriine sahip
elaman kazanan elamani temsil etmektedir. iki vektoér arasindaki uzaklik Es.

5.50°deki sekilde hesaplanmaktadir.
d; =[x -w) (5.50)

SOM aginda her cikti elemani i¢in euclid mesafesi hesaplanarak en kiiciik uzaklik
degerine sahip eleman kazanan eleman olmaktadir. Kazanan elemanim belirlenmesi

ile birlikte komgularinin agirliklar: Es. 5.51°deki formiil ile giincellenmektedir.
w(t +1) = w(t) + Ae(l,i)(x(t) — w(t)) (5.51)

Es. 5.51°de verilen A 6grenme katsayisini, e(/,i) ise komguluk fonksiyonunu temsil

etmektedir. e(/,i) komsuluk fonksiyonunda [ ve i elemanlarinin komsuluklarini
gostermektedir. [ =i iken e(/,i)=1 olmaktadir. |[/—i| degeri arttuk¢a, e(l,i)

komsuluk fonksiyonu, zaman igerisinde bir gauss egrisi seklinde azalan bir

fonksiyondur.

. 1 (1-i)’
e(l,l)z\/%exp{— Py } (5.52)
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Hassas bir yakinsama igin, agin Ogrenme siirecinde komgsuluk fonksiyonunun
genisligi yavas sekilde azalir. Ornek olarak; komsuluk fonksiyonu bir gauss
fonksiyonu ise bu o degerinin disiiriilmesine karsilik gelmektedir. Komsu
birimlerde agirlik giincellemeleri ile birlikte, komsu birimlerde girdiye dogru

cekildiginden, onemsiz birimler engellenmis olmaktadir [Alpaydin, 2010].

5.4. Destek Vektor Makineleri(DVM)

Destek Vektor Makineleri (DVM), Destek Vektor Smiflandirici (DVS) ve Destek
Vektor Regresor (DVR)’den olusan ve bilinen tiim veri madenciligi algoritmalar1
icinde en saglam, en dogru metotlardan birisidir [Cortes, 1995]. DVM’ler orijinal
olarak Vapnik tarafindan 1990’larda gelistirilmistir. Istatistik 6grenme teorisinde
kokli saglam bir teorik temele sahiptirler ve 6grenme icin bir diiziine kadar az sayida
ornek ile c¢alisabilmektedirler. Cogu zaman boyutlarin sayilarina duyarsizdirlar.
Gecen on yillik siirede, hem pratik hem de teori alanlarda DVM kullanim1 artmustir.
Destek vektor makinesi temeli diger bir degisle kdkeni yapisal risk minimizasyon
prensibine dayanmaktadir, ayrica yapisal risk minimizasyon, VC-boyut(Vapnik
Chernonvekis Dimension) igerisinde yer aldigindan destek vektér makinesini daha da
onemli kilmaktadir. Adindan anlasildigi {izere, makine tasarimi destek vektorler
olarak hizmet veren egitme verisinin bir alt kiimesinin elde edilmesine
dayanmaktadir ve bu nedenle verinin bir istikrarli 6zelligini ifade etmektedir. Destek
vektor makinesi ¢ok terimli (polinom) makine dgrenmesi, radyal temelli fonksiyon
ag ve iki katmanh algilayic1 (two-layer perceptron) fonksiyonlarini icermektedirler.
Bu yontemler egitim verisinde bulunan yapisal istatistik diizenliligin degisik
temsillerini saglasa bile, bunlarin hepsi bir destek vektdr makinesi temelinde ortak
bir kokten gelmektedirler [Haykin, 2001]. Destek vektdr makineleri istatistiksel
Ogrenme teorisi {izerine inga edilmistir. Ogrenme, siniflandirma, kiimeleme,
yogunluk tahmini ve veriden regresyon kurallar1 tiretmek icin kullanilan bir egitme

algoritmasidir.
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5.4.1. Vapnik-Chervonenkis(VC) boyutu

Vapnik-Chervonenkis(VC dimension) boyut bir fonksiyonlar siifinin elemanlariin
ne kadar dinamik oldugunun saptanarak, bu sinifin karmagikligini l¢en bir metotdur.
[Hastie ve ark., 2009]. Hatalarinin(6rnekleme) ongoriilenmesinin kullanilmasindaki

giicliik, adaptasyonda kullanilan parametrelerin ya da karmasikligin saptanmasidir.

Vapnik-Chervonenkis(VC)  teorisi  karmagikligin(d) boyle bir  6lgiitiinii

vermektedir. {f (x,) }gibi bir fonksiyonlar sinifi oldugunu diisiiniirsek ve bunun

o gibi bir vektor tarafindan indekslendigini ve xe R’ oldugunu diisiinelim. f

gosterge fonksiyonu O veya 1 degerlerini almaktadir. Eger a =(a,,a,)ve f lineer

gosterge fonksiyonlar ise I(a,+a, x >0), o halde sinif fin karmagikliginin p+1

oldugu ifade edilmektektedir. Sekil 5.8’de verilen diizlemlerin soldan ilk {i¢ lineer
gosterge fonksiyonlarin VC boyutunu gostermektedir. Ancak soldan dordiincii
diizlemde ise bir VC boyut s6z konusu degildir ¢iinkii belirli bir dogrular kiimesi
tarafindan dort adet nokta parcalara boliinememistir. p boyuttaki bir lineer gosterge
fonksiyonu p+1 sayida VC-boyut’a sahip ve bu serbest parametrelerin sayisini ifade
etmektedir. Sekil 5.8’deki soldan ilk iic panelde, diizlemdeki dogrular verileri
parcalara boldiigii goriilmektedir [Kuzey, 2012].

Sekil 5.8. VC boyutu

Problemimizde N adet noktadan olusan bir veri kiimesi oldugunu farz edersek, bu N
nokta, pozitif ve negatif olarak 2~ yolla tiiretilebilir veya etiketlenebilir
denilmektedir. Bu yiizden 2N farkli o0grenme problemi N veri noktalar1 tarafindan

ifade edilebilir. Bu problemlerden bir tanesi icin, negatif érnekleri diger pozitif
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orneklerden aymran he H olacak sekilde bir hipotez smifi bulabilecegi soylenebilir.
Bu duruma H N adet noktalar1 tuz buz ettigi(shattering) diger bir ifade ile parcalara
ayirdigi benzetmesi yapilabilmektedir. N adet ornek yolu ile tanimlanabilen herhangi
bir 6grenme problemi H’den ¢ekilen bir hipotez yolu ile hatasiz sekilde dgrenilebilir.
H tarafindan parcalara ayrilabilen maksimum noktalarin sayisina H’nin Vapnik-
Chervonenkis(VC) boyutu ad1 olarak tanimlanir ve VC(H) olarak gosterilir ve H’nin
kapasitesini 6lgmektedir. VC- boyut, bir siniflandiricimin karmagikligimin dlgiistidiir.
Yani, bu 0l¢iim bir ikili siniflandiricinin iki simif arasindaki sinir1 ne kadar iyi
Olcmesi olarak bilinir. Eger VC-boyut ¢ok biiyiik ise siniflandirict daha karmasik bir
hal alir ve boylece ilgili siniflara ait olan gozlemleri daha iyi bélebilir. Daha agik bir
ifadeyle, karmasik siniflandiricilar karmasik smif simirlarini daha az karmasik
smiflandiricilara oranla daha iyi modeller. Daha dogrusu, bir model ne kadar ¢ok

karmasik ise, bir egitme kiimesindeki gozlemleri daha iyi boler [Kuzey, 2012].
5.4.2. Deneysel risk minimizasyonu(DRM)

Ampirik diger bir degisle deneysel risk minimizasyonu (ARM) bir 6grenme kiimesi
prensipler biitlinii olarak tanimlanabilir ve &grenme algoritmalarmin kalitesi i¢in

sinirlar belirlemektedir.

Bir genelleme hatasi tahmin yontemi olan PAC (probably approximately correct)
O0grenme teorisi, deneysel (ampirik) risk minimizasyon (DRM) ile ornek veriler
izerinden calisir. Model olmadig1 durumlarda, reel degerli bir fonksiyonun dagilimi
olmaksizin 0grenme i¢in bir perspektif sunabilir [Vapnik, 1982]. Destek Vektor
makinalar1  yontemi bir nevi kernel cekirdegi tabanli deneysel risk
minimizasyon(DRM) algoritmasidir. Faydali 6zellikleri olmasi nedeni ile popiilerligi
giinden giine artmaktadir ve deneysel performansi acisindan oldukga {imit verici

oldugu ifade edilebilir [Cortes, 1995].

le J beklenen riski gOstermek iizere, makine Ogrenimi beklenen riskin

minimizasyonudur.
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A

f =argmin ;_, RIf] (5.53)

Es. 5.53°de P(x,y)bilesik olasilik dagilimini bilinmediginden, makine 6grenimi

miimkiin degildir. Bunun yaninda D egitme verisinde, gbzlemler seklinde bilesik
olasilik dagilimi1 hakkinda Es.5.54’deki bilgiye sahip oldugumuz kabul edilir.

D={x,, ) (X, v} < R"x{+ 1,-1} (5.54)

Bu gozlemleri kullanarak risk tahmin edilebilir. Buna bazi model f lerin deneysel

riski R, l f J ad1 verilir ve asagidaki sekilde tanimlanir:

R, [F]=ElLey. fo)= %iL(y,-,f@ ) (5.55)

Es. 5.55’de yer alan (X,,y;)e D seklinde tanimlanmaktadir. Giris egitme kiimeleri

cogunlukla sonlu oldugundan ve ayrik ornekler icermesi nedeniyle ayrik numeriksel

beklenti Es. 5.56’deki gibi kullanilmaktadir.
1 k
Elg]= 228 (5.56)
i=1

Olmas1 muhtemel diger bir degisle olmasi beklenen riske benzer bicimde deneysel

riski minimize ederek en iyi model elde edilmektedir [Kuzey, 2012].

A

* . a . 1 ! N —
f= argmin ;_. R, [f]: argmlnfeﬁ(;;L(yi,f(xi)) (5.57)

Ampirik riski kiigiiklemek i¢in muhtemel tim F modellerinin sinifindan bir model

secimine izin verildigi i¢in, deneysel riski sifira veya sifira yakin bir degere indiren
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herhangi bir model her zaman olabilir. Amprik riski kiigiiklemek i¢in asir1 optimist

olmasi olasilik dahilinde oldugu vurgulanmaktadir [Hamel, 2009].

5.4.3. Yapisal risk minimizasyonu(YRM)

Orijinal ad1 “Structural Risk Minimization” olan yapisal risk minimizasyonu Vapnik
tarafindan 1974 yilinda gelistirilen ve 6grenme icin sonlu sayida egitme girig
kiimesinden, optimal model secimi icin gelistirilmis tlimevarimsal prensipler
biitiiniidiir. Bu model fonksiyonlarin VC boyutu ile giris egitme verisinin adaptasyon
kalitesi arasinda odiinlesim egrisini vermektedir. Yapisal risk minimizasyonu isleyis
siireci genel olarak su sekilde 6zetlenebilir; Giris kiimesinin on bilgilerini kullanarak,
k dereceli polinomlar, k sayida gizli katman noronlara sahip sinir aglar, £ noronlu
kiibik fonksiyonlar1 gibi smiflar secilerek, her bir alt kiimede deneysel risk

minimizasyonu saglanir.

5.4.4. Destek vektor smiflandirici

Lineer olarak ayrilabilen iki smifli 6grenme icin, destek vektor siniflandiricinin
hedefi verilen orneklerin iki simifin maksimal bir marj ile bolebilecegi bir asiri
diizlem tammlamaktir. Bu tiir asm1 diizlemin en iyi genellestirme yetenegini
verebildigi ispatlanmistir. Genellestirme yetene8i bir siniflandiricinin giris egitme
verisinde cok iyi siniflandirma performansi oldugu gibi ayn1 zamanda giris egitme
verisi gibi aynt dagilimdan gelecek verisi i¢in yiiksek tahmin kalitesini garanti eder

[Kuzey, 2012].

Bir simiflandiricinin genellestirme yetenegi giris egitme verisinde cok iyi siiflayict
performansina sahip oldugunu( ornegin dogruluk) gostermesi yaninda egitme verisi
gibi ayn1 dagilimdan gelen gelecek verisi i¢in de yiiksek 6ngorii dogrulugunu garanti

edecegi ifade edilmektedir [Kuzey, 2012].
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Sekil 5.9. Destek vektor siniflayict ve hiperdiizlem

Bir marjin bir asir1 diizlem tarafindan tanimlanan iki sinif arasindaki mesafe miktari
olarak ifade edilmektedir. Geometrik manada marjin diizlemde en yakin veri
noktalar1 ile asir1 diizlem iizerindeki herhangi bir nokta arasindaki en kisa mesafeye
denk gelmektedir. Sekil 5.9 bir iki-boyutlu girdi uzay i¢in optimal asir1 diizlemin bir

geometrik yapisint goriilmektedir.

Farz edelim w ve b sirasi ile hiper diizlemde agirlik vektorii ve yanli(bias) olsun.

[lgili hiper diizlem su sekilde ifade edilebilir;

w' x+b=0 (5.58)

X ornek verisinden optimal hiper diizleme ve istenilen yonde geometrik uzaklik
r=g(x)/w olarak ifade edilir. Burada g(x)=w’'x+b asm diizlem tarafindan

tanimlanan bir diskriminant fonksiyonudur [Christianini ve Taylor, 2000].

w ve x’in bilinmesiyle g(x)fonksiyonel marjin olarak olusturulmaktadir. Destek
vektor siniflayicist optimal agirt diizlem i¢in ayirma marji p’yi asirt yiikseltmek icin
w ve b parametrelerinin bulunmasim1 amaclamaktadir. Bu parametreler iki siniftan en

kisa geometrik uzaklilar olan r* yolu ile saptanmaktadir. Boylece destek vektor
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smiflayicisinin ismi maksimal marj smiflandirict adim almaktadir. Genellik kayip
olmadan, fonksiyonel marj1 1’ e esit olacak sekilde diizeltilir ve verilen bir egitme

kiimesi {xi,yi}izlei){’”x{il} olmak {iizere Es. 5.59’daki denklemler ile elde

edilmektedir [Christianini ve Taylor, 2000].

wix, +b>1, y =+1

wx, +b<-1, y =-1 (5.59)

Es. 5.59°daki birinci veya ikinci pargalardaki esitlikleri saglayan 6zel veri noktalari
(xi, yi ) destek vektorler olarak adlandirilir, bu noktalar tam olarak optimal hiper
diizleme en yakin veri noktalardir [Haykin, 2001]. Sonra, destek vektor x* dan

optimal hiper diizleme karsilik gelen geometrik uzaklik r* su sekilde ifade

edilmektedir.
1
—, y¥=+1
= 8C%) ||_W1|| (5.60)
T =
]

Sekil 5.9°den de anlagilacagi gibi, ayirma diizlemi p=2r*= 2/||w|| seklinde ifade

edilebilir. Maksimum marjli hiper diizlemi bulunabileceginden emin olmak igin,

smiflayict w ve b ye gore p’yi maksimize etmek i¢in calismaktadir.

max, , i”, y,whx, +b)21, i=12,.,n (5.61)
4
min,, = %||w||2, y.(wx, +b)21, i=12,..n (5.62)

Es.5.61 ve Es.5.62 sonucunda, sonraki optimizasyon basamaklarin1 kolaylikla
gerceklestirmek i¢in cogu zaman ||w|| yerine ||w||2 kullanilir [Kuzey, 2012]. Genellikle,

primal problem olarak bilinen Es.5.62 denkleminde kisitlara sahip optimizasyon
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problemini Lagrange carpanlar1 metodu kullanilarak coziiliir. a; i. esitsizlige gore

Lagrange carpanim gostermek iizere;

L(w,b,a):%WTW—Zai[yi(wai +b)—1] (5.63)

i=1

seklinde gosterilir. L(w,b,a)’nin w ve b ye gore diferansiyelini alinirsa ve sonuclari

sifira esitlersek, asagidaki iki optimal olma kosulu elde edilir.

w= iaixiyi

i=1
iaiyi =0 (5.64)
i=1

Es. 5.64°’de elde edilen denklemi Es. 5.63’da Lagrange fonksiyonunda yerine

koyarsak, bir dual problemi elde ederiz.

n 1 n
L(W’b’a) = Zai _E Zaiajyiyj(xiij)
i=1

i,j=1
Yay =0 420 i=12...n (5.65)
i=1

Karush-Kuhn-Tucker tamamlayici kosulu;

aly,w'x,+b)-11=0, i=1...,n (5.66)

Sonugta yalniz optimal asir1 diizleme en yakin veri noktalar1 ve maksimal marji

smurin belirleyen destek vektorleri olan (x;y,) sifir olmayan i degerlerine karsilik

olarak gelmektedir. Diger tiim a; degerleri sifira esit olmaktadir [Kuzey, 2012].

Es. 5.65’deki dual problem bir konveks kuadratik programlama optimizasyonu

problemidir. Genellikle siralt minimal optimizasyon (squential minimal optimization
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algorithm) gibi baz1 uygun optimizasyon metotlarimin benimsenmesi ile verimli bir
sekilde global optimuma yakinsar [Christianini, 2000]. Lagrange carpanlari(optimal

olan) olan g, ve optimal agirhk vektorii olan w'y1 Es. 5.64’de yerine koyarak

hesaplama yapabilmektedir [Kuzey, 2012].
w = Zafxiyi (5.67)
i=1

5.4.5. Maksimal marjh siniflandirici ve optimizasyon

Maksimal marjli destek vektor siniflandirici, ileride tanimlanacak destek vektor
regresyonunda eklenmesi birlikte destek vektdr makineleri(DVM) algoritmalarimin
orijinal baslama noktasini temsil etmektedir. Ancak gercek diinya problemlerinde,
tim noktalarin lineer olarak ayrilabilir olma gerekliligi cok kati olabilmektedir.
Ozellikle bircok kompleks lineer olmayan simflandirma durumlarinda 6rneklerin
tamamen lineer olarak ayrilabilir olamadigi zaman, marjlar negatif degerli
olabilmektedir. Bu gibi durumlarda, primal problemin uygun ¢6ziim bdlgesi bostur
ve bu duruma uygun diisen ikilik(dual) problem ise sinirsiz bir hedef fonksiyonudur.
Bu durum ise en uygun bicime sokma problemini ¢dzmeyi imkansiz yapmaktadir

[Christianini, 2000].

Bu tiir ayrilamaz verileri ¢cozmek icin, genellikle iki tiir yaklasim tercih edilmektedir.
[k yontem Es.5.62 no’lu denklemdeki kati esitsizlikleri ¢6zmek gevsetmektir. Bu
sekilde “soft marj optimizasyon”olarak adlandirilan yontem elde edilmektedir. Ikinci
yontem ise lineer olmayan o problemlere ‘“kernel trick” yani c¢ekirdek hilesi

uygulayarak bunlar1 dogrusal hale getirmektir [Kuzey, 2012].

Giris uzayinda yer alan verilerde kars1 siniflara dahil olmus birka¢ noktanin oldugu
durumlan diistinecek olursak, bu noktalar maksimum marjh asir1 diizlem i¢in bile var
olan egitim hatasin1 temsil etmektedir. Soft marjin fikri DVC algoritmasini

genigletmeyi amaglar bu sekilde asir1 diizlem boyle giiriiltiilii verilerin var olmasina
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izin vermektedir. Ozellikle, gevsek yapay degisken(slack) &  siiflandirict

tarafindan, siniflandirma ihlalinin miktarim1 agiklamak i¢in verilmektedir [Kuzey,

2012].

min | +CY &
Wb i=1

y,wix, +b)y21-& £ >0 i=1,..n

(5.68)

Es.5.68’deki C parametresi makinenin karmasikligi ve lineer olarak ayrilmayan
noktalarin sayis1 arasindaki bir nevi dengeyi saglamaktadir. Bu parametre literatiirde
“diizenlestirme” parametresi(regularized parameter) olarak bilinmektedir. C

parametresi uzman tarafindan, analitik veya deney yolu ile se¢ilebilmektedir.

Gevsek yapay degisken olan & ’nin yanlig smiflandirilmig bir veri 6rneginin asirt

diizleme olan uzaklik yolunun, direkt olarak bir geometrik yorumudur. Bu parametre,
ideal durumdan bir 6rnegin sapmasin ifade etmektedir. Lagrange carpanlar1 metodu

kullanilarak, olusan dual problemi su sekilde ifade edebiliriz;

n n

max,, W(a)ziai —%ZZaiajyiijiij (5.69)
i=1

i=1 j=1

Yay =0 0<a,<C i=l...n (5.70)

i=1

Es.5.65 ile Es.5.69 no’lu denklemler kiyaslandiginda, &£ gevsek yapay degiskeninin

dual problemde goriinmedigi 6nemli bir ayrintidir. Dogrusal olarak ayrilabilen ve

ayrilamayan durumlar arasindaki onemli fark a; 20 kisitindan daha siki bir kisit
olan 0 < ¢, < C kustt ile yer degistirmesinden kaynaklanmaktadir. Aksi takdirde, bu

iki durum birbirinin benzeri yapidadir [Christianini, 2000; Haykin, 2001].

Veri noktalarinin diizlem iizerinde ayrilamaz(inseparable) durumlarda Karush-Kuhn-

Tucker tamamlayic1 kosulu Es.5.71°deki gibi ifade edilmektedir.
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aly,(w'x, +b)-1+&1=0
(5.71)
yE =0 i=12...n

Es. 5.71’de tanmimlanan %,’ler & ’nin pozitifligini uygulatmak igin verilen & ’e
karsilik gelen Lagrange carpanlaridir [Haykin,2001]. Primal problem icin Lagrange

fonksiyonunun &’ye gorevi tiirevi sifirdir, tiirevlerin hesaplamalarindan agagidaki

sonug elde edilir.

a+y =C (5.72)

Es.5.71 ve Es.5.72 denklemleri beraber diisiiniildiigiinde ve &, =0 sayet a, < Cise,

optimal agirlik w* Es.5.73’deki gibi verilir.

n

w = Zai *yix; (5.73)

i=1
5.4.6. Cekirdek hilesi(kernel trick)

Lineer olarak ayrilamayan problemleri ¢ozmek i¢in kullanilan metotlardan birisi de
cekirdek hilesidir. Problem verilen giris verileri arasinda i¢ ¢arpima dayali uygun bir
cekirdek fonksiyonu tanimlamak, problemleri dogrusal olarak ayrilabilir yapmak i¢in
giris uzaymdan, yiiksek boyutlu (sonsuz da olabilir) 6znitelik uzayina verinin lineer
olmayan dOniisiimiinii yapmaktir. Kompleks bir Oriintiiye(patern) sahip bir
smiflandirma problemi yiiksek boyutlu bir uzayda lineer olmayacak bir bicimde
olusmussa, diisiik boyutlu uzaydakine oranla biiyiik ihtimalle lineer olarak ayrilabilir
[Haykin,2001].

® : X — H giris uzayindan X < Rm 6znitelik uzayina H dogrusal olmayan déniistimii
gosterdigini farz edersek, problem H’de lineer olarak ayrilabilir. Buna karsilik gelen en

uygun hiper diizlem Es. 5.74°deki sekilde ifade edilebilir.
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W @(x)+b=0 (5.74)

Oznitelik uzayinda hesaplanan optimal hiper diizlem ise;
2a,F y W (x)p) =0 (5.75)
i=1

Es. 5.75’de yer alan W* (x,)@(x) = Oterimi ¢(x,) ve ¢(x) vektorlerinin i¢ ¢arpimini

gostermektedir. Bu ylizden de burada i¢ carpim c¢ekirdek fonksiyonunu kullanmak
gerekmektedir. Cekirdek(kernel) fonksiyonu Es.5.76’deki gibi bir fonksiyondur.

K=(xx)=¢" (0)px) (5.76)

Es. 5.76’daki ¢ giris uzayi(input space) olan X’dan 6znitelik uzayr olan H’ye olan
doniisiim fonksiyonunu gostermektedir. Optimal Oznitelik uzayinda asir1 diizlem
olusturmak i¢cin ¢ doniislimiiniin somutlastirdmis bicimini gdzetmeksizin ¢ekirdek
fonksiyonunu kullanabilmektedir. Bu sebeple, destek vektor makinalari i¢in kernel

fonksiyonun 6nemi ¢ok biiyiiktiir [Christianini, 2000].

Cekirdek fonksiyonunun uygulanmasi gecerli algoritmanin boyuta bagliligini ortadan
kaldirmaktadir. Bununla birlikte lineer olarak ayrilamaz veri problemlerinin etkili
¢coziimii ile yiiksek boyutlu bir uzayda lineer bir simiflandiriciyr egitmek amaciyla da

tercih edilmektedir. Bahsedilen bu durum Es.5.75°de ¢ (x)¢(x )yerine K(xi,x)

kullanarak yapilabilir ve optimal hiper diizlem Es. 5.77°deki bicimde verilir
[Christianini, 2000].

ZafyiK(xi ,x)=0 (5.77)

i=1

Cekirdek hilesi hesaplamayi basitlestirmek i¢in 6ncelikli tercih edilen yontemlerden

biridir. Bu yontem sayesinde karmasik 6znitelik uzaymi hesaplama karmasikligindan
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sakimlmis olunabilir. Cekirdek hilesini uygulamadan once, cekirdek fonksiyonunun
nas1l secilecegi, hangi karakteristik 6zellikleri tagiyacagi olduk¢a dnemlidir. Yani bir
cekirdek fonksiyonu hangi karakteristikleri saglamalidir. Gercek bir c¢ekirdek
fonksiyonu olarak kabul goren kernel fonksiyonunun 6zelligini karakterize eden
“Mercer teoreminin” iyi bilinmesi de ¢ekirdek fonksiyonun 6zelliklerinin anlagilmasi

icin olduk¢a 6nemlidir [Christianini, 2000].

Destek Vektor Makinelerinde ¢ekirdek fonksiyonu se¢imi genellikle “Mercer
Teoremini” saglamak icindir. Bundan dolay, yaygm kullanilan cekirdek
fonksiyonlar1 olarak: sigmoid, polinom, ve radyal tabanli fonksiyonlar sayilabilir. Bu
fonksiyonlar bazi zamanlar kernel trick uygulanmasini smirlandirabilmektedir.

[Kuzey, 2012].

5.4.7. Destek vektor regresyon

Daha 6nce bahsedilen konularda destek vektor makinelerinin simiflandirma boyutu
ile ilgilendik. Bu kisimda ise; Destek Vektdr Makinelerini kullanarak, dogrusal
olmayan regresyon problemlerini ¢6ziimii iizerine odaklanilmistir. Ve metod destek

vektor regresyon olarak isimlendirilmektedir.

Destek vektor regresyonda da, smiflandirma algoritmasinda oldugu gibi, dogrusal
o0grenme metotlarim1 ve ¢ekirdek hilesi (kernel trick) kullanilarak elde edilen lineer
olmayan fonksiyonlar kullamlarak maksimum marj metodunun temel 6zelliklerinin
bulunmas1 amaglanmaktadir. Regresyon problemleri i¢in, giiriiltiiniin(additive noise)
ardindaki dagilim uzun bir uzantiya sahip oldugu durumlarda regresérde meydana
gelen kotii performansa sahip olan aykir1 verilerin var olmasi ile birlikte geleneksel
en kiigiikk kareler tahmin edicisi(least—square estimator) uygulanamayabilir
[Haykin,2001]. Bu sebepledir ki, tasarlanan model i¢inde ufak farkliliklara karsin &
duyarsizlik kaywp fonksiyonu tammlanmistir. Duyarsizlik kayip fonksiyonunun

regresyon dogru iizerindeki lokasyonu Sekil 5.9’da gosterilmektedir.
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Sekil 5.10. Lineer DVM ¢ kayip fonksiyonu

Varsayalim ki; f fonksiyonu X’de tanimhi reel degerlikli bir fonksiyon olsun. &
duyarsizlik kayip fonksiyonu L = (x, y, f)Es 5.78’deki gibi ifade edilmektedir.

L =(ny, f)=|y— f0], = max(©O,|y - f(x0)—¢ (5.78)

Sayet arzu edilen sistem c¢ikist olan y degerligi ile tahmin edicinin ¢iktist f(x)
arasindaki farkin mutlak degeri £ ’dan kiiciik veya sifira esit ise, L° =(x,y,f)=0
Aksi halde, sapmanin mutlak degerinden ¢ degerinin farkina esit olmaktadir.

Dogrusal olmayan bir regresyon modeli;
y=g(x)+v (5.79)

Seklinde tammlanacak olursa; v yani toplanir giiriiltii(additive noise) terimi, cikti
vektor olan x dan bagimsizdir. Fonksiyon g(.)’nin ve toplanir giiriiltii terimi v’nin
istatistiginin bilinmesi olduk¢a zordur. Egitim verilerinin bir kiimesi olan

S = {(xlyl), ....... (x,y, )} ve Es. 5.80’deki fonksiyon simifi ise modelimizde var olan

bilgilerdir [Christianini, 2000].

F={f(x)=w"x+b, we R" ,be R} (5.80)
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Destek vektor regresyonunda hedef uygun w ve b parametrelerini belirleyerek f(x),
bilinmeyen hedef fonksiyon g(x)’e yaklagsmaktir. Optimizasyonda primal problem
asagidaki gibi ifade edilir.

1 z : :

mlnw,bEHWHZ +CY(E+E) E.E 20 i=l,.n (5.81)
1

W'x, +b)—y, <e+&  i=1,2,.,n (5.82)

yi—w'x, +b)<e+&  i=1,2,.,n (5.83)

Lagrange carpanlari ile dual problem asagidaki gibi tanimlanmaktadir.

R n R n R 1 n n R R
n;%xW(a,a) = Zyi (a, —ai)—e‘;(ai +ai)—EZZ(ai —a,)a, _aj)xiij (5.84)

i=1 j=1

Y (a,-a)=0 0<d,a,<C i=12..n (5.85)

i=1

Es. 5.85 bir optimizasyon problemidir ve bunun i¢in carpimm g¢ekirdegi gosterilebilir
ve lineer olmayan fonksiyonlar, ¢ekirdek uzayinda dogrusal 6grenme makineleri
yolu ile elde edilebilmesi amaciyla regresyon algoritmasi Oznitelik uzayina

genisletilebilir [Christianini, 2000].

Destek vektor makinalari uygulamalarinda regresyon ve smiflama islemleri
karsilastirildiginda, destek vektdr regresyon & gibi ilave bir serbest parametreye
sahiptir. Iki parametre olan £ ve C Vapnik Chervonenkis boyutunu bias sifir oldugu

durumlarda kontrol etmektedirler

FO=wx=Y (@ -a)K(x, %) (5.86)
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Es. 5.86’da destek vektor regresyon fonksiyonun genel denklemi goriilemektedir.
Burada o lagrange carpanlarim gostermektedir. € ve C kullamci tarafindan
secilmelidirler ve regresyon uygulamasinda karmagikligin kontroliinii etkilemekte
onciidiirler. Optimal bir yaklagim fonksiyonu elde etmek icin £ ve C degerlerinin
senkronize olarak nasil secilmesi gerektigi konusu farkli hipotezler ortaya ¢ikmasina

ragmen, heniiz netlesmemis bir aragtirma sorunudur [Christianini, 2000].
5.4.8. En kiiciik kareler destek vektor regresyon

En kiiciik kareler destek vektdr makineleri(least square support vector machines)
1999 wyilinda Suykens ve Vandewalle tarafindan Onerilmistir [Suykens ve
Vandewalle, 1999]. Bir destek vektor makinesi cesidi olan en kiiciik kareler destek
vektor makinasinin(least square support vector machine) teorik temelleri yine
standart destek vektor siniflandiricilarinda oldugu gibi iki smifli simiflandirma
diisiiniilerek  olusturulmaktadir. Destek vektor makine smiflandiricilarindaki
kullanilan ikinci dereceden programlama yontemleri en kiiciik kareler destek vektor
makinalarinda kullanilmamaktadir. Model kurulumunda, bu tiir ikinci derece

programlama yontemi yerine lineer esitlik kiimesi tercih edilmektedir.

Ly2 C%

]+ =287 (5.87)
2 23

yvwx)+w,]=1-¢ i=12,....n (5.88)

Es.5.87°de verilen formiil FEs.5.88’de ifade edilen kosula bagli olarak en
kiigtiklenmesi gerekmektedir. EKK-DVM ig¢in verilen Es. 5.88’deki esitlik durumuna
dikkat edilecek olursa, destek vektor makine simiflandiricilarda Es. 5.88’deki bu
denklem esitsizlik durumundadir. EKK-DVM’da standart destek vektor makine
smiflandiricilarda oldugu gibi Es.5.87’deki ana denklem Es. 5.89’daki gibi dual
probleme doniistiiriilmektedir [Suykens ve Vandewalle, 1999]. Daha sonra

optimizasyon ¢6ziimii bu dual problem esiginde ¢oziilmelidir.
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1, 2 N
Q(W’b’a"f)zan""" +%Z‘§i _Zai{yi[(wxi)+w()]_l+§i} (5.89)

Es. 5.89°da ifade edilen formiiliin standart destek vektor makine siniflandiricilarda
kullanilan formiilden bir farki yoktur. Tek fark “a ” cogullayicilarinin standart destek
vektor makine smiflandiricilarda pozitif olmasi gerekirken, en kiiciik kareler destek
vektor makinelerinde ise pozitif veya negatif olabilmesidir [Tsujinishi ve Abe, 2003].
Bu formiilsel fark ile birlikte egitim zamani avantaji gibi nedenlerle en kiiciik kareler
destek vektor makine regressorleri standart destek vektdr makine regresorlerinden

ayrilmaktadir.

Daha once teorik aciklamasim yaptigimiz destek vektor regresyonu( € -DVR olarak
da bilinmektedir.) ile en kiiciik kareler destek vektdr regresyonu yukarida ifade
edildigi gibi benzer matematiksel esitsizliklerden olusmakla birlikte farkli
optimizasyon ¢oziimleri ile aciklanmaktadir. Bunun sonucunda iki regresyon metodu
arasindaki temel fark; £-DVR’de egitim i¢in, hata cikislarinin kontroliiniin £, C ve

o ile yapilirken, EKK-DVR’de egitimin sadece iki degisken ¥ ve ¢ kullanilarak

yapilmasidir.

Destek vektor siniflandirma uygulamalarinda performans; bazi uygulamalarda
standart DVM 06grenme metoduna yaklagsa bile diisiik ¢cikma ihtimalide oldukca
fazladir. Bunun nedeni egitme asamasinda daha kuvvetli ama zaman alan ikinci
dereceden programlama yerine daha basit ama kisa siirede uygulanabilen

dogrusal(lineer) programlamayi kullanmasindandir.
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6. YONTEMLERIN UYGULANMASI VE SAYISAL SONUCLAR

6.1. Giris Verilerinin Belirlenmesi

Son yillarda bilimsel literatiirde elektrik tiiketim tahmini i¢in bircok yOntem
gelistirilmis ve degisik algoritmalar kullanilmistir. Yine bu caligmalarda girdi olarak
bir¢cok farkli bagimsiz degisken ve farkli modeller tercih edildigi goriilmektedir.
Boliim 5.1°de de ifade edildigi lizere elektrik tiiketimini etkileyen en Onemli
faktorler(parametreler ) arasinda; niifus ve demografik gostergeler, toplam tiiketici
sayisi, ortalama hane halki biiytikliigii, elektrikli hane sayisi, koy orani, cok odali
konut yiizdesi, briit elektrik {iretimi, kurulu gii¢ sehirlesme orani, istihdam verileri ve
elektrik fiyat1, gayri safi yurt ici hasila(GSYIH) ve endiistriyel planlar gosterilebilir.
Bu etkenlerden bazilar1 elde edilecek tahminler iizerinde dogrudan ve biiyiik oranda
etkiye sahipken, bazilar1 ise dolayl sekilde ve daha zayif etki gostermektedir. Talebi
etkiledigi saptanan faktorler, etki derecelerine bagli olarak elektrik tiiketim tahmin

modellerinde bagimsiz degisken olarak kullamImaktadir.

Chen ve arkadaglar1 tarafindan yapilan calismada elektrik tiiketimi ile ekonomik
biiyiime arasinda nedensellik iliskisinin olmadigi, yani elektrik tiiketiminin ekonomik
biiyiime ile iligkili olmadigin1 analizlerle ortaya koymuslardir[Chen ve ark., 2007].
Elektrik tiiketimi ile ekonomik bir gosterge olan gayri safi yurt i¢i hasilanin(GSYIH)
birbirini etkileme yoniiniin ne yonde oldugu, yani elektrik tiiketimindeki artigin mi1
GSYIH’y1 yoksa GSYIH nm mu elektrik tiiketimini etkiledigi hususunda tartismalar
halen devam etmektedir. Ozellikle bu tiir bir iliskinin iilkelere gore farkliliklar
gosterdigi goriilmektedir. Ozellikle Tiirkiye’de gayri safi yurt ici hasilanin(GSYIH)
diisiik oldugu donemlerde dahi elektrik enerjisi tiikketiminde artiglar goriilmektedir.
Tirkiye’de elektrik tiiketiminin yillar itibari ile seyri incelendiginde o6zellikle
ekonomik krizlerden etkilendigi goriilmektedir. Ekonomik krizler ise ©Onceden
tahminlemesi zor veya saptanmasi gii¢c siireclerdir. Caligmamizda yukarida bahsi
edilen bu nedenlerle GSYIH’ye bagimsiz degisken(etkileyici) olarak hicbir modelde

yer verilmemistir.
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Calismamizda kullanilacak bagimsiz degisken se¢imi i¢in bir sonraki boliimde ¢oklu
lineer regresyon sonuclari ile de verilecek, ti¢ farkli model kurulmustur. Bu modeller
izerinde yapilan korelasyon ve regresyon sonuglari ile bagimsiz degiskenlerin,
bagimh degisken iizerindeki etkisi incelenmistir. Bu modeller arasinda “Model 3”

olarak isimlendirilen model en uygun model olarak se¢ilmistir.

Calismamizdaki tiim analizlerde kullanacagimiz “Model 3” igerisinde yer alan
bagimsiz degiskenler; kurulu giic(installed power), briit elektrik iiretimi(gross
electricity  generation), niifus(population) ve foplam abone sayisi(total

subscribership) verileri olacaktir.

Yine caligmamizda modellerin egitiminde kullanacagimiz bagimsiz degiskenlerin
gecmis bilgilerinin elde edilmesi i¢in; Tiirkiye toplam kurulu gii¢ ve briit elektrik
liretimi verileri icin TEIAS istatistik veri tabani, niifus bilgileri igin ise TUIK veri
tabam kullanimistir. Tiirkiye’deki toplam elektrik abone sayisinin elde edilmesi igin
ise bir kamu kurulusu olan TEDAS ve diger 6zel elektrik dagitim sirketlerinin

gecmis istatistiksel bilgilerinden faydalanmilmaistir.

Tirkiye’de 6zellikle 1970 oncesi toplam abone sayis1 ve niifus bilgilerinin dogru ve
saglikli olmamas1 nedeniyle caligmamizda gecmis verisi olarak 1970-2009 yili
verileri kullanilmigtir. Bilindigi tizere; 1970-2009 yillar1 aras1 donemde Tiirkiye’de
niifus sayiminin 5 yilda bir yapildigi g6z Oniine alindiginda, ara degerler TUIK
kayitlarinda mevcut degildir. Bu ara degerlerin bulunmasi icin ara deger hesabi
(interpolation) uygulanmistir. Modeller kurulduktan sonra gelecek tiiketimleri
tahmin edebilmemiz i¢in gerekli olan gelecek giris verilerinden; kurulu gii¢ ve briit
tiretim i¢in gelecek ongoriileri, EPDK tarafindan lisans verilmis ve dniimiizdeki bes
yil igerisinde iiretime baslayacak santraller de goz 6niine alinarak belirlenen TEIAS
2011-2020 yili projeksiyon bilgileri kullanilacaktir. Tiirkiye niifusu i¢in gelecek
tahmin bilgilerinin elde edilmesinde ise DPT ve TUIK tarafindan yapilan
ongoriilerden faydalanilmigtir. Tiirkiye’de higbir resmi kurum tarafindan elektrik
abone sayis1 ile ilgili olarak herhangi bir gelecek ©Ongoriisii yapilmadigindan,

calismamizda dis deger hesabi(extrapolasyon) uygulanmistir.



87
Calismamizda tasarimi yapilan tim tahmin modellerinde giris verilerinin 2/3’i
egitim ve 1/3’1 test icin kullanilacaktir. 2010 yili verisi ise dogrulama(validation)

amaciyla kullanilmustir.!

Cizelge 6.1 ve Cizelge 6.2°de sirasiyla tasarim modellerinde kullanilacak egitim ve

test kiimeleri verilmektedir.

Cizelge 6.1. Model egitimleri i¢in giris verileri.

vil Kj]rulu ]%rﬁt.El.ektrik Niifus(Milyon) Abone ] N?t E%ek.trik
giic(GW) Uretimi(TWh) Sayisi(Milyon) Tiiketimi(TWh)

1970 2,235 8,623 35,32 4,43 7,31
1971 2,578 9,781 36,22 4,78 8,29
1973 3,193 12,43 38,07 5,52 10,53
1974 3,732 13,48 39,04 5,92 11,36
1976 4,36 18,28 40,92 6,79 16,08
1977 4,73 20,56 41,77 7,22 17,97
1979 5,12 22,52 43,53 8,32 19,63
1980 5,12 23,28 44,44 8,75 204
1982 6,64 26,55 46,69 10,01 23,59
1983 6,94 27,35 47,86 10,62 24,47
1985 9,12 34,22 50,31 11,85 29,71
1986 10,12 39,69 51,48 12,53 32,21
1988 14,52 48,05 53,27 13,95 39,72
1989 15,81 52,04 54,19 14,69 43,12
1991 17,21 60,25 56,06 16,28 49,28
1992 18,72 67,34 56,99 16,97 53,99
1994 20,86 78,32 58,84 18,7 614
1995 20,95 86,25 59,76 19,47 67,39
1997 21,89 103,3 61,58 21,12 81,88
1998 23,35 111,02 62,46 21,99 87,71
2000 27,26 124,92 64,26 24,02 98,3
2001 28,33 122,72 65,14 24,81 97,07
2003 35,59 140,58 66,87 26,62 111,77
2004 36,82 150,7 67,73 27,71 121,14
2006 40,56 176,3 69,42 29,37 144,09
2007 40,84 191,56 70,26 30,02 155,14
2009 43,49 216,46 71,9 31,85 158,06

' 2010 yili istatistiki bilgilerinin, ilgili kurumlarca yayinlanmasi geciktiginden, 2010 yili verileri
tasarlanan modellerde ancak dogrulama amaciyla kullanilabilmistir.



Cizelge 6.2. Model egitimleri i¢in test verileri

vil {(urulu Brut Elektrik Niifus(Milyon) Aboqe }Vet Elf:ktrik
giic(GW) Uretimi(TWh) Sayisi(Milyon) Tiiketimi(TWh)

1972 2,711 11,24 37,13 5,14 9,53

1975 4,19 15,62 40,03 6,35 13,49

1978 4,87 21,73 42,64 7,81 18,93

1981 5,54 24,67 45,54 9,43 22,03

1984 8,46 30,61 49,07 11,19 27,64

1987 12,5 44,35 52,37 13,22 36,7

1990 16,32 57,54 55,12 15,54 46,82

1993 20,34 73,81 57,91 17,77 59,24

1996 21,25 94,86 60,67 20,58 74,16

1999 26,12 116,44 63,37 22,94 91,2

2002 31,85 129,4 66,01 25,68 102,95

2005 38,84 161,96 68,58 28,44 130,26

2008 41,82 198,42 71,08 31,01 161,95
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Modellerimizde kullanilacak giris degiskenlerinin(bagimsiz degiskenlerin) yillar

itibari ile gelecek Ongorii noktalarini da iceren gelisimi Sekil 6.1, Sekil 6.2, Sekil 6.3,

ve Sekil 6.4’de gosterilmektedir. Bu sekillerden goriilecegi iizere 6zellikle Tiirkiye

niifus sayilar1 ve toplam elektrik abone sayilarinin yillar icerisinde gelisimi diizgiin

lineer(dogrusal) bir gelisim seyrederken, Tiirkiye kurulu giicii ile briit elektrik

tiretimindeki gelisim her ne kadar dogrusal bir trend gosterse de belli yillarda trend

dogrusundan sapmalar gostermistir.
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Sekil 6.4. Tiirkiye’de toplam abonenin sayisinin yillar itibari ile gelisimi.
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6.2. On ve Son Verilerin islenmesi

Veri normalizasyonu, 6zellikle yapay sinir aglar1 gibi islemci elemanlarindan olusan
sistemlerde, asir1 degerlenmis kiimiilatif toplamlarin olusturacagi olumsuzluklarin
engellenmesi i¢in 6nemlidir. Egitimden Once giris verilerinin belirli bir araliga

transferi ile 6lceklenme, diger bir deyisle normalizasyon yapilmis olur.

Calismamizda her bir giris uzay1 [-1,+1] aralifina asagida Es. 6.1°de verilen formiil
ile dl¢eklendirilmistir.(Matlab programinda aym islem i¢in premnmx(p,t) komutuda

kullanilmastir.)

X—x,,

=2 -1 (6.1)

o xmax - 'xmin
Olgeklendirilmis veriler tahmin modelleri ile islendikten sonra ¢ikan sonuglar tekrar
denormalize edilerek orijinal boyutlarina doniistiiriilmesi gereklidir. Bu kapsamda da
calismamizda denormalize islemi Matlab2009R programinda

“postmnmx(an,mint,maxt)” komutu kullanilarak yapilmistir.(Ayn1 islem Es.6.1°deki

formiilasyonun yeniden kullanilmasi ile de yapilabilmektedir.)

6.3. Performans Fonksiyonlari

Calismamizda farkli algoritmalarla tasarimim yapacagmmiz tahmin modellerinin
performansin1  degerlendirmek i¢in bilimsel literatiirde kabul gbrmiis, tipik
performans fonksiyonlarindan hemen hemen tiimiinden faydalanilmaktadir. Bunlar
maksimum hata(MaxError), ortalama mutlak ylizde hata(mean absolute percent
error-MAPE), ortalama kare hata(mean square error-MSE), ortalama kare hatanin
karekokii(root mean square error-RMSE) ve toplam karesel hata(sum square error-
SSE) olarak ifade edilebilir. Bu performans kriterlerinin matematiksel gosterimi

asagidaki esitliklerde verilmektedir.
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MaxError = max|y,, —— Y gercek (6.2)
ﬁ: y gercek -y tahmn
= Y gerce
MAPE (%) = 100x ¢ 6.3)
1 N
MSE = Z (ygergek - ytuhmin )2 (6'4)
NS
S 2
Z(ygergek - ymh min )
RMSE = |+ 6.5)
N
S 2
SSE = Z (ygergek - ymhmjn) (66)
k=1

6.4. Coklu Lineer Regresyon c¢oziimii

Bilindigi gibi Y bagimli degiskeni, ¢ok sayida bagimsiz X degiskeni ile ifade ediliyor
ise bu analize “Coklu Regresyon Analizi(Multiple Regression Analysis)

denilmektedir.

Bu boliimde, daha 6nce teorik kapsami anlatilan ¢oklu dogrusal(lineer) regresyon
modelinin Tiirkiye elektrik tiiketim modellemesi caligmasi yapilmistir. Bagimsiz
degiskenlerin, bagimli degiskeni iizerindeki etkisini incelemek ve en iyi regresyon
sonucunu bulmak i¢in ii¢ farkli model {izerinde calisma yapilmigtir. Bu modeller

asagidaki esitliklerde ve gorsel olarak Sekil 6.5°de gosterilmistir.

x;:Kurulu Gii¢(Installed Capacity)
X,:Briit Elektrik Uretimi(Gross Electricity Generation)

x3:Niifus(Population)



92

x4:Toplam Abone sayisi(Total Subscribership)
xs:Thracat(Export)
Xe:Ithalat(Import)

Model 1: y= b1X2 + C1X3+ f1
Model 2: y=ax;+ b2X2 + CX3 + d1X4+ €1X5 + g21X6 + f2

Model 3: y=axX; + b3X2 + C3X3 + d2X4 + f2

Briit elelctrik iiretimi —
Niifus —]

MODEL 1

Furulu giig —

Briit eleltrik iiretimi —
Niifus —— MODEL 2 ANALIZ
VE —w| MODEL 3

Abone say1si —
Ihracat —| SECIM
Ithalat |

Ty

Eurulu giig ——
Briit eleltrik iiretimi —
MNufus —

MODEL 3

Abone sayist —

Sekil 6.5. Tiiketim modeli se¢imi

Bu modellerde bagimh degisken parametresi olarak; x;:Kurulu Gii¢(Installed
Capacity), Xo:Briit Elektrik Uretimi(Gross Electricity Generation),
x3:Niifus(Population), x4:Toplam Abone sayisi(Total Subscribership),

xs:Ihracat(Export), x¢:Ithalat(Import) seklinde gosterilmistir.

Regresyon katsayillarimin bulunmasi ve modeller {izerindeki performanslarin analiz

edilmesi icin MATLAB2009 ara¢ kutusu kullanilmistir.



Cizelge 6.3. Regresyon katsayilari

93

a b c d e g f
Model 1 | - 1,78801 0.027973 - - - -49567
Model 2 | 0.00522 |0.004977 1,57688 0.99865 | 0.27655 0.04896 |-29233
Model 3 | 0,41689 |0,58500 -0,56730 1,42719 |- - 16,24841
Cizelge 6.4. Regresyon parametreleri

Adjusted R 2 | Test Hatasi(RMSE) Egitim Hatasi(RMSE)
Model 1 |0.988 7,88 1,40
Model 2 | 0.996 4,04 1,09
Model 3 |0.997 2,54 2,46

Sonuglar dikkatle incelendiginde Model 1 ve Model 2’de egitim hatalar1 ¢ok diisiik

cikmasina ragmen test hatalar1 cok yiiksek bulunmustur. Model 3 de ise egitim hatas1

Model 1 ve Model 2’ye gore biraz yiiksek cikmasina ragmen test hatas1 RMSE’de

2.54 gibi optimal bir degeri yakalamistir. Yine R’ katsayisinin yiiksek olmasi da

model 3’tin daha optimal oldugunu gostermektedir. Bu nedenlerle regresyon

sonuclar1 kapsaminda ve ileride calismamizda analizi yapilacak YSA ve EKK-DVM

uygulamasinda Model 3’de yer alan regresyon denklemi esas alinacaktir. Sonug

olarak; Model 3 iizerinde, ¢oklu lineer regresyon ¢alismasina ait performans kriterleri

sonuclar1 Cizelge 6.5’de verilmektedir.

Cizelge 6.5. Model 3 regresyon kalite parametreleri

MAPE MaxError MSE RMSE SSE
Egitim 4,01 7,62 6,06 2,46 163,69
Test 3,34 8,25 6,45 2,54 83,79

6.5. Yapay Sinir Ag1 Analizi

Calismamizda, Tirkiye elektrik tiiketim tahmini icin ¢ok katmanli ileri beslemeli-

geri yayllimh yapay sinir ag1 tercih edilmistir. Ag tasariminda; girig verileri olarak

caligmamizda baz alinan Model 3 verileri esas alinmustir.
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Ag tasarimi i¢in MATLAB2009 programi kullanilmig, m-file {izerinde kod yazilarak
1970 yilindan 2009 yila kadar olan verilerin 2/3’ii egitim ve 1/3’#i test igin
kullanilmigtir. Calismamizda verilerimize en uygun ag yapisinin bulunmasi i¢in
bircok ag yapisi {izerinde caligmalar yapilmistir. Yine cok sayida Ogrenme
algoritmas1 kullanilarak; agin c¢ikislarinin, hata oram en diisiikk cevabi1 verecek
o0grenme metodunu bulmasi icin caligilmigtir. Katman sayilart ve katmanlardaki
noron sayilart belli bir seviyeden baglanarak artirma ve eksiltme yontemleri ile en
uygun cOziime ulasilmaya calisilmistir. Bu kapsamda Cizelge 6.6.’da Gradient
descent 6grenme algoritmali ¢esitli ag yapilarinda egitim ve test aragtirma sonuglari
verilmistir. Yine devaminda Cizelge 6.7°de Levenberg- Marquart 6grenme ve
Cizelge 6.8’de Resilient backpropagation d6grenmeli ¢esitli ag yapilarimin sonuclari

sunulmustur.

Cizelge 6.6. Gradient descent 6grenme tabanli tasarim

Ogrenme Katman Aktivasyon Egitim Test Epoch

Algoritmasi | Kod sayist fonksiyonu hatas1(%) | Hatas1(%) | say1s1
[1091] |tansig-tansig-purelin | 1,86 4,18 89
[1051] |tansig-tansig-purelin | 3,58 341 185
[1051] | purelin-purelin-purelin | 4,52 3,77 319

grez;gieenrit traingdx [1051] pure.lin—tan.sig—pure.lin 3,49 3,47 278
[551] tansig-tansig-purelin | 4,68 4,53 164
[551] | purelin-tansig-purelin | 3,7 3,78 133
[101] tansig-purelin 5,11 3,49 58
[101] purelin-purelin 4,22 4,25 87

Cizelge 6.7. Levenberg-Marquart 6grenme tabanli tasarim

i Egitim | Test

Ogrenme Katman Aktivasyon hatas1 Hatasi Epoch

Algoritmasi | Kod sayist fonksiyonu (%) (%) sayis1
[1091] |tansig-tansig-purelin | 1,02 3,77 34
[1051] |tansig-tansig-purelin | 2,66 3,33 23
[1051] | purelin-purelin-purelin | 3,01 4,31 51

Levenberg- . [1091] |purelin-tansig-purelin | 0,11 3,31 43

trainlm - - :

Marquart [551] tansig-tansig-purelin | 4,12 3,64 12
[551] purelin-tansig-purelin | 4,29 3,35 5
[101] tansig-purelin 3,87 3,75 27
[101] purelin-purelin 4,06 3,56 46




Cizelge 6.8. Resilient backpropagation 6grenme tabanli tasarim

- Egitim | Test

Ogrenme Katman Aktivasyon hatas1 | Hatas1

Algoritmasi Kod sayist fonksiyonu (%) (%) Epoch
[1091] |tansig-tansig-purelin | 2,55 3,44 163
[1051] |tansig-tansig-purelin | 3,33 |4,8 194
[1051] | purelin-purelin-purelin | 3,87  |4,03 159

Resilient ) [1091] | purelin-tansig-purelin | 2,09 4,51 105

Backpropagation trainrp [551] tansig-tansig-purelin | 3,29 | 3,32 166
[551] purelin-tansig-purelin | 4,87 3,88 123
[101] tansig-purelin 3,5 4,24 79
[101] purelin-purelin 3,56 4,72 97

Sonuglar 1518inda ¢aligmamizda; en diisiik test ve egitim hatas1 ¢ikig1 iireten
Levenberg-Marquart 6grenmeli cok katmanli ileri beslemeli-geri yayilimli bir yapay
sinir ag1 tercih edilmistir. Sekil 6.6’da gosterildigi gibi birinci gizli katmanda 10

noron, ikinci gizli katmanda 9 néron, c¢ikis katmaninda ise bir néron seklinde bir ag

konfigiirasyonu kullanilmistir.

Sekil 6.6. Olusturulan YSA gizli katman mimarisi

MATLAB2009 programinda, olusturulan ag nesnesi i¢in asagida ifade edilen yap1

olusturulmustur.
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net = newff([-1 1;-1 1;-1 1;-1 1],[10 9 1],{'purelin’,'tansig','purelin'},'trainlm")

Bu nesne yapisi iizerinden de goriilecegi iizere; 1. gizli katmandaki noronlarda
“purelin”, 2. gizli katmandaki noronlarda “tansig” ve cikis katmaninda ise yine
“purelin” aktivasyon fonksiyonlar1 kullanilmistir. Ayrica Ogrenme orani
0,1(net.trainParam.lr=0.1), moment katsayis1 olarak 0,9(net.trainParam.mc=0.9) ve
performans fonksiyonu olarak ise ortalama kare hata(net.performFcn = 'mse')

kullanilmustir.

Calismamizda modellenen yapay sinir aginin, Sekil 6.7.’de egitim siirecinde giris
verilerini 6grenebilmesinde uyum ve Sekil 6.8’de ise egitim siirecinden sonra agin

hedef cikiglara olan uyumunu gésteren ag cikiglar1 verilmistir.

Training: R=0.99998
T T T T T T T T —

01+ _

N2+ -

0.3 |

04+ -

1*Target+4.2e-005

05 -

Output~

0T |

0.8 -

I I I 1 1 I I I I I
0.9 -0.8 0.7 0.6 0.5 04 -0.3 0.2 -0.1 0
Target

Sekil 6.7. Egitim hedef performans egrisi
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Calismamizda tercih ettigimiz en diisiik test ve egitim hatasi ¢ikisi iireten Levenberg-

Marquart 6grenme algoritmali ¢cok katmanli ileri beslemeli-geri yayilimli bir yapay

sinir ag1 egitim ve test sonuclarinin performans kriter sonuclari Cizelge 6.9’da

sunulmustur.

Cizelge 6.9. YSA egitim ve test performans kriterleri sonuglari

Egitim

MAPE(%) |MaxError |MSE RMSE SSE
0,906 0,84 0,11 0,319 2,75
Test

MAPE(%) |MaxError |MSE RMSE SSE
1,19 5,92 3,3 1,82 42,85
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6.6. Oz orgiitlenmeli harita(SOM) analizi

Calismamizda SOM aginin tasarimi i¢in, MATLAB7.9 programi kullanilmistir. Agin
kurulumu i¢in program icerisinde yer alan “newsom’ ag nesnesi igerisinde, bir SOM
ag1 tasarimi icin tiim bilegenler tanitmlanmigtir. Bahse konu ag tasariminda oncelikle
girig verilerinin dagilimi ve birimsel farkliliklar1 nedeni ile -1 ve +1 araliginda

normalize edilerek, matris formunda ag nesnesine bu sekilde tanimlamas1 yapilmistir.

Ikinci adimda, cikis katmamin boyutlar1 belirlenmesi gerekmektedir. Program
icerisinde mevcut ag nesnesinde halihazirda [5,8] boyutu tanimlidir. Bu boyut en ve
boy olarak artirma eksiltme yolu diger bir ifade ile deneme yanilma yontemi ile

degistirilerek, optimum model arayislar1 gerceklestirilmistir.

Ucilincii adimda, SOM agimin topolojik fonksiyonun se¢imi yapilmalidir. Bunun igin
ag nesnesinde ii¢ farkli yapidan s6z edilebilir. Bunlar ‘hextop’, ‘gridtop’ veya
‘randtop’dur. Mesafe fonksiyonu olarak ise ‘linkdist’, ‘dist’ veya ‘mandist’

fonksiyonlarinin ayr1 ayr1 uygulamasi gerceklestirilmistir.

Dordiinci adimda, derecelendirme Ogrenme orani(ordering phase learning rate-
OLR), adim degeri(ordering phase steps-OSTEPS), ayarlama 6grenme orani(tuning
phase learning rate-TLR) ve komsuluk mesafesi(TND) oranlar1 ag nesnesinde sirasi
ile “default”’ olarak yani hazir olarak bulunan degerlerden baslatilmistir. (OLR: 0,9,
OSTEPS:1000, TLR:0,02, TND:1)

Ag icin ‘hextop’ topolojisi ve “dist” mesafe fonksiyonu kullanarak, ¢ikis katmani
9x9 boyutunda bir harita iizerine yapilandirilmistir. Oz orgiitlenmeli haritalar,
damsmansiz(unsupervised) 6grenme stratejisine gore calistigindan cikis verileri aga

gosterilmemistir.

p=[inputl;input2;input3;input4]
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net=train(net,p) fonksiyonu ile ag egitimi yapilmistir. Egitilen SOM agi ile birlikte
ozellikle egitim verilerinin az olmasi nedeni ile, ileriye doniik ongiirii yapilabilecek
bir obekleme olmadigi (Sekil 6.9) ve dolayisiyla Tiirkiye net elektrik tiiketiminin
uzun donemli tahmininde, mevcut bilgi yapisiyla SOM aginin yeni girislere cevap

vermesinin elde olan mevcut miimkiin goziikmedigi degerlendirilmistir.

'SOM Neighbor Weight Distances

SOM Weight Positions

E 0 1 2 3 4 5 6 7 8 9 i 038 06 04 02 0 02 04 06
Weights fram Input 1 Weights from Input 2

Weights from Input 3 Weights from Input 4

Sekil 6.9. SOM agi1 komsu agirlik mesafeleri ve pozisyonlari
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6.7. En Kiiciik Kareler Destek Vektor Makineleri Analizi

Daha 6nce teorik temellerini Boliim 5.4’de verdigimiz destek vektor makinelerinin
iki ayr1 normda incelendigini bunlarin siniflandirma ve regresyon temelli oldugunu
belirtmistik. Temelde destek vektor regresyonu( £ -DVR) ile en kiigiik kareler destek
vektor regresyonu(EKK-DVR) benzer matematiksel esitsizliklerden olugmakla
birlikte farkli ve karmasik optimizasyon coziimleri icerir. Optimizasyon ¢oziimleri
sonucunda iki regresyon modeli arasindaki temel fark; £-DVR’de egitim icin, hata
cikislarinin kontroliiniin &, C ve ¢ ile yapilirken, EKK-DVR’de egitimin daha basit,
sade ve ¢Oziime sadece iki degisken C ve ¢ kullanilarak yapilmasidir. Sekil 6.10’da

basit bir regresyon dogrusu gosterilmektedir.

y

Sekil 6.10. Destek vektor regresyon dogrusu

Burada ¢ cikista izin verilebilir maksimum hata, C diizenlilestirme
parametresi(regularization parameter), ¢ kernel fonksiyonu band genisligi(spread of

the function) olarak ifade edilebilmektedir.

Ozellikle kernel fonksiyonuna ozgii parametrelerin ¢ok kiiciikk ve g¢ok biiyiik
secilmesi optimum regresyon dogrusunun olusmasinda ciddi degisiklikler meydana
getirecektir. Ozetle uygun parametre se¢imi EKK-DVR’nin performansini direkt

olarak etkileyen bir faktordiir. Calismamizda EKK-DVM egitimi i¢in
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MATLAB2009b programi kullamilmistir. Caligmada, Belcikali bilim insanlar1
grubunun  yaymnladigr  (http://www.esat.kuleuven.be/sista/lssvmlab),  internet
adreslerinden indirilebilen kullanima acik “LS-SVMlabl.8 ara¢ kutusu” ve arag
kutusunun iyi anlagilabilmesi icin “LS-SVMlab Toolbox User’s Guide version 1.8
caligmada rehber olarak kullanilmigtir. Calismamizda MATLAB programinda
kullanilan en kiiciik kareler destek vektor makinasi kurulum nesnesi asagidaki

sekilde olusturulmustur.

[alpha, b]=trainlssvm({X,Y,type,gam,sig2,”RBF_kernel”})

Kurulum nesnesinden de goriilecegi iizere; kernel fonksiyonu olarak radyal tabanli
fonksiyon(Radial Basis Function-RBF) kullanilmistir. C(regularization) ve sig2(c2)
parametrelerinin belirlenmesi ve degistirilmesi siireclerini gosterir algoritma Sekil

6.11°da verilmektedir.

| I

Sigma? iiret (Gamma iiret

A
EKE-DVM
Esitim
EKEK-DVM
Simiilasyon

|

Kalite Parametre
Hesaplama

Bir éncekinden daha
iyi parametre?

Sekil 6.11. Sigma2 ve gama parametrelerini belirleme algoritmasi
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Algoritma sonucunda tiiketim tahmin modelimizin en iyi hata oranina sahip bir
regresyon makinesi Ozelligine sahip olmasi icin; deneylerle elde edilen optimum

Gama( y)(veya C) ve sig2(o2) parametreleri Cizelge 6.10’da verilmistir. Cizelge
6.10’da da goriilecegi iizere; tiikketim tahmin modelimizde olusturacagimiz en kiigiik

kareler destek vektdr makinesi, egitimde en diisiik ortalama kare hatayi(MSE) y=50
ve 02=0,3 oldugu durumda yakaladig1 goriilecektir. Cizelge 6.10’da Gama(y) ve
sig2(02) icin belirlenen [30-200] ve [0,1-1] araliklar1 disinda kalan iist ve alt
degerlerde biiyiik degisiklikler olmamastir.

Cizelge 6.10. sigma2 ve gama parametre MSE hata degisimi.

C(veya gama)
Sima2/gama(veyaC) | 30 50 100 150 200
0,1 0,287 10,1822 10,265 10,312 0,342
0,3 0,1967 10,1699 10,1743 10,1769 10,4895
02 0,5 0,288 10,198 10,222 10,344 10,385
0,7 0,313 10,212 10,342 10,505 3,18
1 0464 10,233 |21 2,85 3,01

En kiiciik kareler destek vektdr makinesinin optimal parametre secimi ile birlikte
egitim siireci tamamlandiktan sonra egitim ve test verimiz {izerinde olusan tiim

performans kriterler sonuglar1 asagida Cizelge 6.11°de verilmektedir.

Cizelge 6.11. EKK-DVM egitim ve test sonuglari

EKK-DVM Egitim

MAPE(%) | MaxError | MSE RMSE |SSE
0,876 1,05 0,1699 10,412 4,59
EKK-DVM Test

MAPE(%) | MaxError | MSE RMSE |SSE
1,004 4,40 2,060 1,435 26,782

Sekil 6.12’de En kiigiik kareler destek vektdr makinesinin(EKK-DVM) parametre
secimi ile birlikte egitim siirecinin tamamlanmast sonucu elde edilmis regresyon

egrisi goriilmektedir.
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Sekil 6.12. EKK-DVM egitim sonucu elde edilen regresyon dogrusu.

6.8. Sayisal Sonuclarin Degerlendirilmesi

Calismamizdaki uygulanan tiim analizlerde bagimsiz degiskenler olarak; kurulu
giic(installed power), briit elektrik iiretimi(gross electricity generation),
niifus(population) ve toplam abone sayisi(total subscribership) verilerinin 1970-
2009 yili aras1 veri temini yapilmis ve objektif bir degerlendirme olmas1 acisindan
tim verilerin 2/3’4 egitim ve 1/3’4i test amaciyla kullanilmistir. Giris verileri
oncelikle normalize edilerek, tasarimi yapilan sistemlere sunulmus ve ag veya sistem
cikiglar1 tekrar denormalize edilerek sonuglar raporlanmistir. Daha Onceki
boliimlerde ¢oklu dogrusal regresyon analizi, yapay sinir aglar1 analizi ve en kiiciik
kareler destek vektor makinesi performans sonuclari verilmisti. Bu bolimde 6zellikle

egitim ve test verileri lizerinde sonuglarin birlikte irdelenmesi 6nemli bir kriter
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gosterge olan yiizde mutlak hata ile gosterilecektir. Cizelge 6.12°de tasarimlanan

algoritmalarda egitim siirecindeki ve Cizelge 6.13’de test siirecindeki ylizde mutlak

hatalar verilmistir.

Cizelge 6.12. Egitim grubu icin denormalize edilmis egitim gruplar1

Gergek EKK- |CLR YSA  |EKK-DVM
E{ektr'l k. CLR YSA DVM %Hata %Hata %Hata
Tiiketimi

731 85101293 7,16 |72 1641760 |2,05198 [1,50478
829 193195044 844 (8,18  |12.41860 [1,80941 |1,3269
10,53 |11,132184[10,69 |1048 [5.71875 |1,51947 |0.47483
1136 [11,991738[11.81 |11,64 556107  |3.96127 |2.46479
16,08 |15236695]15.72 |1571 524443 |2,23880 |2.30099
1797 |16,856239[17,63 |17.62 [6,19789  |1,89204 |1,94769
19,63 |18.736897 19.75 |19.4  [4.54968  [0,61131 |1,17167
204 1927895 2044 [20,52 [5.49534  |0.19608 [0.58824
23.59 22347421 23,57 [23.48 [5.26739  |0.08478 [0.46629
2447 [23,147337 2439 2443 [5.40524  |0.32693 [0,16346
2971 28440692 2923 [30,11 |427232 | 161561 |1.34635
3221 [3236429933.05 [31,35 047904 |2.60789 |2,66997
39.72 [40,10038639.93 (39,54 095767 |0.52870 [0.45317
43,12 43506543 42,96 43,33 |0.89644  |0.37105 [0.48701
49.28  [50.101449 48,77 [49.72 [1,66690 | 1.03490 [0.89286
53.99  [5533579953.61 [54,2 [249268 |0.70383 [0.426
614 [64,070814/61.78 60,87 (434986 |0.61889 |0.86319
67.39  [69.324432]67.71 [67.88 [2.87050 | 0.47485 |0,72711
81.88  [81,012993 81,55 [81.48 |1,05887 |0.40302 |0.48852
87,71  |86,880309 87.57 [87.52 |0.94594 |0.15961 [0,21662
983 9851795 (98,77 |97.94 [022172 |0.47813 |0.36622
97.07 _ 98.305273 96,85 |98,12 [127256  |0.22664 |1,08169
111,77 |113,38184[112,01 | 112,44 |1.44210  |0,21473 |0.59945
121,14 |120,8826 | 120,84 |121,22 [0.21248  |0,24764 |0.06604
144,09 |138.82825]144,02| 144,18 [3.65171 | 0,04858 |0.06246
155,14 |148,32327[155,19|155.07 [4.39392  |0,03223 |0.04512
158,06 |165.676 | 158,07 158,77 |4.81842  |0,00633 |0.4492




Cizelge 6.13. Test grubu icin denormalize edilmis test gruplari
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Gergek EKK- |CLR YSA EKK-DVM
%ﬁg illrllin CLR YSA DVM %Hata %Hata %Hata
9,53 10,226017 |9,49 9,58  |7,30343 041972 |0,0052
13,49  |13,486647 | 13,65 |13,3  |0,02485 |1,18606 |0,0141
18,93 |17,94755 |18,84 |18,87 |5,18991 |047543 |0,0032
22,03 20613659 [21,95 [22,12 [642914 |0,36314 |0,0041
2764 25815188 (26,69 [27,1  [6,60206 |3.43704 |0,0195
36,7 36,562477 136,75 [36,86 037472 10,13624 |0,0044
46,82 |47,622198 46,84 |46,77 [1,71337 |0,04272 |0,0011
5924 60415968 |58.45 [58,53 |1,98509 |1,33355 |0,0120
74,16 |75,554315|75,5 |73,19 [1,88014 |1,80690 |0,0131
91,2 92,0454 [9124 |91,5  |0,92697 |0,04386 |0,0033
102,95 | 104,42865 | 101,31 | 103,59 |1,43628 |1,59300 |0,0062
130,26 | 128,8715 |131,58 | 128 1,06594 |1,01336 |0,0173
161,95 |153,69268 | 156,03 | 157,55 |5,09868 |3,65544 |0,0272

Coklu dogrusal(lineer) regresyon analizi, yapay sinir aglar1 analizi ve en kiiciik

kareler destek vektor makinesi sonuclarinin tiim performans kriterleri ile birlikte

gosterimi Cizelge 6.14’de verilmistir.

Cizelge 6.14. Performans sonuclari.

Performans | Egitim Test

kriteri CLR |YSA |EKK-DVM|CLR  |YSA |EKK-DVM
MAPE(%) |4,01 0,906 0,876 3,34 1,19 1,004
MaxError | 7,62 0,84 1,05 8,25 592 4,40

MSE 6,06 0,11 0,1699 6,45 33 2,060
RMSE 2.46 0,319 0,412 2.54 1,82 1,435

SSE 163,69 2,75 4,59 83,79 42.85 26,782
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Yine CLR, yapay sinir aglar1 (YSA) ve EKK-DVM (LS-SVM) analizi ile yapilan

tahmin sonuclarimin Tiirkiye’nin gercek net elektrik tiiketimi zaman serisi iizerinde

gosterimi agsagida Sekil 6.13°de verilmistir.

Tahmin Sonuclannin Karsilastinlmas!

160 T T T T
—— GERCEK
o AN o
B A Lsaw 58]
x  REGRESYON ioQ
®
0 | | | | | | |
1970 1975 1980 1986 1990 1905 2000 205 2010

YILLAR

Sekil 6.13. Tahmin model sonug¢larmin gercek tiiketim egrisi ile kiyaslanmasi

Sonuglar incelendiginde en dikkat ¢ekici noktanin EKK-DVM modelinin YSA ve
CLR modeline gore test basarisinin daha iyi oldugu goriilmektedir. Egitim hata
oranlar1 dikkate alindiginda ise EKK-DVM ile YSA sonuglarinin birbirine yakin
oldugu goriilecektir. Yine dikkat ¢ekici bir nokta ise; Ozellikle kriz donemlerinde
diisen tilketimin YSA ve EKK-DVM yontemlerince bagsarihi algilandigi

goriilmektedir.
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6.8.1. ROC(Receiver Operating Characteristic) egrisi analizi

Ozellikle Sinyal algilamada, algilayici isleyis karakteristigi orijinal ismi ile
ROC(Receiver Operating Characteristic) egrisi ikili bir simflayict sistemin
performansimi gosteren ve belli esik seviyeleri kullanan grafiksel bir ¢izimdir. Bu
grafiksel cizim ile degisik esik(threshold) ayarlarinda pozitif degerlerin gercek
pozitif bolimleri(TPR, True Positive Rate) ile negatif degerlerin yanlis pozitif
boliimleri(FPR, Yanlig Positive Rate) olusturulur. Burada; TPR
duyarhililik(sensitivity), FPR ise ozgiilliikk(specificity) olarak bilinir.

ROC analizi, en uygun modelleri secmek sinifsal dagitim problemlerinde bagimsiz
alt optimal alanlar1 atmak icin araglar saglar. ROC analizinin, 6zellikle bio-istatistik
calismalarda hastalik tan1 karar asamasindaki maliyet/fayda analizinde, dogrudan ve
dogal bir sekilde iliskisi oldugu sdylenebilir. ROC analizi tip, radyoloji, biometri,
makine 6Zrenmesi ve veri madenciligi arastirmalarinda artan bir sekilde kullanilmaya

devam etmektedir.

Bir siniflama modelini, baz1 siiflar ve gruplar arasinda 6rnekleri esleme olarak ifade
edebiliriz. Bir siniflandiric1 veya tam1 sonucu gergek bir deger olabilir. Siniflarin
sinirlart - arasinda bir esik degeri ile simmflar belirlenmelidir. Simiflandirma
problemlerinde, ROC egrisi belirli bir esik(threshold) degerlerine gore dogru
pozitiflerin sayisinin, yanlis pozitiflerin bir fonksiyonu olarak elde edilmesi ile

meydana gelmektedir.

Ornegin iki smifli bir tahmin probleminde pozitif(p) ve negatif(n) etiketli
cikislarimiz oldugunda, ikili tahminde dort farkli olasiliktan s6z edilebilir. Eger
tahmin c¢ikisimiz pozitif(p) oldugunda, gergek cikisimiz pozitif(p) ise; bu durum
gercek pozitifiTrue Positive-TP), gercek c¢ikisimiz negatif(n) ise; bu durum yanlis
positive(False Positive-FP) tanimlanabilir. Yine tahmin cikist negatif(n) oldugunda;
gercek cikis negatif(n) ise gercek negatif(True Negative-TN), gercek ¢ikis pozitif(p)
ise yanls negatif(False Negative-FN) olarak ifade edilebilir. P tane pozitif 6rnek ve

N tane negatif 6rnek i¢in dort farkli ¢ikis ihtimali s6z konusudur. Bu durum Sekil
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6.14’de verilen tablo ile Ozetlenebilir. Bu tablo genellikle, 2x2’lik ihtimal
tablosu(contingency table), veya bozulma tablosu(confusion table) olarak
isimlendirilmektedir. Bu ihtimaller matrisi, bir¢ok ortak Olctimler icin temel

olusturmaktadir [Fawcett, 2006].

Dogr suuf
P n
Y TP FP
Hipotez suufi
N N I
Siitun toplami P N

Sekil. 6.14. Ihtimal tablosu

Es. 6.7°de verilen gercek pozitif oran(TPR) modelin duyarlilik 6lgiisii olarak
bilinmektedir. Bir diger ifade ile dogru sekilde siniflanmis pozitiflerin, topla
pozitiflere orami olarak ifade edilebilir. Yine Es. 6.8’deki yanlis pozitif oran(FPR)
hatal1 sekilde simflandirilmis negatiflerin, toplam negatiflere oram olarak
aciklanabilir. Es. 6.9’da verilen ACC(accuracy) ise modelin dogrulugunu veren bir
olciittiir. ROC egrisi analizinde bir diger 6nemli parametre ise sistemin belirliligi

veya ozgiilliigiidiir. Sistem belirliligi(specificity) SPC Es. 6.10°da verilmektedir.

TP TP

TPR~—=—"" — (6.7)
P (TP+FN)

ppR=TE___ P (6.8)
N (FP+17TN)

_ (TP+1N) (6.9)

(P+N)
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SPC = ﬂ = —TN
N  (FP+1N)

=1-FPR (6.10)
ROC grafikleri x ekseni iizerinde yanls pozitif oran(FP oran), y ekseni iizerinde ise
gercek pozitif oran(TP oran) cizilen iki boyutlu grafiklerdir. Bir ROC grafigi, dogru
pozitifler ve yanlis pozitiflerin goreceli bir kargilasgtirmasini(ddiinlesimini) verir.
Gergek pozitif degerler “duyarlilik”, yanhs pozitif degerler ise “0zgiilliik” olarak da
bilinmektedir. Yanlis degerlere sahip olmayan ideal bir testte ROC egrisi (0,0) (0,1)
ve (1,1) noktalarini birlestirmektedir. ROC ¢izimi y=x fonksiyonuna yaklastikca

basarisiz bir test ortaya ¢ikmaktadir.

L
1 D Y.
ra
/.f
08} *
o
g i v
~
g 06 - L€
.E = A -
a E -
3 -
g 04 -
= -
/
-
0.2 P *
- E
o
.
0 0,2 0.4 0.6 0.8 1
Yanhg Pozitif Oran(FPE)

Sekil 6.15. Bes ayr1 siniflayici gosteren basit bir ROC grafigi

Bir ayrik siniflandirici, yalmzca bir sinif etiketi ¢ikiglarindan birisidir. Yani her bir
ayrik siniflandirict ROC uzayinda bir noktaya karsilik gelen TPR ve FPR ciftini ifade
eder. Ornek ayrik siniflandiricilar Sekil 7.2’de gosterilmektedir. ROC uzayinda en
diisik (0,0) noktasi pozitif bir siniflama stratejisi vermez. (0,1) noktasi ise
miikemmel bir siniflama sunar. Sekil 6.15°de verilen D’nin performans1 miikemmel

goziikmektedir. Diagonal hat y=x rastgele bir sinif tahmin stratejisini temsil eder.
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C’nin performans: ise gercekte rastgeledir(random) ve (0,7-0,7) noktasinda %70
pozitif tahmin olacagi soylenebilir [Fawcett, 2006]. E ise rastgele bir durumdan daha

kotiidiir ve B noktasinin olumsuzlugu olarak goriilebilir.

Bir ROC egrisi siniflandirici performansinin iki boyutlu anlatimidir. Siflandiricilart
karsilagtirmak i¢in; bekledigimiz performansi temsil eden tek bir skaler deger ic¢in
ROC performansimi azaltmak isteyebiliriz. Bunun icin yaygin bir yontem, ROC
egrisi altinda kalan alan1 hesaplamaktir. ROC egrisi altinda kalan alan kisaca AUC
olarak gosterilir. AUC birimi kare alanin belirli bir boliimii oldugundan, mutlaka 0
ile 1,0 degeri arasinda bir deger alacaktir. Diagonal hat yani rastgele tahmin noktalar1
altida kalan alan 0,5 olacagindan, higbir gercek smiflandiricinin alam 0,5’in altinda

olmamalidir.

0.8+

i}'i siniflama

Kiti samiflama

o
@

AUC(B)

Duvarhhk

o

AUC(C)=0,5
0.2

0.0 0.2 0.4 0.6 0.8 1.0
Belirlilik

Sekil 6.16. ROC egrisi AUC yaklagimlar1
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Ornek olarak ROC egrisi altinda kalan alanlarin, alansal olarak biiyiikliik gosterimi
Sekil 6.16’de verilmektedir. Burada 0<AUC(C)<AUC(B)<AUC(A)=1 oldugu icin,

en iyi smiflayic1 performansinin A egrisi izerinde oldugu goriilecektir.

Analiz: Calismamizda tasarlanan modellerin tahmin performansi en genel bir ifade
ile gergek elektrik tiiketimine olan yakinhigi ile olgiiliir. Ozellikle test verileri
tizerinde modellerin duyarlihk ve belirlilik(6zgiilliikk) testlerinin  yapilmasi
performans kiyaslamasinda biiylik énem tasimaktadir. Bu amagla gergek tiiketim
egrisi lizerinde belirli bir esik(threshold) araligi tanimlanarak, bu araligin icerisinde
kalan model tahminlerini “sinif-1”, bu araligin disinda kalan alanlara ise “sinif-0”
etiketlemesi yaparsak ROC analizi icin gerekli olan 2x2’lik ihtimal tablosu
olusturulabilir. Bu durumun sembolik gosterimi Sekil 6.17°de verilmektedir. Sekil
6.17°den de anlasilacag1 gibi, calismamizda sinif esik araligi olarak [-1,30 +1,30]

araligt sinif etiketlemesi i¢in kullanilmaktadir.

Gergek net tuketim
24 degisimi

22-

| | | |
1 1.5 2 25 3 3.5 4
Zaman

Sekil 6.17. Tiiketim degisimi lizerinde sinif etiketleri gdsterimi

Calisma sonucunda tasarlanan iic farkli model i¢in olusturulan ihtimal
matrisleri(confusion matrix) asagida yer alan Cizelge 6.15, Cizelge 6.16 ve Cizelge

6.17’de diizenlenmistir.
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Cizelge 6.15. Coklu lineer regresyon modeli i¢in ihtimal matrisi

CLR Gergek "0" | Gergek "1" | Toplam
Siniflanmig "0" 4 1 5
Siniflanmig "1" 2 6 8

Total 6 7 13

TPR 0,6667 0,8571

FPR 0,1429 0,3333

TNR 0,8571 0,6667

FNR 0,3333 0,1429

Duyarlilik 66,67 % 85,71%

Belirlilik 85,71% 66,67 %

Cizelge 6.15°’de yer alan coklu lineer regresyon modeli ihtimal matrisi tablosu
incelendiginde hassas ol¢iim sinifi olan simif-1’de %85,71 duyarlilik ve %66,67
belirlilik orani ile modelin kabul edilebilir seviyede oldugu genel itibari ile

normaliistii bir performans sergiledigi soylenebilir.

Cizelge 6.16. Yapay sinir ag1 modeli i¢in ihtimal matrisi

YSA Actual "0" | Actual "1" | Total
Siniflanmig "0" 4 1 5
Siniflanmig "1" 0 8 8
Total 4 9 13
TPR 1 0,8889

FPR 0,1111 0

TNR 0,8889 1

FNR 0 0,1111

Duyarlilik 100,00% | 88,89%

Belirlilik 88,89% 100,00%

Cizelge 6.16’da cok katmanli ileri beslemeli bir YSA modeli icin ihtimaller
tablosu(matrisi) incelendiginde, hassas 6l¢iim sinif1 olan simif-1’de %88,89 duyarlilik
ve %100 belirlilik oran1 ile modelin performans: yiiksek bir model oldugu

goriilmektedir.
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Cizelge 6.17°de ise en kiiciik kareler destek vektor makinesi modeli i¢in olusturulan
ihtimaller tablosunda ise, simf-1’de %100 duyarliik ve belirlilige ulastig1
goriilmektedir. Bu durum EKK-DVM modelinin ise literatiirde miikemmel diye

tanimlanabilecek bir performans sergiledigi goriilmektedir.

Cizelge 6.17. EKK-DVM modeli i¢in ihtimal matrisi

EKK-DVM Gergek "0" | Gergek "1" | Toplam
Siniflanmig "0" 2 0 2
Siniflanmig "1" 0 11 11
Total 2 11 13

TPR 1 1

FPR 0 0

TNR 1 1

FNR 0 0

Duyarhilik 100,00% | 100,00%

Belirlilik 100,00% | 100,00%

Cizelge 6.18. Modellerin hassaslik ve 6zgiilliik performansi

Model Duyarlilik(%) Belirlilik(%) AUC(%)
CLR 85,71 66,67 92,86
YSA 88,89 100,00 97,22
EKK-DVM 100,00 100,00 100,00

Calismada kullanilan

tim modellerin karsilastirmali

olarak; duyarlilik(%),
belirlilik(%) ve egri altinda kalan alan(%) ol¢iileri Cizelge 6.18’de gosterilmektedir.
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Trug-pos. vs False-pos. Trug-pos. vs False-pos.
100%
0 ‘ ‘ ‘ ‘ 0 ‘ ‘ ‘ ‘
0% % 0% 60% 80% 0% o % 4% 60% 80% 100%
False-positive percent False-positive percent
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Sekil 6.18. Elektrik tiiketim degisiminin ROC egrileri (a) YSA (b) CLR (c) EKK-
DVM

6.8.2. ETKB projeksiyonlarn ile EKK-DVM model sonuc¢larmin karsilastirmasi

Ulkemiz enerji planlamalari calismalari icin 1984 yilindan baslayarak giiniimiize
kadar olan siirecte Enerji ve Tabii Kaynaklar Bakanligi, “Model for Analysis of
Energy Demand” (MAED) talep modelini kullanmis ve gelecek yillar i¢in iilkemiz
enerji ihtiyactm (tahminlerini) bu model tabaninda belirlemistir. MAED talep
modeli, Uluslararas1 Atom Enerjisi Ajansi’nca (UAEA) gelistirilen iilkenin orta ve

uzun donemli genel enerji ve elektrik enerjisi talebini degerlendiren bir simiilasyon
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modelidir. Bu modelde ¢ok genis bir bagimsiz degisken grubu (ekonomik, sosyal ve
teknik bircok yap1) model girdisi olarak kullanilmaktadir. Bu ¢aligmalarin 6nemli bir
kismmi olusturan elektrik enerjisi iiretim planlamas1 calismalar1 ise TEIAS
tarafindan yapilmakta ve bu amag icin “Wienn Automatic System Planning Package”

(WASP) yazilim modeli tercih edilmektedir [Yoldasg, 2006].

Tiirkiye’de elektrik dagitim sirketlerinin 6zellestirilmesi ile birlikte yasanan verilerin
elde edilmesi, bilgilerin ge¢ toplanmasi ve birlestirilmesi gibi sorunlar1 sebebiyle;
ETKB ve TEIAS ekonomik krizin etkileri dikkate alinarak revize edilmis olan
“yiiksek talep” ve “diisiik talep” serilerini kullanmaktadir. TEIAS tarafindan yapilan
tiretim kapasite projeksiyonu periyodu 10 yillik donemler halinde belirlenmektedir.
Calismamizda da baz alinan “2009 yili Tiirkiye elektrik enerjisi 10 yillik tiretim
kapasite projeksiyonu” raporlarinda; Mevcut, insas1 devam eden ve Enerji Piyasasi
Diizenleme Kurumu’nca (EPDK) Ocak 2009 donemi Ilerleme Raporlarina gore iki
ayr1 senaryo halinde (Senaryo 1 ve Senaryo 2) hazirlanan 2009 — 2013 yillar1
arasinda isletmeye girecegi ongoriilen (varsayilan) projelerin bu periyotdaki iiretim
kapasiteleri ve giicleri dikkate alinarak iki talep serisine gore arz-talep dengeleri, giic

ve enerjileri dikkate alinarak islemler tesis edilmektedir [TEIAS, 2010].

2009 — 2018 donemini kapsayan iiretim kapasite projeksiyonu (tahmini) ¢alismasi ile
elektrik enerjisi briit tiiketiminin mevcut, insasi devam eden, lisans almig ve
ongoriilen tarihlerde devreye girmesi beklenen kapasite ile giivenilir bir sekilde nasil
saglanacaginin analizi yapilmaktadir. S6z konusu bu iiretim tesislerinin
yapabilecekleri iiretim miktarlar1 proje ve giivenilir liretim kapasitesi olarak
calismaya dahil edilmektedir [TEIAS, 2010]. Tez ¢alismamizda optimum sonug
tireten EKK-DVM modeli ile ileriye doniik tahminlemede giris verileri olacak kurulu
giic ve briit elektrik iiretim verileri (ingas1 devam eden, lisans almis ve ongoriilen
tarihlerde devreye girecek santral verileri dikkate alinarak) 2009 yili TEIAS

projeksiyon raporlarindan elde edilmektedir.

ETKB projeksiyonlarinda, Tiirkiye elektrik enerjisi talebini briit tiiketim (Ttiirkiye

briit tiretimi+dis alim-dis satim) {izerinden yapmakta ve bu tahminler net tiiketim (i¢
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tilketim, sebeke kaybi ve kacaklar) tahminleri olmadig1 icin gercek fiili talebi
(Elektrik dagitim sirketlerinden alinan degerleri) tam olarak yansitmamaktadir. Yine
ETKB tarafindan yapilan projeksiyonlarda; tahmin edilen briit degerlerin, gerceklesen
briit tiiketim degerlerinden oldukca yiiksek oldugu yani sapma miktarinin kabul
edilebilir sinirlar icerisinde olmadig1 goriilmektedir. Bu durum Cizelge 6.19°’da da

gosterilmektedir.

Cizelge 6.19. Gegmis yillar icin ETKB briit tiiketim projeksiyonu ve sapmalar

Briit tiiketim . ETKB tarafindan yapilan
Onceki yila Sapma
Yillar | ger¢eklesme (2000 y1l1) briit tiikketim
gore artig (%) (%)
(milyar kWh) projeksiyonu (milyar kWh)
1999 118,49 3.9 118,50 0,0
2000 128,28 83 126,80 -1,2
2001 126,87 -1,1 138,80 9.4
2002 132,55 4,5 151,40 14,2
2003 141,15 6,5 165,20 17,0
2004 150,02 6,3 180,20 20,1
2005 160,79 7,2 196,60 223
2006 174,64 8,6 213,20 22,1
2007 190,00 8,8 231,10 21,6
2008 198,09 4,2 250,60 26,6

ETKB tarafindan uygulanan MAED model sonuglarinin, gerceklesen briit tiilketim ve
net tiilketim sonuclarina olan niceliksel uzaklig ile ¢calismamizda tasarlanan EKK-
DVM model sonuclarinin hedeflenen ve gerceklesme degeri olan net tiiketim oranina

yakinligr Sekil 6.19°da gosterilmektedir.
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Sekil 6.19. Model sonuglariin gerceklesme degerlerine yakinligi

ETKB tarafindan MAED modeli kullanilarak yapilan yiiksek talep ve diisiik talep
projeksiyonlar1 ve bu taleplerde yer alan (gelecek ongoriisiinde bulunulmus) kurulu
gii¢ ve briit elektrik tiiketimi verilerinin giris verileri olarak kullanildigi EKK-DVM
modeli sonuglar1 Sekil 6.20 ve Cizelge 6.20’de kiyaslanmaktadir.
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Sekil 6.20. 2010-2018 yillar1 aras1 uzun déonem gelecek projeksiyonlari



Cizelge 6.20. Modellerin uzun dénem gelecek projeksiyonlari.
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ETKB (MAED modeli)

EKK-DVM modeli tiikketim talep

Yillar tilketim talep tahmini tahmini

Yiiksek Diisiik talep Yiiksek Diisiik talep

talep(TWh) (TWh) talep(TWh) (TWh)
2009 194,00 194,00 Egitim verisi Egitim verisi
2010 | 202,73 202,73 174,98 169,85
2011 21591 213,88 191,75 184,86
2012 | 232,10 228,21 202,26 199,14
2013 | 249,52 243,50 228,68 220,49
2014 | 268,22 259,82 247,77 240,12
2015 | 288,34 271,22 260,08 252,18
2016 | 309,68 295,52 270,44 265,82
2017 | 332,59 315,02 278,56 274,07
2018 | 357,20 335,82 303,23 298,26
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7. SONUCLAR VE ONERILER

Diinyamizda ve iilkemizde enerji tiiketimindeki pay siirekli yiikselerek artmaya
devam etmektedir. Olusan talebin kesintisiz olarak en diisiik maliyetle ve en kaliteli
bicimde karsilanmasi, arz ve c¢evre giivenliginin saglanmasi, giiniimiiz yeni nesil
elektrik sistemleri tasarim, kaynak planlamalarinda ve liberal bir elektrik piyasasinda
temel hedefler haline gelmistir. Bu sebeple kesintisiz bir elektrik enerjisi icin gerekli
olan iiretim, iletim ve dagitim planlamalar1 yapabilmek amaciyla tiikketim tahmininde

bulunmak kacinilmazdir.

Yillardir degisik metotlar kullanilarak elektrik tiiketim veya yiik talep tahmin
caligmalar1 c¢esitli metotlar kullanilarak yapilmistir. Talep tahmin caligmalarinda
onemli olan tahmin edilen sonucun gercege en yakin olmasidir. Bunun igin
kullanilan yontem, yontemlerde girdi olarak kullanilacak olan bagimsiz degiskenlerin
iyi ve eksiksiz tespit edilmesi kag¢inilmaz olmustur. Yine tahmin ¢aligmalarinda
gecmise ait olarak ne kadar cok veri elde edilebilirse, gecmisteki gidisata gore
Oniimiizdeki yillarda, gercege yakin ve hata oram1 daha diisiik tahmin sonuglarina

ulagsmak miimkiin olabilir.

Calismamizda saglikli ve gercege yakin tahminler yapabilmek icin oncelikle hangi
verilerin girdi olarak kullanilacagi ve hangi yontemlerin kullanilacagi tespit
edilmistir. Bu tespit i¢in, ge¢miste yapilan tahmin ¢alismalarinda kullanilan bagimsiz
degiskenler incelenmis ve incelenen degiskenlere korelasyon ve regresyon analizleri
yapilarak bagimh degisken iizerindeki etkileri arastirilarak, en uygun model tespit
edilmigtir. Gegmis verilerin iyi analiz edilerek, gelecege yonelik iyi tahminlerde
bulunabilmek icin; 1970-2009 yillar1 aras1 bir veri seti olusturulmustur. Bu yillar
aras1 veri setinin 2/3’1i egitim ve 1/3’1 ise test verisi olarak iki gruba ayrilmastir.
Tiirkiye’nin gelecekteki elektrik tiiketimi CLR, YSA ve EKK-DVM yontemleri
kullanilarak hesaplandiginda egitimde %0,876, testte %1,004 ortalama mutlak hata
veren EKK-DVM modeli en iyi sonucu iiretmistir. Ancak tasarlanan YSA modelinin
de egitimde %0,906 ve testte %1,19 ortalama mutlak hata iiretmesi de YSA

modelinin iyi egitildigi ve tiiketim tahminlerinde daima gii¢lii bir alternatif oldugu
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gercegini gormemizi saglamaktadir. Geleneksel CLR modeli ise egitimde %4,01,
testte %3,34 gibi ortalama mutlak hata iiretmesi incelenen bu ii¢ model arasinda hata
oram en yiikksek model olmustur. Cizelge 7.1 ve Cizelge 7.2’de 2010 yili igin
validasyon sonuglarina bakildiginda CLR modelinin hem yiiksek talep durumu,
hemde diisiik talep durumlarinda yiizdesel hatasinin ¢cok yiiksek olmasina karsin,
YSA modelinin daha basarili sonuclar verdigi goriilmektedir. 2010 yili validasyon
sonuclarinda yiiksek ve diisiik talep durumumda EKK-DVM modelinin CLR ve YSA
modellerine gore sirasiyla %1,70 ve %1,28 ile daha basarili sonuclar verdigi ve

modelimizin basarili bir sekilde tahmin yapabildigini gostermektedir.

Cizelge 7.1. 2010 y1h1 yiiksek talep durumu validasyon sonuglar1

Gercek EKK-
Elektrik EKK- |CLR YSA DVM
Tiiketimi | CLR YSA DVM | %Hata |%Hata |“%Hata

172,05 188,22 175,57 174,98 19,39843 |2,04592 | 1,70299

Cizelge 7.2. 2010 yil1 diisiik talep durumu validasyon sonuclari

Gercek EKK-
Elektrik EKK- |CLR YSA DVM
Tiiketimi | CLR YSA DVM | %Hata |%Hata |“%Hata

172,05 165,52 168,34 169,85 [3,79541 |2,15635 | 1,2787

Ozellikle sonuglar tiiketimde meydana gelen ani pik noktalarim yakalamada EKK-
DVM egitiminin daha etkin oldugunu gostermektedir. Yine ¢caligmamizda kullanilan
bagimsiz degiskenler ve bagimli degiskenin zaman serisi lineer bir forma yapisina
yakin oldugu diisiiniildiigiinde EKK-DVM yonteminin daha basarili oldugu
degerlendirilebilir. Bu nedenle iyi 6grenme yaptig1 tespit edilen en kiiciik kareler
destek vektor makineleri(EKK-DVM) ile yapilan tiiketim tahminlerinin, iilkedeki
normal kosullar dahilinde gercek tiiketim degerlerine daha yakin olacagi
degerlendirilmektedir. EKK-DVM yontemi ile elde edilen tahminlere gore
Tiirkiye’nin 2018 yilinda net elektrik tiiketimi 298,26 TWh olacagi tahmin edilmistir
(Cizelge 7.3). Bu ¢alismada gelecek giris verileri belirlenirken, TEIAS tarafindan
belirlenen 10 yillik iiretim kapasite projeksiyonu, ETKB ve EPDK verileri baz
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almarak, yliksek talep ve diisiik talep durumlar1 ayr1 ayr1 dikkate alinarak gelecek

Ongoriilerinde bulunulmustur.

Cizelge 7.3. EKK-DVM metodu ile tiiketim tahmini

Yillar Diisiik talep Yiiksek talep
durumu(TWh) durumu(TWh)
2012 199,14 202,26
2013 220,49 228,68
2014 240,12 247,77
2015 252,18 260,08
2016 265,82 270,44
2017 274,07 278,56
2018 298,26 303,23

Calismamizda kullandigimiz EKK-DVM yontemi; 6zellikle Tiirkiye -elektrik
piyasasinda yer alan elektrik dagitim sirketlerinin, enerji talep tahminlerini bildirme
(kisa ve uzun donemli) sorumlulugu olmasi nedeniyle, ilgili kuruluslar tarafindan
tercih edilebilir. Yine ETKB tarafindan uzun ve orta donemli yiik ve tiiketim talep
tahmin hesaplamalarinda kullanilan MAED model sonuclarinin gerceklesme
degerlerinden cok yiiksek olmasida Tiirkiye’de daha hassas tahmin ¢alismalarinin
yapilmasinin faydali olacagini gostermektedir. Bundan sonra yapilacak calismalarda;
ozellikle kisa donemli yiik tahmini ve elektrik fiyat analizi konularinda EKK-DVM

yonteminin basar1 performansi yeni bir arastirma konusu olacaktir.
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EKLER



EK-1. Tiirkiye tiiketim istatistikleri
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Cizelge 1.1. Tiirkiye net tiiketiminin(MWh) 2009 y1l1 icin tiiketici gruplara gore

dagilimi
TEDAS * OZEL
Tiiketici Gruplart D.Sirketi. D.Sirketi. Diger Toplam
1-a Tarimsal Sulama 3355 346 306 458 3661 805
1-b Orman.,Avcilik,Balikcilik,Hayvancilik 831 020 384 400 1444 1216 864
2 Maden Komiirii ve Linyit Uretim Tesisleri 352415 370 646 723 061
3 Maden Komiirii ve Linyit Dist Uretim Tesisleri 485 850 119 978 39 811 645 639
4 Gida, Mesrubat, Icki ve Tiitiin Sanayii 3264513 609 868 1041756 4916 138
5 Tekstil, Deri ve Giyim Sanayii 8928 321 1267 599 1812437 12 008 357
6 Agac isleri ve Kagit Sanayii 1678 567 740 935 1052 421 3471923
7 Kauguk, Lastik ve Plastik Sanayii 1729211 351436 381335 2461983
8 Kimya Sanayii 1379 726 399 175 2701442 4480 344
9 Toprak ve Cimento Sanayii 6242111 1220 447 2210149 9672708
10 Demir-Celik Uretimi ve Isleme Sanayii 7521 546 1611183 6867 565 16 000 294
11 Demir Dist Metal Uretimi ve Isleme Sanayii 879 579 348 563 696 268 1924 409
12 Makine, Elektrikli Aletler ve Ulasim 1435777 1698 042 863 729 3997 547
13 Organize ve Diger Fabrikasyon Sanayii 5763 193 1418 677 1065 838 8247707
14 insaat, Bayindirlik 1495 684 277972 146 311 1919 967
15-a | Resmi Daire 4992 165 1853 746 143 730 6989 641
15-b | Hastane, Banka, Vakif, Okul, Kooperatif vb. 580 816 45158 281 575 907 548
15-c | Koy ve Diger Halk Hizmetleri 3858 240 654 873 20999 4534113
16 Ticarethane, Yazihane, Turizm 18 086 466 4593 040 1815354 24 494 860
17-a_ | Ulasim, Tagimacilik 430990 8 068 220419 659 476
17-b | Haberlesme 681 228 209 491 76 628 967 347
18 Aydinlatma 3134 889 709 944 3844 834
19 Mesken Ici Hizmetler 31363978 7783 032 495 39 147 505
Toplam 108 471 633 | 26982 730 | 21439 707 | 156 894 070
TURKIYE NET TUKETIMININ DAGILIMI
MWh
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Sekil 1.1. Tiirkiye net tiiketiminin genel dagilimi




EK-2. TEIAS 2010-2020 yillar1 aras1 iiretim kapasite projeksiyonlar1

Cizelge 2.1. Yiiksek talep projeksiyonu

Kurulu Briit Elektrik .. . Toplam
il Gig(GW) | Uretimi(TWh) | Nutus(Milyon) AbI())nelik(Million)
2010 45,01 253,50 72,70 32,34
2011 |48,18 263,62 73,50 33,22
2012 |53,13 28725 74,28 34,09
2013 55,18 311,63 75,07 34,97
2014 55,18 313,93 75,84 35,84
2015 |55,18 314,75 76,60 36,71
2016 56,38 320,00 77,36 37,59
2017 56,38 318,78 78,10 38,46
2018 56,38 315,00 78,83 39,34
Cizelge 2.2. Diisiik talep projeksiyonu
Kurulu Briit Elektrik .. . Toplam
Y Giig(GW) | Uretimi(Twhy | T arus(Milyon) Abonelillz(Million)
2010 |45,01 214,70 72,70 32,34
2011 |48,18 22337 73,50 33,22
2012 |53,13 244,96 74,28 34,09
2013 55,18 275,00 75,07 34,97
2014 |55,18 276,00 75,84 35,84
2015 |55,18 278,13 76,60 36,71
2016 56,38 281,48 77,36 37,59
2017 56,38 280,78 78,10 38,46
2018 56,38 277,00 78,83 39,34
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