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ONSOZ

Internet kullantminin 90’11 yillarmn ortalaridan baglayarak hizla yayginlasmasindan
itibaren telekomiinikasyon aglarinin incelenmesine yonelik akademik caligmalar
onem kazanmugstir. Ulkemizde de son yillarda servis saglayicilarinin sayisinin
artmasi ve kapasite saglama gorevinin devlet tekelinden c¢ikmasi bu tezin
hazirlanmasinin baslica nedenlerinden biridir.

Bu tez calismasinda telekomiinikasyon aglarinin 6nemli aktorlerinden biri olan
aracilarmin belirsiz bir piyasa ortaminda karlarin1 en biiyliklemesi amaciyla ne
sekilde bant genisligi satin almasi ve olusan talepleri nasil atamasi gerektigi
problemi, stokastik programlama cercevesinde farkli fiyatlandirma politikalari
altinda incelenmis ve ¢oziim yollar1 arastirilmistir.

Bir calismanin tek bir kisi tarafindan yapilmast miimkiin degildir. Bu tezde
benim adim yazmasina ragmen, ¢evremdeki hocalarimin, arkadaslarimin ve ailemin
calismada biiyiik pay1 vardir. Oncelikle teze dogrudan veya dolayl katkis1 olan
burada belirttigim ve belirtmedigim herkese tesekkiir ederim.

Bu calisma baglangicinda deterministik modeller yerine stokastik modelleme
iizerine calismami tesvik eden ve ardindan tez siirecinde degerli katkilarim
esirgemeyen damgsmanim Prof. Dr. M. Nahit SERARSLAN’a tesekkiir ederim. Ug
yili agkin siiredir kendisi tarafindan yiiriitilen TUBITAK projelerinde, arastirmaci
olarak calismami saglayan ve tezin telekomiinikasyon alaninda olmasinda biiyiik
pay sahibi olan saymn Dog¢. Dr. Nihat KASAP’a miitesekkirim. Tez icin
yaptigimiz toplantilarda beni sabirla dinleyip ve Onerileri ile tezin gelismesine ve
bu haline gelmesine katkida bulunan Prof. Dr. Cengiz KAHRAMAN’a destek ve
yardimlarindan dolayi tesekkiir ederim.

Bu tezde dogrudan payr az olsa da University of Szeged’e yaptigim arastirma
ziyareti boyunca yardimci olan ve gelecek donemlerde yiiriitebilecegim caligsmalar
hakkinda bana yol gostererek tecriibelerini paylasan Prof. Dr. Janos Csirik’e
minnetarim. Belirsizlik altinda karar verme ve stokastik modelleme konusunda
bilgilerimin temellerini atan Prof. Dr. Xiulu Chao’ya da bana gecen emeklerinden
otiirii tesekkiir ederim.

Son ve en 6nemli olarak bana her zaman destek olan ve benim ig¢in bilyiik
fedakarliklar yapan anneme, babama ve kardesime ¢ok tesekkiir ediyorum.

Eyliil 2012 Hasan Hiiseyin TURAN
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STOKASTIK TALEP ALTINDA TELEKOMUNIKASYON
AGLARINDAKI ARACI FIRMALARA YONELIK KAR
EN BUYUKLEMESI PROBLEMI

OZET

Son on yil icerisinde telekomiinikasyon piyasast bir¢cok servisin, servis
saglayicisinin ve saticinin oldugu cok rekabetci bir ortam halini almistir.
Giiniimiizde ister biiyiik ister kiiciik olsun biitiin sirketler varliklarini siirdiirebilmek
ve giinliik islerini ya da operasyonlarin1 tamamlayabilmek icin telekomiinikasyon
aglarini ¢esitli sekillerde ve miktarlarda kullanirlar.  Dolayisi ile sirketler,
firma igerisinde ya da firmanin miisteri ve tedarikgileri ile iligkilerinde ve
operasyonlarinda internet aglarini kullanan birer varlik haline gelmistir.

Sirketler yani miisteriler islerini ve operasyonlarini1 gerceklestirebilmek igin ihtiyag
duyduklar1 ag kaynaklarini araci veya omurga telekomiinikasyon firmalarindan
kiralayabilir veya satin alabilir ve ardindan isleri tedarik edilen kaynaklara dagitarak
tamamlayabilirler. Ag kaynaklar1 kullanilarak gerceklestirilen birkac tipik ve
onemli ornek: video konferans, VoIP (internet iizerinde telefon goriismesi), gergek
zamanli ses/video izleme, gercek zamanli iglemsel uygulamalar ve diger toplu islem
uygulamalaridir.

Telekomiinikasyonda karsilasilan tasarim ve karar problemlerini en genis kapsamla
iic seviyeye ayirarak analiz etmek miimkiindiir. Bunlar mikro diizeyden makro
diizeye sirasiyla; teknoloji, ag ve kurumsal seviyede ortaya c¢ikan problemlerdir.
Teknoloji diizeyinde yapilan calismalar telekomiinikasyondaki router ve switch
gibi cesitli elemanlarin tasarimiyla ilgili problemleri ele almaktadir.  Ag
seviyesindeki problemler ise biiyiikliikk ve icerdikleri teknoloji bakimindan farkli
olabilecek aglarin planlanmasi ve dizaym ile alakahidir. Bu seviyede alinan
kararlar dogalari geregi dinamik niteliktedir ve birden cok zaman periyodunu
icermektedir.  Son olarak kurumsal seviye miimkiin olan en yiiksek seviye
birlegtirme olarak diisiiniilebilir. Bu diizeyden telekomiinikasyon firmalaria
daha genis endiistriyel bir ¢evrenin veya piyasanin elemani olarak bakilir. Bu
piyasa ¢ok sayida ve yapida diger endiistriyel aktorleri ve cok cesitli miisteri
profillerini icermektedir. Bu diizeyde alinan kararlar: firmanin piyasaya siirecegi
hizmet cesitliliginin belirlenmesi, stratejik yatirim kararlarinin belirlenmesi ve
fiyatlandirma politikalaridir

Bu ¢alismada incelenen problemler kurumsal diizeydeki karar problemlerine 6rnek
olabilecek niteliktedir. Kurumsal diizeyde ii¢ énemli ve ana oyuncunun var oldugu
kabulii yapilmisti. Bu aktorler sirastyla yukarida tanimlanan ag kaynaklarim
islerini tamamlamak i¢in kullanan miisteriler, omurga ag saglayicilar1 (BP) ve
aracilar (I0) diger adiyla bant genigligi brokerleridir. BP’lar kendi ag alt yapisina
sahipken, IO’lar kendilerine ait ag kaynaklari bulunmamaktadir. Bu nedenden
otiirti, IO0’1ar servis saglayabilmek i¢in gerekli ag kapasitesini BP’lardan ya da diger
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aracilardan satin alirlar. Sonug olarak, IO ne kadar kapasite satin alacagina karar
verirken BP’de araciya nasil bir fiyatlandirma uygulayacagina karar vermektedir.

Bu tezde, telekomiinikasyon IO’sunun kapasite satin alirken kargilastig1 optimiza-
syon problemi; cok sayida omurganin cesitli sekillerde fiyatlandirma ve hizmet
kalitesi sundugu bir piyasada, stokastik son kullanici bant genisligi talebi altinda
modellemis ve ¢Oziim Onerileri sunulmugtur. Problem IO’nun bakis acisiyla
modellenmig ve araci rasyonel karar verici olarak kabul edilmistir.

Gergek hayattaki bircok problemde oldugu gibi telekomiinikasyon problemlerinde
de belirsizlikler s6z konusudur. Telekom aglarindaki belirsizlikler, sistemin
kendi icerisinden ve/veya sistemin cevresinden kaynaklaniyor olabilir. Nereden
kaynaklanirsa kaynaklansin belirsizliklerin kesin olarak varsayilarak tanimlanmasi
ve modellenmesi kurulan modellerin gercek¢i olmayan sonuglar iiretmesine neden
olur.

Bu calismada piyasa kosullarindan dolayi olusan belirsizligin modellenmesinde
stokastik programlama (SP) metodolojisi kullanilmistir. SP’nin temelleri 1954
yilinda y6neylem arasgtirmasi biliminin de kurucusu olan George B. Dantzig
tarafindan yayimnlanan “Belirsizlik altinda Dogrusal Programlama” makalesi ile
atilmig, ozellikle giiniimiiz bilgisayarlarinin hesaplama giiciindeki muazzam artis
ile birlikte son 20 y1l igerisinde tedarik zinciri yonetiminden, saglik alanina enerji
kapasite planlamasindan telekomiinikasyona bir¢ok uygulama alani bulmustur.

Yiiriitiilen kapsamli literatiir taramasi sonucunda, telekomiinikasyon aglarinda SP
teknikleri ¢ogunlukla altyapi problemlerinin ¢oziimiine yonelik olarak gelistirilmis
oldugu tespit edilmis, yoOnetimsel diizeyde yani kurumsal ortamda aracilarin
problemini inceleyen bir caligmaya rastlanmamis olmasi tezin 6zgiin degerlerinden
biridirr.  Bu baglamda tezin ilk kisminda literatiirde en ¢ok kullanilan ve
internet saglayicilarinin da uyguladig1 sirasiyla ii¢ fiyatlandirma stratejisi: sabit
fiyatlandirma, kademeli fiyatlandirma ve hacim fiyatlandirma; olusturulan {i¢ ayri
iki-evreli SP modeline entegre edilmistir. Bu modeller sayesinde aracilarin karar
verici mercilerine: hangi omurgadan ne kadar bant genisligini ne kadar siireyle
satin almasi; hangi seviyede hizmet kalitesi sunan servis saglayicilarinin segmesi;
taleplerin realizasyonundan sonra karsilanmasina karar verilen kapasite isteklerinin
hizmet kalitesi parametrelerini de goz oniine alarak nasil satin alinan kapasitelere
atanmasi gerektigi gibi stratejik planlama sorularinin ¢6ziimleri sunulmaktadir.

Tartisilan modellerde, ikinci evrede olusabilecek biitiin durumlar sonlu sayidaki
belli olasilik degerleri atanmis ayrik senaryolar ile ifade edilmigtir.  Bunun
neticesinde, kiiciik 6lcekli problemler bile ¢ok sayidaki senaryodan 6tiirii, standart
ticari dogrusal ve tamsayili programlama yazilimlarinin ¢ézebilecegi boyutlarm
otesine gecmektedir. Ilk olarak biiyiik olcekli karma tamsayili programlama
problemi olan sabit fiyatlandirma modeli Benders ayrigtirma algoritmasi ile makul
stireler icinde ¢Oziilmiistiir. ~ Ardindan, biiyiik ©lgekli dogrusal programlama
problemleri olan kademeli ve hacim fiyatlandirma modelleri yine Benders
ayristirmasi ile ¢oziilmeye calisilmistir. Modellerin 6zel yapisi olan, senaryolarin
bloklara ayrilmasindan faydalanilarak gelistirilen L-Sekli algoritmasi ile alt
problemler her bir senaryo igin ayrn ayrt ¢oziilmiistir.  Boylelikle Benders
ayristirmasinin ¢ézemedigi test problemleri optimum olarak ¢oziilmiis ve ¢oziim
stirelerinde iyilesmeler saglanmisgtir.
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Coziim algoritmalarinin performanslari ve SP metodolojisinin gecerliligini sinamak
amaciyla ¢ok farkli sayida ve biiyiikliikte rassal test verileri olusturulmug ve
algoritmalar bu verilerle kosulmugtur. Testlerin sonuglarinin kargilastirilmast icin
Stokastik Coziimiin Degeri (VSS) ve Miikemmel Bilginin Beklenen Degeri (EVPI)
olmak iizere iki performans istatistigi tanimlanmigtir. Elde edilen istatistiklerin
is18inda, telekomiinikasyon piyasasindaki belirsizliklerin g6z Oniine alinarak
olusturulup ¢oziilen stokastik modellerin, belirsizligin hesaba katilmadig1 beklenen
deger modellerinin sonuglarina gore her fiyatlandirma modelinde farkli oranda olsa
da daha iyi sonug verdigi yani araciya daha yiiksek bir kar sagladigi gbzlenmistir.

Tezin ikici kisminin ilk yarisinda ise, hacim bazli fiyatlandirma politikas1 altindaki
stokastik dogrusal programlama (SLP) modeline son kullanici bant genigligi
taleplerinin belirsizligine ek olarak; amag¢ fonksiyonundaki biitiin maliyet ve
kazan¢ parametreleri bulaniklagtirillmigtir.  Olugan bulanik amag¢ fonksiyonlu
SLP modeli sayesinde telekomiinikasyon aglarinda meydana gelebilecek biitiin
belirsizlikler diisiiniilerek ¢oziim aranmistir. Coziim yontemi olarak literatiirde
bulunan iki algoritma problemin yapisina uygun olarak degistirilerek, degisik veri
kiimelerinde kosulmugtur. Sonuglarin tutarliligi ve yontemin uygulanabilirligi
bulanik parametreler iizerinde yapilan duyarlilik analizleri ile test edilmis. Ek
olarak, VSS ve EVPI degerlerinin yaninda beklenen talep karsilama orani,
atil kapasite ve kapasite satin alinan omurga sayis1 gibi ikincil istatistikler de
hesaplanarak yontemin tutarhihig: gosterilmistir.

Calismanin ikici kismiin son yarisinda ise, hacim fiyatlandirma modeli ¢ok
amaglh bulamik SLP yontemi ile analiz edilmistir. ~ Amac fonksiyonlarindan
birincisi aracinin karini en biiyliklemeye calisirken; ikincisi ise omurgalardan satin
alian ya da kiralanan kapasitelerde, altyap1 sorunlarindan dolay1 olusan kayiplari
en kiiciiklemeye calismaktadir. Boylelikle telekom IO’sunun kayip kapasiteyi
son kullanicilara satabilme firsati bulmasi durumunda olusabilecek c¢oziimler
incelenmistir. Coziim algoritmalari olarak sirastyla maksimum-minimum, agirlikli
eklenebilir maksimum-minimum ve agirlhk maksimum-minimum yontemleri
secilerek; farkli amac¢ fonksiyonu agirliklar1 altinda IO’nun nasil bir sekilde
bant genigligi satin almas1 gerektigi istatistiksel performans ciktilar1 ile birlikte
hesaplanmis ve algoritmalarin verimlilikleri analiz edilmistir.
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PROFIT MAXIMIZATION PROBLEM
FOR INTERMEDIARIES IN TELECOMMUNICATION NETWORKS
UNDER STOCHASTIC DEMAND

SUMMARY

During the last decade, telecommunications has become a very competitive
environment with many vendors, carriers, and services. Nowadays every firm either
big or small uses telecommunication networks at different amounts and ways in
order to continue their existence and complete their daily tasks and operations.
Hence, firms are becoming internet oriented entities that use telecommunications
networks to support operations and relationships within the firm, and with their
customers and suppliers.

Firms, in other words customers, can lease or buy required amount of network
resource from either telecommunication network backbones or telecommunication
intermediaries to complete their operations, and afterwards each of these mentioned
operations are assigned to one of the acquired resources. Some typical and
important applications that are carried out by using network sources are: video
conferencing, VoIP (phone call over the Internet), real time audio/video streaming,
real time transactional applications and other batch transactional applications.

It is possible to classify optimization problems that are encountered in
telecommunication environment into three different levels such as technological,
network and enterprise. The technological level deals with design of different
elements of telecommunication networks. Network level problems concentrate
on design and planning of different kinds of telecom networks which may differ
by size and by technology involved. Decisions are often of dynamic nature and
include several time periods. The enterprise level is the highest level of aggregation
and looks at the telecommunication enterprise as a member of a larger industrial
environment which includes other industrial actors and different consumer types.
Decisions involve selection of the range of services which the enterprise will
provide to the market, strategic investment decisions, pricing policy.

The problem studied in this thesis falls into the enterprise level category. At this
level, it is assumed that telecommunications market consists of three important main
players, which are previously mentioned: customers who use network capacity to
accomplish their tasks, backbone network providers (BP) and intermediaries (I10) or
bandwidth brokers. Whereas BPs own the network infrastructure, IOs do not have
their own network facilities and in order to provide the service IOs have to lease the
necessary network capacity from BPs or other bandwidth brokers. Consequently,
IOs have to decide how much capacity to acquire and the BPs decide the price to
charge for the network capacity.

In this thesis, an optimization problem that an IO faces when acquiring network
capacity from a market in which there exist several BP network providers offering
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different pricing and quality of service schemes is modeled and solution approaches
are proposed under stochastic bandwidth request of end-users. The problem is
modeled from the 10’s point of view and assumes intermediary is rational decision
maker.

Telecommunication network problems are due to uncertainties like the other real
life problems. The sources of the uncertainties in the telecommunications may be
environmental or originated from the system itself. In all circumstances, neglected
uncertainties in the models may result in inaccurate solutions.

In this study, stochastic programming (SP) methodology is utilized to model the
uncertainties arising due to the market conditions. The origin of SP frame work
goes back to seminal paper of George B. Dantzing “Linear Programming under
Uncertainty” which was published in the year of 1954 by founder of operation
research. Along with increasing computational power of computers in last 20 years,
SP has been widely used in many diverse areas such as supply chain management,
health care, energy capacity planning and telecommunications.

The conducted extensive literature review reveled the fact that SP techniques used in
telecommunication networks are developed mostly in order to solve infrastructure
problems such as routing of demands in network links. To the best of our
knowledge, there is no study related to application of SP at enterprise level which
implies one of the uniqueness and contribution of this PhD thesis. In the first part
of the thesis, the most commonly used pricing schemes by both internet providers
and researchers namely flat rate pricing, tax-band pricing and pay-per-byte pricing
are integrated into three separate two-stage SP model. The solutions of these
models provide essential strategic planning information to the decision makers
of intermediaries such as how much bandwidth for how long should be bought
or leased from each backbone, which service providers should be chosen by
considering quality of service levels, after realization of customers’ demands which
customer’s bandwidth request should be accepted and which of them should be
rejected and finally how accepted bandwidth demands should be allocated into
leased capacity by considering quality of service parameters such as delay and jitter.

In the models discussed thus far, all of the possible states for second stage
are modeled by a finite number of discrete scenarios with associated realization
probability values. As a result, even small problem instances may become really
huge due the large number of scenarios. Standard commercial linear and integer
programming softwares are not capable of solving even middle size problems
with well-known algorithms. Therefore, at first stage, flat rate pricing problem
which is large scale mixed integer programming model is solved by using Benders’
decomposition algorithm within reasonable time limits. Tax-band and pay-per-byte
pricing strategies lead to large scale linear programming models that can be also
solved to optimality by Benders’ decomposition. In addition, solution times of
these models are improved by solving each scenario separately at every iteration for
all sub-problems by taking account block separable structure.

In order to test the performance of solution algorithms and to validate the usability
of SP methodology, several random test instances with different sizes are generated
and solved by proposed algorithms. Two new performance statistics namely Value
of Stochastic Solution (VSS) and Expected Value of Perfect Information (EVPI)
are defined to compare the results of test runs. The results of collected performance
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statistics after test runs proved that when uncertainty at telecommunication market
included into mathematical models via SP approach results in a better solution;
other words results in more profit for telecom intermediaries. Furthermore, it is
observed that under every pricing strategy, SP solutions outperform when compared
to deterministic approach solutions in which randomness is ignored.

In the first half of the second part of the thesis, in addition to the randomness of
end customers’ bandwidth demand at pay-per-byte pricing scheme, unit costs and
unit revenues are also assumed as unknown or vague parameters in the market.
By introducing mentioned assumption, stochastic linear programming (SLP) model
for pay-per-byte policy turned into fuzzy-SLP model with fuzzy objective function
coefficients. As solution methods, existing two algorithms in literature are modified
to cope with the structure of model and problem. Afterwards, several problem sets
are ran by using modified algorithms. Consistency of results and applicability of
methods are tested by sensitivity analysis on fuzzy parameters. Besides, secondary
performance statistics such as expected demand fulfillment ratio, expected unused
capacity and number of selected backbones are calculated in addition to the primary
performance measures VSS and EVPL

In the last half of the second part of the thesis, pay-per-byte pricing scheme is
analyzed via fuzzy multi-objective SP method. The first objective function of
the model tries to maximize the expected profit of intermediary. On the other
hand, second objective function aims to minimize capacity loss occurred during
capacity acquisition from backbones. This modeling approach enables selling
the lost capacity to end users. The max-min, weighted additive max-min and
weighted max-min methods are chosen as solution algorithms. The effectiveness
and efficiency of algorithms are investigated by changing weights of each objective
and then final performance statistics are reported in order to help 10 to solve
complex capacity purchasing and demand allocation problem.
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1. GIRIS

E-ticaret ve diger ag tabanli uygulamalarindaki gelismelerden dolayi, giin gectikce
daha c¢ok firma telekomiinikasyon aglarinin 6nemini giiniimiiziin agimasiz piyasa

sartlarinda sag kalabilmek icin fark etmek zorundadir [1].

Telekomiinikasyonda karsilagilan tasarim ve karar problemlerini en genis kapsamla
ic seviyeye ayirarak analiz etmek miimkiindiir. Bunlar mikro diizeyden makro
diizeye sirasiyla; teknoloji, ag ve kurumsal seviyede ortaya cikan problemlerdir
[2]. Sekil 1.1°de telekomiinikasyon problemlerinin siniflandirilmasi sunulmustur.
Belirsizlik biitiin s6z edilen seviyelerde cesitli sekillerde ortaya ¢ikan problemlerin

yapisina etki etmektedir.

Teknoloji diizeyinde yapilan calismalar telekomiinikasyondaki yoneltici (router)
ve anahtar (switch) gibi cesitli elemanlarin tasarimiyla ilgili problemleri ele
almaktadir. Bu diizeyde ortaya cikan belirsizlikler agdaki akiglar ve iletisim
istegi talebidir. Ayrica ekipman bozulmalar da belirsizliklerin ortaya ¢ikmasinda
onemli bir nedendir. Bu diizeyden alinabilecek anahtar kararlar miihendislik
tasarimu ile ilgilidir. Diger bir degisle agda gorev alan elemanlarinin tasarimi ile
iligkilidir. Bu tasarimlar yapilirken dikkat edilmesi gereken parametreler sistemin
performansi ve saglanan hizmetin kalitesidir. Geleneksel olarak, telekomiinikasyon
elemanlarinin ve ekipmanlarinin performanslariin dlgiilmesi ve degerlendirilmesi
kuyruk teorisinin ilgi alani icerisindedir. Bu analiz yonteminin basarili olmasi icin
gereken en biiyiik girdi: iletisim akisinin altinda yatan stokastik siirecin olasilik

dagilimidir [2].

Ag seviyesindeki problemler ise biiyiikliikk ve igerdikleri teknoloji bakimindan
farkli olabilecek aglarin planlanmasit ve dizaym ile alakalidir. Aglar yerel,
sabit veya mobil olabilirler. Bu diizeyde alman kararlar ise belirli bir teknoloji
ve belirli cografi sartlar altinda degisik ve cesitlik kullanict gruplarindan gelen

toplu talebi karsilamak amaciyla islemcilerin yerlestirilmesi ve link (baglanti)
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Sekil 1.1: Telekomiinikasyon problemleri topolojisi [2].

Teknolojik Duzey

kapasitelerinin belirlenmesidir. Alinan kararlar dogalar1 geregi dinamik niteliktedir
ve birden ¢ok zaman periyodunu icermektedir [3]. Bu seviyede ortaya ¢ikan
ana belirsizlik telekomiinikasyon servisleri icin olan taleplerdir. Diger belirsizlik
kaynaklar ise agda meydana gelebilecek ¢okmeler ve ileriki yillarda meydana
gelebilecek teknolojik gelismelerdir. Bu diizeyde yapilan birka¢ onemli ¢alisma
[4] ve [5] olarak gosterilebilir. Smith ve dig. [4]'ne gore standart modern optik
fiberler eszamanli olarak saniyede 2.4Gb (gigabit)’lik bir veri aktarimina olanak
saglamaktadir. Dolayisi ile tek bir optik fiberin zarar gérmesi miisteri servisinin
biiyiik olciide kayip olmasina neden olmacaktir. Liu [5] elektronik ve optik iletigim
aglarindaki hizli gelismelerden &tiirii, geleneksel ag tasarimlarinin ve optimizasyon
metotlarmin artik yeterli olmayacagim diisiinmektedir. Ag icersinde olugan trafik

akisinin stokastik etkilerininde irdelenmesi gerektigini savunmaktadir.

Son olarak kurumsal seviye miimkiin olan en yiiksek seviye birlestirme olarak
diistiniilebilir. Bu diizeyden telekomiinikasyon firmalarina daha genis endiistriyel
bir ¢evrenin veya piyasanin elemani olarak bakilir. Bu piyasa ¢ok sayida ve
yapida diger endiistriyel aktorleri ve ¢ok cesitli miisteri profillerini icermektedir
[6]. Bu diizeyde alinan kararlar: firmanin piyasaya siirecegi hizmet cesitliliginin
belirlenmesi, stratejik yatirim kararlarmin belirlenmesi ve fiyatlandirma poli-
tikalaridir. Bu diizeyde olusan belirsizliklerin baglica kaynagi sirasi ile piyasanin
yeni teknolojilere ve hizmetlere verecegi tepkilerin bilinememesi, iiriinlerin yasam
stirelerinin azalmasi ve rekabet ortaminda rakip firmalarin aldig1 kararlardir. Alinan

kararlara rakiplerinde etki ettigi varsayimi altinda yapilan ¢alismalar oyun kurami

2



cergevesinde de analiz edilmektedir. Ornegin, Chen ve dig. [7] tarafindan Cin’deki
tictincii nesil (3G) telekomiinikasyon piyasasi iiclii oligopol rekabet kogullar1 altinda
incelenmistir. Ingiliz iletisim piyasasini oyun teorisi cercevesinde analiz eden
bir ¢alisma Vulkan ve Jennings [8] tarafindan yapilmistir. French [9], Ingiltere
ve Almanya’da gerceklesen devlet 3G ihalelerini belirsizlik altinda oyun teorisi
ile incelemigtir. Kurumsal seviyedeki telekom caligmalarina 6rnek olabilecek
oyun teorisi tabanli ilging bir ¢alisma Zubcsek ve Sarvary’ya [10] aittir. Bu
makalede telekom aglarini kullanarak sosyal medya iizerinden yapilabilecek reklam
kampanyalarinin diger sirketlerle rekabeti nasil etkiledigi arastirllmistir.  Bu
arastirmalarda da goriildiigii gibi, iilke ici iletisim marketinin analiz edildigi
cesitli caligmalar literatiirde bulunmaktadir. Bu doktora tezi kapsaminda yapilmis
modelleme ve ¢oziim Onerilerinin kurumsal seviyeye yonelik olmasi, Tiirkiye
gibi telekomiinikasyon piyasasinin siirekli gelistigi ve yeni aktorlerin katildig1 bir

ortamda literatiirdeki bogluklar1 dolduracak niteliktedir.

Bu calismada bant genisligi ticari emtia olarak diisiiniileceginden yani bant genisligi
satan piyasalar modelleneceginden dolayi, yurdumuzdaki internet piyasasinin
gelisimine ve giiniimiizdeki durumuna bakmakta fayda vardir. TUBITAK-ODTU
(TR-NET) igbirligi ile Devlet Planlama Teskilati (DPT) projesi cercevesinde
Tiirkiye’nin ilk kez kiiresel internet agina baglanmasi 12 Nisan 1993 tarihinde
kullanima acilan 64 kbit/sn hizindaki bir hatla olmustur. Bu hat ODTU’den uzun
bir siire iilkenin tek ¢ikigi olarak hizmet vermigtir [11]. 2003 yilinda ADSL
hizmetinin baglamasi ile Tiirkiye genis bant internet ile tamigmistir. Tiirkiye’ nin
ADSL’e kavustugu 2003 yilinda 11,5 milyar dolar olan bilisim geliri, 2011 yilinda
34 milyar dolar civarina ulagsnmustir [11]. Bilgi Teknolojileri ve Iletisim Kurumu
(BTK)’nin yaymladigr 2011 1.ceyrek raporuna gore toplamda 9 milyondan fazla
hanenin genis bant internet aboneligi bulunmaktadir [12]. Buna goére toplam
hane sayisinin yiizde 33’ii, bilgisayar olan hanelerin ise yiizde 72.5’i internet
baglantisina sahiptir. Bilgisayar1 olmayan 6.5 milyon hanede en az bir internet
kullanicist bulunmaktadir [12]. Ayni arastirmaya gore Tiirkiye’de 30 milyon
internet kullanicist yeralmaktadir.  Yurdumuzdaki genis bant kullanicilarinin

sayisinin yillara gore izledigi seyir Sekil 1.2 gosterilmistir [13].
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Sekil 1.2: Tiirkiye’deki genig bant kullanici sayisi [13].

Tiirkiye’deki tiim internet trafiginde banti en ¢ok mesgul eden aktivite video
izlemektir.  Genel internet trafiginin %32’sini Youtube hari¢ video izleme
olustururken, Youtube tek basina %7.86 oraninda bir trafik yaratmaktadir. Internet
trafiginin ylizde % 28.23’{inii internette sorf yapma, % 10.86’sin1 dosya indirme,
3.7’sini Tivibu, 0.20’sini oyun, 0.82’sini anlik mesajlasma ve 9.4’iinii diger

faaliyetler olusturmaktadir [14].

Tiirkiye ekonomisinin biiyiik kismini biinyesinde barindiran Istanbul’da internet
kullamm orani kisi basina %51.8’dir. Istanbul’dan sonra internet ve bilgisayar
penetrasyonu en yiiksek ilk 4 il Ankara, Kocaeli, Tekirdag ve Antalya olarak
siralanmaktadir [14].  Sekil 1.3 illere gore genis bant kullanim oranlarini

sunmaktadir.
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Sekil 1.3: Tiirkiye ADSL penatrasyon haritasi [14].

Tiirkiye’de ki genis bant internet fiyatlarina ilisin bir ¢alisma Urhan ve Kizilca
[15] tarafindan hazirlanmistir. Yiiriitillen aragtirmada, OECD iilkeleriyle yapilan

kiyaslamada Tiirkiye'nin pahalilik agisindan ilk tigte oldufunu gosterilmistir.
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OECD Genis bant Istatistikleri’ne gore 2.39 dolarlik en diisiik ve 76.11 dolarhk
en yiiksek Megabit/saniye’lik fiyatlariyla Tiirkiye internetin OECD o6l¢eginde en
pahali oldugu iilkelerden biri oldugu saptanmustir. Internet baglanti iicretlerine
daha yakindan bakildiginda farkli baglanti hizlarina gore Tiirkiye’nin yine OECD
iilkelerinin bircogundan daha pahali bir servise sahip oldugunu goriilmektedir.
Ozellikle yiiksek hizlarda ortalama baglanti maliyeti 621 dolar1 bulan Tiirkiye’nin
en yakin takipgisi Litksemburg’da ise benzer bir baglantinin ortalama fiyati sadece
112 dolar civarindadir [15]. Sekil 1.4’de satin alma giici paritesine gore en
diisiik fiyat (ABD dolar1) megabit/saniye basina iilke bazinda fiyatlarin siralamasi
gosterilmigtir.
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Sekil 1.4: OECD iilkeleri, megabit/saniye bagina en diisiik fiyat, ABD dolari, satin
alma giicii paritesine gore [15].

Bu yiiksek fiyatlarin olugsmasinda ki en biiyiik nedenlerden biri genis bant
piyasasinda yeterli rekabetin heniiz olusmamis olmasidir. Bu baglamda, yeni
omurgalarin ve internet saglayicilarinin piyasaya girmesiyle sabit hatlarinda
operatorii olan TTNet (Tiirk Telecom)’un pazar pay1 2009 yilinda 2006 yilina oranla
%10.7 azalmistir [16]. Buna ragmen pazarin biiyiik bir kism1 TTNet tarafindan
domine edilmektedir. Telli [17] tarafindan yapilan calismada genis bant internet
kullanicisi abonelerin servis saglayicilar arasinda 2010 y1l1 4.ceyregi itibari ile nasil
dagildig1 belirlenmistir. Sekil 1.5°de bu ¢alismanin sonuglar1 2009 yili 1.ceyregi
ile 2010 yili 4.ceyregi arasinda gosterilmistir. Mobil genis bant saglayicilari,
sabit hat genis banta rakip olarak goriinmektedir. Aralik 2008 itibari ile mobil
siniftaki iic operator Tiirkcell, Avea ve Vodafone 3G servis saglamak icin devletten

yetki almiglaridir. Temmuz 2009 tarihinde aktif hale gelen 3G kullanicisi sayisi
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Sekil 1.5: Toplam genis bant abonelerinin servis saglayicilara goére dagilimi [17].
Aralik 2010 itibariyle 1.45 milyon kisidir. Sabit hat piyasasinda sinirli bir rekabet
olmasindan dolay1 gelecekte mobil hatlar iizerinde genis bant internet kullanimi
vaat edici goziitkmektedir. Kablonu internet operatorii Tiirksat’in pazar pay1 iki yil
icinde %1.3’den %3.2’ye cikmigtir. Fiber baglanti ise % 1’den 2010 bagi itibari ile
%1.8’e cikmistir. Gelismis Asya ve Avrupa lilkeleri ile kiyaslandiginda ¢ok daha
hizli ve giivenilir bir baglant1 saglayan fiberin kullanim oran1 yurdumuzda olduk¢a

diistiktiir.

Cizelge 1.1 Mart 2011 tarihindeki sunulan genis bant hizmet seceneklerini ve
ticretlerini yansitmaktadir. Turkiye genis bant piyasasinin en biiyiik sorunun
agin yiiksek fiyatlar oldugu aciktir. Tiirk Telecom farkli hizlarda DSL servisleri
sunmaktadir. TTNet tarafindan sunulan servislerden, o©zellikle hizli internet
secenegi Avrupa Birligi iilkelerine gore oldukca yiiksek fiyattadir. Bagimsiz
genis bant saglayan internet service saglayicilarindan (ISP) Superonline, DSL
ve fiber baglanti secenekleri sunmaktadir. Superonline tarafindan fiber baglanti
ile 100 Mbps hiza kotasiz olarak ulagsmanin fiyat1 125.9 $ olarak belirlenmistir.
Tiirkiye’nin en biiylik kablolu TV saglayicisi Turksat, Uydunet ile farkli baglanti
hizlarinda servis sunmaktadir. Diisitk hizlarda makul bir iicret talep edilirken
yiiksek hizlardaki fiyatlandirma ADSL servis saglayicilarma gore hayli pahali
oldugu goriillmektedir. Son olarak mobil operatorlerin de kotali genig bant servis
sagladiklart Telli [17] tarafindan raporlanmustr.

Gorece yiiksek fiyat uygulamalarinin yaninda, ciddi sikintilar yasanan bir diger
uygulama ise siirli-sinirsiz olarak dile getirilen kota uygulamalaridir. Internet

kalitesi baglamindaki diger bir onemli sorun da ilan edilen baglanti hizlari ile
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Cizelge 1.1: Bant genisligi saglayicilarinin Mart 2011 tarihli paket fiyatlart [17].

Operator Teknoloji Hiz Aylik fiyat Aylik fiyat Birim Kota
(Mbps) (TL) (USD) basina fiyat
TTNet ADSL 1 20.9 132 132 1GB
TTNet ADSL <=8 29 18.3 2.3 4GB
TTNet ADSL <=8 32 20.2 2.5 6 GB
TTNet ADSL 8 109 69.0 8,6 Yok
TTNet ADSL2+ <=16 33 20.9 1.3 5GB
TTNet ADSL2+ <=16 59 37.3 2.3 Yok
TTNet Fiber <=32 43 27.2 0.9 10 GB
TTNet Fiber <=100 149 94.3 0.9 Yok
Superonline ADSL 1 45.3 28.7 28.7 Yok
Superonline ADSL <=8 29 18.3 18.3 4 GB
Superonline ADSL <=8 39 24.7 24.7 6 GB
Superonline Fiber <=50 59 37.3 0.7 12
Superonline Fiber <=100 199 125.9 1.3 Yok
Turksat Kablo 1 29 18.3 18.3 Yok
Turksat Kablo <=10 99 62.6 6.3 Yok
Turksat Kablo <=20 199 125.9 6.3 Yok
Turkeell HSDPA 7.2 29 18.3 2.5 1 GB
Vodafone HSDPA 7.2 30 19.0 2.6 1 GB
Avea HSDPA 7.2 29 18.3 2.5 1 GB

kullanilabilen baglanti hizlart arasindaki tutarsizliklardir. Bugiin satisi yapilan
bircok baglanti hiz1 “erisilebilecek en yiiksek baglant1” hizi olarak sunulmaktadir.
Sonug olarak, verilen iicretin duyurulan baglanti hizina tekabiil etmedigi, aslinda
alman hizmetin kullanici tarafindan tam olarak bilinemeyen ortalama bir baglanti
hiz1 oldugu diisiiniildiigiinde Tiirkiye’nin gelismis iilkelerle kiyaslamasinda ciddi
sorunlar ortaya ¢ikmasi da muhtemel goriinmektedir.  Zira karsilagtirmada
kullanilan baglanti hizi / ticret tarifeleri aslinda ilan edilen baglanti hiz1/ iicret olarak

degerlendirilmelidir [15].

Piyasanin performansini ve servislerin elde edilebilirligini degerlendirmede énemli
olan bir degiskende genis bant servislerine uygulanan vergilerdir. Bu oran %18
Katma Deger Vergisi (KDV) ve %5 oraninda 6zel vergi olarak uygulanmaktadir.
Son olarak genis bant internet kullaniminin yaygimlagmasi i¢in 6ngoriilen fiyat,
bireylerin aylik gelirlerinin %3’nii gegcmeyecek sekilde olmasidir; fakat bu oran

yurdumuzda %35 civarindadir [17].

Ozetle, yurdumuzda sabit genis bant piyasasindaki rekabetin sinirli olmasindan
dolay fiyatlarda bir diisiis olmas1 beklenmemektedir. Ulkemizde telekomiinikasyon
piyasasi son 5 yilda biiyiik bir degisim gostermis, piyasada lider konumundaki
servis saglayici yiiksek oranda miisteri kaybetmistir. Ileriki yillarda yeni aktorlerin
girmesi miimkiin olmakla birlikte, ISPlar tarafinda uygulanacak fiyat ve servis
kalitesi politikalar1 kendi firmalarin kaderlerini belirleyecektir.  Dolayist ile,

bu dogrultuda yapilacak bilimsel nitelikteki caligmalara ihtiya¢c duyulmaktadir.
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Bu tezde, Tiirkiye’nin piyasa yapisini da yansitabilecek bir model kurulmustur.
Farkli fiyatlandirma ve servis kalitelerinin de goz oniine alindigi bu model
sayesinde belirsizlik altinda karar destek sistemi olarak kullanabilecek bir ¢aligma

hazirlanmastir.

Giris bolimiiniin geri kalaninda sirasiyla, oncelikle kurulan modeldeki aktorler
ve bunlar arasindaki iligkiler tanimlanacaktir. Ardindan, tezin geri kalaninda
kullanilacak olan fiyatlandirma modelleri ve literatiirde bulunan modeller tanitila-
caktir.  Servis saglayicist secimindeki en Onemli faktorlerden biri olan hizmet
kalitesi (QoS) kavrami ise bir sonraki alt boliimde irdelenecektir. Giris kismi
telekomiinikasyon alanindaki stokastik programla uygulamalarinin kisa bir 6zetiyle

sonlandirilacaktir.

1.1 Problemin Tanim

Hazirlanan doktora tezi kapsaminda yapilan modelleme ve ¢oziim Onerileri
kurumsal seviyeye yoneliktir. Bu baglamda, ilk olarak bu diizeyde rol alan
aktorlerin siiflandirilmasinda ve tanimlanmasinda fayda vardir. Liberallesme ve
telekomiinikasyon genis bant internet piyasasina girmek icin gerekli olan teknolojik
bariyerlerin azalmasiyla marketteki oyuncularin ¢esitliligi, bu oyuncularin uygu-
ladig1 stratejilerden ve sirket modellerinden dolay1 giiniimiizde telekomiinikasyon

endiistrisi daha da kompleks bir hal almustir [18].

Calisma [19]’da telekomiinikasyon piyasasinda yer alan yedi farkli oyuncu tespit
edilmisgtir: yerel, uzak mesafe (long distance), mobil, ekipman saglayicilari, internet
erisim saglayicilari, video ve fonksiyonel servisler. Hollanda telekomiinikasyon
pazarinin incelenmesi sonucu ortaya c¢ikan [20] nolu arastirmada bes farkli
aktoriin varligindan s6z edilmistir: kamu ag operatorleri, omurga (backbone)
ag operatorleri, baglanti ag operatorleri, servis saglayicilar1 ve aracilardir
(intermediaries). Bu ¢alismada kullanilacak aktorler ve piyasa yapist Sekil 1.6’da
gosterilmigtir. Bu yap1 [2] numarali ¢calismada modellenen yapiya benzemektedir;
fakat burada arac1 firmalar (IO) sozii edilen calismada sanal ag operatorleri, omurga
ag saglayicilart (BP) ise ag operatorleri olarak tamimlanmaktadir. Boyle bir
modellemenin secilmesinin bir diger amaci ise Tiirkiye’deki mevcut piyasanin bu

sekilde gercekei bir sekilde formiilize edilebilecek olmasidir.
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Sekil 1.6: Telekomiinikasyon piyasa yapisi.

Piyasada 10 ve BP son kullanicilara hizmet saglamaktadirlar. Miisteriler yani
son kullanicilar sunulan bu hizmetlere abone olabilir, ag saglayicisini degistirebilir
ya da aboneligini sonlandirabilir [2]. Servis saglayicilar sunduklari hizmetin
fiyatin1 belirlerler. BP saglayicisi hizmetlerin saglanmasi i¢in gerekli olan ag
altyapisinin sahibi durumundadir. Tiirkiye’de bu oyuncuya karsilik olarak Tiirk
Telekom diisiiniilebilir. 1O’lar ag altyapisina sahip degillerdir; fakat miisterilere
servis saglamak icin gerek duyduklari ag kapasitesini omurgalardan kiralarlar. Yine
bu kapsamda aracilara Tiirkiye’den verilebilecek 6rnek Superonline, Smile ADSL,
Doping ve Biri ADSL olabilir. Sonug olarak araci ne kadar kapasite kiralayacagina
omurgada bunu nasil {icretlendirecegine karar verir [6]. So6z edilen iicretlendirme

politikalar1 ileri alt boliimde incelenecektir.

Telekom piyasasinda satilan ve alinan servisler ve emtialar iic ana baglikta toplanip

asagidaki gibi agiklanabilir [21]:

e Aktarim teknolojisiz optik fiberler: belirlenen iki nokta arasindaki optik fiber
kablolar igerisindeki tek tutam seklindeki lif ¢iftleridir. Bu iiriin igerisinde acik
iletisim aktarimlan ile satilmamasindan dolay1 bu kapasite tagiyici iirtin koyu
fiber olarak bilinmektedir. Bu iiriin icin birim zaman bagina kapasite (bant

genisligi) omurga tarafindan inga edilen alt yapi teknolojisine baglidir.

e Bant genisligi: bant genigligi transferi ya da alimi ile kapasiteyi alan miigteriler

var olan ag yapisma belirlenmis maksimum ag genisliginde ve belirli zaman



aralifinda baglanma hakkini elde ederler. Bu kapasiteyi satin alan aracilar
aktarim teknolojisine bagli olarak cesitli operasyonlar1 gerceklemek (telefon
aramalari, internet trafigi saglamak) ya da diger aracilara veya son kullanicilara

satmak icin kullanabilir.

e Telefon dakikalari: Bu servis tedarik¢i tasiyict tarafindan telefon aramalarinin
iki ag baglantis1 noktasi arasinda gerceklenmesini ihtiva etmektedir. Burada ne
tedarik¢i ne de bu telefon dakikalarini alan alict iki nokta arasinda yerel bir ag

isletme durumda degildir.

Diinya iizerinde yukarida belirtilen servislerin ve telekomiinikasyon kapasitelerinin
ticaretinin yapildig1 piyasa sayisi 11 olarak tespit edilmigtir [21]. Bu piyasalarin
operatdrlerinin alti tanesinin merkezi birlesik devletlerde, dort tanesinin bati
Avrupa’da ve bir tanesi de Hong Kong’dadir. Bu piyasalarda en ¢ok islem goren
iiriin bant genisligi ve telefon dakikasidir. Cizelge 1.2°de bu piyasalar listelenmis

ve islem goren iiriinler belirtilmisgtir.

Literatiirde, telekomiinikasyon piyasasini son kullanict agisinda [22-26] ve BP [27—
30] bakis agisiyla inceleyen calismalar olmasina ragmen IO bakis acisiyla 6zellikle

belirsizlik altinda yapilmig sinirli calisma bulunmaktadir .

Bu tezde yukarida belirtilen telekomiinikasyon piyasasi aktorlerinden biri olan araci
sirketin, cesitli fiyat ve QoS sunan bircok BP’nin var oldugu bir pazarda hizmet
kalitesi kisitlarini da goze alarak nasil kapasite satin almasi gerektigi problemi
incelenecektir. Sirketin tamamlamak ya da karsilamak zorunda oldugu son kullanici
taleplerini bilmeden kapasite satin alma iglemlerini yapmak zorundadir. Dolayisiyla
taleplerin belli olmasindan sonra, bazi miisterilerin isteklerinin karsilanamayacagi
ve firsat maliyeti olusacagi ya da atil kapasitenin ortaya cikacagi asikardir.
Boyle belirsiz bir ortamda aracinin kargilagtigi kar en biiyiiklemesi problemine
¢Oziim amaciyla stokastik programlama (SP) metodolojisi onerilmistir. Boylelikle,
telekomiinikasyon aglarinda talebin deterministik gercek sayilar olarak ifade
edilmesinden dolay1 meydana gelen yetersiz ve gercege uygun olmayan ¢oziimlerin

Oniine gecilecektir.
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Cizelge 1.2: Diinyadaki kapasite ticaret noktalar [21].

Piyasanin buludugu yer

Sira ve adi Ticareti yapilan servisler Diigiim Noktalari
ACE Asia Capacity e Bant Genisligi Tokyo Singapur
1 Exch H Kong, . L0 ’
C?I:) anee (Hong Rong e [P telefon dakikasi Sidney
AIG o Bant Genisligi
2 Tel /G ich -
(zgg’)m reemwic e Telefon dakikast
Pekin, Bombay,
Arbinet/New York o Bant Genisligi Hong Kong, Londra,
3 (ABD) IP telefon dakik Moskova, Sao Paulo,
¢ b lelelon dakikast Sidney, Tel Aviv,
Tokyo
o Bant Genisligi
4 gi‘;ﬁ;ﬁgondra o [P telefon dakikasi Frankfurt, Sidney
e koyu fiber
5 Enron /Houston (ABD) e Bant Genisligi -
GTX Global e Bant Genisligi
oba
6 TeleExchange/McLean o IP telefon dakikast Londra, New York
(ABD) e koyu fiber
Hanse-X/Frankfurt (Al- o Bant Genigligi Amsterdam,  New
7 . York, Tokyo, Viyena,
manya) o [P telefon dakikasi . .
Ziirih
o Bant Genisligi
8 Iber-x/Madrid (1 -
er-x/Madrid (Ispanya) e Telefon dakikast
9 InterXion/Amsterdam o Bant Genigligi Diiseldorf, Londra,
(Hollanda ve Almanya) o 1P telefon dakikasi Paris, Ziirih
Min-XMinutes o Bant Genisligi
10 Exch /Melvill -
(Zlcgl;l;lge eivitie e [P telefon dakikasi
RateXchange/Los e Bant Genisligi
11 Angles ve New York o Telefon dakikasi Sikago, Mayami

(ABD)

Bu calismada, ag kapasitesi satin alan ve satan 1O sirketin bakis acisi1 ile modelleme
yapildig1 ve rasyonel karar verici, araci olarak diisiiniildiigii icin, literatiirde onemli

bir boglugu dolduracaktir.
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Telekomiinikasyon sektoriinde stokastik programlama diisiiniilerek yapilmig
rotalama, altyapi ve planlama calismalar1 bulunmasina ragmen, aracilarin degisik
fiyat politikalar1 altinda ag kapasitesi satin alma ve son kullanici taleplerini nasil

atamalar1 gerektigine dair bir ¢calisma bulunmamaktadir.

1.1.1 Fiyatlandirma politikalar

BP’lerin, IO’lere ve son miisterilere uyguladiklan fiyatlandirma politikalar
gonderilen veri miktarina, aktarim hizina, bant genisligine ve hizmet kalitesine
gore degismektedir. Gonderilen veri miktarini x , r aktarim hizini, 8 bant genigligi
ve Q hizmet kalitesini gostermek iizere: en genel anlamda IO icin kapasite satin
alma maliyeti C = f(x,r, 8, Q) olarak kapali fonksiyon halinde ifade edilebilir. Tez
calismasinin bu kisminda literatiirde siklikla kullanilan dort farkli fiyatlandirma
politikasi analiz edilecektir. BP’lerin, IO ve miisterilere ve IO’lerin de miisterilere
uyguladiklar iicretlendirmelerinde rasyonel olduklar1 var sayilacaktir. Yani, biitiin
parametreler ayni olmak iizere daha yiiksek bir QoS i¢in daha yiiksek bir ticret talep

edilecektir. Bu kabuliin matematiksel gosterimi denklem (1.1)’de verilmistir.

J®T.B,0) < f(%T7.B,0) Y Qi < Q, (L1)

I Bit (Hacim) basina fiyatlandirma: Toplam iicret basariyla gonderilen veri
miktarinin bir fonksiyonu olarak hesaplanir. Bant genisligi fiyat politikasinin
bir parcast olmamasindan dolayi, BP’nin, IO’nun veya miigterinin talep ettigi
kadar bant genisligini saglayabilecegi kabul edilir. Boyle bir fiyatlandirma
politikasi, I0’yu ve miisterileri kullanabilecekleri en yiiksek seviyede bant
genigligi kullanmaya tesvik edecektir. Bu fiyatlandirma altinda araci igin

maliyet f(x,Q) seklinde gosterilebilir.

II Hacim ve kullanim zamanina gore fiyatlandirma: Toplam {icret basariyla
gonderilen veri miktar1 ve baglanti siiresine baghdir. Boyle bir fiyatlandirma
politikas1 kullanicilar1 daha az siire bagh kalarak daha az veri gondermeye
iter. Bu fiyatlandirma altinda araci i¢in maliyet fonksiyonu kabaca f(x,r, Q)

seklinde olacaktir.

IIT Kademeli Fiyatlandirma: Bu fiyatlandirma politikas1 altinda belli bir bant

genigligine B; kadar birim bant genigligi maliyeti ¢; olacaktir. Bu miktarin
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agilmasi durumda ise birim maliyet c; ise ¢; > ¢; seklindedir. BOoyle bir
icretlendirme altinda kullanicilarin gerektiginde fazla kaynak kullanmasi
tesvik edilmemis olunur. Sekil 1.7°de iki farkli BP’nin uyguladigi kademeli
fiyatlandirma altinda araci icin olusan toplam kapasite satil alma maliyetinin
grafigi verilmigtir. Dikkat edilmesi gereken bir nokta ise B omurgasinin
B, noktasina kadar uyguladigi birim iicretlendirme A omurgasinin S
noktasina kadar uyguladigi birim iicretlendirmeden daha disiiktiir; fakat 3,
noktasindan sonraki birim fiyatlandirma ise A’nin f; noktasindan sonraki

fiyatlandirmasindan daha pahalidir.

A

Toplam Maliyet

-

Kullanilan Bant
Genisligi

Sekil 1.7: Kademeli fiyatlandirma politikasi [24].

IV Sabit fiyatlandirma: Bu politika IO firma sabit bir bant genisligi belli bir
sireligine sabitlenmis bir fiyattan satin alacak. Ardindan bu kapasiteyi
faydasin1i maksimize edecek sekilde kullanacaktir.  Sekil 1.8’de toplam
satin alma maliyeti ile bant genigligi arasindaki iligki gosterilmigstir. Buna
gore alinan bant genisli§inin altinda kullanimlarda bile yine aymi {iicret
O0denmektedir. Dolayisiyla IO’nun BP’den kapasite satin alirken tam satmay1
planladigi kadar almasi en ideal satin alma politikasim olugturacaktir. Sekil
1.8’e gore eger 10 [0, B;] arasinda herhangi bir bant genisligi kullanirsa cg,
kadar fiyat 6deyecektir, B; sinir1 gegildikten sonra f3,’den asagi kalindigi siirece

ne kadar bant genisligi kullanilirsa kullanilsin fiyat cg, dir.

Literatiir dahilinde pek ¢cok fiyatlandirma modeli incelenmistir. Bu kisimda bu ¢alig-

malardan bazilar1 kisaca 6zetlenmeye ¢alisilacaktir. Gupta ve dig. [31], firmalarin
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Toplam
Maliyet 4

Y

Bant
Genigligi

Sekil 1.8: Sabit fiyatlandirma politikasi [23].

talep ettikleri QoS goz Oniine alindiginda, fiyatlandirma mekanizmasinin degisik
trafik gereksinimlerinde farklilasma saglayan bir arac olarak kullanilabilecegini
savunmaktadirlar. Yazarlar, coklu-hizmet iceren trafigi destekleyecek uygulanabilir
fiyatlandirma mekanizmalarinin nitelikleri iizerinde dururlar. Arastirmacilar, (1)
uygulamay1 kolay ve ucuz kilmak agisindan fiyatlandirmanin paket diizeyinde
olmamas1 gerektigini, (2) fazla tikaniklik olmadigi dénemlerde fiyatlarin ag
kullanimin1 tesvik ederek tikaniklik kontrolii sagladigini ve (3) farkli QoS
diizeylerinde degisik uygulamalari idare edebilmek i¢in ¢oklu 6ncelikler gerektigini
savunurlar. Reichl ve dig. [32] “kiimiiliis fiyatlandirma” modeli adim verdikleri
yeni bir model 6nermiglerdir. Bu model sabit-fiyat planina dayalidir (buna goére bir
donemde ki genellikle bir aylik bir donem s6z konusudur, bir kez sabit bir iicret
belirlenir). Kiimiiliis fiyatlandirma modelinde beklenen kullanici gereksinimlerine

gore hizmet tiirleri belirlenerek her hizmet icin sabit bir fiyat saptanir.

Einhorn [33] ve Gupta ve dig. [34], internet hizmetleri fiyatlandirma planlari
arasinda Oncelige gore fiyatlandirmayi da onermektedirler. Einhorn [33] kullanici
gereksinimlerinin karmagiklig1 yiiziinden, tam olarak hangi hizmet seceneklerinin
(fiyatlandirma modelleri) bir grupta toplanacagini onceden belirlemenin ag
tedarik¢ileri agisindan hayli giic oldugunu one siirmektedir.  Her tedarikci
hizmet meniisiinii olustururken hizmet farklilagtirmasinin giderek artmasindan
kaynaklanan kazanglar1 ve maliyetleri dengelemek durumundadir. Bu makalede,
¢ok kullanici bulunan saatler gibi belli siireler dahilinde trafigi kontrol etme
gereginin de iizerinde durulmaktadir. Kullanicilar belirlenmis siireler dahilinde

bant genigliklerini muhafaza edebilmeli, kisa uygulamalar icin anlik ayarlamalar da
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miimkiin olmalidir. Saglanan hizmetler ve fiyatlandirma plani1 da bant genisligine,
kullanim siiresine, gecikme ve kayip olasili1 toleransina gore degisebilmelidir.
Gupta ve dig. [34] kullanic1 hizmet taleplerinin modellenmesinde 6ncelige dayali
fiyatlandirma yaklagimini rassal degiskenlerin kullanildigi taklit bir siire¢, ag
diigiimlerini ise Oncelik kuyruklart olarak tanimlamaktadirlar. Bu yaklagim
dogrultusunda, bir kullanici talebi muhtelif alternatifier (farkli hizmet siniflari)
ile karsilanabilecegi gibi, her alternatifin farkli bir fiyat1 ve performans beklentisi

(bekleme siiresi veya gecikme) olacaktir.

Altmann ve Chu [35] ile MacKie-Mason ve Varian [36] kullanim-bazhi
fiyatlandirma konusunda incelemeler yapmiglardir. Yazarlar, kullanicilarin ve
tedarikg¢ilerin temel hizmetler igin sabit iicret, daha iist diizeyli hizmetler i¢in
ise kullanici-bazli iicret uygulanan fiyatlandirma planlarini tercih ettiklerini 6ne
stirmektedirler.  Bu fiyatlandirma modelinde, kullanicilar bir yandan temel
hizmetlere siirsiz erisim olanagi bulurken, bir yandan da ihtiya¢ duyduklarinda
kalite diizeyi daha yiiksek hizmetlerden faydalanmayi secebilirler. Kullanim-bazli
fiyatlandirma yapildiginda, daha fazla 6demeyi goze alanlar oncelik kazanacak-
larindan tikanan kaynaklar 6ncelik sirastyla sunulabilir. MacKie-Mason ve Varian
[37] fiyat ile kapasitenin dengede tutulmasi suretiyle kaynaklarin baglant1 ticretleri
ve kullamim fiyatlar1 karsiliginda saglandigi rekabetci piyasada net sosyal faydanin
en iist diizeye ¢ikacagini gostermektedirler. Yazarlarin savina gore, bir kullanicinin
ag kaynaklarimi kullanmasinin diger kullanicilar agisindan kullanim degerini
azaltmas1 nedeniyle, sirketlerin kaynaklarini verimli bir sekilde kullanabilmeleri

icin fiyatlandirma kullanimin hem dogrudan hem de dig maliyetini yansitmaldir.

Courcoubetis ve dig. [38] kullanim iicretine temel olarak etkin bant genigligini
alan farkli fiyatlandirma modellerini incelemislerdir. ~ Courcoubetis ve dig.
[39] modellenmesi giic hiicre aktarim siireclerinin moment yaratma iglevleri
nedeniyle etkin bant genisliginin hesaplanmasinda sorun ¢ikabilecegini savunarak,
etkin bant genisligine gore iicretlendirmenin basit hesaplara dayanarak da
tahmin edilebilecegini ortaya koymaktadirlar. Courcoubetis ve dig. [38] farkli
hizmetler i¢in alinan iicretlerin oraninin etkin bant genisligi oranina denk olmasi
durumunda hizmet iicretlerinin birbirinin yerine gegebilecegini savunmaktadirlar.

Yazarlar, gecikme ve arabellek tagsmasi gibi QoS sikintilarin1 da fiyatlandirma
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modellerine dahil etmektedirler. ~Ag§ operatorlerinin QoS’lerinde farklilagma
gosteren servislerden sadece kiigiik bir kismin1 ve gercek-zamanli trafigin ancak bir
ya da iki hizmet niteligi diizeyini sunacaklarini ileri siiren yazarlar, toplam iicreti
baglant1 siiresi ve aktarilan toplam paket sayisi ile hesaplamaktadirlar. Degisken
oranli trafik s6z konusu oldugunda, vergi-dilimi fiyatlandirma modelinin daha
uygun bir plan oldugunu belirtmektedirler, zira daha yogun bir kaynak bu yaklagim
dahilinde daha ¢ok iicret 6deyecek ve ag trafigini diizenlemek icin bir secenek

dogacaktir.

Kelly [40] de bir seferde aktarilan hiicre sayisi ve siireye bagli bir fiyatlandirma
yapisi olusturmustur. Yazar, etkin bant genisliginin kullanicinin beklenen aktarim
hizina bagl oldugunu ortaya koymaktadir. Bu fiyatlandirma modeli kullaniciy1
beklenen ortalama aktarim hizini kullanmaya yoneltir. Courcoubetis ve dig. [41]
ATM’lerde Uygun Bit Hiz1 Hizmetleri i¢in bir fiyatlandirma plani tanimlamaktadir-
lar. Bu modelde, fiyatlar talebe baghdir ve kendiliginden ayarlanacaktir. Ancak en
iyi performans gosterilen hizmetlerde, fiyatlar ortalama hiicre oranina baghdir. Bu
plana gore, bir baglantinin iicretlendirmesi izledigi hat boyunca biitiin linklerdeki
bant genisligi birim iicretinin toplamina dayanarak hesaplanir. Ayrica, kullanicilar
baglant: siireleri boyunca ag tedarik¢isinin duyurmus oldugu bant genigligi birim
fiyatim goz Oniine alarak bant genisligi taleplerini ayarlamakta serbesttirler.
Yazarlar, optimal sosyal refah sartlarinda, tikaniklik yaganan baglantilarin fiyatlarin

belirlenmesinde etkili oldugunu savunmaktadirlar.

You ve dig. [42] ISP’larin bant genisligini abonelere satarken satis limiti
koymazlarsa, gerektiginden fazla kullanicinin ayni anda ¢evrim ici olmasinda dolay1
baglanti problemleri olusabilecegini iddia etmiglerdir. Bu dogrultuda, ISP karini
en biiyliklemek icin aboneleri siniflara aywrarak iicretlendirmeye gitmistir. Her
bir smif icin farkli QoS standartlar1 getirilerek bant genisligi atama problemi,
gelistirilen sezgisel algoritma ile ¢coziilmiistiir. Yang ve Ng [43] mobil (kablosuz)
telekomiinikasyon sirketlerinin fiyat iskontolar1 uygulamasi halindeki toplam
kar en biiyliklemesi problemini servis saglayicist bakis agisiyla incelenmisgtir.
Arastirmacilar; bireysel satis, karisik paket ve saf paket satis adimi verdikleri
ic farklhh fiyatlandirma stratejisi altinda modellenen karma tamsayili dogrusal

olmayan matematik modeli efektif bir algoritma ile ¢ozmiislerdir. Makalenin
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sonucu olarak karigik paket politikasinin diger fiyatlandirma yaklagimlarina
gore operatdre daha cok kazan¢ sagladigi bulunmustur.  Boylelikle servis
saglayicilar, market kosullarima gore fiyatlarini ayarlayarak kar optimizasyonuna
gidebileceklerdir.  Klundert ve dig. [44] mobil telefon hatt1 saglayicilarinin
olusan maliyetlerini kismak amaciyla uluslar arasi baglantilar1 gegeklestirirken
kullandig1 ag operatdr (tastyict) secimi problemi yapilan tagimalarin hacmine
gore degisen iskonto fiyatlandirma politikast altinda analiz edilmistir. Coziim
yontemi olarak dal-sinir algoritmasi icine gomiilmiis minimum-maliyet akis
rutinini kullanmiglaridir.  Gelistirilen karar destek sistemi sayesinde operasyonel
problemler optimal olarak ¢oziilmiis ve duyarlilik analizleri yapilmistir. Lundborg
ve dig. [45] telekomiinikasyon piyasasindaki fiyat ayrik¢ilii regiilasyonlarinin
kabul edilebilirliginin ektilerini incelemislerdir.  Yazarlar, fiyat ayrimciliginin
NGA (Next Generation Access) aglar1 yatinmlarinda efektif tesvikler yaratacagim
beklemektedirler. Ote yanda, bu uygulamalarm rekabeti olumsuz yonde etkileyerek

refah iizerinde negatif etkilerinin olmasi korkulan bir risktir.

1.1.2 Telekomiinikasyon hizmet kalitesi (QoS) parametreleri

QoS kavrami agir1 anlam yiiklenmig popiiler bir tanimlamadir. Bu terime ag
ve uygulama gelistirme alaninda calisanlar tarafindan degisik perspektiflerden
bakilmaktadir [46]. Ag kapsaminda bu tanim irdelendiginde, farkli sinmiflardaki
iletisim trafige farkli nitelikte hizmet verebilme yetenegi anlamina gelmektedir.
Burada birincil amag daha yiiksek deger tasiyan veya performansa duyarl isteklere
oncelik tanmyarak agm genel faydasini artirmaktir [46]. Oncelik tanimlamaktaki

amag, kayip olasiligini ve sikisik ara yiizlerdeki kuyruklari azaltmaktir.

Uygulama gelistiricilerin ve uygulama kullanicilarinin QoS’e bakis acilari daha
siibjektiftir.  Bu topluluk tarafindan QoS uygulamanin performansini artiracak
bir sey olarak goriilmektedir. Fakat QoS bireysel uygulamalarin performansin

artirabilir veya artiramayabilirde [23].

QoS performans parametreleri ciktiyl, gecikmeyi ve servis ulasilabilirligini
icermektedir. Daha bircok faktor agdaki miisteriye saglanan performans
parametrelerini etkilemektedir. Bu calismada BP tarafindan saglanan QoS’nin

gecikme, segirme ve kayip olasiligina bagl oldugu var sayilacaktir. Bu belirtilen
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parametreler herbir fiyatlandirma modelinde probleme degisik sekilde entegre
edilerek c¢oziim algoritmalar gelistirilecektir. IO tarafindan BP’den kiralanan
ag kapasitesine, miisterilerin talepleri QoS gereksinimleri de gz Oniine alinarak

atanacaktir. Asagida temel QoS parametreleri ve bunlarin tanimlari verilmistir.

Cikt1 miktar1 ve geclik son kullanici yani miisteri olarak nitelenen piyasa
aktorii bakis acisindan en 6nemli performans Olgiileridir [23]. Kullanilabilirlik
ve hizmet siirekliligi kabul edilebilir bir kalitede kesintisiz bir servis icin
gerekli gereksinimleri tanimlar. Ag kullanilabilirligi bir giivenilirlik konusu
oldugu icin bu tez calismasinda agin her zaman kullanima agik olacagi servis
sirasinda her hangi bir kopma olmayacagi kabul edilecektir. Ayrica, servis ve
kontrat siireleri boyunca QoS parametrelerinin sabit kalacagida kabul edilmistir.
QoS bilesenleri modellenirken omurga tedarik¢isinin bakis acisindan bakilarak

formiilasyon gerceklestirilecektir.

e Cikti: Bant genisligi ag icerisinde mevcut veri hizini tanimlar. Uygulama ve veri
akig1 i¢in ugtan-uca ag baglantilarindaki mevcut kullanilabilir kapasite oranini
belirtmektedir. Cikt1, verilerin ag {izerinden hangi oranda gonderilebileceklerini
bit cinsinden ifade eden bir dl¢iidiir. Cikt1 uygulamanin agdan aldigi efektif bant
genisliginin payidir [23]. Bant genisligi ve ¢ikti degismeli olarak birbirlerinin
yerine kullanilabilmektedir. Aslinda, bant genisligi alta yatan donanimin ¢ikti
verme kabiliyeti olarak tanimlanir ve ¢ikt1 iizerinde bir iist sinir olusturur [47].
Cikt1 gozlenen kaliteyi ve etkin aktarim hizini dolayisi ile gecligi etkilemektedir.
Gercek zamanli olmayan trafik en diisiik ¢iktiy1 garanti eder ve en iyi eforla
kullanilabilir biitiin kapasiteden her zaman yararlamir. Ote yandan, gercek

zamanl trafik garanti edilmis sabit veri oran1 ve gecikme gerektirmektedir.

e Geclik: Bir uygulamanin tecriibe ettigi uctan-uca gecikmedir. Kullanici
memnuniyeti tizerinde direkt etkisi vardir. Geglik paket kayip olasiligi, gecikme

ve segirmenin bir fonksiyonu olarak tanimlanabilir.

e Paket Kaybi: Ag icerisinde diismiis veya diizeltilemeyecek derecede zarar almis
veriye verilen isimdir. Paket kaybi1 verilerin ¢arpismasinin ve tampon (buffer)
tagmasinin tipik sonucudur. Diger bir degisle agdaki tikanikligin veri tizerindeki

etkisidir. Paket kayb1 IP veri paketlerinin kaynaktan hedefe dogru ag iizerindeki
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rotalarinda bir yerde kaybettikleri veri yiizdesi olarak tanimlanir [23]. Bir¢ok
veri uygulamasi kayip paketlere karsi asir1 derecede hassastir. Elektronik kaynak
transferi veya gonderilen finansal bir belgede veri eksik olmasi veya verinin zarar
gbrmiig olmasi biiyiik problemlere yol agabilir. Veri ag1 igerisinde zarar gormiis
veya kaybolmus bilginin tespit edilmesi, diizeltilmesi ve tekrar génderilmesi
cok onemlidir [1]. Uygulamadan uygulamaya kabul edilebilecek maksimum
paket kayip oranlari degismektedir. Ornegin, ag iizerinden gerceklestirilecek
telefon goriigmeleri i¢in bu oran %5’1 gegmemelidir. Aksi halde ses kalitesinde
hissedilir olgiide azalma olacaktir [22, 48]. Eger kayip orami kullanict igin
hizmet seviyesi anlagsmasinda (SLA) belirtilen oran1 gecerse, SLA ihlalinden s6z
edilebilir ve bu durumlarda hizmet saglayiciya ¢esitli yaptirimlarin uygulanmasi

miimkiindiir [49].

Gecikme: Bir veri biriminin ag icerisinde bir bilgisayardan digerine (kaynaktan
hedefe) kat etmesi i¢in gereken siire olarak tanimlanir. Bu deger ya saniye ya da
saniyenin alt katlar1 cinsinden 6l¢iiliir [47]. Video aktarimlar1 gecikme ve veri
kaybina fazla hassas degildir. Fakat, bu uygulamalarin daha ¢ok bant genigligi
talep etmeleri biiyiik bir konudur. Cizelge 1.3’de belli bir kalite i¢in gecikme

limit degerleri belirtilmistir.

Cizelge 1.3: Gecikmenin hizmet kalitesi tizerine etkisi [50].

Tek-yon gecikme Hissedilen kalite tizerindeki etki

<100-150 ms Gecikme fark edilemez
150-200 ms Kabul edilebilir kalite
hafif gecikme

200-300 ms iizeri Kabul edilemez kalite,
normal bir sekilde konugsma miimkiin degildir

Gecikme bant genisliligi ile yakindan iliskilidir. Bant genigligi belli bir baglanti
(link) tizerindeki maksimum aktarim birimini limitleyerek gecikmeyi etkiler.
Internet iizerinden telefon konusmalar icin en biiyiik zorluklar gecikme ve
segirme kaynaklidir. Kigisel goriisler degisse de sesli goriisme esnasinda tolere
edilebilecek maksimum gecikme miktar1 150 ms civarindadir. Veri aglarinda ise
gecikme o kadar kritik degildir [23]. Orneklemek gerekirse, bir web sayfasini
yiiklerken beklenilecek ayni siire bir telefon goriismesinin ortasinda kars1 tarafin

sesini duymak i¢in beklenecek siireden daha az rahatsiz edicidir.

19



e Segirme (Jitter): Gecikmede meydana gelen varyasyon olarak tanimlanir. Ag
trafigi yogunlugundaki varyasyon tikanikliklarda ve kuyruk gecikmelerinde
varyasyona sebep olarak segirmenin olugmasina neden olur. Ses trafigi
segirmeye fazla tolere edemez. Segirme isitsel verinin hizlanmasina veya
yavaslamasina neden olarak konugsmanin kalitesini olumsuz y&nde etkiler.
Segirme kullaniciya bir kelimenin ortasinda beklenmedik duraksamalar seklinde
yansiyabilir.  Gergcek zamanli insan-insana uygulamalarda segirme sabit
bir gecikmeden daha biiyiik kalite kayiplarina neden olabilir. Trafik
onceliklendirilerek segirme biraz engellenebilmektedir. Segirme ve kayip
olasilig1r kavramlari birbirleriyle iligkilidir [SO]. Segirmedeki ani degismeler
kayiplara neden olabilir. Cizelge 1.4’de belli bir kalite icin segirme limit

degerleri belirtilmistir [50].

Cizelge 1.4: Segirmenin hizmet kalitesi tizerine etkisi [50].

Segirme Hissedilen kalite iizerindeki etki
<40 ms Segirme fark edilemez
40-75 ms iyi kalite
fakat seyrek gecikmeler
75 ms iizeri Kabul edilemez kalite,

konusma sirasinda ¢ok fazla kopma

Cok cesitli uygulamalarin QoS gereksinimleri genis bir araliga yayilmistir.
Orneklemek gerekirse, ses transfer uygulamalari 1020 kb/s bant genisligi
gerektirirken, yiiksek kaliteli video uygulamalar1 500-1000 kb/s gerektirmektedir.
Diger taraftan, ses ve video konferans trafigi 200ms {istiindeki gecikmeye tolere
edemezken, dosya transfer protokolii (FTP) gibi internet uygulamalar1 saniyelik

gecikmelere tolere edebilmektedir [51].

Ozet olarak, bu tez ¢alismasinda QoS’ e etki eden faktorler, kayip olasilig,
gecikme ve segirme olarak diisiiniilecektir. Bir sonraki paragraftan baslayan
literatiir taramasinda goriilecegi gibi bu degerler cesitli sekillerde modellenmektedir
(kategori, gercek say1, bulanik, rassal vb.). Tlk incelenecek olan sabit fiyatlandirma
modelinde; [22,25] numarali calismalara benzer sekilde, BP’ler ve son kullanicilar
talep ettikleri ve sagladiklar1 QoS parametrelerine gore siniflandirilacak buna gore
atama ve kapasite satin alma islemleri gerceklestirilecektir. Kademeli fiyatlandirma

modelinde ise gecikme ve segirme parametreleri gercek sayi olarak iki farkli kisit
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seklinde modellenecektir. Son olarak hacim bazli fiyatlandirma modelinde ise
QoS parametreleri [26] ¢alismaya benzer sekilde rassal say1 kabul edilerek modele
sans kisitlar1 [52] (stokastik kisit) olarak entegre edilecektir. Her bir fiyatlandirma
modelinde QoS parametrelerinin degisik sekilde ifade edilmesi ve bunun teorik
ve yonetimsel katkilarinin incelenecek olmasi doktora tezinin 6nemli bir 6zgiin
degeri ve katkisidir. Ayrica, her bir BP’da birbirinden bagimsiz olarak yiiksek
kaliteli kapasiteye daha yiiksek fiyat isteyecegi var sayilmaktadir. Gegek hayattan
ornek olmasi agisindan, Sekil 1.9 de ise Tiirkiye’de hizmet veren Borusan Telekom

omurgast i¢in anlik QoS odlciimleri gosterilmistir.

Pop ismi Paket Kaybi (%) Jitter{ms] Gecikme(ms)
1 1 23
8] 2 3
(1] 1 a
o 1 a8
(1] 3 48
8] 2 25
(1] 1 18
(e} 1 7
(8] o 20
¥] 3 88
(1] 1 3
6] 1 7
0 1 27
0 L 11

Sekil 1.9: Borusan Telekom anlik omurga performans raporu.

QoS konusunda mevcut literatiir iki grup altinda toplanabilir. Bu gruplardan ilki ag
altyapilarinin tasarim ve uygulamalari ile hizmet niteli§i mevzular1 da dahil olmak
iizere isletim politikalarim icine alir. Bu aragtirma cizgisinde temel olarak bant
genigligi tahsisi, arabellek yonetim araglar1 ve cizelgeleme araciligiyla s6z verilen
kalite diizeyinin saglanmasi amaclanmaktadir. Elektrik miihendisligi ve bilgisayar
bilimi alanlarinda bu konularda yogun calismalar yapilmakta ve bu calismalarda
muhtelif QoS parametrelerini [49,53,54] iceren uygulamalar destekleyecek hizmet
modelleri ve gerekli altyapr (arabellek yonetim araglart ve paket zamanlama
algoritmalar1 da dahil olmak iizere) tantmlanmaktadir. Literatiirde yer alan ikinci
grup ise isin tedarikgi tarafina iligkin fiyatlandirma ve hizmet niteligi konularini

icine alir [55-59].

Makale [22]’de, QoS parametreleri gecikme ve sefirmenin fonksiyonu olarak

kategoriler halinde ifade edilmistir. Diger bir QoS parametresi olan paket kaybi
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reel say1 cinsinden verilmigtir. Calismada son kullanicilarin tamamlamak zorunda
oldugu isleri atamasi i¢cin kaynak secerken QoS kisitlarinin da goze alinmasi

gerektigini vurgulamiglardir.

Kasap ve Sivrikaya [24] da modellerinde QoS degerlerini kategoriler halinde
modellemeyi se¢misler ve yine son kullanicinin karsilastigi is atama ve BP se¢cme
problemini kademeli fiyatlandirma altinda analiz etmislerdir. QoS parametrelerinde
istekli olarak yapilacak diisiislerin etkisinin incelendigi [25] ¢alismasinda, operasy-
onlar gecikme ve segirme gereksinimlerine gore siniflandirilmis; ardindan hangi
durumlarda QoS bozulmalarinin olusan maliyeti olumlu yonde etkileyebilecegi

tasarlanan sezgisel algoritma ile bulunmaya caligilmistir.

Bant genisligi saglayicilart tarafindan (BP veya IO) firmalarin operasyonlarini
yiiriitmesi esnasinda, QoS diigiirmeleri (degradation) uygulayabilirler. Literatiirde
bircok QoS diisiirme politikas1 kaynak kullanimina ve hizmet saglayicilarin karina
etkisi agisindan analiz edilmigtir [51, 60-62]. Bu tezde de biitiin fiyatlandirma
stratejilerinde, IO’ nun miisterilerin talep ettiginden daha az bant genisligi saglama
imkani bulundugu varsayilmis ve bdyle durumlarda firsat maliyeti ya da penalti
maliyetlerinin olusacagi kabulii yapilmisti. Bu amacla QoS diisiirmesi ile ilgili
literatiirde bulunan birka¢ calismanin 6zetlenmesinde fayda vardir.  Var olan
miisterilerin QoS’lerini belli ve makul bir seviyeye diisiirerek yeni gelen miisteri

taleplerine yer agmak amaciyla cesitli yaklagimlar ve algoritmalar hazirlanmisgtir.

Chou ve dig. [63] keyfi olarak yapilacak QoS diigiirmelerinin kullanicilar
tarafindan kabul edilmeyecegini savunmaktadir. Calismalarinda diisiirme orani
ve yiikseltme/diisiirme siklig1 olmak {iizere iki yeni QoS metrigi tamimlamislar ve
bu metrikleri sistem performansi ile miisteri tarafindan hissedilen QoS arasindaki

iligkiyi ortaya koymak icin kullanmiglardir.

Das ve dig. [62] cok-hizi multi medya trafigi i¢in QoS diisiirme modeli
cercevesi sunmuslardir. Bu dogrultuda, toplam taginan trafik ve bant genisligi
azaltmasi adinda iki adet QoS parametresi tanimlamiglardir.  Yazarlara gore
bu parametrelerden birindeki deger ancak digerinin azaltilmasiyla miimkiin
olmaktadir. Son olarak bu ¢alismada sistem tarafindan kazanilan net kar miktari

da bant genigligi azaltmasi ve arama kabul politikalar altinda hesaplanmistir.
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Turan ve Kasap [26]'nin ¢alismasinda gecikme ve segirmenin normal dagilima
uydugu kabulii altinda ag tedarikgisi se¢imi ve is atamasi problemi olasilik kisitlari
alinda maliyetin beklenen degerini en kiiciiklemesi seklinde modellenmistir.
Yazarlar, olugan karma dogrusal olmayan sans kisith matematik modelin ilk
once determistik es degerini bulup ardindan tasarladiklar1 sezgisel algoritma ile
cozmiislerdir. Diger stokastik QoS uygulamalari [64, 65] numarali makalelerde

tartigilmugtir.

Telekomiinikasyon aglarinda bulanik QoS konusunda hizmet saglayicilarinin belirli
bir hizmet kalitesini yakalamak i¢in belirsiz ag ortamimnda nasil bir rotalama
yapmasi gerektigi ile ilgili olan ¢alismalardan bazilar1 asagida 6zetlenmistir. Bu
calismalarda muhtelif hizmet niteligi parametreleri bulanik olarak modellenmekte-

dir.

Chen ve Dong [66], telekomiinikasyon aglarinda QoS kisitlarmin deterministik
reel sayilarla ifade edilmesinin gercegi tam yansitmayacagini ve yetersiz sonuglar
verecegini belirtmistir. ~ Yazarlara gore ag kullanicisi ve tedarikgileri QoS
gereksinimlerini insan yargisinin 6zii geregi tam olarak belirtememektedirler.
Bundan dolay: bulanik kiime teorisinden faydalanilarak, ag sebekesindeki biitiin
linkler arasinda bulanik bir gecikmenin oldugu kabul edilmigtir. Bu calismada
ayrica bir link lizerinden veri tagimanin maliyeti de keza bulanik sayilarla
modellenmistir. QoS parametresi olan gecikme bu calismada yamuk bulanik say1
ile tanimlanmigtir. Olusan matematik model bulanik ama¢ fonksiyonlu bulanik
gecikme kisith bir maliyet en kiiciiklemesi problemidir. Arastirmacilar ¢6ziim yolu
olarak ise amag fonksiyonunu ve kisitlar1 bulaniksalliktan cikarip Bulanik Genetik

Algoritma adini verdikleri sezgisel yontemle ¢ozmiislerdir.

Cohen ve dig. [67], bir ag alt yapisinda verici ile alict arasinda QoS gereksinimlerini
yerine getirebilecek bir baglanti kurulmasi i¢in gereken siireyi en kiiciiklemek
amaciyla modellerini kurmuglardir. Basarili bir baglanti kurulmasi i¢in hesaba
katilmas1 gerekli QoS parametreleri bant genisligi, paket kayip orani, maksimum
gecikme ve segirme olarak diistiniilmiistiir. ~ Yine bu calismada da alici ile
verici arasindaki baglantilarda bazi parametrelerin tam ve giivenilir olarak
bilinmesinin miimkiin olmamasindan dolayr bulanik parametreler kullanilmas,

ozellikle modelleme yapilirken bir QoS kisit1 olan kayip orani iiggensel bulanik say1
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olarak alinmistir. Sonug¢ kisminda ise onerilen algoritma, en iyi ¢oziim ve bilinen

bir sezgisel yontem performans agisindan birbirleriyle kiyaslanmustir.

Calisma [68]’de ise belirsiz parametrelerin oldugu bir ag yapisinda bant genisligi
ve gecikme kisitlar1 altinda hizmet niteligi rotalama problemi incelenmistir. Bu
calismanin sonucunda sadece bant genigligi taleplerinde dogru olmayan bilgilerin
coziimii fazla etkilemedi8ine; fakat diger taraftan, gecikme degerleri ile ilgili
yanlig bilgilerin rotalama probleminin karmasikligini son derece artirdigi sonucuna
varilmistir.  Arastirma [69]’daki amag¢ analitik olarak a§ tizerinde olurlu bir
rota bulurken baglanti kurulmasi i¢in gereken toplam siireyi en kiiciiklemektir.
Bu calismada yine rota se¢imi yapilirken var olan bilginin dogru olmadig
varsayllmistir. Bu c¢alismada onerilen ¢oziim ise her bir link icin dogru oldugu
bilinen olasilik dagilim fonksiyonlarindan yola ¢ikarak olasi tiim rotalar icin bilesik

olasilik dagilimlarint bularak en iyi tercih sirasini olusturmak.

Rai ve dig. [70], yukarida belirtilen calismalardan farkli olarak tek amac
fonksiyonlu degil de ¢ok amag¢ fonksiyonu kullanarak modelleme yapmiglardir.
Bu caligmada goze alman QoS parametreleri sirasiyla bant genigligi, gecikme,
segirme, paket kayip orani ve blokaj olasiligidir. Olusturulan matematik modelde,
telekomiinikasyon aginda vericiler ve alicilar arasinda olurlu olarak kurulmasi
miimkiin olan baglantilar arasinda bant genisligi hari¢ diger biitiin parametreleri
en kiiciiklenmeye ve bant genisligini en biiyiiklemeye yonelik bir ¢ok amagh
model yapisi olusturulmustur. Coziim yontemi igin ise genetik algoritma yaklagimi
kullanilmis, ve bu algoritmaya girdi olarak kullanilan QoS degerlerinin baglangic

degerleri bulanik sigmoid fonksiyon kullanilarak atanmustir.

Bulanik QoS niteliklerinin géze alindig1 ikinci grup calismalar ise genel
olarak son kullanicilarin ag tedarikgisi secerken belirsiz veya tam olmayan
veriler altinda nasil siralama ve segcim yapmasi gerektigine yonelik oldugu
sOylenebilir. Robak ve Pieczynski [71], calismalarinda e-ticaret islemlerinde
hizmet saglayicisi ile hizmeti talep edicisi arasindaki hizmet niteligi kisitlari
bulanik metotlar ile modellenmigtir. Calismada iki parti arasinda imzalanan
SLA g6z oniine alman hizmet niteligi degiskenleri modellemede iiggensel veya
yari trapozideal sayilar olarak secilmistir. Yazarlar performans, hazir bulunma

(avalibility), ulasilabilirlik (accesibilty), standart performans, diiriistlitk (integrity),
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Olceklendirilebilirlik, giivenilebilirlik, gizlilik, islemsel davranig gibi hizmet niteligi
parametrelerinin servis saglayicisi secerken dikkat edilmesi gereken noktalar
oldugunu belirtmiglerdir. Bu parametrelerin ancak sozel ifadelerle belirlenmesinden
dolayi, en iyi modelleme yonteminin bulanik iiyelik fonksiyonlarinin tanimlanmasi
oldugunu vurgulamiglardir. Ornegin, hazir bulunma ve ulasilabilirlik degerleri
iicgensel bulanik sayilarla “yiiksek™, “orta” ve “diisiik” seklindeki ifadeleri sayisal
degerlere doniistiirmiislerdir. Uzman sistemler yardimiyla servis saglayicisi se¢imi

yapilmuistir.

Wang [72], ¢cok amach karar verme metotlarint kullanarak pazarda bulunan ag
servislerini birbirleriyle kiyaslamigtir. Bu kiyaslama yapilirken bir takim hizmet
QoS kriterleri ve bu kriterlerin alt kriterleri belirlenmis ardindan her bir kriterin ne
kadar agirliginin oldugu hesaplanmistir. Yine bu calismada da hizmet niteligini
belirtmek i¢in kullanilan dilsel ifadeler, “Onemli”, *“cok ©nemli” gibi bulanik
say1 teorisi kullanilarak sayisal verilere doniistiiriiliip hizmet saglayici alternatifieri

stralanmustir.

Son olarak, [73]’de ag servis secim problemini incelemislerdir. QoS kisitlarinin
her zaman ¢ok acik bir sekilde belirtilmemesinden dolay1 bulanik degerler kullanil-

masinin 6nerildigi calismada ¢cok amagli programlama teknikleri kullanilmistir.

Turan ve dig. [74] ¢alismasinda BP’lerin sundugu gecikme ve segirme degerleri
ile birlikte operasyonlar1 kesintisiz tamamlanmasi i¢in gerekli minimum QoS
gereksinimleri bulanik iiggensel say1 olarak ifade edilmistir. iki farkli doniistiirme
teknigi kullanilarak bulanik kisitlar normal kisitlara cevrilerek son kullanicin
karsilagtigt BP secimi ve operasyon atamasi problemi sezgisel yontemlerle

cOziilmiigtiir.

Ozetlemek gerekirse, literatiirde QoS parametrelerinin bulanik oldugu caligmalar
ikiye ayrilabilir: (a) so6z verilen QoS diizeyini saglamak ve en diisiik maliyeti
elde etmek icin agdaki linklerdeki bulanikligin telekomiinikasyon ag tedarikgisi
tarafindan incelendigi ¢alismalar; (b) ag servisi alicilarinin, tedarikgiler arasinda
secim yaparken eksik veya sozel sekilde belirtilen hizmet niteligi kisitlar1 altinda

bulanik teknikleri kullanarak nasil secim yaptiklarini inceleyen arastirmalardir.
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1.2 Telekomiinikasyon Aglarindaki Stokastik Programlama Uygulamalari

Stokastik programlama (SP) metotlar1 90’I1 yillarinin  sonunda baslayarak
telekomiinikasyon aglar1 optimizasyon problemlerine siklikla uygulanmaktadir.
Aragtirmalarin ¢cogu, veri trafiginin veya altyapinin giivenilirliginin 6nceden tahmin
edilememesinden dolayi olusan problemlerin ¢oziilerek ag yapisinin tasarlanmasi

ile alakalidir.

Liu [5] trafik akiglarinin stokastik etkisinin ag modellerine entegre edilmesi
gerektiginin dnemini belirtmektedir. Yazar stokastik trafigi karakterize etmek icin
SP metodolojisi kullanmistir. Ardindan, simdi-ve-burada ve senaryo izleme adli
iki SP yaklasimi kullanarak prototip bir ¢coklu-emtia agini analiz etmigtir. Makale
[75]de ise yazarlar SP metodolojisini ag tasarim prosediirleri ile biitiinlestirmistir.
Bir dnceki calismaya ¢cok benzer olarak, prototip ag i¢in simdi-ve-burada ve senaryo
izleme adli SP metotlar1 tanimlanmigtir. Aragtirmacilara gore, eger veri trafiginin
olasilik dagilimlar1 analitik olarak tahmin edilebilirse simdi-ve-burada yaklagimi

daha cazip olmaktadir; diger durumda ise senaryo izleme teknigi daha uygundur.

Andrade ve dig. [76], ag kapasite tasarim problemini telekomiinikasyon servisleri
icin taleplerin rassal ve ag baglantilarinin limitli oldugu durumda analiz etmislerdir.
Agdaki baglantilarin limitli olmasindan dolayi, bazi taleplerin karsilanmamasi
durumunda penalti maliyetleri olusmaktadir. Yazarlara gore olusan taleplerin
ret edilmesi durumunun Oniine ge¢mek icin var olan aga daha c¢ok kapasite
eklemek gerekmektedir. Bu calismada modelleme yaklasimi olarak iki-evreli karma
tamsayili SP modeli onerilmigtir. Kurulan model ise Benders ayrigtirmasi ve
stokastik alt diigiim (subgradient) yontemleri ile ¢oziilmiistiir. Taleplerin Poisson
dagilimina uydugu ve taleplerin bant genisligi isteklerinin normal veya log-normal

olasilik dagilimlarina uydugu durumlar i¢in ¢éziimler sunulmustur.

Mitra ve dig. [77, 78] stokastik trafik miihendisligi cercevesinde, aglarda bant
genigligi ayirma ve giizergah se¢imi problemlerini analiz etmiglerdir. Aragtirmacilar
iki-agamali bir piyasa yapisi disiinmiiglerdir. Bu iki piyasada ki taleplerin
birim kazanglarinda belirsizlikler mevcuttur. Kurulan piyasa modelindeki amag,
taleplerin belirsiz oldugu fakat olasilik dagilimlart ile ifade edilebildigi bir ortamda

taleplerin karsilamasindan dolay1 elde edilen kazanci en biiyiiklemektir. Bu
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optimizasyon modelinin hangi sartlar altinda konveks programlama 6rnegi olacagi
gOsterilmigtir.  Sonrasinda, Gaussian dagilimin 6zel bir durumu altinda en iyi
coziimiin ozellikleri analiz edilmistir. Son olarak, talep varyasyonunun baglanti
kullanimi, yonlendirme, kapasite saglama ve toplam gelir gibi cesitli trafik

miihendisligi parametrelerine etkileri incelenmistir.

[777deki ¢alismadan farkli olarak Mitra ve dig [79] numarali makalede, bant
genisligi taleplerinin karsilanmamasindan dolay1 olusan ceza maliyeti ve kayip
orani kisidi altinda bant genisligi atama (tahsis) problemi optimal bant genisligi
kapasitesini bulmak amaciyla analiz edilmistir. Bu calismada; iletisim ag1 talebi
tagimasindan dolay: kazang elde eden, bant genisligi tahsisi i¢in 6deme yapan bir
servis saglayici olarak diistiniilmiistiir. Niimerik ¢alisma olarak, kazan¢ ve maliyet,
kayip orani kisidi ve risk almama arasindaki iligkilerin ag performansina etkileri

irdelenmistir.

D’Halluin ve dig. [80] ne gore internet kullanimindaki artig ile dogru orantili olarak
telekomiinikasyon kapasitesine de talepler artmigtir; fakat, bu taleplerin ¢ok gegici
olmasi ag planlamasim giiclestirmektedir. Bu calismada, modern finansal opsiyon
fiyatlandirma modelleri, ag yatirim kararlarinin zamanlamasmi ozellikle yeni
kapasite ingasi problemini stokastik servis talebi altinda ¢cozmek i¢in kullanilmistir.
Riss ve dig. [27]’de olasiliksal talep altinda telekomiinikasyon aglari tasariminda
ortaya ¢ikan kapasite artirma problemi analiz edilmistir. Problem stokastik tam
say1li programlama modeli olarak formiile edilmis, ardindan ¢6ziim yolu olarak iyi
bilinen kesen-diizlem prosediirii tabanli L-gekli algoritmasi deterministik esdeger
problemi ¢6zmek igin kullanilmistir. Rassal telekomiinikasyon ag1 servis talepleri
altinda kapasite atama problemi uygulamasi, stokastik tamsayili programlama

yontemleri ile [30] incelenmistir.

Riss ve dig. [28] tarafindan telekom aglarinda kapasite artirma problemi gelecekte
olugabilecek belirsiz talep ve ag elemanlarindaki olas1 aksakliklar1 da g6z Oniine
alarak calisilmigtir. Problem cok amagh stokastik programlama metodolojisi ile
incelenmistir. Amag¢ fonksiyonlarinda biri kapasite artirirmindan dolayr ortaya
cikacak maliyetleri en kiiciiklemek iken diger amag fonksiyonunun gorevi, olasi ag
bilesenlerinin bozulma ihtimalini minimize etmektir. Yine gelecekteki taleplerin

tam olarak bilinememesinden dolay1 olusabilecek son kullanici bant genigligi
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isteklerini karsilamamak amaciyla tek telekomiinikasyon baglantisina ekstra
kapasite eklenmesi problemi [81] numarali makalede tartisilmistir. Bu problem
yazarlar tarafindan cok periyotlu olarak modellenmig, ¢oziimiinde ise toplam
olusan maliyeti en kiiciikleyen iki-evreli basit diizeltmeli stokastik programlama
metotlarina bagvurulmusgtur. Arastirmacilar, iki-evreli formiilasyon i¢in var olan
algoritmanin ¢oziim siiresini gelistirdikleri onisleme kurallar1 sayesinde biiyiik
Olciide azatliklarini raporlamislardir.  Telekom aglarinda belirsiz talep altinda

kapasite artirma problemi ile ilgili ilk ¢caligmalardan biri [82] goriilebilir.

Yukaridaki ¢aligmalardan farkli olarak Audestad ve dig. [2], karar vericilerin
kargilagtigi belirsizligi diger bagimsiz aktorlerin eylemlerinden kaynaklandigi
durumu oyun teorisinden fikirler kullanarak modelleseler de, problem stokastik
programlama cercevesinde ¢oziilmiistiir. Modelin uygulamasi telekom aglarinda
kendi altyapisi olmamasina ragmen faaliyet gosteren servis saglayicilar acisindan
yapilmigtir. Riis ve dig. [29], mobil telekomiinikasyon aglarinda ortaya ¢ikan
tasarim problemini incelemislerdir. Arastirmacilar modellerinde kac tane yeni
mobil anahtarlama merkezi (MCS) olacagi, bu yeni kurulan ve var olan merkezlere
kacar tane baz istasyon denetleyici (BSC) atanacagi ve MCS’leri baglayan linklerin
kapasitelerinin nasil artirilacagi sorularina belirsiz kullanici talebi altida maliyetleri
en kiiciikleyecek sekilde cevap aramislardir.  CoOziim yontemi ise iki-evreli
karma tamsay1 diizeltmeli stokastik programlama yontemidir. YoOntemde dual
ayristirma algoritmasi kullanilmis senaryo alt problemleri dal-kesim algoritmasi ile

cOziilmiigtiir.

Andrade ve dig. [83] calismalarinin amaclarin1i su sekilde tanimlamaktadir:
belirsizlik altinda yiiksek hizli telekomiinikasyon aglari tasariminda kullanilan
dal-sinir stratejileri ile dal ve kesim ile saf dal-sinir algoritmalarin1 karsilagtirmak.
Yazarlar tarafindan kurulan model iki-evreli stokastik programlama modeli olup ilk
evre karar degigkenleri yani yatirim kararlarina ait degiskenler kesiklidir. Coziim
yordami olarak tamsayili L-sekilli (Benders) ayristirmasi, dal-smir algoritmasi
ve ayrici kesme diizlemi metotlar1 kullanilmigtir.  Alminana ve dig. [84],
iki-evreli karma O-1 dinamik ¢oklu emtia modeli ve bu modelin belirsizlik altinda
telekomiinikasyon aglarinda tekrar rotalama (enrouting) protokoliiniin bulunmasi

icin ¢dziim algoritmasi gelistirmisleridir. Modelin ana amaci: beklenen kay1p bilgi,
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FIFO stratejisinden sapmadan dolay1 olusan ceza ve veri paketi tarafindan ziyaret

edilen diigiim sayisindan olusan bir amag fonksiyonunu en kiigciiklemektir.

Olinick ve Rosenberger [85] mobil radyo (CDMA-code division multiple access)
aglar icin, stokastik kar optimizasyon modeli gelistirmislerdir. ~Bu modelin
giliniimiizde havayolu tasimacilig1 endiistrisinde kullanilan ihale fiyatlandirma
modellerinden ilham alinarak gelistirildigi soylenmektedir. Model icin kullanilan
¢6ziim yolu ise super-gradient algoritmasidir. Yazarlar talebin olasilik dagilim
fonksiyonunun ve varyasinin ¢dziim iizerindeki etkisini incelemislerdir. Gelecek
donem igin ise yapilabilecek c¢alismalar arasinda iletisim kulelerinin yerlerinin
eniyilemesi bulunmaktadir. Terblanche ve dig. [86] telekomiinikasyon aglarinda
en verimli tasarimi bulmak icin sadece rotalama degil, hangi donanimlarin
yiiklenmesi, ne tip aktarim baglantilarinin kullanilmasi gerektiginin incelenmesini
savunmaktadirlar. Bu dogrultuda veri trafik gereksinimleri tam olarak bilinmedigi
icin stokastik programlama ve giirbiiz programlama tekniklerini kullanilarak ¢6ziim

aranmigtir.

Riis ve dig. [87] Danimarka’nin en biiyiik ag isleticisi (TDC)nin, internet protokol
agim boyutlandirmak ve tasarlamakla alakali vaka calismasi yliiriitmiislerdir.
Problem iki-evreli stokastik programlama modeli kurularak, gelecekte olusabilecek
sonuglarm sonlu sayida senaryosu ile formiile edilmistir. Model L-Sekli algoritmasi
ile ¢Oziilmiig, aktarim linklerinin ag planlamasi amaciyla nasil boyutlandirilmasi
gerektigi saplanmisti.  Dye ve dig. [88] stokastik tam sayili programlama
cercevesinde bir telekomiinikasyon servis saglayicisinin hesaplama-tabanli servisler
sunarken karsilastig1 kar en biiyiiklemesi problemini incelemislerdir. Bu problemin
deterministik esdegeri i¢in tam polimon zamanli algoritma bulunmasina ragmen

tartigilan problem NP-zor kategorisine girmektedir.

Yiiriitiilen literatiir taramasiin sonucunda goriilmiigtiir ki, telekom problemlerinin
belirsizlik altinda o6zellikle belirsiz talep altinda modellenmesi yaygin bir
uygulamadir. Fakat, bu modellerin biiyiik bir ¢cogunlugu rotalama, baz istasyon
merkezi yer secimi veya linklerin kapasite artirnmi gibi alt yapr problemlerinin
¢oziimiine yoneliktir. Daha yliksek yani yonetimsel bakis acisiyla piyasa diizeyinde
stokastik programlama uygulamalar1 kisithdir. Bu baglamda bu tezin bu boslugu

dolduracagi diisiiniilmektedir.
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2. FARKLI FiYAT POLITIKALARI ALTINDA PROBLEMIN ANALIZI

Bu tez boyunca incelenecek telekomiinikasyon piyasasinin, omurga kapasite
saglayicilar1 (BP), araci operatdrler (IO) ve son kullanici ya da diger adiyla
miisterilerden olustugu varsayilacaktir. BP’ler ve IO’lar son kullanicilara satin
alabilecekleri ya da kiralayabilecekleri servisler yani kapasiteler sunmaktadir.
Son kullanicilar ise BP’lerden veya IO’lardan birini veya birkacim segerek
operasyonlarii bu kaynaklart kullanarak tamamlayabilir. Servis saglayicilar(ISP)
ise (BP ve IO’larin tamami) servislerini nasil ve sekilde fiyatlandiracaklarina karar

verirler.

BP’ler servis saglamak icin gerekli altyapiya sahiptirler. 1O’lar ise sodzii gecen
altyapiya sahip olmayi1p servis saglayabilmek i¢in gerekli ag kapasitesini BP’lerden
kiralamalar1 gerekmektedir. Sonug olarak, IO’nun karar vericisi ne kadar kapasite
kiralayacagina karar verirken BP’de bu ag kapasitesinin nasil iicretlendirecegine

yani hangi fiyat politikasini sececegine karar vermektedir.

Giris boliimiinde de tartisildigi gibi, son kullanicinin ve BP’nin bakig acisiyla
kapasite satin alma, operasyon atama ve fiyatlandirma problemlerini gerek
deterministik gerek stokastik modellerle incelenmis ¢alismalarda literatiirde yer alsa
da IO bakis agistyla yonetimsel diizeyde yapilan ¢alismalara pek rastlanmamaktadir.
Bu boslugu doldurmak ve 6zgiin bir ¢aligsma ortaya koymak amaciyla modellemeler
ve ¢Oziim algoritmalar1 IO’ya yardimci olabilecek sekilde gelistirilmistir. 10’nun
amaci kisaca o6zetlemek gerekirse; hangi BP’den ne kadar kapasite satin alacagina
karar vermek, son kullanicilar1 nasil ticretlendirecegine ve bu kullanicilar satin
aldig1 hangi kaynaklara atayacagina karar vererek karini en iist diizeye ¢cikarmaktir.

Biitiin bu kararlarin ne yazik ki belirsiz ag ortaminda alinmasi gerekmektedir.

IO’lar i¢in belirsizligin ana kaynagini bilinmeyen veya tahmin etmesi giic olan
son kullanict bant genisligi talepleri olusturmaktadir. Ozetle, IO gelecekteki

son kullanici taleplerini kesin olarak bilmeden BP’lerden kapasite satin almak
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zorundadir. Gelecekteki taleplerin rassal olmasindan dolayi, kaginilmaz olarak 10
ya atil kapasite ile ya da karsilanamayan son kullanici talepleri ile karsilasacaktir.
Kargilanamayan taleplerin olusmasi durumunda, kar kayiplarinin olugmasinin
yaninda itibar kaybir ya da firsat maliyeti olarak adlandirilan ve Ol¢mesi kismen
daha zor olan maliyetler de olugsmaktadir. Bu maliyet son kullanicinin kapasite
talebinin bu donemde karsilanmamasindan dolayr miisterinin gelecekte bagka
tedarik¢i IO’lara ve BP’lere kaymasindan dolayidir. Son olarak, bu boliimde
tartigilacak tim modellerin amaci: belirsizlik altinda IO’nun hangi BP’den ne
kadar kapasite satin almasi1 gerektigine talepler belli olmadan karar vermesini ve
talepler belli olmasindan sonra bunlarin satin alinan kapasitelere atil kapasiteyi ve
karsilanamayan talebi en kiiciikleyecek sekilde atanmasini saglamaktir. Biitiin bu
islemler yapilirken tabi ki BP’lerin fiyat politikalari, sagladiklar1 QoS seviyeleri ve

son kullanicilart QoS istekleri goze alinmalidir.

Taleplerdeki belirsizligin iistesinden gelmenin bir yolu rassal de8iskenlerin yerine
bu degiskenlerin beklenen degerlerinin optimizasyon modelinde kullanilmasi ile
ortaya ¢ikan deterministik modelin stokastik model yerine ¢oziilmesidir. Boyle
bir ¢oziim yol ya optimal olmayan ¢oziimlere daha da kotiisii olurlu olmayan
¢Oziimlere yol agabilir [89]. Yapilan literatiir arastirmalarinin ve bu tezde ¢aligilan
problemin yapisi goz oniine alindiginda, belirsizlikle miicadele etmenin en iyi yolu
olarak stokastik programla metodolojisi secilmistir. Bu tez boyunca analiz edilecek
biitiin fiyatlandirma modelleri altinda olusan problemler, stokastik programlama
modellerinin bir alt kiimesi olan diizeltmeli iki-evreli stokastik programlama

modelleridir.

Bircok karar problemi matematiksel programlama yontemleriyle modellenebilmek-
tedir. Bu modellerin amaci karar degiskenlerinden olusan amag¢ fonksiyonunu
en biiyiiklemek veya en kiiciiklemektir. Amag¢ fonksiyonunun en iyilenmesi
yapilirken karar degiskenlerinin alabilecegi degerler ve bu degiskenlerden olusan
kisitlar probleminin yapisina gére limitlendirilmis durumdadirlar. Ornegin elde
bulunabilecek hammadde miktari veya en yiiksek isgiicii miktar1 kararimizi alirken
bizi kisitlayacak degerlerdir. Karar degiskenleri modelin yapisina bagli olarak ¢cok
cesitli degerler alabilir. Negatif olmama, tam say1 olma gibi kisitlar matematiksel

programlamada karar degiskenleri icin siklikla kullanilan kisitlardandir. Amaclar
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ve kisitlar karar degiskenlerinin ve problem verilerinin birer fonksiyonudur. Ornek
olmas1 agisindan, problem verisi olarak birim iiretim maliyeti, tiretim kapasiteleri,

satis miktarlar1 ve kapasiteler diisiiniilebilir.

Oncelikli olarak, kararlarn degigkenlerle (xi,x,,...,) ifade edilebilecegini farz
edelim. Mesela x;, n iriin i¢inde i.iiriin i¢in iretim miktart olsun. Genel bir

matematiksel programlama modeli denklem (2.1)’de gosterilmistir.

Maksimum veya Minimum f(x1,x7,...,X,)
Kisitlar:
gi(x1,x0,..,xn) <b;Vi=1,2,....m 2.1)

X1,X2,..., X €X

XCZveyaX CR

Yukaridaki modelde X ile ifade edilen kiime tamsayilar kiimesi, reel sayilar kiimesi
veya pozitif reel kiimesi vb. problemin yapisina uygun olarak tanimlanabilir.
Kisitlar ve amag fonksiyonu, karar degiskenlerinin dogrusal veya dogrusal olmayan
bir fonksiyonu olabilir. En genel olarak yukarida belirtilen problem dogrusal
programlama, dogrusal olmayan programlama veya tam sayili programlama

alanlarindan birine ve bunlarin karigimi bir alana diisecektir [90-92].

Stokastik programlamanin yukarida deginilen matematiksel modellerden en biiyiik
farki; kisitlar ve amac fonksiyonunda kullanilan verilerin belirsiz olmasidir.
20.ytizyilin ikinci yarisindan itibaren optimizasyon uygulamalari; fiziksel ve
kimyasal sistemlerde, iiretim planlama ve ¢izelgelemede, lojistik problemlerinde,
finans problemlerindeki kaynak dagitiminda ve mihendislik tasariminda ¢ok
genig bir uygulama alani bulmustur. Optimizasyon tekniklerinin bu modellere
uygulanmaya baglandig tarihten itibaren neredeyse her zaman belirsizlik ortamiyla

kargilagilmigtir [93].

Belirsizlik altinda karar verme ya da belirsizlik altinda optimizasyon ile ilgili
yapilan ilk ¢aligmalar, Bellman [94], Charnes ve Cooper [95], Dantzig [96] ve
Tintner [97] tarafindan yapilmistir.  Giliniimiizde literatiirde belirsizlik altinda
eniyileme problemlerine yaklasimlart sirasiyla belirtilen ana bagliklarda toplamak
miimkiindiir: stokastik Programlama (diizeltme ile (recourse), giirbiiz (robust)

stokastik programlama ve olasiliksal (probabilistic) modeller), bulanik program-
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lama (esnek ve olabilirli programlama) ve stokastik dinamik programlamadir.
Onerilen doktora tezinde siralanan modelleme ¢oziim yaklasimlarindan problemin
yapisina en uygun oldugu diisiiniilen; stokastik programlama felsefesinin bir alt
kolu olan “iki evreli stokastik karma tamsayili programlama ve stokastik dogrusal
programlama ” kullanilacaktir. Asagida belli bagli stokastik programlama metotlari

Ozetlenmeye caligilmistir.

Diizeltme ile Programlama: Standart iki-evreli stokastik programla paradigmasi
cercevesinde, belirsizlik altinda eniyileme problemlerinde kullanilan karar
degiskenleri birbiriyle kesismeyen iki kiimeye ayrilabilir. Ilk-evre (first-stage)
degiskenleri belirsiz parametre ve verilerin gercek realizasyonundan once karar
verilmesi gereken degiskenlerdir. Rassal olaylarin gerceklenmesinden sonra dizayn
ve operasyonel politikalar (veya eylemler) bu ciktilara gore belirli bir maliyet goze

almarak gelistirilebilir.

Kararlarin iyilestirilmesine yonelik yapilmast miimkiin olan degisiklikler ise
ikinci-evre (second-stage) veya diizeltme degiskenleri olarak adlandirilir. Ge-
leneksel olarak, ikinci-evre degiskenleri diizeltici onlemler veya belirsizligin belli
bir realizasyonun sonucu meydana gelebilecek olursuz c¢oziimlere karsi yardim
kaynagidir [89]. Belirsizlikten dolayi ikinci-evre maliyeti bir rassal degiskendir.
Bu baglamda amag ilk-evre Oyle bir sekilde secmektir ki; ilk-evre maliyeti
ve ikinci-evre maliyetinin beklenen degerinin toplami en kiigiiklensin (tabi ki
kar en biiyiiklemesi problemlerinde ama¢ en biiyiikk kar1 elde edecek sekilde
diizenlenebilir). Diizeltme konsepti dogrusal, tamsayili ve dogrusal olmayan

stokastik programlama tekniklerine uygulanmaktadir.

Stokastik Dogrusal Programlama: Standart formdaki iki-evreli stokastik dogrusal

programlama modelli [89,98] asagida denklemler (2.2-2.3) ile gosterilmistir.

Minimum Ax+Epea [0 (x, )]

Kisitlar: xeX (2.2)
ve
0(x,0)= Minimum f (®)'y
Kisitlar:  D(@)y > h(0)+T (0)x (2.3)
yeyY
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Burada X C R" ve Y C R polihedral kiimelerdir. ¢ € R"!, o olasilik uzaymdan
(QFP QCREfF:Q—R2h:Q —R2D:Q — R"”"T:Q —
R™>™ jle tanimlanan bir rassal degiskendir. Denklem seti (2.2)’deki karar
degiskeni ilk-evre degiskenidir ve belirsiz parametrelerin gerceklenmesi dncesinde
degerlerinin belirlenmesi gerekmektedir. Denklem seti (2.3)’deki degiskenler ise

ikinci-evre karar degiskenlerine kargilik gelmektedir.

Belirtilen problem denk olan biiyiik 6l¢ekli dogrusal programlama problemlerine
belirsiz parametrelerin kesikli dagildigi varsayimi altinda c¢evrilebilir. ~ Bu
problemler standart dogrusal programlama teknolojisi ve bilgisayar programlar
ile ¢oziilebilmektedir. Diizeltme fonksiyonunun Q (-)konvekslik 6zelligi ayrigma
tabanli ¢6zlim stratejileri gelistirmede etkin bir bicimde kullamilmigtir [99, 100].
Belirsiz parametrelerin siirekli olarak dagildigi durumlarda ise bu ozellikler
ornekleme tabanli ayrisma ve yakinsama planlarinin [101-104] ve keza gradyen

tabanli ¢oziim algoritmalariin [105, 106] gelistirilmesinde kullanilmistir.

Iki-evreli model formiilasyonu kolaylikla belirsizligi bir filitre siireci olarak
modelleyerek cok evreli modellere genisletmek miimkiindiir. Kesikli dagilimlar
altinda, parametre realizasyonlar1 senaryo agacina indirgenebilir. Zaman
evresini ve senaryo uzayinit bolen ayristirma algoritmalar1 ¢ok evreli stokastik
dogrusal programla modelleri i¢in gelistirilmistir [107, 108]. Stokastik dogrusal
programlama iizerine daha kapsamli incelemeler, ders kitab1 niteligindeki [89, 98,

109]’da bulunabilir.

Stokastik Tamsayili Programlama: Stokastik tamsayili programlamanin adres ettigi
problemler (2.2)ve (2.3) belirtilen genel model yapilarindan X ve/veya Y’nin tam
say1 sinirlamast igerdigi problem tipleridir. Bu alanda yapilan ilk ¢aligsmalarin
biiyiik cogunlugu, iki-evreli stokastik tam sayili programlar icin sezgisel yontem
geligtirme ve bu yontemlerin analizidir [110, 111]. Kesin algoritmik yaklagimlar
daha giincel niteliktedir ve stokastik dogrusal programlamada kullanilan ayrisma
tekniklerinin uzantilarimi da icermektedir [112, 113]. Lagrangian gevsetme [114,
115], cebirsel hesaplama [116], konvekslestirme ve dal-ve-sinir algoritmasiyla
birlestirilmis ayristirma [117] metotlar1 da diger literatiirdeki bu konu hakkindaki

kesin algoritmalardir.
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Ikinci evrenin basit diizeltme (simple recourse) adiyla bilinen 6zel bir yapiya sahip
oldugu durumlarda, [118] ve [119]’de oldugu gibi ikinci evre amag fonksiyonundan
konveks hull olusturmaya yonelik ¢6ziim Onerileri sunulmustur. Daha genel
diizeltme yapilar icin ise [112]’de ilk evre degiskenlerinin sadece O veya 1 oldugu
stokastik tamsayili problem durumlari i¢in ayrigma tabanli yaklasim Onerilmisgtir.
Bu caligmadaki 0-1 kisitlamast konveks olmayan ikinci evre deger fonksiyonuna
yakinsayan optimallik kesimlerinin (optimality cuts) insa edilmesine sadece O-1
birinci evre ¢oziimlerinde izin vermektedir. Yazarlar global optimal ¢6ztimii bulmak
amaciyla birinci evre degiskenlerinin ¢6ziim uzayina dal-sinir-algoritmasinin
kullanilmasini, ayn1 zamanda ikinci evre deger fonksiyonuna yakinsamak iginse
optimallik kesimlerinin kullanilmasim Onermislerdir. ~ Algoritmanin sonlu bir
iterasyon sayisina sahip olacag ilk evre degiskenlerinin ¢oziimiiniin sonlu sayida
olmasindan dolayidir. Bu algoritma basar1 bir sekilde iki evreli fabrika yeri se¢imi
ve rotalama problemlerine uygulanmistir [120-123]. Ne yazik ki bu algoritma
herhangi bir ilk evre degiskeni siirekli oldugu zaman kullanilamamaktadir. Bu
algoritmanin daha genellestirilmig hali yani karigsik-tamsayili birinci ve ikinci evre
degiskenlerinin de kapsayan c¢oziim yontemi [113]’de Onerilmisti. Bu metot
ilk evre degiskenlerinin uzayinda ikinci evre deger fonksiyonuna yakinsamak
icin dogrusal olmayan tamsayili dual fonksiyonlarinin kullanimina gereksinim
duymaktadir. Sonug olarak olusan ana (master) problem dogrusal olmayan (biiyiik
bir olasilikla stireksiz) kesimleri igerir, ve giiniimiizde bu problemin ¢6ziimii i¢in

herhangi bir pratik metot bilinmemektedir.

Daha giincel calismalarda ise stokastik tam sayili programlama problemlerinin
¢Oziimil icin artan oranda konvekslestirme metotlar1 kullanilmaktadir. [124] ve
[125]’de onerilen algoritmalar bilinen kaldir ve iz disiir (lift-and-project) [126]
fikrini dogrusallagtirma-formiilizasyon teknigi [127] ile birlestirerek Benders
benzeri ayristirma algoritmalar1 kapsami icerisinde kullanmaktadir. Bu algoritmalar
heniiz formiilizasyon agsamasindadir ve uygulamasina rastlanmamaistir. [117], [128]
ve [129]’de stokastik tamsayil1 programlarin yapisal 6zelliklerini kullanarak sonlu

bir dal-ve-sinir algoritmasi bazi tip problemlere ¢oziim olarak 6nerilmisgtir.

Dogrusal olmayan stokastik programlama: Dogrusal olmayan Stokastik programla

bagta miihendislik tasarim problemleri olmak iizere planlama ve cizelgeleme
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problemlerinin ¢oziimiinde siklikla bagvurulan bir metodolojidir. ~ Ornegin,

iki-evreli dogrusal olmayan stokastik programlamanin genel bir modeli:

Minimum £ (x) + Egpeq [0 (x, 0)]

Kisitlar: g(x) <o, 2.4)
ve
Q(x,0)=  Minimum F (®,x,y)
Kisitlar: G(w,x,y) <0, (2.5)
yeY

Burada X C R™, Y C R™, @ olasilik uzayinda (Q,F, o) Q C RF ile rassal bir

degisken ve f, g, F, G uygun boyuttaki gercel fonksiyonlardir.

Stokastik dogrusal programla icin gelistirilen algoritmalarin cogu dogrusal olmayan
durumlara uygulanabilirler. Bununla beraber, dogrusal olmama konveks olmama ve
yerel optimalliklere yol agabilirler. [130]’de bu konu hakkinda detayli bir inceleme

sunulmustur.

Sans kisith programlama: Stokastik programlamaya diizeltme tabanli (recourse
based) yaklasimlar karar vericinin diizeltme eylemine bir maliyet atayarak
ikinci-evre probleminin olurlugunu garanti altina alirlar. Bu yaklagiminda, ikinci
evredeki olursuzluklara belli bir penaltt maliyeti ile izin verilmektedir. Dolayisiyla
bu ¢oziim metodu diizeltme maliyetinin beklenen degerinin en kiigiiklemesine
odaklanmaktadir. Ote yandan, olasilik veya sans kisitli yaklagimda ise odaklanilan
kisim sistemin giivenilebilirligidir.  Yani, belirsiz ortamda sistemin olurlulugu
saglama yetenegidir. Bu giivenilirlik, kisitlar1 saglamak icin gerekli olan en diisiik

olasilik ile ifade edilir. Klasik bir dogrusal programlama modelini diisiinelim:

Maksimum x

Kisitlar: Ax > b, (2.6)

x>0

¢ ve x, n boyutlu vektorler, b ise m boyutlu bir vektordiir. A ise m X n boyutunda
bir matristir. Farz edelim ki, A matrisinde ve sa§ taraf degerleri b lizerinde bir

belirsizlik olsun, ve sistem kisitlart belli bir olasilikla p € (0,1) saglamak zorunda
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kalsin. Ardindan, klasik (deterministik) dogrusal programlamaya karsilik gelen

olasiliksal dogrusal programlama asagidaki gibidir:

Maksimum x

Kisitlar: P{Ax > b} > p, (2.7)

x>0

m = 1 oldugu yani sadece bir kisitin oldugu P{a’x > b} > p durumu diisiinelim. Ek
olarak a vektoriiniin deterministik ve sag taraf degerinin b , F birikmeli olasilik
dagilimina sahip bir rassal degisken oldugunu farz edelim. B oyle segilsin ki
F (B) = p yi saglasimn. Biitiin bunlarmn ardindan, P{a'x > b} > p, F (d'x) > p kisiti
veya a'x > 3 seklinde yazilabilir. Bu basit durumda, olasiliksal program standart

dogrusal programa denktir.

A Matrisinin deterministik b sag taraf degerinin log-konveks ¢ok degiskenli olasilik
yogunluk fonksiyonuna haiz oldugu durumlarda denklem (2.7)’nin olurlu kiimesi
konvekstir [109]. Bununla beraber, denklem (2.7)’nin olurlu ¢6ziim kiimesi genelde

konveks degildir.

2.1 Sabit Fiyat Politikasimin Incelenmesi

Sabit fiyatlandirma ve diger incelenen tiim modellerde karar verici merci
telekomiinikasyon IO firmalaridir. Bu firmalar miisterilerin talepleri gerceklesme-
den 6nce, omurga telekom firmalarindan belirli bir siire ve bant genisliginde cesitli
QoS seviyelerinde kapasite satin alirlar. Miisteri talepleri gerceklestikten sonra
ise bu taleplerden hangilerini karsilayip hangilerini karsilamayacaklarina karar
vermeleri gerekmektedir; ¢iinkii satin alinan kapasite biitiin talepleri kargilamaya
yetmeyebilir. Daha sonrasinda karsilanacak taleplerin ise hangi satin alinan kapasite
tizerinden gerceklestirecegine karar vermesi gerekmektedir. Sekil 2.1°de problemin

topolojisi gorsel olarak agiklanmuistir.

Probleme stokastik programlama modeli cer¢evesinden bakildiginda ise, 10 hangi
omurga telekomiinikasyon firmasinin 6nerdigi kapasiteyi satin alacagina (BP’lerin
fiyatlandirma ve QoS niteliklerini goze alarak) karar vermesi ilk-evre karar
degiskenlerini olusturmaktadir. Miisteri talepleri gerceklestikten sonra ise hangi

taleplerin kargilanacagina ve bunlarin hangi kaynaklardan karsilanacagina karar
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Omurga Tedarikcileri Kiimesi : Taleplerin Olasihik Uzayr

Talep Uzayvindon Senaryelanin Olusturulmas:

Ik Evre .- RS e

Senaryo 1, 5 Senaryo 2, 5,

Sekil 2.1: Problem topolojisi.

vermek yine fiyatlandirma politikasin1 gdze alarak ise ikinci-evre karar degisken-
lerini olusturmaktadir. Goriildiigii gibi, omurga firma se¢imi simdi yani talep
bilinmeden Once yapilmak zorundadir. Bu tip karar politikalarina simdi-ve-burada
(here-and-now) denmektedir. Bunun zitti olarak diisiinebilecegimiz yani omurga
seciminin talep belli olduktan sonra yapilmasi ise bekle-ve-gor (wait-and-see)

politikasidir.

2.1.1 Sabit fiyatlandirma icin notasyonlar ve matematik model

Tedarik¢i BP firmalarinin saglanabilecek yada satin alinabilecek ag kapasitesinin
ic degisken ile tanimlamak miimkiindiir. Bunlar sirasiyla i. BP’nin satabilecegi
maksimum bant genisligi f3;, bu bant genisliginin kullanilabilecegi kontrat siiresi
L; ve saglamay1 garanti ettikleri QoS diizeyi O;.  Sekil 2.1 iizerinde bu
detaylar goriilebilir. Satin alinabilecek bu kapasitenin araciya maliyeti ise bu {i¢
parametrenin bir fonsiyonudur ¢; = f; (B;, L;,0;). Sabit fiyatlandirma politikasinin

detaylar1 boliim 1.1.1°de bulunabilir.
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Ag kullanicilarinin talepleri d; ise yine li¢ parametre ile modellenecektir. Bunlar
talebin bant genisligi f3;, ne kadar siireyle bu bant genisliginin talep edildigi bilgisi
L; ve miisterinin talep ettifi QoS seviyesidir g;. 10’nun fiyatlandirma plam ise
yine daha Once tartisilan hacim fiyatlandirma olacaktir. Bunun anlami satilan
bant genisli§i bagna talep edilen iicretin sabit kaldigidir. Fakat, ayn1 miktarda
bant genisliginde yiiksek QoS seviyesine sahip olandan daha fazla iicret talep
edilecektir. Talebin karsilanmasindan elde edilecek kazang v‘} talep parametrelerine
bagh bir fonksiyon olarak v = g7 (B;,L;,q;) ifade edilecektir. Eger bu talep
karsilanamazsa olusacak kazang kaybi-itibar kaybr veya firsat maliyeti ise v, =

g; (Bj,Lj,q;) olacakur.

Bilinmeyen talep miktarlar bir (Q, F, ) olasilik uzayinda dl¢iilebilir D : Q — R”
bir rassal degisken olsun. Rassallig1 hesaba katabilmek icin senaryo tabanli bir
yaklagim segilmistir. Taleplerin olasilik dagilimlarinin sonlu sayida realizasyonun
Q={1,2,...,5} oldugu ve bu realizasyonlara karsilik gelen olasiliklarin sirasiyla
P = {p1,p2,-..,ps} olsun, dyle ki ps > 0 ve Y cqps =1 . Olasilik degeri p;
senaryo i¢in karar verici agisindan olabilirligini yansitmaktadir. Her bir senaryo s €
€ talep vektoriiniin belli bir gerceklenmesine karsilik gelir. Burada d s, s senaryosu
altinda j talebidir, ve ii¢ rastsal degisken tarafindan tanimlanmaktadir. Sirasiyla

bant genisligi, kontrat siiresi ve hizmet kalitesi gereksinimidir.

D(S) =Ds = (dIS7dZSa e 7dms) (2.8)

djs: (ﬁjS7LjS;qu) VjGJSVSGQ (2.9)

Bu tez calismasinda rassal talebin gerceklesmesinden once 10O, BP tedarikcilerinden
kapasite satin alacaktir, yani burada-ve-simdi politikast uygulanacaktir. Tabi ki
miigteri talepleri gergeklestikten sonra alinan kapasitenin fazla ya da yetersiz oldugu
ortaya ¢ikacaktir. Bu durumda her bir senaryo igin s € Q diizeltici veya yardim edici

(recourse) kararlar alinir.

Modellemede kullanilacak karar degiskenleri kesismeyen yani ayrik iki kiimeye

ayrilabilir.

e x € Z" biitiin senaryolardan bagimsiz ilk-evre karar degiskenleri vektoriidiir.
Diger bir degisle, s € Q senaryolara duyarsizdir.  Pozitif tam sayilar

olarak tanimlansa da, bir omurga tedarik¢isinden ya kapasite alinacak ya

40



da alinmayacaktir (sadece sabit fiyatlandirma modeli i¢in) dolayisi ile bu
degiskenler ikilidir x; = {0,1}. Burada, x;, x vektoriiniin bir bilesenini

gostermektedir.

e y € R'! senaryo bagimh ikinci-evre karar degiskenleri vektoriidiir. ~ Bu
degiskenler senaryo gerceklestikten sonra nihayetinde alinmak zorunda kalinan
diizeltme kararlarini ifade etmektedir. Bu tezde iki tip diizeltici karar degiskeni
kullanilacaktir. Bunlardan ilki senaryo s gerceklestikten sonra talebin j €
Js ne kadarmin kargilanip karsilanmayacagina karar vermek igin kullanilacak
degigken y ;. Diger ikinci-evre karar de8iskeni ise karsilanmasina karar verilen
talebin hangi kapasiteden ya da kapasitelerden karsilanacagina y;;; yOnelik
degiskendir. Goriildiigii gibi bu iki degisken bir biriyle iligkilidir; y;;s < yjs
yani ancak karsilanmasina karar verilen bir talep belli bir kapasite iizerinden

tamamlanabilir.

Yukarida yapilan tamimlama ve degiskenler 1s181nda, telekomiinikasyon 1O’su igin
olusan maliyetler sirasiyla ilk evrede belirlenecek omurgalardan kapasite satin alma
maliyeti ve senaryolara bagl olusacak talep karsilamamaktan kaynaklanan firsat
maliyetidir. Araciin kazanci ise karsilanan taleplerden elde edilen kazanctir.
Sonug olarak en biiyiiklenmeye ¢alisilan amag fonksiyonu senaryolara bagl olarak
beklenen degeri hesaplanmis ikinci-evre kazang ve maliyetleri art1 ilk evrede olusan

kapasite satin alma maliyetidir.

Asagida sabit fiyatlandirma modelinin kurulmasinda kullanilacak parametreler
ve karar degiskenleri listelenmistir. Modelin sunulup kisitlarin tartisiimasindan
once ise bu model ve ileride analiz edilecek diger fiyatlandirma modelleri i¢cinde
gecerli olacak 6nemli kabuller listelenmistir. Ardindan model detaylar ile birlikte

sunulmustur.

Problem Parametreleri:

I: Omurga tedarikg¢ilerinin kiimesi

Q: Olusabilecek sonlu sayida talep senaryolari kiimesi
Js: s(s € Q) senaryosu altinda taleplerin kiimesi

Ps: s senaryosunun gerceklesme olasiligi

Bimax: i.omurga tedarikgisinden alinabilecek maksimum bant genisligi miktar1
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O;: i.omurga tedarik¢isinin QoS diizeyi

qjs: j-talebinin s senaryosu altinda QoS diizeyi istegi

Bjs: s senaryosu altinda j.talebin bant genisligi miktari

C;: i.omurgadan f3; .., kadar kapasite satin almanin maliyeti

vjt: s senaryosu altinda j.talebini karsilamaktan dolay1 elde edilen kazang

V0 § senaryosu altinda j.talebini karsilamamaktan dolay1 olusan firsat maliyeti
Problem Karar Degiskenleri:

1, i.omurga tedarikcisinden kapasite satin alinirsa
X; =
l 0, Diger durumlarda

yjs: s senaryosu altinda j.son kullanici kapasite talebinin kargilanma oran

Yijs: s senaryosu altinda j. son kullanic1 kapasite talebinin i.omurgadan kargilanma
orani

Modelin kurulmas sirasinda yapilan 6nemli varsayimlar asagidaki gibidir.

o Araci firmanin riskten kacan veya risk arayan degil de risk notral bir oyuncudur.

Modelin kurulmasi sirasinda yapilan ikinci varsayim ise kar en biiytikleme problemi

sadece bir donem igin ¢oziilmiistiir, ve son kullanici taleplerini her senaryoda bir

birine ve periyodun uzunluguna esittir Lj; = L; =L Vi€, Vj € J;, Vs € Q.

o Biitiin senaryolar s € Q altindaki son kullanici sayis1 esittir |Jg| = |J|Vs € Q ve

onceden bilinmektedir. Ayrica sadece bu fiyatlandirma modelinde gecerli olacak

olan son kullanicilarin QoS gereksinimlerinin ve her son kullanicidan istenen birim

bant genigligi iicretlerinin senaryolardan bagimsiz olmasidir.

o IO son kullanicilar1 hacim bazli fiyatlandirma ile {icretlendirmektedir. Yani

v} = Pjsu;, burada u; birim bant genisligini j son kullancisina satmaktan

dolay: elde edilen gelirdir ve bir onceki kabulde belirtildigi gibi senaryolardan

bagimsizdir. Ek olarak, talep edilen kadar bant genisliginin saglanmamasindan

dolay olusan firsat maliyeti de v, "de v;; = B jsu; seklinde oldugu yani bant genisli

ile dogru orantili oldugu kabuliidiir. Burada uj, j talebi i¢in olusan birim firsat

maliyetini gostermekte ve yine senaryolardan bagimsiz oldugu kabul edilmektedir.

Bu kabuller sayesinde piyasadaki fiyatlarm onceden bilindigi diisiiniilmektedir.

fleriki modellerde bu kabuller kaldirilip sonuglar kiyaslanacaktir. Son olarak ujr >

uj, Vj € J; saglandigima dikkat edilmelidir.

o Son kullanicilar talepleri ne oranda karsilanirsa karsilansin, IO’dan kapasite satin

almay1 kabul etmektedirler.
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Stokastik Programlama (RP) i¢in Matematik Model:Modelin ama¢ fonksiyonu
(2.10) kazanglardan ve firsat maliyetlerinden olusan bilesenlerin beklenen
degerlerinin hesaplanmasi ve bundan ilk evrede olusan kapasite satin alma
maliyetinin c¢ikarilmasi ile elde edilmektedir. IO’nun karar vericisinin herhangi
bir son kullanici talebinin tamamen karsilamamasi durumunda; yani talep
edilenden daha az bant genisligi saglanmasi halinde “bant genigligi alcaltilasi
(Bandwidth degration)” olarak bilinen durum gerceklenecektir. Bu durum amag
fonksiyonuna firsat maliyeti olarak yansitilmistir. Genelde, son kullanicilar belli
bir alcaltilmanin istiindeki bant genisligi diisiislerine ¢ok hassas degildir; fakat
sunulan formiilasyonda ise talep edilen kapasitenin altindaki her durumda maliyet
olusmaktadir, ve dogrusal olarak artmaktadir. Olusan birim firsat maliyetlerinin
Olciilmesi oldukg¢a giic oldugundan birim kazang ve birim kapasite maliyetine
gore diisiik oldugu varsayilip sayisal analizler bu durumdaki senaryolar altinda
incelenecektir. Bir sonraki boliimde ise maliyetlerin bulanik olmasi durumu
incelenecek olmasi teze 6zgiin bir deger kazandiracaktir. Satin alinan kapasitenin
satilmasi sonucu olusan birim kazancglarinda dogrusal olarak artmasi IO nun son
kullanicilart hacim bazli fiyatlandirma ile ticretlendirdigi gercegini gostermektedir.
Son olarak BP’lerin uyguladig: fiyatlandirma sabit fiyatlandirmadir ve ilk evre

maliyetini olugturmaktadir ve gecekteki biitiin senaryolardan bagimsizdir.

Maksimum Z Z psv;.gyjs - inci - Z Z psV (L —yjs)

seQ jet icl seQ jeJg
beklenen kazang degeri  kapasite satin alma maliyeti beklenen firsat maliyeti

(2.10)
Denklem 2.11” sayesinde bir BP’den kapasite satin alinmig ise son kullanici talepleri
bu kapasiteye atanabilmektedir. Ayni sekilde, herhangi bir senaryo altinda satin
alinmig bir kapasiteye atanan toplam taleplerin biiyiikliigli her bir omurgadan
satin alinan bant genisliginden biiyiikk olmamasi gerektigi yine bu kisitla garanti
altina alimmaktadir. Bu kisittaki onemli bir varsayim tiim BP’lerin satin alinan
kadar kapasiteyi tam olarak saglamasidir; yani BP’ler bantgenisligi azaltmasina
gitmemekte ya da daha onemlisi hicbir BP’nin alt yap1 sorunlarindan dolayi
kapasite kayiplar1 yasamamasidir. Bu kabul ileriki fiyatlandirma modellerinde daha
gercekei hale getirilerek kapasite kayiplart modellemeye entegre edilecektir.
Z}y,- isBjs < XiBimax Vs € Q, Viel (2.11)
j€
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Kisit kiimesi 2.12, QoS kisitlarim1 gostermektedir. Bu denklemler sayesinde,
herhangi bir senaryo altinda bir son kullanici talebinin bir omurga iizerinden
saglanabilmesi i¢in talebin QoS istegi ile omurganin sagladigr QoS’in uyusmasi
gerekmektedir. Uyusmanin tanimini bir 6nceki kabulleri de hatirlatarak soyle
yapabiliriz: BP’lerin sagladig1 QoS O;; gecikme o;, segirme §; ve paket kayiplariin
o; bir fonksiyonu O; = f(0;, 0;, @;) olarak yazilabilir. Ayni sekilde herhangi bir son
kullanicinin, bir senaryo altindaki QoS gereksinimi g ,; gecikme Gj;, segirme 0jq
ve paket kayiplarinin o bir fonksiyonu gj; = f(0js, 0js, &js) olarak yazilabilir.
Bu fiyatlandirma (sabit fiyatlandirma) altinda QoS kisitlar1 i¢in f fonksiyonu
%i — 't seklinde tammlanacaktir, bunun anlami sudur gecikme, sefirme ve
kayip oranlarinin negatif olmayacagi ek olarak, BP’lerin ve son kullanicilarin ayrik
ve kesigsmeyen QoS siniflarina ayrilacagidir. Omurganin daha diisiik gecikme,
segirme ve kayip oranlart saglamasi QoS nin (O;) daha biiyiik bir tam say1yla ifade
edilmesini saglayacaktik, ayni ¢ikarim son kullanici talepleri (g ) igin de gegerlidir.
BP’lerin ve son kullanicilart ¢ok sayida QoS siniflarina ayrilmast miimkiin olsa da
genellik kaybedilmeden biitiin omurgalar ve miisteriler diisiik kaliteli (0; = gj; =
LViel, VjeJ, Vs € Q) ve yiiksek kaliteli (0; =¢qj, =2Viel, VjeJ, Vs e
Q)olmak iizere ikiye ayrilacaktir, ve yiiksek kalite isteyen son kullanicilar sadece

yiiksek kalite saglayan BP’lere atanabilmektedir.
y,-js(O,-—qjs)ZOVSGQ, Viel, VjeJ (2.12)

Kisit kiimeleri 2.13 ve 2.14 sirasiyla bir senaryo altinda atanmasina karar verilen
oran kadar son kullanici bant genisligi miktarinin atanmasini saglarken, diger kisit
bu oranin hicbir zaman biri gecmesini engellemekte yani talep edilenden daha

fazlasmin karsilanmasini ve atanmasini engellemektedir.

Zy,js—yjsz()VsGQ., V]GJS (2'13)
icl
Zy,-J-SSIVSGQ, VJEJS (2'14)
i€l

Bu fiyatlandirma politikasinda ki stokastik karma tamsayili programlama modeli
icin son iki kisit (2.15) ve (2.16) sirasiyla ikili degisken olma ve isaret
kisitlaridir. Denklem 2.15 bir BP’den kapasite alinmasi veya alinmamasi durumunu
gostermektedir, dikkat edilmelidir ki BP ile kontrat yapilmasi durumunda satin

alian bant genisligi tam olarak f; ;4 kadar olmak zorundadir.
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xe{0,1}Viel (2.15)

Yijss yJ-SEOVSEQ, Viel, VJEJS (2.16)

2.1.2 Ayristirma algoritmasi tasarim

Optimizasyon problemlerinin dolayisi ile IO icin sabit fiyatlandirma modelinin
kurulmasinda ve ¢oziilmesindeki 6nemli endiselerden biri gerekli olan hafiza ve
hesaplama gereksiniminin karar degigkenleri ve kisitlarin artmasiyla ¢ok hizli
bir sekilde biiytimesidir. Degiskenlerin ve kisitlarin sayisinin artmasiyla biitiin
kararlarin aym anda verildigi tek parca optimizasyon problemin ¢o6ziilmesine
dayali klasik yaklasim kisa siirede takip edilemez ve ¢oziilemez hal almaktadir.
Bu giicliigii hafifietmek ve gidermek icin Benders ayristirmasi gibi ¢cok asamali
optimizasyon algoritmalar1 gelistirilmistir [131]. Geleneksel yaklagimlardan farkl
olarak, bu tiir algoritmalar karar verme siirecini bircok asamaya bolerler. Benders
ayristirmasinda ilk-asama ana problemi karar degiskenlerinin belirli bir alt kiimesi
icin ¢oziiliir, ve geriye kalan degiskenlerin degerleri ise ilk-evre karar degiskenleri
verilerek coziilen ikinci-asama alt problemi araciligi ile bulunur. Eger alt problem
onerilen ilk-evre kararlarmin olursuz oldugunu gosterirse, bir veya birgok kisit
olusturularak ana probleme eklenir ve ana problem tekrar ¢oziiliir. Bu sayede kiiciik
biiyiikliikteki bir seri problem tek bir biiyiik 6l¢ekli problem yerine ¢oziilerek biiyiik

problemlerin yaratigi hesaplama karmasikliklarindan kurtulunabilir.

Stokastik programlama modelleri 6zellikle stokastik tam sayili modeller ¢cok kiigiik
problem setleri i¢in bile bilyiilk hesap karmasikligina sahiptir. Modeller, ¢ok
kii¢iik sayida senaryolar i¢in bile biiyiik degisken sayisina ulasmaktadir. Bu amag
dogrultusunda ilk olarak karma tamsayilt model olan sabit fiyatlandirma problemini
¢ozmek icin yaygin olarak kullanilan Benders ayristirmasi se¢ilmis ve biiyiik

boyutlu problem setlerinde test edilmistir.

Bu boliimiin kalaninda ilk olarak Benders algoritmasinin genel isleyis prensipleri
aciklanacak ardindan iki evreli stokastik tamsayil1 model olan sabit fiyat modeline
nasil uyarlandigi agiklanacakur. Ornek bir problemde algoritmanin adimlar
gosterilerek biiyiik problem setlerindeki performansi son alt boliimde verilerek

boliim sonlandirilacaktir.
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Benders ayrigtirma algoritmasi stokastik programlama problemleri [132, 133] ve

karma tamsayili dogrusal olmayan programlama [134, 135] modelleri gibi belli

smif problem tiplerinin ¢oziillmesinde kullanilan popiiler bir tekniktir.

Sabit

fiyatlandirma modeli i¢in kurulmus iki evreli stokastik matematik formiilasyon

karma tamsayili bir modeldir (MIP), [136] ki notasyonlar ve [ 137]’deki agiklamalar

kullanilarak MIP asagidaki gibi ifade edilebilir:

Minimum cIx+fTy
'x7 y
Ax+By>b
yeY

x>0

Eger y olurlu bir tam say1ya (7) sabitlenirse, ¢6ziilmesi gereken model:

Minimum cT'x
X

Ax>b—By

x>0
Biitiin en kiiciikleme modeli asagidaki gibi yazilabilir:
Minimum | /Ty 4+ minimum{c’ x|Ax > b — By}
yeyYy x>0
Denklem (2.17)’deki i¢ linear problemin duali:
maksimum (b — By) T u
u

ATugc

u>0

2.17)

(2.18)

Benders ayristirma algoritmast cercevesinde iki farkli problem c¢o6ziilmektedir.

Bunlar sirasiyla, asagida belirtilen kisitlanmig ana problem:

Minimum z
y
> fly+(b—By) g, k=1,....K
(b—By)w <0,1=1,...,L

yeyY
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Burada K kose noktalarinin, L ise sinirsizlik isinlarinin sayisini gostermektedir. Alt

problemler de asagida belirtilmistir:

maksimum  f754 (b—By) u
u
ATu <c

u>0

Benders ayristirma algoritmasi asagidaki Sekil 2.2’deki gibi kodlanabilir:

{baslangi¢ atamalari}
y := olurlu bir baglangi¢ tam say1 degeri
LB := —oo {Alt Sinir }
UB := oo {Ust Sinir }
while UB— LB > ¢ do
{alt problemi ¢oz}
m%ks {15+ (b—By)TulATu < c, u>0}
if Sinirsiz then
siirsizlik yoniiniin # bul
olurluluk kisitt (b — By)"% < 0’n1 ana probleme ekle
else
kose noktas1 u bul
optimallik kisit1 z > fTy+ (b — By) @ n1 ana probleme ekle
UB:=min{UB, fTy+ (b—By)"u}
end if
{ana problemi ¢z}
m)m {z]kisitlar, y e Y}

LB :=7%
end while

Sekil 2.2: Benders ayristirma algoritmasi.

Sabit fiyatlandirma problemi igin ana ve alt problemler asagida sunulacaktir.
Modeldeki ilk evre karar degiskenleri sabitlenerek X; alt probleme verilecek. Olusan
alt problemin ¢6ziilmesi ile elde edilen dual degiskenlerle optimallik kisitlar1 elde
edilerek ana problem coziilecektir. Onemli bir gdzlem alt problemin her zaman (
her x degeri i¢in) olurlu oldugudur. Dolayist ile olurluluk kisitlarinin ana probleme

eklenmesine gerek yoktur.

Kolaylik ve notasyonda tutarlilik olmasi agisindan en biiyiikleme problemi negatif
en kiiciikleme problemi haline getirilerek alt ve ana problemler sabit fiyatlandirma

formiilasyonu i¢in asagidaki gibi tanimlanmasgtir.

47



Alt problem:

£ =Minimum: =Y Y pviyi+ Y Y pvi(1—yjs)  (2.19)
seQ jel; seQ jel;
Kisitlar : Z VijsBjis < XiPimax, Vi € I'Vs € Q (2.20)
J€ls

yijs(Oi—qjs) ZO,VSEQ,ViEI,VjEJS (2.21)

Y vijs—yis=0, Vs € QVj € Jg (2.22)
iel
Y vijs <1, VseQVjel (2.23)
iel
y[js,yjsZO,VSEQ,VJEJS,ViEI (2.24)

Denklerler (2.19) ile (2.24) arasinda sunulan alt problem 6nceden tartisilan ikinci
evre modelini Q () olusturmaktadir. Burada amag gelirin ve ikinci evre maliyetlerin
toplaminin beklenen degerinin en kiiciiklenmesidir. Burada x’in bir karar degiskeni
degil bir sabit olduguna dikkat edilmeli ve olusan modelin dogrusal programlama

modeli oldugu goriilmelidir.

Ana problem:

Z* = Minimum: Zx,-C[ +1 (2.25)
i€l
Kisitlar:
t 2 Z Z (Pisﬁi,maxxi + Z Z gijs (2.26)
icl seQ jETss€Q
x; €{0,1}, Viel (2.27)

Denklem 2.25 ile 2.27 arasinda gosterilen ana modelde amag¢ fonksiyonu
ilk evre kapasite maliyeti ile ikinci evre kazanci ve maliyetlerinin beklenen
toplamindan olusturmaktadir. Kisit kiimesi (2.26) ile belirtilen optimallik kesimini
belirtmektedir. Bu kisitta belirtilen @;; degisken (2.20) kisitina kargilik gelen dual
degiskendir, ;j ise (2.23) denklemine karsilik gelen dual degiskenlerdir.

Ayrigtirma algoritmasmin calisma prensiplerini gostermek amaciyla omurga
sayisinin 2, son kullanict sayisinin 5 ve senaryo sayisini 2 oldugu bir ornek

coziilecektir. Modelin girdileri Cizelge 2.1 ve Cizelge 2.2 gosterilmistir.

Baglangi¢ Atamalart: x :={0,0}, t=—0c0, £=0.000001
Iterasyon 1:

Alt Problemi x :={0,0} i¢in ¢oz.
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Cizelge 2.1: Son kullanic1 parametreleri.

parametre Son Kullanict Senaryo Indisi §
Indisi J 1 2
1 78.4505 69.0189
2 73.7941 80.5553
vy 3 72.9312 115.156
4 47.8647 70.0396
5 86.0264 77.2924
1 4.24755 3.73689
2 2.39319 2.61246
vy 3 3.89514 6.15032
4 4.76006 6.96532
5 1.58016 1.41973
1 6.13216 5.39493
2 4.23005 4.61762
Bijs 3 4.55262 7.18846
4 3.82364 5.59507
5 591154 5.31136
1 2 2
2 2 2
djs 3 2 2
4 1 1
5 1 1
Ds HoAAE 0.437267 0.562733

Cizelge 2.2: Omurga parametreleri.

Omurga Indisi /

parametre 1
C; 59.5222
Bimax 10.7959
O; 2

sonug: y;is =0, y;; =0Viel,VjeJ,Vsc Qver*=19.1318

t* —t > € oldugundan optimallik kisiti’n1 (2.28) Ana modele ekle.

2 2 5 2
12YY OiBimaxi+ Y, Y ijs
i=1s=1

j=1s=1
Ana Modeli (2.28) kisit1 ekleyerek ¢oz.

sonuc: x :={1,0} ve t = —175.313
iterasyon 2:

Alt Problemi x :={1,0} i¢in ¢oz.

(2.28)

sonu¢:  yi21 = l,y;31 = 1,y151 = 0.340559,y122 = 1,y130 = 0.859472,y5 =
1,y31 = 1,ys1 = 0.340559,y20 = 1,y3p = 0.859472, diger degiskenler O ve t* =

—166.2933286.

t* —t =9.01933167 > € oldugundan optimallik kisiti’n1 (2.29) ana modele ekle.

2

2 5 2
12YY OiBimaxi+ Y, Y ijs

j=1s=1

i=1s=1
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Ana Modeli (2.28) ve (2.29)kisit1 ekleyerek ¢oz.

sonug: x :={1,0} ve t = —166.2933286

Iterasyon 3:

Alt Problemi x :={1,0} i¢in ¢6z.

sonuc:  yi21 = 1,y131 = 1,y151 = 0.340559,y122 = 1,y130 = 0.859472,y7 =
L,y = 1,y31 = 1,y30 = 0.859472,y5; = 0.340559 diger degiskenler 0 ve 1* =
—166.2933286.

t* —t = 0 < € oldugundan algoritma durur. Optimal ¢oziim yukaridaki gibidir ve

optimal amag fonksiyonu degeri z* = —106.771dir.

Bir sonraki alt bolimde daha ayrintili analizleri sunmadan Once ayristirma
algoritmasinin performansini test etmek amaciyla, rassal olarak olusturulan 10 tane
problem seti Benders ayristirmasi ve dal-sinir ve kesme diizlemi (cutting plane)
gibi standart yontemlerle ¢oziilmeye calisilacak ve performanslar kiyaslanacaktir.
Olusturulan problemlerin biiytiklugi |7| = 100, |J| = 250 ve |Q| = 50 seklindedir.
Bunun anlami, kisaca 100 adet ikili (binary) birinci evre karar degiskeni ve 100 x
250 x 50 = 1250000 adet siirekli ikinci evre degiskeninin olmast demektir. Uretilen
biitiin problemlerde son kullanicilarin talebi f;; normal dagilim kullanilarak

olusturulmustur.

Cizelge 2.3 biitiin problem setleri i¢in alt sinir # (LB) ve tist sinir #*(UB) arasindaki
farkin t* — ¢ (GAP) her bir iterasyonda nasil degistigini gostermektedir. Az
sayida bir iterasyondan sonra, GAP 0 degerine ulagsmakta ve optimal ¢odziim

yakalanmaktadir.

Benders ayristirmasinin ve standart yontemin yani problemin ayristirilmadan
¢oziilmeye caligilmasinin performanslarinin kiyaslanmasi Cizelge 2.4’de ver-
ilmistir. Bu analizler sirasinda olusturulan veri setlerinin kosumu Pentium Centrino
2.67 GHz, 2 GB RAM ve Windows isletim sistemi altinda CPLEX 11.2.1 yazilimi
kullanilarak gerceklestirilmistir. Kogsumlar sirasinda 10000 saniye beklenmis eger
optimal ¢6ziime ulasilmamigsa kosum sonlandirilmistir. Kosumlarin optimal ¢oziim
bulunmadan sonlanmasinin diger bir nedenide CPLEX programinin "run out of
memory" yani bilgisayar hafizasinin modeli ¢dzecek kadar yerinin kalmamasidir.
Karsilagilan bu durum Cizelge 2.4’de ROM olarak belirtilmigtir. Biitiin problem

setlerinde Benders ayristirmast makul bir siire igerisinde en iyi ¢oziimii bulurken
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Cizelge 2.3: LB ve UB arasindaki farkin (GAP) degisimi

iterasyon # 0.dat 1.dat 2.dat 3.dat 4.dat
1 [} [} [} [} [}
2 5199.43 4804.53 5104.58 5059.09 5313.42
3 943.76 341.00 405.02 482.43 658.46
4 137.64 4.25 15.56 14.50 80.05
5 16.63 0.31 1.58 2.40 14.82
6 3.13 0.00 0.30 0.25 2.06
7 0.00 ook 0.00 0.00 0.00
iterasyon # 5.dat 6.dat 7.dat 8.dat 9.dat
1 [} [} [} [} [}
2 5690.56 4835.22 4732.00 5090.24 5060.48
3 855.03 442.36 483.96 653.74 663.60
4 73.94 38.07 25.48 45.03 74.48
5 4.26 5.46 1.28 0.49 18.68
6 0.00 0.53 0.00 0.00 1.57

standart yontem higbir problemi ¢ozememigti. Buda secilen metodolojinin

giivenilirligini ve dogrulugunu onaylamaktadir.

Cizelge 2.4: Benders ayristirma algoritmasinin performansi

Problem ismi Benders algoritmast standart yontem

Coziim (CPU) siiresi Coziim (CPU) siiresi
0.dat 446.30 ROM
1.dat 346.89 ROM
2.dat 426.60 ROM
3.dat 432.87 ROM
4.dat 465.75 >10000
5.dat 341.66 ROM
6.dat 464.33 ROM
7.dat 357.12 ROM
8.dat 400.72 >10000
9.dat 469.62 >10000

2.1.3 Sayisal analizler ve sonuclar

Bu bolimde bir onceki boliimde tartigilan sabit fiyatlandirma politikast igin
stokastik programlama modeli (RP) Benders ayristirma algoritmasi kullanilarak
cesitli senaryolar altinda ¢oziilecektir. Bu senaryolar olugturulup ¢oziiliirken cesitli
problem parametrelerinin model yapisina ve codziime etkisi hem teorik olarak
(kosum siiresi, iterasyon sayist vb.) hem de yonetimsel anlamda (net kar, kapasite

kullanim orani vb.) irdelenmeye ¢aligilmustir.

Bu boliimde yiiriitillecek sayisal analizler i¢in kullanilacak problem listelerinin
kiimesi Cizelge 2.5’de verilmigtir. Cizelgeyi kisaca agiklamak gerekirse, belirtilen

problem kiimesinden 6rnegin bant genisligi olasilik dagilimi test etmek amaciyla
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4 seviye secilmistir yani son kullanicilarin bant genisligi istekleri normal, diizgiin,
binom ve kesikli dagilimdan iiretilmistir. Her bir seviye icin birbirinden bagimsiz
10 adet problem hazirlanmis toplamda 4 x 10 = 40 senaryo ¢oziilmiistiir. Olasilik
dagiliminin tipi degistirilirken problemde yer alan diger biitiin parametreler
son kullanici, BP sayis1 gibi sabit tutulmustur. Cizelgede belirtilmeyen bir
diger analizde, ama¢ fonksiyonundaki birim gelir ve giderlerin kiiciik oranlarda
artmasinin ve azalmasinin problem performansma etkisi de duyarlilik analizleri

ile incelenmistir. IO i¢in kar en biiyiikklemesi problem simdi-ve-burada olarak

Cizelge 2.5: Sabit fiyatlandirma igin test kiimeleri

Problem kiimesi Seviye sayist
BP sayist 4
Son kullanici sayisi 3
Senaryo sayisi 4
Varyans diizeyi 5
Bant genisligi olasilik dagilimi 4
QoS dagilimi 3

Toplam 230

adlandirilan yapiya uymaktadir, yani hangi BP’lerden kapasite satin alinacagina son
kullanic talepleri belli olmadan karar verilmelidir. Bu modelin diger adiyla RP’nin
¢oziimii optimal degeri zgp ile tanimlansm. Tanimlanan RP modelinin Benders
ayristirmasinda da tartisildig1 gibi ikinci evresinin birinci evrede alinan kararlar ne
olursa olsun her zaman olurlu oldugu gozlenmektedir. Bu durum basit diizeltme

olarak bilinmektedir.

Stokastik programlamada Onemli bir konu, ne zaman stokastik programlama
modelinin (RP) ¢oziilmesinin ne zaman ve hangi durumlarda ise daha basit modelin
coziillmesinin yeterli olduguna karar verebilmektir [138]. Genellikle ¢6ziilmesi daha
kolay olan deterministik versiyon cogunlukla modeldeki tiim rassal degiskenleri
beklenen degerleri ile yer degistirmesi ile elde edilen modeldir. Bazi durumlarda
ise bir ¢ok senaryo ayri ayr1 ve bagimsiz olarak c¢oziilmektedir. Sonug olarak,
belirtilen daha basit yontemlerin ne zaman stokastik programlama modellerinde
iyl sonuglar (optimale yakin) verdigini hesaplamak gerekmektedir [138]. Bu
yaklagimlarin etkinligi hesaplamak icin belirsizligin etkisini 6lcen iki Onemli
parametre tanimlanmistir: mitkemmel bilginin beklenen degeri (EVPI) ve stokastik

¢cOziimiin degeri (VSS). Bu istatistikler tezin geri kalaninda siklikla kullanilacaktir.
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Miikemmel bilginin beklenen degeri (EVPI): Bir rassal degiskenin degerinin,
kararlarin1 vermeden Once 6grenmek icin karar vericinin ddemek isteyecegi en
yiiksek degeri gostermektedir [89, 98]. Eger son kullanici talepleri énceden bilin-
seydi, IO gerektigi kadar kapasiteyi BP’lerden satin alarak atil ve kargilanamayan
talepleri en optimal diizeye indirgeyecektir. Maksimizasyon problemlerinde, EVPI
degeri RP modelinin ve bekle-ve-gor modelinin (WS) sonuclarinin karsilastirilmasi
ile bulunmaktadir. WS modeli su sekilde tanimlanmaktadir: her bir senaryo
gerceklendikten sonra 10’ nun karar vermesi sonucu olusan optimal sonuglarin bu
senaryolarin ger¢ekleme olasiliklar ile carpilip toplamasi sonucu bulunan optimal
degerdir. EVPI’nin hesaplanmasi i¢in gerekli olana algoritma adimlart asagida
aciklanmustir.

Adim 1: Her bir senaryo i¢in s € Q bekle-ve-gor modeli ¢oziiliir. zy, ¢ s senaryosu
altinda optimal ¢oziimii gostermek iizere, IO nun kararlari talepler belli olduktan
sonra almasi neticesinde elde edilir.

Adim 2: Bekle-ve-gor sonuglarint kullanmanin optimal degeri asagidaki gibi

hesaplanir.

=Y pyiys (2.30)
s€Q

Adim 3: EVPI degeri denklem 2.31 kullanilarak hesaplamr. Burada zX°, RP

modelinin optimal ¢oziimii gostermektedir.
EVPI =7VS _RP (2.31)

EVPI, gelecek hakkinda tam bir bilgiye sahip olmak i¢in ne kadar 6denmesinin
mantikli oldugu konusunda bilgi vermektedir. Yiiksek degerdeki EVPI, rassal
degisken hakkinda bilgi almanin gereksiz oldugunu gostermektedir. Bu durumda
stokastik modelin ¢6ziilmesi tercih edilir [138].

Stokastik ¢oziimiin degeri (VSS): VSS karar verirken belirsizligin goz ardi
edilmesinin maliyetini 6lcen bir istatistiktir [89]. Telekom 1O’su, stokastik modelin
daha kolay olan versiyona gore ¢oziilmesinin net karda meydana getirecegi olasi
artis1 6grenmek isteyebilir. Burada daha kolay versiyon olarak adlandirilan model,
beklenen deger problemi EV’dir. EV biitiin rassal degiskenlerin beklenen degerleri
ile degistirilmesi ile elde edilen modeldir. EV modeli ¢6ziiliip optimal ¢dziimlerin

(hangi BP’den ne kadar kapasite alinacagi) RP modelinde yerine konulmasi ile elde
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edilen model ise EEV modelidir. VSS , RP ve EEV modellerini karsilagtiran bir
Olciidiir [138].

Bu tezde VSS su sekilde hesaplanmaktadir.
Adim 1: Biitiin rassal degiskenlerin beklenen degerleri hesaplanir.

ﬁj = Z ps.Bjs vj € Js

sEQ

+ +
Uj = Zpsvjsje.]s
sEQ

v =Y pvjjE;
s€Q

qj = |72 psts—‘ J € Js

seQ

. B - pF + o
Adim 2: Bjs «— Bj, v +— V7,00 «— V;

y qjs < qj, Vs € Q i¢in WS
modelinde sabitlenmesi ile elde edilen deterministik model EV modeli olarak
adlandirilir.

Adim 3: Adim 2’de olusturulan EV modeli ¢6ziiliir. EV modelinin optimal ¢6ziimii
(xgy) hangi BP’lerden kapasite satin alacagini gostermektedir. 10, bu adimin
¢Oziimiine gore son kullanici talepleri gergeklenmeden Once kapasite satin alir.
Adim 4: xgy vektorii RP modelinde denklemler (2.10, 2.11) yerine konularak EEV
modeli olusturulmusg olur. Bu modelin ¢6ziilmesi ile elde edilen ¢dziimiin optimal
degeri zFFV dir. Bu adimda, 10 hali hazirda satin aldig1 kapasiteyi elinden geldigi

en etkin sekilde kullanmaya c¢aligsmaktadir.

Adim 5: RP ve EEV modellerinin optimal degerleri arasindaki fark VSS’dir.

VSS = RP _ EEV (2.32)

Modeller arasindaki goreceli fark (zRP — ZEEV) / ZFEY

onceden belirlenmis bir sinir
degeri €’nin altinda ise sadece EV modelini ¢cozmek yeterli olacaktir. Ciinkii, EV
modeli stokastik programlama modeline (RP) iyi bir sekilde yakinsamaktadir ve RP

yerine kullanilabilmektedir.

EVPI, VSS bu tezin tiimiinde (biitiin fiyatlandirma politikalar1 ve bulanik stokastik
programlama boliimiinde) kullanilacak birincil performans istatistikleridir. 10
i¢in beklenen net kazang birincil 6nem arz etse de, kapasite kullanim orani, bazi
taleplerin tam karsilanamamasindan dolayi olusan firsat maliyeti ve beklenen talep

karsilama orani gibi ikincil istatistiklerinde yaklagimlari karsilagtirmak acisindan
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hesaplanmasinda fayda vardir. Bu dogrultuda sabit fiyatlandirma modeli ve diger
modellerde kullanilabilecek énemli performans ciktilarinin matematiksel tanimlari

agagida verilmistir.

Beklenen Toplam Kazang(ETR) Z Z Ds ]syjs (2.33)
JEJ;s€Q
Kapasite Satin Alma Maliyeti(CLC) Zx C; (2.34)
i€l
Beklenen Toplam Firsat Maliyeti(ERC) = Z Z DsV ]s -y JS (2.35)
JjEJ;s€Q
Yoco Ljes, s’

Beklenen Kapasite Kullanim Orani(ECUP) = SR &) ef PsPisYjs (2.36)

Zie] X; ,Bi,max
Beklenen Talep Karsilama Orani(EDFR) = LscaLjes By (2.37)

Ysca Zje]s Psﬁjs

Yukaridaki denklemlerde x7, yjfs optimal ¢6ziim degerlerini gostermektedir.

Yapilan analizlerin ana amaclar1 sirasi ile; belirsizligin etkisini 6l¢mek igin
kullanilan degerler (EVPI ve VSS) ile olasilik dagilimi arasindaki iligkiyi, bant
genigligi talebinin standart sapmas1 (o) arasindaki iligkiyi, son kullanict sayisi
(|J|) arasindaki iliskiyi ve senaryo sayisi (|S|) arasindaki iliskiyi irdelemektir.
Bu hesaplamalarinin yapilmasimin ardindaki sebep hangi durumlarda stokastik
programlama modelinin(RP) ve hangi durumlarda daha basit model olan beklenen
deger modelinin (EEV) ¢oziilmesinin daha ¢ekici oldugunu analiz etmektir. Biitiin
sayisal analizler sirasinda olusturulan veri setlerinin kosumu Pentium Centrino 2.67
GHz, 2 GB RAM ve Windows igletim sistemi altinda CPLEX 11.2.1 yazilimi

kullanilarak gerceklestirilmistir.

e Omurga sayisinin (BP) sabit fiyatlandirma modeline etkisinin analizi: Degisen
BP sayisimnin (|/|) etkisini analiz etmek amaci ile, 4 ayri BP sayisi seviyesi
(25, 50, 100, 200) icin birbirinden bagimsiz ve farkli 10 adet problem seti
olusturulmus ve c¢oOziilmiigtii. Bu analiz sirasinda son kullanici talepleri
ortalamast ({1js) 6 varyansi (szs) 3 olan normal dagilim kullanilarak iiretilmistir.
BP’lerin kapsiteleri ise siirekli diizgiin dagilimdan (f; qx ~ U (50,70)) 50-70
arasinda ortalamasi 60 olacak sekilde senaryolar olusturulmustur. Bu testler
yapilirken, son kullanici sayist |J| ve senaryo sayisi |S| sirasiyla 200 ve 50

sabitlenmistir. Her bir senaryonun gerceklenme olasilig1 [0,1] arasindaki siirekli
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diizglin dagilimdan {iretilmis, ardindan bu olasiliklar normalize edilmistir.
BP’lerin ve son kullanicilarin QoS seviyeleri ise, 0.5 olasiliklar “2” ve 0.5

4‘1”

olasilikla degeri alacak sekilde rassal olarak olusturulmustur.

Cizelge 2.6’de RP, EEV ve WS modelleri icin 10 problem kiimesinin ortalamasi
alinarak hesaplanan: beklenen net kar degerleri (ENR diger bir degisle,

ZRP ZFEV WS) ve ETR, CLC ve ERC degerleri gosterilmistir.

Cizelge 2.6: Sabit fiyatlandirma icin degisen BP sayisinin etkisi.

Problem biiyiikliigi Model tipi ENR ETR CLC ERC
(71, 171,1s1)
RP 3842.62 11456.66 7381.24 232.80
(25,200, 50) EEV 3842.62 11456.66 7381.24 232.80
S 3844.52 11417.33 7336.80 236.00
RP 6367.75 14923.05 8487.76 67.54
(50,200,50) EEV 6363.73 14974.24 8544.22 66.28
WS 6381.43 15011.96 8566.91 63.62
RP 7993.80 16190.07 8185.72 10.55
(100,200,50) EEV 7980.65 16339.72 8354.03 5.04
S 8038.22 16276.06 8230.69 7.14
RP 9191.98 16359.38 7163.04 4.37
(200,200, 50) EEV 9186.27 16406.19 7216.70 3.22
S 9257.06 16433.97 7174.63 2.29

Artan BP sayisiyla birlikte son kullanict sayist egit kalmasina ragmen
ENR degerleri tiim model tiplerinde artmaktadir. Taleplerin tam olarak
karsilanamamasindan dolay1 olusan ERC maliyeti ise BP sayisinin talep sayisina
oranla cok az oldugu durumda oldukca yiiksek iken artan BP sayisiyla hizli
bir diisiik gostermekte diger maliyet bilegseni olan CLC’ye gore oldukga diisiik

seyretmektedir.

Cizelge 2.7°de CLC degisimi destekleyecek EDFR orani 0.64’den 0.99 oranina
cikmaktadir. Biitiin modellerde satin alinan kapasite %99 olarak ¢ok etkin bir
bicimde kullanilmaktadir. Kosum siirelerindeki bilyiimenin artan BP sayisi ile

nasil hizli bir sekilde biiyiidiigii problemin ¢6ziim zorlugunu gostermektedir.

Sekil 2.3’de EVPI, VSS gibi RP modelinin performansim1 gosteren ana
istatistikler sunulmusgtur. Artan BP sayis1 EVPI degerinin de artmasina neden
olmakta yani, IO ¢ok sayida bant genisligi tedarik¢isinin oldugu bir ortamda

gelecegi tam olarak tahmin etmek icin daha ¢ok deger 6demeyi goze almaktadir.
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Cizelge 2.7: BP sayisinin performans istatistiklerine etkisi.

Problem biiyiikliigii Model tipi EDFR ECUP fterasyon Kosum siiresi
(I11,171,181) say1st (CPU)
RP 0.64 1.00 6.10 40.27
(25,200, 50) EEV 0.64 1.00 %% % 4.42
WS 0.68 1.00 %% % 0.74
RP 0.88 1.00 7.30 122.47
(50,200,50) EEV 0.88 1.00 % % 4.80
WS 0.88 1.00 % % 0.71
RP 0.97 1.00 7.20 660.35
(100,200,50) EEV 0.99 0.99 %% % 7.16
WS 0.98 1.00 %% % 2.14
RP 0.99 0.99 7.50 2912.05
(200,200,50) EEV 0.99 0.99 k% 7.29
WS 0.99 1.00 %ok 68.41

VSS/EEV orani ise belirsizligi ihmal edip deterministik modeli ¢c6zmek yerine

daha zor olan RP modelinin ¢6ziilmesinin ENR ne kadar artigsa yol acacagini

gostermektedir. Artan BP sayis1 bu orani artirmakta daha sonra ise azaltmaktadir.

EVPI 20

Vss
60

08

r o7

25 50 100
BP Sayisi

Sekil 2.3: BP sayisinin EVPI ve VSS’ye etkisi.

200

%EVPI/RP
%VSS/EEV
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L&
EVPI/RP

s S5 /EEV

e Son kullanict sayisinin etkisinin analizi: Artan son kullanict sayisinin |J| etkisi

sabit fiyatlandirma modelinde 6lgmek icin 3 farkli seviye secilmigtir. Son

kullanici sayisinin 100, 200 ve 300 oldugu tiim durumlarda senaryo ve pazardaki

BP sayis1 50’ye sabitlenmistir. Talepler normal dagilimdan iiretilmistir, ardindan

bagimsiz ve farkli 10 adet test senaryosu olusturulmus ve ¢oziilmiigtiir.

Cizelge 2.8 ve 2.9°de RP, EEV ve WS modelleri i¢in birincil ve ikincil

performans istatistikleri ayrintili bir sekilde sunulmugtur. Artan son kullanict

sayist ile birlikte I0’nun karinin da artifi goriilmektedir.

EDFR degerinin

diismesiyle birlikte ERC degeri artmaktadir. Kosum siirelerinde artis gozlense
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Cizelge 2.8: Sabit fiyatlandirma icin degisen son kullanici sayisinin etkisi.

Problem biiyiikliigi Model tipi ENR ETR CLC ERC
(171, 11,181)
RP 3822.80 7888.12 4050.19 15.13
(50,100, 50) EEV 3819.25 7939.85 4107.31 13.29
S 3841.57 7952.34 4097.83 12.94
RP 6872.45 15151.34 8213.43 65.46
(50,200, 50) EEV 6868.49 15205.06 8273.01 63.57
WS 6879.25 15250.50 8309.13 62.12
RP 7137.83 18772.09 11371.47 262.79
(50,300, 50) EEV 7137.83 18772.09 11371.47 262.79
S 7138.40 18792.95 1139230 262.26

de bu artis BP sayilarindaki artisin etkisine oranla oldukca diisiik kalmaktadir.
Optimal ¢6ziim biitiin son kullanicit diizeylerinde 7 iterasyon sonucunda
bulunmaktadir. EEV ve WS modelleri standart tekniklerle (dal-sinir ve kesme
diizlemi) coziildiikleri icin iterasyon sayilari bulunmamaktadir bu belirtilen

Cizelgelerde * * x ile gosterilmistir. Degisen son kullanici sayisinin RPEEV

Cizelge 2.9: Son kullanici sayisinin performans istatistiklerine etkisi.

Problem biiyiikliigii Model tipi EDFR ECUP iterasyon Kosum siiresi
(I11,171,181) say1si (CPU)
RP 0.94 0.99 6.70 26.63
(50,100,50) EEV 0.95 0.99 % % 1.47
WS 0.95 1.00 * K 0.74
RP 0.89 1.00 7.20 127.79
(50,200, 50) EEV 0.89 1.00 % % 4.85
WS 0.89 1.00 % % 1.06
RP 0.70 1.00 6.80 288.95
(50,300, 50) EEV 0.70 1.00 EEE 9.07
WS 0.70 1.00 * Kk 0.79

ve WS modellerinin kiyaslanmasina etkisi Sekil 2.4’de gosterilmistir. Artan
son kullanici sayist EVPI’nin azalmasina neden olurken VSS ile dogru orantili
bir iliskisi gozlenmemistir. Ote yandan, artan son kullanic1 sayis1 EVPI/RP
ve VSS/EEV oranlarinda diisiise neden olmaktadir. 10’nun karar vericisi bu
oranlar1 kullanarak stokastik veya deterministik yaklasimi secebilir. Ornegin
%0.1 oranini segen karar verici icin EEV modeli her zaman (biitiin son kullanic1
sayilarinda ) RP’ye gore daha cazip olacaktir. Yani, RP modeli karda yeterli artis

saglamadigindan tercih edilmeyecektir.

Senaryo sayisinin sabit fiyatlandirma modeline etkisinin analizi: Degisen
senaryo sayisinin etkisi S| ni sabit fiyatlandirma modelinde 6lgmek igin 4 farkl

seviye secilmigtir. Senaryo sayisinin 10, 25, 50 ve 100 oldugu tiim durumlarda
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Sekil 2.4: Son kullanici sayisinin EVPI ve VSS’ye etkisi.

BP ve son kullanict sayist sirasiyla 50 ve 200 sabitlenmigtir. Talepler normal

dagilimdan iretilmistir, ardindan bagimsiz ve farkli 10 adet test senaryosu

olusturulmus ve ¢oziilmiistiir.

Son kullanict sayis1 ve BP sayilarinin sabit olmasindan dolay1 ENR degerlerinde
fazla bir degismenin olmadigi Cizelge 2.10°dan goriilebilir. Senaryo sayisinin

artmasinin bir sonucu olarak problemin biiyiikliigii artmakta ve kogum siireleri

de biiyiimektedir, bu gézlem Cizelge 2.11°de sunulmustur.

Cizelge 2.10: Sabit fiyatlandirma i¢in degisen senaryo sayisinin etkisi.

Problem biiyiikliigii Model tipi ENR ETR CLC ERC
(71,171,181
RP 6450.90 14994.46 8475.37 68.19
(50,200, 10) EEV 6439.33 15164.98 8661.24 64.41
WS 6462.64 15143.38 8616.85 63.90
RP 6208.18 14496.84 8207.08 81.58
(50,200, 25) EEV 6195.33 14706.19 8435.68 75.18
WS 6224.89 14652.24 8351.12 76.23
RP 6431.13 15244.13 8763.44 4956
(50,200, 50) EEV 6430.86 15303.36 8824.93 4756
WS 6440.25 15315.86 8828.08 4753
RP 6053.77 14781.19 8656.45 70.97
(50,200, 100) EEV 6053.77 14781.19 8656.45 70.97
WS 6060.19 14838.22 8708.22 69.80

Sekil 2.5’°den de goriildiigii gibi son kullanici bant genisligi taleplerindeki
belirsizligin gz Oniine alinarak kurulan ve ¢oziilen RP modelinin en ¢ok avantaj
sagladig1 senaryo sayisi 25 olarak goziikkmektedir. Biitiin senaryo diizeylerinde

EVPI/RP oraninin VSS/EEV oranindan daha yiiksek olmasindan dolayi, RP

modelinin ¢ok avantajl olmadigin1 goriilmektedir.
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Cizelge 2.11: Senaryo sayisinin performans istatistiklerine etkisi.

Problem biiyiikliigii Model tipi EDFR ECUP Iterasyon Kosum siiresi
(111, 171.181) sayist (CPU)
RP 0.88 1.00 7.80 23.11
(50,200, 10) EEV 0.90 1.00 3k % 1.03
WS 0.90 1.00 * 3% % 0.73
RP 0.86 1.00 7.10 51.87
(50,200,25) EEV 0.87 1.00 * % 0.72
WS 0.87 1.00 * % % 0.72
RP 0.90 1.00 7.60 129.10
(50,200, 50) EEV 0.91 1.00 * % % 522
WS 0.91 1.00 * % % 0.72
RP 0.88 1.00 7.40 367.64
(50,200, 100) EEV 0.88 1.00 * % % 11.28
WS 0.88 1.00 * % % 0.75
18,00 0,30
EVPI %EVPI/RP
VSS 1600 %VSS/EEV
0,25
14,00
12,00 0,20
10,00
_
8,00 _—S5
~EVPI/RP
6,00 0,10
{35 [EEW
4,00
0,05
2,00
0.00 T 0.00

10,00 25,00 50,00 100,00

Senaryo sayisi

Sekil 2.5: Senaryo sayisinin EVPI ve VSS’ye etkisi.

e Bant genigligi taleplerindeki varyansin etkisinin analizi: Son kullanici

taleplerinin tiretilmesi esnasinda normal dagilima uydugu varsaymmi bu analiz
esnasinda da korunmus fakat degisen talep varansinin etkisi sabit senaryo, BP ve
son kullanici sayist altinda incelenmeye ¢aligilmigtir. Degisen varyansa ragmen,
her varyans seviyesinde taleplerin ortalama degeri sabit tutulmustur. Boylelikle

BP basina diigen talep sayis1 korunmustur.

Varyans testleri 5 farkli seviyede yapilmistir. Son kullanici talep varyansinin 9,
7,5, 3 ve 1 oldugu tiim durumlarda BP, son kullanici ve senaryo sayisi sirastyla
50, 200 ve 50’ye sabitlenmistir. Bagimsiz ve farkli 10 adet test senaryosu tiim

varyans seviyeleri icin olusturulmus ve ¢oziilmiistiir.

Cizelge 2.12°de de goriildiigii gibi tiim modeller i¢in en diigiik karlar varyansin

en kiigiik yani bir oldugu durumdur. Buna ragmen BP sayisi ve son kullanici
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sayisinin biitiin kogumlarda esit olmasindan dolayi biitiin varyans seviyelerinde
IO’nun kar birbirine yakin olarak goziikmektedir. Cizelge 2.13’de ise kosum
stiresinin varyans azaldik¢a artigi gozlenmekle birlikte EDFR’ nun %90 yakin

bir oran sergilemesi pozitif bir gdzlemdir.

Cizelge 2.12: Sabit fiyatlandirma i¢in degisen talep varyansinin etkisi.

Problem biiyiikliigii Model tipi ENR ETR CLC ERC
(11.11,181.0%)
RP 6171.77 14159.15 7882.73 104.64
(50,200,50,9) EEV 6156.27 14309.72 8052.82 100.63
WS 6191.81 14369.93 8081.29 96.83
RP 6519.34 15225.06 8653.14 52.58
(50,200,50,7) EEV 6519.17 15292.34 8722.94 50.24
WS 6529.13 15292.59 8712.55 5091
RP 6437.18 15227.82 8735.24 55.40
(50,200,50,5) EEV 6433.32 15282.58 8795.97 53.29
WS 6450.64 15265.87 8759.64 55.59
RP 6238.30 14899.60 8590.94 70.36
(50,200,50,3) EEV 6236.23 15005.68 8703.48 65.96
WS 6250.28 15011.40 8696.49 64.63
RP 5839.35 14368.73 8434.35 95.03
(50,200,50,1) EEV 5839.35 14368.73 8434.35 95.03
WS 5844.07 14364.37 8424.93 95.37

Sekil 2.6 goriildiigii tizere en yiiksek varyans diizeyi olan 9’da en yiiksek EVPI
ve VSS (%EVPI/RP, %VSS/EEV) degerleri hesaplanmistir. Diger bir taraftan en
kiigiik VSS ve EVPI degerleri de en diisiik varyans diizeyi olan birde gdzlenmesi
varyans yani diger bir degigle belirsizlik arttkca RP modelinin yani stokastik

yaklagimin secilmesi akillica goriilmektedir.

Cizelge 2.13: Talep varyansimin performans istatistiklerine etkisi.

Problem biiyiikliigii Model tipi EDFR ECUP iterasyon Kosum siiresi
(I1.171,18],0%) sayist (CPU)
RP 0.83 1.00 7.10 77.94
(50,200,50,9) EEV 0.84 1.00 % % 4.17
WS 0.85 1.00 % % 0.79
RP 0.90 1.00 6.70 84.71
(50,200,50,7) EEV 0.90 1.00 * % % 5.08
WS 0.90 1.00 * % % 0.75
RP 0.90 1.00 6.90 98.81
(50,200,50,5) EEV 0.90 1.00 * % % 4,97
WS 0.90 1.00 % % 0,70
RP 0.87 1.00 7,10 102,78
(50,200,50,3) EEV 0.88 1.00 5k % 4.92
WS 0.88 1.00 % % 0.66
RP 0.84 1.00 6.90 142.08
(50,200,50,1) EEV 0.84 1.00 % % 4.52
WS 0.84 1.00 % % 0.71
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Sekil 2.6: Talep varyansinin EVPI ve VSS’ye etkisi.

e Son kullanict bant genisligi taleplerinin olasilik dagilimlarinin etkisi: Simdiye
kadar yapilan biitiin testlerde son kullanici talepleri normal dagilimdan iiretilerek
kosumlar yapilmig olmasindan dolay1 olasilik dagilim tipinin degismesinin sabit
fiyatlandirma modelinde nasil bir etki yarattigini 6lgmek icin farkli dagilimlar
kullanilarak RP, EEV ve WS modelleri ¢oziilmiistiir. Testler yapilirken iki
siirekli (Normal ve Diizgiin) ikide siirekli olmayan (Binom ve Ozel Kesikli)
dagilimdan iretilmistir. Dagilimlardan son kullanici talepleri olusturulurken
biitiin dagilimlarin esit varyans ve ortalama degere sahip olmasi saglanmigtir.
Ozetle, biitiin dagilimlarin ortalamasi (beklenen degeri) 6 ve varyanslari 3 olacak

sekilde tasarlanmastir.

Degisen talep dagiliminin etkisini sabit fiyatlandirma modelinde 6l¢gmek igin,
BP, son kullanic1 ve senaryo sayist sirasiyla 100, 200 ve 50’ye sabitlenmistir
ve, ardindan her bir olasilik dagilimi i¢in bagimsiz ve farkli 10 adet test
problemi olusturulmus ve c¢oziillmiigtiir. Cizelge 2.14 ve Cizelge 2.15, biitiin
test senaryolarinin kosum sonuclarinin ortalamasi sunulmustur. Son kullanici ve
BP sayisinin biitiin testlerde esit olmasindan dolay1 beklenen net karda biiyiik
dalgalanmalar gézlenmemistir. Siirekli dagilimlari kosum siirelerinin, siirekli
olmayan (kesikli) dagilimlara oranla daha yiiksek oldugu gozlenen diger bir
sonuctur. Sekil 2.7°de, en yiiksek EVPI degerinin Normal dagilimda en yiiksek
VSS degerinin ise kesikli dagilimda elde edildigi goriilmektedir.

e Son kullanici QoS isteklerinin etkisinin analizi: Bu testlerde pazardaki

son kullanicilarin QoS gereksinimlerinin degismesinin model etkisi 6lgmek
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Cizelge 2.14: Sabit fiyatlandirma i¢in talep olasilik dagilimlarinin etkisi.

Problem biiyiiklugii Model tipi ENR ETR CLC ERC
(171,1,18], Dagilim)
RP 8045.69 16229.62 8179.18 4.75
(100,200,50,Normal) EEV 8040.68 16216.45 8169.19 6.58
WS 8098.70 16223.66 8118.87 6.09
RP 8205.11 16240.08 8019.75 15.22
(100,200,50, Binom) EEV 8199.60 16252.91 8037.85 15.46
WS 8252.27 16317.72 8052.26 13.19
RP 8122.10 16088.35 7952.86 13.38
(100,200, 50, Diizgiin) EEV 8104.59 16285.08 8174.73 5.76
WS 8167.39 16290.74 8117.54 5.81
RP 8227.62 16199.97 7958.87 13.48
(100,200,50, 0. Kesikli) EEV 8206.38 16438.59 8226.88 5.33
WS 8276.47 16407.92 8124.78 6.68

Cizelge 2.15: Talep olasilik dagilimlarinin performans istatistiklerine etkisi.

Problem biiytikliigii Model tipi EDFR ECUP iterasyon Kosum siiresi
(|21, 171,1S], Dagilim) sayi1st (CPU)
RP 0.99 0.99 8.60 661.02
(100,200, 50, Normal) EEV 0.98 0.99 * % % 3.92
WS 0.98 1.00 * % % 7.14
RP 0.97 1.00 8.00 436.56
(100,200,50,Binom) EEV 0.97 1.00 %% 3.79
WS 0.98 1.00 %% 5.09
RP 0.97 1.00 7.60 855.79
(100,200, 50, Diizgiin) EEV 0.98 0.99 * % % 4.24
WS 0.98 1.00 EEES 6.43
RP 0.97 1.00 7.50 473.75
(100,200, 50,0.Kesikli) EEV 0.99 0.99 . 4.30
WS 0.98 1.00 EEES 6.74
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Sekil 2.7: Talep olasilik dagilimlarinin EVPI ve VSS’ye etkisi.

amaciyla diizenlenmistir. Su ana kadar yapilan tiim testlerde yiiksek kalite g =2
ve diisiik kalite ¢ = 1 isteyen son kullanici sayilarmin ortalamada egit oldugu
diisiiniilerek problem setleri liretilmistir; burada sunulan analizlerde ise diigiik

kalite talep eden son kullanici sayilarinin ilk bagta yiiksek kalite talep edenlerin
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yarisi, sonra her iki miisteri tipi sayisinin esit ve son durumda ise diisiik kalite
talep edenlerin yiiksek kalite talep edenlerin iki kati1 oldugu problem kiimeleri

olusturulmustur.

Test kosumlar1 yapilirken her bir QoS diizeyinden 10 adet test kiimesi
tiretilmigtir. ~ Son kullanic1 talepleri normal dagilimdan iiretilirken, BP
kapasiteleri diizgiin dagilimdan olusturulmustur. Cizelge 2.16 ve 2.17 sonuglar

Ozetlenmistir. Pazarda daha c¢ok diisiik kalite talep eden kullanici olmasi

Cizelge 2.16: Son kullanici QoS diizeylerinin etkisi.

Problem biiyiikliigii Model tipi ENR ETR CLC ERC
(171, 171,1S1,1Q08:1/1Q0S2)
RP 8215.36 16449.45 8206.98 27.11
(100,200,50,0.5) EEV 8205.65 16597.22 8370.86 20.71
WS 8253.63 16569.92 8294.42 21.86
RP 7966.60 16036.70 8055.14 14.95
(100,200,50,1) EEV 7965.00 16049.04 8069.49 14.55
WS 8005.68 16222.22 8207.88 8.66
RP 7899.65 15689.25 7779.28 10.32
(100,200,50,2) EEV 7871.30 15850.02 7974.19 4.53
WS 7925.55 15865.20 7935.12 4.53

durumunda, beklendigi gibi ENR degerleri diismekte ilging olarak kosum
stireleri uzamaktadir. Sekil 2.8’de goriildiigii gibi, en yiiksek VSS degeri ve en
diisitk EVPI degeri pazarda yiiksek kalite talep eden miisterilerin azinlik haline

geldigi durumdadir.

Cizelge 2.17: Son kullanici1 QoS seviyelerinin performans istatistiklerine etkisi.

Problem biyuiklugi Model tipi ECUP EDFR iterasyon Kosum siiresi
(111,141,181, 1Q0S11/|Q0S|) sayisi (CPU)
RP 0.95 0.99 8.40 247.65
(100,200,50,0.5) EEV 0.96 0.99 * % % 320.05
WS 0.99 1.00 * % % 4.18
RP 0.96 1.00 7.30 648.16
(100,200,50,1) EEV 0.97 1.00 * % % 349.11
WS 0.98 1.00 * % ok 3.40
RP 0.97 1.00 7.00 770.98
(100,200,50,2) EEV 0.99 0.99 * % % 521.90
WS 0.96 1.00 * % % 2.14

Bu alt boliim, sabit fiyatlandirma i¢in kurulan RP modelinin amag fonksiyonundaki
parametrelerin (v",C,v~) optimal amag¢ degerine etkisini belirlemek amaciyla
yapilan duyarlilik analizlerinin sonuclar1 sunmaktadir. Sekil 2.9’de duyarhilik
analizlerinin sonuglar1 gosterilmigtir.  Bu testler yapilirken BP sayisinin 50,
son kullanict sayisinin 200 ve senaryo sayisinin 50 oldugu bir problem kiimesi

olusturulmustur.  Yine talepler normal dagilimdan {iretilerek, sadece bir amag
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Sekil 2.8: Son kullanic1 QoS diizeylerinin EVPI ve VSS’ye etkisi.

fonksiyonu parametresi +%10 arasinda %1’lik adimlarla degistirilerek kosumlar

yapilmisgtir.

Firsat maliyetindeki v~ degismeler, RP’nin optimal degerinin z*¥ %0.32 gibi
diisiik bir oranda degismesine neden olmaktadir. Firsat maliyetinin dl¢iilmesinin
giic olmasindan dolay1 yapilan bu analiz sayesinde RP’nin bu parametreye kars
fazla duyarl olmadig: gosterilmistir. Ote yandan, gelir ve firsat maliyetlerindeki
degismeler ise optimal degeri sirasiyla %36 ve %27’lik dalgalanmalara neden

olmaktadir.
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Sekil 2.9: Degisen amag fonksiyonu parametrelerinin RP modeline etkisi.

2.2 Kademeli Fiyatlandirma Politikasinin Incelenmesi

Kademeli fiyatlandirma ile Onceki boliimlerde incelenen sabit fiyat modeli
arasindaki Onemli notasyon farklar1 soyledir: BP’lerin QoS diizeyleri ve son
kullanicilarin QoS gereksinimleri iki yeni parametre (maksimum gecikme ve

segirme miktarlar1 ve istekleri) ile modellenmisgtir; talep karsilama oranini belli
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bir seviyenin iistiinde tutmak amaciyla yeni bir parametre eklenmistir; bu ana
kadar modellemeye katilmayan ve agin alt yapisindan dolay1 olusan kapasite kayip
oranlarin formiile etmek i¢inde yeni bir parametre daha olugturulmugtur.Model i¢in

tiim parametre ve karar degigkenleri Cizelge 2.18’de gosterilmistir.

Cizelge 2.18: Kademeli Fiyatlandirma i¢in Model Notasyonlari.

Indeks kiimeleri

1 Omurga tedarikgilerinin kiimesi
Q Olusabilecek sonlu sayida talep senaryolari kiimesi
Js s(s € Q) senaryosu altinda taleplerin kiimesi
Problem parametreleri
djs: s senaryosu altinda j.talebinin bant genisligi
Tjs: s senaryosu altinda j.talebinin kargilanmasindan
dolayi elde edilen birim kazang
Vjs: s senaryosu altinda j.talebinin kargilanmamasindan
dolay1 olusan birim firsat maliyeti
Ds: s senaryosunun gerceklesme olasiligi
a;: i. omurgaya ait kapasite kayip oram (¢; € [0,1])
Eﬁ i. omurga icin birim bant genisligi maliyeti
kirilma noktas1
Cil, Ci: i. omurga icin maliyet kirtlma noktasinin sirastyla
altinda ve iistiinde birim bant genisligi maliyeti (¢ > ¢i1)
U i. omurgadan alinabilecek maksimum bant genigligi miktar1
D ¥;: i. omurga tarafindan garanti edilen sirasiyla
maksimum gecikme miktar1 ve segirme miktari
1) iss P js: Jj- son kullanicr tarafindan s senaryosu altinda sirasiyla
tolere edilebilecek maksimum gecikme ve segirme miktari
T Gerekli Minimum talep karsilama orant
Karar degiskenleri
Bi: i.omurgadan satin alinan bant genisligi miktar
wi: i omurgadan alinan kapasitenin toplam maliyeti
Yijs: Jj talebinin s senaryosu altinda i omurgasindan kargilanma orani
Vijs: s senaryosu altinda j talebinin kargilanma orani

Kademeli fiyatlandirma modeli de iki evreli stokastik programlama modeldir. Sabit
fiyatlandirma modelinden en biiyiik farki ise ilk evre karar degiskenlerinin (hangi
omurgadan ne kadar bant genigligi satin alinacagi) tam say1 yerine siirekli olmasidir.
Ayrica dikkatlice incelenirse talep karsilama orani kisitindan (denklem 2.45) dolay1
artik alt problemler her zaman olurlu olmadigindan dolay1 optimallik kisitlarinin
yanindan olurluluk kisitlarinin eklenmesi gerekmektedir. Bu da problemin ¢dziim

algoritmasini degistirecektir.

Modelin ama¢ fonksiyonu (2.38) birinci evrede olusan kapasite satin alma
maliyetlerini ve ikinci evrede gerceklesen beklenen kazang ve maliyet degerlerinin
toplamini, aracinin risk notral oldugu varsayimi altinda en biiyiiklemeyi

amaclamaktadir.
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Maksimum: Z Z Psdjstjsy js —Zwi— Z Z PsdjsVjs(1—yjs) (2.38)
seQ jeds iel seQ jeds

(2.39) nolu kisit seti bir omurgadan satin alinan kapasiteden daha fazlasinin son

kullanicilara satilmasini engellemektedir.

Bu kisit ayrica aracinin satiglar ve talep atamalarini yaparken kapasite kayiplar
gbze almasini saglamaktadir.
Y vijsdjs < (1—o4)Bi, Vie Vs €Q (2.39)
JEJs
Denklemler (2.40) ve (2.41) ile belirtilen kisitlarin gorevi taleplerin belli
olmasindan Once gerceklesen kapasite satin almalarinin kademeli fiyatlandirma

politikasina gore licretlendirmesini saglamaktir.

wi = C,'lﬁ[, Viel (2"40)

wi = cp(Bi—B;)+ciP;, Viel (2.41)

Her omurganin satabileceginden daha fazla kapasite alinamamasini saglayan kisit
seti (2.42)’dir.
Bi<U, Viel (2.42)

Son kullanicilarin hizmet kalitesi gereksinimlerini géz Oniine alinarak satin alinan

kapasitelere atanmasini saglayan kisitlar sirasiyla (2.43) ve (2.44) dir.

yijs(q)i*6js)<oa Vse Q. Viel VjeJ (2.43)

yijs(‘P,-—pjs)go, VSE.Q,ViEI,VjEJS (2.44)

Denklem seti (2.45) son kullanicilarla uzun siireli iligkiler kurmak acisindan gerekli
olan servis diizeyinin (talep karsilama orani) belli bir degerin {izerinde olmasini
saglamaktadir.

Y vidjs—m Y djs>0,Vs€Q (2.45)
JjeJs J€Js

Denklem kiimesi (2.46) ile (2.47) birlikte, karsilanmasi karar verilen miktar kadar

her son kullanici bant genisligi talebinin omurgalara dagitilmas1 saglamaktadir.

yis <1, Vs € QVj e Js (2.46)
Vis = Y Yijs: Vs € Q, Vj € J (2.47)
iel
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Isaret kisitlar1 (2.48) nolu denklemle saglanmaktadir.

yijsayjsvﬁiawi>07 VSGQ,\V/iEI,\V/jEJS (2'48)

2.2.1 Aynistirma algoritmasi tasarmm

Bir onceki alt boliimde IO icin kurulan kademeli fiyatlandirma altindan beklenen
net karin en biiyiiklenmesine yonelik modelinin ¢oziilmesinde karsilagilan dnemli
sorunlardan biri gerekli olan hafiza ve hesaplama gereksiniminin artan senaryo
sayist ile birlikte biiyiimesidir. Kademeli fiyatlandirma modelinin, sabit
fiyatlandirmadan farkli olarak karma tamsayili programlama modeli yerine biiyiik
Olcekli iki-evreli stokastik dogrusal programlama (SLP) modeli olduguna dikkat
edilmelidir. Bir onceki boliimde oldugu gibi bu boliimde de Benders ayristirma
algoritmas1 kademeli fiyatlandirma i¢in olusturulup degisik senaryolar altinda

kosulacaktir.

Kademeli fiyatlandirma problemi i¢in ana ve alt problemler asagida sunulacaktir.
Modeldeki ilk evre karar degiskenleri yani hangi BP’den ne kadar bant genisligi
satin alinmasi gerektigini belirten degisken sabitlenerek ﬁ[ alt probleme verilecek.
Burada ﬁi’in bir karar degiskeni degil bir sabit olduguna dikkat edilmeli ve olusan
modelin dogrusal programlama modeli oldugu gériilmelidir. Olusan alt problemin
coziilmesi ile elde edilen dual degiskenlerle optimallik ve olurluluk kisitlar
elde edilerek ana problem goziilecekti. Onemli bir gozlem alt problemin sabit
fiyatlandirmadan farkli olarak her zaman (her [;,- degeri icin) olurlu olmadigidir.
Dolayisti ile olurluluk kisitlarinin (2.59), optimallik kisitlari ile birlikte ana probleme

eklenmesi gerekmektedir.

Alt problem:
" =Minimum: =YY pdjsriyis+ Y, Y psdisvjs(1—yjs) (2.49)
seQ jeJs s€Q jeJs
Kisitlar: Z Vijsdjs < (1 — Oc,-)[%,», VielVseQ (2.50)
J€s
Vijs(Pi — 8j5) <0, Vs € QVi € I,V € J; (2.51)
y,-js(‘P,»—pjs)go, VseQViel Vje (2.52)
Y vidjs—m Y dis>0,Vs € Q (2.53)
JEJs J€Js
yis <1, Vs € QVj €U (2.54)
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Yijs = Z)’ijSa Vs €Q, VjeJ (2.55)
icl
Denklemler (2.49) ile (2.56) arasinda sunulan alt problem 6nceden tartisilan ikinci
evre modelini Q () olusturmaktadir. Burada amag gelirin ve ikinci evre maliyetlerin
toplaminin beklenen degerinin en kiiciiklenmesidir.

Ana problem:

Minimum : Zwi +t (2.57)
icl

Kisitlar : t> Z Z (1—o04)Bi&is + Z Z Njs+7m Z Z djsAs (2.58)
ielseQ sEQ jedg JjeJss€Q

0> Z Z (1 - ai)ﬁiéis‘l’ Z Z njs+77: Z Z djsls(2-59)
iel seQ seEQ jeds jeJss€Q

wi = C,'lﬁ,', Viel (2.60)

w; = C,‘Q(ﬁ,‘ _Ei) —I—CﬂEi, Yiel (2.61)

Bi<Uy, Viel (2.62)

Bi>0,Viel (2.63)

Denklem (2.57) ile (2.63) arasinda gosterilen ana modelde amag¢ fonksiyonu
ilk evre kapasite maliyeti ile ikinci evre kazanci ve maliyetlerinin beklenen
toplamindan olusturmaktadir. Kisit kiimesi (2.58) ile belirtilen kisit optimallik
kesimini belirtmektedir. Bu kisitta belirtilen & degisken (2.50) kisitina karsihik
gelen dual degiskendir, 1 ise (2.54) denklemine karsilik gelen dual degiskendir.
Son olarak degisken A alt modeldeki (2.53) numarali kisita karsilik gelen dual
degiskendir. Denklem seti (2.59) ise olurluluk kesimlerini gostermektedir. Alt
problemin bazi durumlarda olursuz olmasinin sebebi talep kargilama kisidinin

(2.45) saglanamamasindan ileri gelmektedir.

Alt modellerin 6zel yapisi goze alinmadan olusturulan Benders ayristirmasi
algoritmasinin istenen performanstan (kosum siiresi acisindan) uzak kalmasindan
dolay1 yapilan iyilestirme c¢alismalari ve iki yaklasimin (Benders ve L-Sekli
algoritmasi) kiyaslanmasi bir sonraki boliimde sayisal analizler ile birlikte

sunulmustur.
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2.2.1.1 Ayrnistirma algoritmasinin iyilestirilmesi

Bir onceki boliimde tartisilan kademeli fiyatlandirma icin olusturulan Benders
ayristirmasinin, cesitli problem kiimelerinde kosulmasi sonucu optimal sonucun
¢ok uzun iterasyon sayist ve dolayisi ile kosum siiresinden sonra ulagilmasi, bazi
bilyiik problem verilerinde ise optimallik sartlar1 saglanmadan testlerin yapildigi
bilgisayarlarin hafiza limitlerinin asilmasit ayristirma algoritmasinin iyilestirilmesi

zorunlulugunu dogurmustur.

L-Sekli algoritmanin, Benders ayristirmasindan en biiyiik farki: alt problemin tek
bir sefer yerine modeldeki kisitlar 6zel yapisi1 gdz oniine alinarak senaryolarin ayri
ayr1 olarak ¢oziilmesi ve biitiin senaryolar i¢in optimal alt problem dual degiskenleri
bulunduktan sonra optimallik yada olurluluk kisitlarinin eklenmesidir. Bu sayede
biiyiik 6l¢ekli iki-evreli SLP modeli, dogrusal programlama modeli olan daha kiigiik
boyuttaki problemlere indirgene bilmektedir. L-Sekli yapisi ve algoritmanin akist

asagida detayl bir sekilde agiklanmigtir [139, 140].

SLP Minimum /x4 Eq[Q (x, 0)] (2.64)
X
Ax=0>b (2.65)
x>0 (2.66)
Burada
Q(x,w) = Minimum  dly (2.67)
y
y=>0 (2.69)

E beklenen degeri, @ bir senaryoyu veya olasilik uzay1 (Q, F, £) na gore olast bir
ciktiy1 gostermektedir. Olasilik dagilimmin kesikli oldugu kabulii altinda:
E[Q(x,0)]= ) p(0)Q(x0) (2.70)
0eQ
Denklem (2.70)’i kullanarak biiyiik boyutlu deterministik esdeger problem
asagidaki gibi yazilabilir:
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Minimum x4+ Y p(w)dhyoe (2.71)

weD
Ax=b (2.72)
wa =+ Wa)yw = ]’la) (2.73)
x>0,y >0 (2.74)

Esitlik Tyyx + Wyye = he L-sekilli yapiyr olusturmaktadir. Bu esitligi acik olarak

yazarak bu yapi kolayca goriilebilir:

Tix+ Wiy =h
Ix + Wy, =hy
Tzx + W3y3 = h3 (2.75)
Tix + Wiy = Iy,

Algoritmanin adimlar sirastyla:
Adim 1: Baglangic Atamalar
v:=1 {lterasyon sayis1}

UB:=co {Ust smir deger}
LB:=—co { Alt sinir deger}

Baslangi¢ ana problemi ¢oz:

Minimum cT'x
Ax=b (2.76)
x>0
XV :=x* {Optimal ¢oziimler}
Adim 2: Alt problemler
for w € Q do
Alt problemleri ¢0z:
Minimum d({,yw
Woyo = he — Tpx"® (2.77)
Yo =0
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vy, :=y:, {Optimal degerler}
7y, := 7, {Optimal dual degerler}
end for
UB:=minimum{UB, ¢'%" + Y ycao PodLyl}
Adim 3: Yakinsama testi
if(UB—LB) /(1 +LB) <TOL then
Dur:yeterli hassasiyet saglandi
Return x¥
end if
Adim 4: Ana problem

Ana problemi ¢6z:

minimum c’'x+6
Ax=b>b
9 Z Z Pa) <_ﬁlm |:Ta)x+Wwylw—hw}>, l: 1,...,\/— (2.78)

weQ
x>0

XV :=x* {Optimal degerler}

0" := 0"
LB:="%"+6"
g0 to Adim 2

Iki algoritmanin performanslarimi karsilastirmak amaciyla cesitli BP ||, son
kullanict |J| ve senaryo |Q| sayisindaki problem kiimeleri kademeli fiyatlandirma
politikas1 igin olusturulmus ve Benders ardindan L-Sekli algoritmalar1 ile
¢oOziilmiistiir. Problem kiimelerinin olusturulmasi sirasinda son kullanici taleplerini
normal dagilimdan iretilirken E [Uj] /E [djs] oram 10 olarak sabitlenmistir. Her
bir senaryonun gerceklesme olasilig1 [0,1] arasindaki siirekli diizgiin dagilimdan

retilmistir.

Cizelge 2.19’da degisen BP sayisinin algoritma performanslarina etkisi sunul-
mugtur.  Kiiciik olgekli problem kiimesinde (|/| =25) Benders ayrigtirmasinin
L-Sekli ayristirmasindan iistiin oldugu goriilmektedir. Fakat artan problem kiimesi
biiyiikliigii Benders algoritmasini olumsuz yonde etkilemektedir. Sirasiyla BP

sayistmn 50 ve 100 oldugu durumlarda '+’ ile belirtildigi gibi optimal ¢oziim
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tolerans degerleri arasinda bulunamamstir. Ote yandan, L-Sekli ayristirmasi tiim

durumlarda optimal ¢oziimii bulmay1 bagarmistir.

Cizelge 2.19: Kademeli fiyatlandirma altinda degisen BP sayisinin algoritma
performanslarina etkisi.

Problem biiyiikliugii Coziim GAP fterasyon Kosum siiresi
(11,141,181 Algoritmast sayist (CPU Saniyesi)
(25,100,50) Benders 0.00 30 315.54
(50,100,50) Benders* 561.5 12 .
(100,100,50) Benders* ) 2 Kk k
(25,100,50) L-Sekli 0.00 32 611.50
(50,100,50) L-Sekli 0.00 66 1602.13
(100, 100,50) L-Sekli 0.00 77 2326.33

Son kullanici sayisindaki |J| artigin algoritma performanslarini nasil etkiledigi
Cizelge 2.20’de gosterilmistir. Benders algoritmasi bu senaryo altindaki hi¢bir
problem biiyiikliigiinde en iyi ¢Oziimii bulmayr basaramamisti. Bunun sebebi
belirtilen iterasyon sayilarinda kosumlarin yapildigi bilgisayarin hafiza limitlerine
ulasilmasindan dolay1 algoritmanin sonlanmasidir. Cizelgede goriildiigii gibi biiyiik
boyutlu problemlerde Benders ayristirmasi ancak iki iterasyon gidebilmektedir.
Diger taraftan, test edilen biitiin son kullanici sayilari altinda L-Sekli ayristirmasi
tolerans limitleri icerisinde makul sayilabilecek siirelerde optimal ¢6ziimii

bulmustur.

Cizelge 2.20: Kademeli fiyatlandirma altinda degisen son kullanici
algoritma performanslarina etkisi.

sayisinin

Problem biiytikluigii Coziim GAP iterasyon Kosum siiresi
(11, 71,18]) Algoritmast say1sl (CPU Saniyesi)
(50,50,50) Benders* 2.11 40 * % %
(50, 100,50) Benders™ 514.41 11 * ok %
(50,200,50) Benders* o0 2 * %%
(50,50,50) L-Sekli 0.00 64 1255.81
(50,100,50) L-Sekli 0.00 104 2237.61
(50,200,50) L-Sekli 0.00 28 1027.64

L-Sekli algoritmasinin alt problemleri senaryolara gore ayristirarak ayri ayri
c¢ozmesinden dolayi, degisen senaryo sayisinin etkisi daha ayrintili 6lciilmek
istenmigtir. Bu dogrultuda, her bir senaryo sayisina ait 10 farkli ve bagimsiz
problem kiimesi olusturulmus ve coziilmiistiir. Hafiza yetersizliginden dolay1
algoritmalarin durdugu durumda UB, LB, GAP, iterasyon sayis1 ve o ana kadar

gecen siire kaydedilerek karsilagtirma yapilabilme olanagi saglanmistir. Tolerans

73



limitleri olustururken Benders icin GAP=0.1 secilirken L-Seklin’de GAP=0.00001

secilerek birazda olsa Benders ayristirmasina avantaj saglanmustir.

Cizelge 2.21°de |Q| = 25 i¢in analizler sunulmustur. Benders ayristirmasi 4. ve 9.
problem kiimeleri hari¢ kendisi i¢in belirlenen tolerans degerleri dahilinde optimal
¢Oziimii bulurken L-Sekli ayristirmasi tiim problem kiimelerini optimal olarak
¢ozmiistii. Kosum siireleri karsilastirildiginda ise Benders ortalamada 517.95

saniyede sonlanirken, L-Sekli 498.57 saniyede sonlanmaktadir.

Cizelge 2.21: |Q| = 25 igin ayristirma algoritmalarinin karsilastirilmasi.

Problem seti Cozim Iterasyon GAP Kosum siiresi

Algoritmasi sayisl (CPU Saniyesi)
150J100S25_0 Benders 35 0.0 419.7
150J100S25_1 Benders 46 0.0 584.8
150J100S25_2 Benders 42 0.0 520.3
150J100S25_3 Benders 48 0.9 618.3
150J100S25_4 Benders 44 0.0 489.8
150J100S25_5 Benders 48 0.0 506.9
150J100S25_6 Benders 26 0.0 415.4
150J100S25_7 Benders 47 0.0 621.2
150J100S25_8 Benders 46 1.6 607.3
150J100S25_9 Benders 30 0.0 370.7
150J100S25_0 L-Sekli 34 0.0 373.9
150J100S25_1 L-Sekli 50 0.0 551.1
150J100S25_2 L-Sekli 38 0.0 422.0
150J100S25_3 L-Sekli 62 0.0 685.6
150J100S25_4 L-Sekli 49 0.0 524.0
150J100S25_5 L-Sekli 50 0.0 541.7
150J100S25_6 L-Sekli 27 0.0 309.5
150J100S25_7 L-Sekli 48 0.0 527.7
150J100S25_8 L-Sekli 66 0.0 720.2
150J100S25_9 L-Sekli 30 0.0 329.9

Senaryo sayisinin 50’ye esit oldugu durumda yapilan analizlerin sonuclar1 Cizelge
2.22 ozetlenmistir. Her iki algoritma da kendisi icin belirlenen tolerans limitleri
dahilinde tiim problem kiimelerini ¢ozerken L-Sekli ayristirmasinin optimal
¢Oziime ulasma siiresi Benders ile kiyaslandiginda ortalamada %53 oraninda daha

az siire almaktadir.

Her bir iterasyonun ne kadar siire aldigin1 géormek amaciyla secilen 150J100S50_6
problem kiimesinin iizerinde yapilan analizlerin sonuglart Sekil 2.10’de verilmistir.
Sekilde de goriildiigii gibi, ilk iterasyonlar Benders algoritmasinda cok uzun siireler

alirken son iterasyonlar oldukga hizli sonlandirilmaktadir.

Ote yandan, L-Seklin’de ise toplam iterasyon siiresinin neredeyse dogrusal olarak
artmasi her iterasyonun esit siire aldigimi gostermektedir. Ayni problem kiimesi

icin GAP’1n nasil azaldig1 Sekil 2.11°de gosterilmistir. 1ki algoritma ayni hizda
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Cizelge 2.22: |Q| = 50 i¢in ayrigstirma algoritmalarimin karsilastiriimast.

Problem seti Coziim Iterasyon GAP Kosum siiresi

Algoritmast say1st (CPU Saniyesi)
150J100S50_0 Benders 64 0.08 4103.75
150J100S50_1 Benders 48 0.05 3059.31
150J100S50_2 Benders 45 0.05 2266.63
150J100S50_3 Benders 44 0.08 2415.80
150J100S50_4 Benders 48 0.08 3600.75
150J100S50_5 Benders 36 0.06 1715.92
150J100S50_6 Benders 58 0.03 3690.98
150J100S50_7 Benders 45 0.10 2691.69
150J100S50_8 Benders 45 0.06 2471.42
150J100S50_9 Benders 21 0.10 1619.73
150J100S50_0 L-Sekli 74 0.00 2209.58
150J100S50_1 L-Sekli 59 0.00 1740.52
150J100S50_2 L-Sekli 57 0.00 1660.95
150J100S50_3 L-Sekli 64 0.00 1809.22
150J100S50_4 L-Sekli 60 0.00 1708.70
150J100S50_5 L-Sekli 37 0.00 1017.16
150J100S50_6 L-Sekli 62 0.00 1739.23
150J100S50_7 L-Sekli 53 0.00 1464.44
150J100S50_8 L-Sekli 58 0.00 1597.47
150J100S50_9 L-Sekli 27 0.00 773.33

optimal degerine yakinsamalarina ragmen Benders icin iterasyonlarin uzun siirmesi

L-Seklini daha iistiin bir yaklasim olarak gostermektedir.

4000,00
Kogum

siiresi

(Saniye)

3500,00

3000,00

2500,00

2000,00
=—#—Benders

=l -5ekl

1500,00

1000,00

500,00

0,00

1 11 21 31 41 51 61

iterasyon Sayisi

Sekil 2.10: Algoritmalarin iterasyon siirelerinin kargilagtirilmast.

GAP  25000,00

20000,00

15000,00

Benders

10000,00
\ e | -2

2000,00

0,00 LML L L e |

1 1 1 31 a1 51
Iterasyon Sayisi

Sekil 2.11: Algoritmalar icin GAP degisimi.
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Cizelge 2.23: |Q| = 100 igin ayristirma algoritmalarinin karsilagtirilmast.

Problem seti Cozim Iterasyon GAP Kosum siiresi

Algoritmast say1st (CPU Saniyesi)
150J100S100_0 Benders 17 64.18 7716.64
150J100S100_1 Benders 17 91.90 6496.86
150J100S100_2 Benders 17 4.24 5481.89
150J100S100_3 Benders 17 97.32 6130.89
150J100S100_4 Benders 17 16.37 5035.02
150J100S100_5 Benders 17 256.96 10020.55
150J100S100_6 Benders 17 108.61 7090.52
150J100S100_7 Benders 17 62.49 5605.67
150J100S100_8 Benders 17 114.51 5441.94
150J100S100_9 Benders 17 282.07 5824.91
150J100S100_0 L-Sekli 44 0.00 3501.63
1507100S100_1 L-Sekli 57 0.00 3150.80
150J100S100_2 L-Sekli 29 0.00 1770.20
150J100S100_3 L-Sekli 57 0.00 3066.84
150J100S100_4 L-Sekli 41 0.00 2183.61
150J100S100_5 L-Sekli 108 0.00 5754.75
150J100S100_6 L-Sekli 74 0.00 3870.47
150J100S100_7 L-Sekli 73 0.00 3825.05
150J100S100_8 L-Sekli 93 0.00 4883.30
150J100S100_9 L-Sekli 140 0.00 7952.55

Senaryo sayisinin 100 oldugu en biiyiik problem kiimeleri i¢in sonuclar Cizelge
2.23’de tartistlmigtir. Benders algoritmasi higbir problem kiimesini optimal olarak
cozemezken L-Sekli ise bilgisayarm hafiza limitlerini zorlamadan en iyi ¢oziime
ulagmigtir. Benders ayristirmasi i¢in LB ile UB arasindaki fark %2.61 ile %0.02

arasinda dalgalanmaktadir.

2.2.2 Sayisal analizler ve sonuclar

Bu boliimde o6nceki boliimlerde tartigilan kademeli fiyatlandirma icin stokastik
programlama modeli (RP) L-Sekli ayristirma algoritmas: kullanilarak cesitli
senaryolar altinda c¢oziilecektir. Bu senaryolar olugturulup coziiliirken cesitli
problem parametrelerinin model yapisina ve ¢oziime etkisi hem teorik olarak
(kosum siiresi, iterasyon sayisi vb.) hem de yonetimsel anlamda (net kar, kapasite

kullanim orani vb.) irdelenmeye caligilmistir.

Bu boliimde yiiriitillecek sayisal analizler icin kullanilacak problem test kiimes-
lerinin listesi Cizelge 2.24°de verilmistir. Cizelgeyi kisaca aciklamak gerekirse,
belirtilen problem kiimesinden 6rnegin bant genisligi olasilik dagilimini test etmek
amaciyla 4 seviye secilmistir yani son kullanicilarin bant genisligi istekleri normal,
diizgiin, binom ve kesikli dagilimdan iiretilmistir. Her bir seviye i¢in birbirinden

bagimsiz 10 adet problem hazirlanmis toplamda 4 x 10 = 40 senaryo ¢oziilmiistiir.
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Olasilik dagiliminin tipi degistirilirken problemde yer alan diger biitiin parametreler

son kullanici, BP sayis1 gibi sabit tutulmustur.

Cizelge 2.24: Kademeli fiyatlandirma i¢in test kiimeleri.

Problem kiimesi Seviye sayisi

BP sayisi

Son kullanici sayisi

Senaryo say1st

Varyans diizeyi

Bant genisligi olasilik dagilimi
Kapasite kayip orani

W AW W W

Toplam 210

Yapilan analizlerin ana amaglar1 sirasi ile; belirsizligin etkisini 6lcmek icin
kullanilan degerler (EVPI ve VSS) ile olasilik dagilimi arasindaki iligkiyi, bant
genigligi talebinin standart sapmasi (o) arasindaki iligkiyi, son kullanic1 sayisi
(|J]) arasindaki iligkiyi ve senaryo sayist (|S|) arasindaki iliskiyi irdelemektir.
Bu hesaplamalarinin yapilmasinin ardindaki sebep hangi durumlarda stokastik
programlama modelinin (RP) ve hangi durumlarda daha basit model olan beklenen
deger modelinin (EEV) ¢oziilmesinin daha ¢ekici oldugunu analiz etmektir. Biitiin
sayisal analizler sirasinda olusturulan veri setlerinin kosumu Pentium Centrino 2.67
GHz, 2 GB RAM ve Windows igletim sistemi altinda CPLEX 11.2.1 yazilimi

kullanilarak gerceklestirilmistir.

e BP sayisinin etkisinin analizi: Degisen BP sayisinin (|/|) etkisini analiz etmek
amaci ile, 3 ayri BP sayisi seviyesi (25, 50, 100) icin birbirinden bagimsiz ve
farkli 10 adet test senaryosu olusturulmus ve ¢oziilmiistiir. Bu analiz sirasinda
son kullanici talepleri ortalamasi (ijs) 6 varyansi G}S 3 olan normal dagilim
kullanilarak tiretilmigtir. Bu testler yapilirken, son kullanici sayist |J| ve senaryo

sayist |Q| sirasiyla 100 ve 50’ye sabitlenmistir.

Sekil 2.12°de RP, EEV ve WS modelleri i¢in 10 problem kiimesinin ortalamasi
alimarak hesaplanan beklenen net kar degerleri (ENR diger bir degisle,

ZRP ’

FEV WS) degerleri gosterilmistir.  Biitiin modellerde artan BP sayisi
beklenen net karda artisa neden olmaktadir. Fakat, VSS = zRF — zFEV ve
EVPI = VS — zRP esitlikleri kullamilarak stokastik yaklasimin I0’nun karar

vericisine kazancimi Olgtiigiimiizde degerler pozitif olmasina ragmen artan
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BP sayisi ile azalan bir trend izlemektedir. Ornegin, VSS/zEEV orani BP
sayist 25 iken 0.13, 50 iken 0.07 ve son olarak BP sayist 100 iken 0.06’ya
diigmektedir ki bunun anlami belirsizligin ihmal edilmeyip modellendigi RP
yaklagiminin belirsizligin goze alinmadigit EEV yaklagimina gore avantajim
artan BP sayisi ile kaybettigidir. Bu sonuglara ragmen, en kotii durumda
bile stokastik programlama metodolojisinin araciya %6 oraninda daha fazla
kar saglamasi yaklagimin iistiinliigiinii ortaya koymaktadir. Gercek hayatta
da BP sayisimin ozellikle Tiirkiye’de 5-10 arasinda kalmasi yaklagimin lehine

calismaktadir. Degisen BP sayisinin VSS ve EVPI'den sonra en onemli

Beklenen 12000
Kar
Degeri 4150

10000

HRP
MEEV
Ws

9000

2000

Foog

6000

25 50 100
BP sayisi

Sekil 2.12: Kademeli fiyatlandirma i¢in BP sayisinin RP, EEV ve WS modellerine
etkisi.
performans istatistiklerine etkisi Cizelge 2.25°de Ozetlenmistir. Secilen yani
kapasite satin alinan BP’lerin sayis1 NSS ile ifade edilirken, PCBC1 ve PCBC2
degerleri ise sirasiyla satin alinan bant genigliginin % olarak ne kadarlik
miktarinin fiyat kirilma noktasinin altinda ve fiyat kirilma noktasinin iistiinde

almdiini gostermektedir. Piyasada bulunan omurgalarin sayisinin artmasi ile

Cizelge 2.25: BP sayisinin performans istatistiklerine etkisi.

Problem seti NSS ECUP EDFR PCBCI1 PCBC2
(1,171, 1€)

(25,100,50) 17.40 0.91 0.96 80.59 19.41
(50,100,50) 19.80 0.90 0.98 85.75 14.25
(100,100,50) 22.30 0.90 0.99 93.07 6.93

birlikte NSS sayisinin artmasinin sebebi: 10’nun daha diisiik fiyata kapasite
saglayan ¢ok sayida BP ile calismay1 tercih etmesidir. Bunun dogal sonucu

olarak PCBC1 degerleri artmakta, PCBC2 degerleri azalmaktadir. EDFR
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degerlerinin de artan BP sayisi ile artig1 gozlenmektedir. Bu durum IO’nun,
BP’lerden QoS kisitlar1 saglandik¢a ve fiyat kirllma noktasinin altinda kalacak
sekilde bant genisligi aldig1 ve talepleri karsilamama yoluna gitmemesi gézlemi
ile aciklanabilir. Tiim durumlarda oldukg¢a yiiksek EDFR ve ECUP degerleri
elde edilmistir. ECUP degerlerinin sabit fiyatlandirmadakilere oranla diigiik
olmasinin sebebi alt yapidan dolay1 olusabilecek kapasite kayiplarinin kademeli

fiyatlandirma modelinde gz Oniine alinarak ¢6ziim aranmasidir.

e Son kullanici sayisinin etkisinin analizi: Degisen son kullanici sayisinin (]J])
etkisini analiz etmek amaci ile, 3 ayrt son kullanict sayist seviyesi (50, 100,
200) icin birbirinden bagimsiz ve farkli 10 adet test senaryosu olusturulmus
ve ¢ozillmiistir. Bu analiz sirasinda son kullanici talepleri ortalamasi (ujs) 6
varyansl GJZS 3 olan normal dagilim kullanilarak iiretilmistir.Bu testler yapilirken,

BP sayisi || ve senaryo sayist |Q| 50’ye sabitlenmistir.

Sekil 2.13’de degisen son kullanici sayisinin birincil performans istatistigi
olarak tanimlanan VSS ve EVPI’ye etkisi gosterilmistir. Son kullanici talepleri
belirsiz oldugundan ve artan son kullanici sayisi belirsizligi artiracagindan VSS
degerinde hizli bir artis gdzlenmesi normaldir ve bu durum RP modelinin yani
stokastik yaklagimin iistiinliigiinii gostermektedir. EVPI degerlerinde de artan
son kullanici sayisi ile birlikte bir artma gozlense de bu artis VSS’deki artisa
kiyasla oldukga diisiik kalmaktadir. Ozetle, gelecegi tam olarak bilmekle I0’nun
elde edecegi kazang en fazla %3 oraninda artmakta iken, deterministik yaklagim
yerine stokastik yaklasimin tercih edilmesi IO’nun karina %12 oraninda bir ek

katk1 yapmaktadir.

vyss 2000 014 yss/EEV
EVPI 1800 EVPI/RP
- 012
1600 '
1400 -0l
1200 008 mmmvss
1000 m—EVPl
- 0,08
500 VSS/EEV
&00 - 0,04 ===—EVPI/RP
400
0,02
200 -
0 -0

o0 100 200
Son kullamicr sayisi

Sekil 2.13: Kademeli fiyatlandirma igin son kullanici sayisinin EVPI ve VSS
degerlerine etkisi.
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Cizelge 2.26’de ikincil performans ¢iktilari 6zetlenmigtir. Artan son kullanici
talebi, 10’yu daha cok BP ile calisarak daha fazla kapasite almasina neden
olmaktadir. Satin alinan kapasitenin artmasi ve biitiin son kullanici sayilarinda
BP sayisinin sabit kalmasi ayn1 omurgalardan daha fazla yani fiyat kirilma

noktasinin iistiinde kapasite satin alinmasina neden olmaktadir.

Cizelge 2.26: Son kullanici sayisinin performans istatistiklerine etkisi.

Problem seti NSS ECUP EDFR PCBCI1 PCBC2
(7,171, 19)

(50,50,50) 12.80 0.90 0.98 97.44 2.56
(50, 100,50) 19.60 0.91 0.98 88.48 11.52
(50,200,50) 33.60 0.91 0.97 78.50 21.50

Senaryo sayisinim etkisinin analizi: Degisen senaryo sayisinin (|Q|) etkisini
analiz etmek amaci ile, 3 ayr1 senaryo sayisi seviyesi (25, 50, 100)
icin birbirinden bagimsiz ve farkli 10 adet test senaryosu olusturulmus ve
¢oziilmiigtir. Bu analiz sirasinda son kullanict talepleri ortalamast (fjg) 6
varyansl GJZS 3 olan normal dagilim kullanilarak iiretilmistir.Bu testler yapilirken,

BP sayist |I| ve son kullanict sayist |J] sirastyla 50 ve 100e sabitlenmistir.

Sekil 2.14’de degisen senaryo sayisinin kademeli fiyatlandirma modeli
tizerindeki etkisi gorsel olarak sunulmugtur. Artan senaryo sayist kademeli
fiyatlandirma modelinde, EVPI (ve EVPI/zRF) degerlerinde yatay bir segire
yol agmakta iken VSS degerlerinde diisiise neden olmaktadir. Biitiin senaryo
sayilarinda VSS degerinin EVPI degerinden biiyiik olmasi ve en kotii durumda
bile RP’ nin EEV’den %8 oraninda daha avantajli olmasi senaryo sayisindan
bagimsiz olarak stokastik yaklagimin IO tarafindan adapte edilebilecegini

gostermektedir.

Cizelge 2.27°de sunulan istatistiklerin genelde son kullanict ve BP sayisina bagh
olmasindan dolay1 degisen senaryo sayisinin bu istatistikler iizerinde bir etkisi
olmadigi saplanmigtir. EDFR ve ECUP degerlerinin %90 iizerinde olmasi pozitif

bir sonuctur.

Son kullanici talep varyansinin etkisinin analizi: Son kullanici taleplerinin
iretilmesi esnasinda normal dagilima uydugu varsayimi, bu analiz esnasinda

da korunmus fakat degisen talep varyansinin etkisi sabit senaryo, BP ve son

80



1200 014
VS5 VSS/EEV

EVPI EVPI/RP
1000 - 012

-0l
200 -

V55

600 -
I EVPI

VSS/EEV

r 008
400

L 004 i EVRI/RP

2000

25 30 100
Senaryo sayisi

Sekil 2.14: Kademeli fiyatlandirma i¢in senaryo sayisinin EVPI ve VSS degerlerine
etkisi.

Cizelge 2.27: Senaryo sayisinin performans istatistiklerine etkisi.

Problem seti NSS ECUP EDFR PCBCI1 PCBC2
(171,171, 1<)

(50, 100,25) 20.00 0.91 0.98 88.04 11.96
(50, 100,50) 20.10 0.90 0.98 87.14 12.86
(50,100, 100) 20.60 0.91 0.98 88.70 11.30

kullanici sayist altinda incelenmeye ¢alisilmigtir. Degisen varyansa ragmen, her
varyans seviyesinde taleplerin ortalama degeri sabit tutulmustur. Boylelikle BP

basina diisen ortalama talep sayist korunmustur.

Varyans testleri 5 farkli seviyede yapilmistir. Son kullanici talep varyansinin 9,
7,5, 3 ve 1 oldugu tiim durumlarda BP, son kullanic1 ve senaryo sayist sirasiyla
50, 200 ve 50’ye sabitlenmistir. Bagimsiz ve farkli 10 adet test senaryosu tiim

varyans seviyeleri i¢in olusturulmus ve ¢oziilmiistiir.

Degisen son kullanici talep varyansinin kademeli fiyatlandirma altindaki kar
enbiiyiiklemesi problemine etkisi Sekil 2.15’de gosterilmistir. Tim varyans

EEV oraminin %8’den fazla olmasi Gnemli bir sonug

seviyelerinde VSS/z
olmasma ragmen VSS ile varyans arasinda bir iligki tespit edilememistir.
Artan varyans EVPI (ve EVPI/Z®F) degerlerinde az da olsa artmalara neden
olmaktadir. Bunun nedeni varyansin artmasi ile birlikte gelecegi tahmin etmenin

gliclesmesi ve dolayisi ile bu tahmin i¢in ddenebilecek tutarin da artmasidir.

Cizelge 2.28’den de anlagildig1 gibi ikincil performans istatistiklerinin tiimii

neredeyse degisen varyans degerlerinde yatay bir segir izlemektedir. Varyans
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Sekil 2.15: Talep varyansinin EVPI ve VSS degerlerine etkisi.

seviyesi 5 iken en diisiitk NSS degeri gozlenirken, en yiiksek PCBC2 degeri de

bu seviyede hesaplanmustir.

Cizelge 2.28: Talep varyansinin performans istatistiklerine etkisi.

Problem seti NSS ECUP EDFR PCBCl1 PCBC2
(71,171,121, 0%)

(50,200,50,1) 33.30 0.91 0.98 76.90 23.10
(50,200,50,3) 33.30 0.91 0.97 78.07 21.93
(50,200,50,5) 32.20 0.91 0.97 75.91 24.09
(50,200,50,7) 33.10 0.91 0.97 77.46 22.54
(50,200,50,9) 32.70 0.91 0.96 77.45 22.55

e Talep olasilik dagilimimin etkisinin analizi: Simdiye kadar yapilan biitiin
testlerde son kullanici talepleri normal dagilimdan iiretilerek kosumlar yapilmis
olmasindan dolay1 olasilik dagilim tipinin degismesinin kademeli fiyatlandirma
modelinde nasil bir etki yarattigimi 6l¢mek icin farkli dagilimlar kullanilarak RP,
EEV ve WS modelleri ¢ozilmiistiir. Testler yapilirken iki stirekli (Normal ve
Diizgiin) ikide siirekli olmayan (Binom ve Ozel Kesikli) dagilimdan problem
kiimeleri tiretilmistir. Dagilimlardan son kullanici talepleri olusturulurken biitiin
dagilimlarm esit varyans ve ortalama degere sahip olmasi saglanmistir. Ozetle,
biitiin dagilimlarin ortalamasi (beklenen degeri) 6 ve varyanslari 3 olacak sekilde

tasarlanmigtir.

Degisen talep dagiliminin etkisini kademeli fiyatlandirma modelinde 6lgmek
icin, BP, son kullanici ve senaryo sayisi sirasiyla 50, 200 ve 50’ye sabitlenmistir
ardindan her bir olasilik dagilimi i¢in bagimsiz ve farkli 10 adet test problem

kiimesi olusturulmusg ve ¢oziilmiigtiir.
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Sekil 2.16’de tiim dagilim tipleri icin hesaplanan optimal zRF, zFEV 7WS degerleri
gosterilmigtir.  En yliksek VSS degeri Binom dagilimda hesaplanirken, en
yiiksek EVPI degeri Diizgiin dagilimda gozlenmistir. Daha 6nemli bir ¢ikt1 olan

VSS/zEEY orami ise tiim dagilimlar igin %10-%11 arasinda hesaplanmistir.

Sonug olarak talep dagilim tipi IO’nun stokastik programlama yaklagimin adapte
etmesiyle elde edecegi ekstra kar oranini etkilememektedir. EV PI/zR orani ise

biitiin olasilik dagilimlarinda %?2.4 olarak hesaplanmigtir. Cizelge 2.29°den de

Binom DUzgin Kesikli Mormal

18000

Beklenen
Net Kar 17500

17000 ——
16500 —1
16000

15500

15000
14500

14000

13500

Talep olasilik dagilim tipi

Sekil 2.16: Talep olasilik dagiliminin RP, EEV ve WS modellerine etkisi.

anlagildig1 gibi ikincil performans istatistiklerinin tiimii neredeyse degisen talep

olasilik tipleri ile birlikte yatay bir segir izlemektedir.

Cizelge 2.29: Talep olasilik dagiliminin performans istatistiklerine etkisi.

Problem seti NSS ECUP EDFR PCBCl1 PCBC2
(1], 1,22, Daggilim Tipi)

(50,200, 50,Binom) 32.50 0.91 0.97 76.24 23.76
(50,200,50,Diizgiin) 32.50 0.91 0.98 75.94 24.06
(50,200, 50, Kesikli) 33.30 0.91 0.98 77.11 22.89
(50,200, 50,Normal) 33.60 0.91 0.97 78.50 21.50

e Kapasite kayip oraninin etkisi analizi: Kademeli fiyatlandirma politikasi
modelinde, sabit fiyatlandirmadan farkli olarak altyap1 aksamalarindan dolayi
meydana gelen kapasite kayiplari matematik modellere entegre edilmistir.
Kapasite kayip oranlarindaki degismenin problemin sonuclarini ne sekilde
etkiledigini gormek amaciyla, 3 farkli seviyede ve her seviyenden 10 farkli
problem kiimesi olugturulmus ve kosumlar yapilmistir. Problem kiimelerinin
olusturulmasi sirasinda, her bir BP’nin kapasite kayip orani ortalamada %20

olacak sekilde artirtlarak 1.2 adindaki problem kiimeleri olusturuldu. Ayni
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islem kayip oranlarinin ortalamada %20 seklinde azaltilmasi ile 0.8 problem

setleri elde edildi.

Sekil 2.17°de degisen kapasite kayip oraninin EVPI ve VSS’ye etkisi
gosterilmisti. EVPI bu degisimden etkilenmezken VSS/zFEV orani azalan
kapasite kayiplart ile birlikte azalmaktadir. Dolayisi ile yiiksek kayiplarin
oldugu telekomiinikasyon sistemlerinde RP yaklasimin secilmesi IO agisindan

daha karli goziikkmektedir. Azalan kapasite kayip oranlar ile birlikte ECUP
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Sekil 2.17: Kapasite kayip oraninin VSS ve EVPI degerlerine etkisi.

oraninda artma goriilmesi gayet dogal bir sonuctur (bkz. Cizelge 2.30). NSS
sayisinin ise yiiksek kayip oranlarinda fazla olmast IO’nun karar vericisinin

talepleri dagitarak kayip riskini diigiirdiigii anlamina gelmektedir.

Cizelge 2.30: Kapasite kayip oraninin performans istatistiklerine etkisi.

Problem seti NSS ECUP EDFR PCBCl1 PCBC2
(1, 191,12, )

(50,200,50,1.2a) 33.80 0.87 0.97 74.93 25.07
(50,200,50, o) 32.70 0.91 0.96 77.45 22.55
(50,200,50,0.8cx) 31.50 0.95 0.98 76.06 23.94

2.3 Hacim Bazh Fiyatlandirma Politikasinin Incelenmesi

Hacim fiyatlandirma ile ©Onceki boliimlerde incelenen kademeli fiyat modeli
arasindaki onemli farkliliklar soyledir: BP’lerin sagladigi gecikme ve segirme
degerleri hacim bazli fiyatlandirmada kademeliden farkli olarak deterministik

sayilar yerine rassal degiskenlerle ifade edilmistir.

Olusan matematik model SLP verine sans (stokastik) kisith iki-evreli SLP modeli
halini almigtir. Bir 6nceki fiyatlandirma modelinde var olan talep karsilama oranini

ve agin alt yapisindan dolay1 olusan kapasite kayip oranlart kabulleri korunmustur.
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Bu boliimiin geri kalaninda sirasiyla: hacim bazli fiyatlandirma politikasi
altinda IO’nun beklenen karini1 enbiiyiiklemeye yonelik sans kisitli iki-evreli
SLP modeli kurulacaktir. Ardindan, modeldeki olasiliksal kisitlar deterministik
esdegerlerine cevrilmesiyle olusan biiyiikk Olcekli LP modeli igin ayrigtirma
algoritmalar1 tasarlanip performanslar1 kiyaslanacaktir.  Son olarak, problem
parametrelerinin degismesinin performans istatistiklerini nasil etkiledigine yonelik

analizler yapilarak boliim sonlandirilacaktir.

Cizelge 2.31, 2.32, 2.33’de sirasiyla hacim bazli sans kisith SLP modelinde

kullanilacak indeks kiimeleri, parametreler ve karar degiskenleri sunulmustur.

Cizelge 2.31: Hacim bazl fiyatlandirma i¢in model indeks kiimeleri.

Indeks kiimeleri

I Omurga tedarikcilerinin kiimesi
Q Olusabilecek sonlu sayida talep senaryolari kiimesi
Js s(s € Q) senaryosu altinda taleplerin kiimesi

Cizelge 2.32: Hacim bazli fiyatlandirma i¢in model parametreleri.

Problem parametreleri

djs: s senaryosu altinda j.talebinin bant genisligi
By s senaryosu altinda j.talebinin kargilanmasindan
dolayi elde edilen birim kazang
Vjs: s senaryosu altinda j.talebinin kargilanmasindan
dolay1 olusan birim firsat maliyeti
Ds: s senaryosunun gerceklesme olasiligi
o i. omurgaya ait kapasite kayip orani (o; € [0, 1])
it i. omurgadan birim bant genigligi satin almanin
birim maliyeti
U;: i. omurgadan alinabilecek maksimum bant genisligi miktari
D, W;: i. omurga tarafindan garanti edilen sirasiyla
gecikme miktar1 ve segirme miktart i¢in rassal degiskenler
;,Ll-a, 0'1-5: i. omurgasi gecikme rassal degiskeni
icin sirastyla ortalama ve standart sapma degerleri
;,Lip ,O'ip : i. omurgasi segirme rassal degiskeni
icin sirastyla ortalama ve standart sapma degerleri
G)?S,(D?x: s. senaryo altinda j talebinin belli bir hizmet kalitesinin

tizerinden kargilanmasi i¢in gerekli sirastyla gecikme
ve segirme degerleri giiven olasiliklar

1) iss P js: Jj- son kullanicr tarafindan s senaryosu altinda sirasiyla
tolere edilebilecek maksimum gecikme ve segirme miktari
T Gerekli minimum talep kargilama orani
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Cizelge 2.33: Hacim bazli fiyatlandirma i¢in karar degigkenleri.

Karar degiskenleri

Bi: i.omurgadan satin alinan bant genisligi miktari

Vijs: Jj talebinin s senaryosu altinda i omurgasindan
karsilanma orani

Vs s senaryosu altinda j talebinin karsilanma orani

10 igin belirsiz son kullanici talebi altinda kar en biiyiiklenmesi probleminin amag
fonksiyonu, karar degiskenleri y;; ve fB;’nin fonksiyonu olarak denklem (2.79)’deki
gibi yazilabilir.
Maksimum: Z Z psdjsﬁjsyjs—Zﬁici— Z Z PsdjsVjs(1—yjs) (2.79)
s€Q jE; icl seQ jed;
Kisit kiimesi (2.80) sayesinde bir omurgadan kapasite satin alinmisg ise son kullanici
talepleri bu kapasiteye atanabilmektedir. Bir omurgaya atanan toplam kapasite, o
omurgadan satin alinan bant genisliginden kapasite kayiplar diisiildiikten sonra esit
veya daha kii¢iik olmalidir.
Kisitlar: Y yijedjs < (1 —04)Bi, Vi€ I, Vs € Q (2.80)
JETs
Kisit (2.81) bir omurgadan satin alinabilecek maksimum bant genisligi miktarinimn
belirtilen omurga tarafindan piyasada satilan miktardan daha fazla olmasim

engellemektedir.

B:<U,Viel (2.81)

Denklem setleri (2.82) ve (2.83) olasiliksal (sans) QoS kisitlarin1 gostermektedir.
Bu kisitlar sayesinde son kullanici talepleri, bir omurgaya ancak gecikme ve
segirme isteklerini belli bir olasilik degerinin iistiinde saglarsa atanabilmektedir.
Bu kisitlarin deterministlik esdegerleri gecikme ve se8irmenin (®;, ¥;) normal
dagilima uydugu varsayimi altinda denklemler (2.84) ve (2.85) verilmigtir. Bu
kisitlarin dogrusal olmasi sayesinde hacim bazli fiyatlandirma modeli, SLP modeli

halini almaktadir.

Q% Vse QViel,Vjel, (2.82)

P{yijs(®i — §js) < s

0} >
P{yijs(Wi —pjs) <0} > @ Vs € QVie l,VjeJ (2.83)
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Burada T'g standart normal dagilimin ters doniisiim (quantile) fonksiyonunu

gostermektedir.
8js— 1 . .
Yijs e o’ > 0VseQVjel,Viel (2.84)
i
Pis — K
Yijs [ P —Tgp | = 0VseQVjel,Viel (2.85)
o; s

(2.86) nolu kisit seti son kullanicilarla uzun siireli iligkiler kurmak acisindan gerekli
olan servis diizeyinin (talep karsilama orani) belli bir degerin iizerinde olmasini
saglamaktadir. (2.87) ve (2.88) nolu kisit setleri birlikte, karsilanmasi karar verilen
miktar kadar her son kullanici bant genisligi talebinin omurgalara dagitilmasi

saglamaktadir. Isaret kisitlar (2.89) nolu denklemle saglanmaktadir.

Y vidjs—7m Y dis>0,Vs € Q (2.86)

JEJs J€Js

Y yiis <1, VseQVjel (2.87)

i€l

YVijs = Zy[js, Vs € Q, V] cJs (2.88)
i€l

ﬁi,yl’js,yjsZO,VSEQ,VJEJS,ViEI, (2.89)

2.3.1 Ayristirma algoritmasi tasarimi ve algoritmanmin iyilestirilmesi

Bir onceki alt bolimde IO i¢in kurulan hacim fiyatlandirma altindan beklenen
net karin en biiyiikklenmesine yonelik modelinin ¢oziilmesinde karsilasilan 6nemli
sorunlardan biri gerekli olan hafiza ve hesaplama gereksiniminin artan senaryo
sayist ile birlikte biiylimesidir. ~ Hacim fiyatlandirma modelinin, kademeli
fiyatlandirma modeli gibi biiyiik 6lgekli iki-evreli stokastik dogrusal programlama
(SLP) modelidir. Bir onceki boliimde oldugu gibi bu bolimde de Benders
ve L-Sekli algoritmalar1 hacim fiyatlandirma i¢in olusturulup degisik senaryolar

altinda kosulacaktir.

Hacim fiyatlandirma problemi i¢in ana ve alt problemler asagida sunulacaktir.
Modeldeki ilk evre karar degiskenleri yani hangi BP’den ne kadar bant genisligi
satin alinmasi gerektigini belirten degisken sabitlenerek ,Bi alt probleme verilecek.
Olusan alt problemin ¢oziilmesi ile elde edilen dual degiskenlerle optimallik ve

olurluluk kisitlari elde edilerek ana problem coziilecektir. Onceden de tartisildig
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gibi Benders ayrigtirmasinda alt problem tiim senaryolar i¢in bir kerede ¢oziilmeye

calisilirken, L-Sekli ayristirmasinda alt problem her bir senaryo i¢in ayri ayri

coziilmektedir.

Alt problem:

t* = Maksimum : Z Z psdjsﬁjs}st — Z Z Psdjsvjs(l —yjs) (2.90)

s€Q jeJg seQ jeJ;
Kisitlar: Y yijdjs < (1—a)Bi, Vi€ 1, Vs € Q (2.91)
JEJs

S.—ub
Vijs (JSG_a“z _r®%> >0VseQ,Yj e, Vi 1[(2.92)

i

pjs — uf
Yijs | L5 —Tge | >0Vs€Q,Vj€J,,Vie(2.93)
Js

of

Y vidjs—7m Y dis>0,Vs € Q (2.94)
JEJs JeJs

Y vijs <1,VseQVjel (2.95)
iel

Yis— Y vijs =0, Vs € Q, Vj € Jg (2.96)

iel
YVijs,Yjs = 0,Vs € QVjeJ,Viel (2.97)

Denklerler (2.90) ile (2.97) arasinda sunulan alt problem 6nceden tartisilan ikinci

evre modelini Q () olusturmaktadir. Burada amag gelirin ve ikinci evre maliyetlerin

toplaminin beklenen degerinin en kiigiiklenmesidir. Burada ﬁ[’in bir karar degigkeni

degil bir sabit olduguna dikkat edilmeli ve olusan modelin dogrusal programlama

modeli oldugu goriilmelidir.

Ana problem:

Maksimum :

Kisitlar :

—Y cifi+t (2.98)
iel

t<Y Y (1-o)B&s+ Y Y ns+n Y Y dihs (2.99)
i€l seQ) seEQ jed jeJss€Q

0<Y Y (1-0)B&s+ Y Y+ Y Y djsA(2.100)
i€l seQ) seQ jetg JEJss€Q

Bi<U, Viel (2.101)

Bi>0,vViel (2.102)

Denklem (2.98) ile (2.102) arasinda gosterilen ana modelde amag¢ fonksiyonu

ilk evre kapasite maliyeti ile ikinci evre kazanci ve maliyetlerinin beklenen

toplamindan olusturmaktadir. Kisit kiimesi (2.99) ile belirtilen kisit optimallik
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kesimini belirtmektedir. Bu kisitta belirtilen & degisken (2.91) kisitina karsihik
gelen dual degiskendir, 1 ise (2.95) denklemine karsilik gelen dual degiskendir.
Son olarak degisken A alt modeldeki (2.94) numarali kisita karsilik gelen dual

degiskendir. Denklem seti (2.100) ise olurluluk kesimlerini gostermektedir.

Hacim fiyatlandirma igin olugturulan Benders ayrigtirmasinin, cesitli problem
kiimelerinde kosulmasi sonucu optimal sonucun ¢ok uzun iterasyon sayisi ve
dolayisi ile kogsum siiresinden sonra ulagilmasi, bazi biiyiik problem verilerinde ise
optimallik sartlar1 saglanmadan testlerin yapildig1 bilgisayarlarin hafiza limitlerinin
agilmasi ayrigtirma algoritmasinin iyilestirilmesi zorunlulugunu dogurmustur. Bir
onceki boliimlerde de kullanilan L-Sekli algoritmasi bu probleme ¢oziim olarak
gelistirilmigtir.  Bu yaklasimin Benders ayrigtirmasindan en biiyiik farki: alt
problemin tek bir sefer yerine modeldeki kisitlarin 6zel yapisi géz Oniine
almarak senaryolarm ayr ayri olarak ¢oziilmesi ve biitiin senaryolar i¢in optimal
alt problem dual degiskenleri bulunduktan sonra optimallik yada olurluluk
kisitlarinin eklenmesidir. ~ Bu sayede biiyiik 0lgekli iki-evreli SLP modeli,
dogrusal programlama modeli olan daha kiiciik boyuttaki problemlere indirgene
bilmektedir. Iki algoritmanin performanslarini karsilastirmak amaciyla cesitli
BP |I|, son kullanic1 |J| ve senaryo |Q| sayisindaki problem kiimeleri hacim
fiyatlandirma politikasi i¢in olusturulmus ve Benders ardindan L-Sekli algoritmalari
ile ¢oziilmiigtiir.  Problem kiimelerinin olusturulmasi sirasinda son kullanici

taleplerini normal dagilimdan iiretilmistir.

Cizelge 2.34’de degisen BP sayisinin algoritma performanslarina etkisi sunul-
mugtur.  Kiigiik 6lcekli problem kiimesinde (|I| =25) Benders ayrigtirmasinin
cok azda olsa L-Sekli ayrigtirmasindan iistiin oldugu goriilmektedir. Fakat artan
problem kiimesi biiyiikliigii Benders algoritmasini olumsuz yonde etkilemektedir.
BP sayismin 100 oldugu durumda '+ ile belirtildigi gibi Benders algoritmasi
iki iterayon sonrasinda bilgisayardaki tiim hafizay1 tiiketip optimal ¢oziimii
bulamamustir. Ote yandan, L-Sekli ayristirmasi tiim durumlarda optimal ¢oziimii

bulmay1 bagsarmistir.

Son kullanict sayisindaki |J| artigin algoritmalarin performanslarini nasil etkiledigi
Cizelge 2.35’de gosterilmistir. Benders algoritmasi bu senaryo altindaki J=200

problem biiyiikliigiin hari¢ en iyi ¢6ziimii bulmay1 basarmigtir. Cizelgede goriildiigii
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Cizelge 2.34: Hacim fiyatlandirma altinda degisen BP sayisinin algoritma perfor-
manslarina etkisi.

Problem biiyiiklugii Cozim GAP LB UB fterasyon Kosum siiresi
(1], 71,18]) Algoritmasi sayisi (CPU Saniyesi)
(25,100,50) Benders 0.00 17730.27 17730.27 11 201.00
(50,100,50) Benders 0.00 17699.23 17699.23 24 756.91
(100,100,50) Benders* ) —oo oo 2 Kok
(25,100,50) L-Sekli 0.00 17730.27 17730.27 11 224.98
(50,100,50) L-Sekli 0.00 17699.23 17699.23 22 537.59
(100, 100,50) L-Sekli 0.00 17792.23 17792.23 78 3011.85

gibi biiyiik boyutlu problemlerde Benders ayristirmasi ancak iki iterasyon
gidebilmektedir. Diger taraftan, test edilen biitiin son kullanici sayilart altinda
L-Sekli ayristirmasi tolerans limitleri igerisinde makul sayilabilecek siirelerde

optimal ¢6ziimii bulmustur.

Cizelge 2.35: Hacim fiyatlandirma altinda degisen son kullanic1 sayisinin algorit-
malari performanslarina etkisi.

Problem biiyiiklugii Cozim GAP LB UB iterasyon Kosum siiresi
(111,141, 18]) Algoritmasi sayist (CPU Saniyesi)
(50,50,50) Benders 0.00 8791.38 8791.38 43 432.16
(50, 100,50) Benders 0.00 17866.94 17866.94 39 1156.06
(50,200,50) Benders* oo —oo oo 2 * % %
(50,50,50) L-Sekli 0.00 8791.38 8791.38 36 720.87
(50,100,50) L-Sekli 0.00 17866.94 17866.94 40 949.76
(50,200,50) L-Sekli 0.00 35331.99 35331.99 30 1124.23

L-Sekli algoritmasinin alt problemleri senaryolara gore ayristirarak ayri ayri
¢ozmesinden dolayi, degisen senaryo sayisinin etkisi daha ayrintili dl¢iilmek
istenmigtir. Bu dogrultuda, her bir senaryo sayisia ait 10 farkli ve bagimsiz
problem kiimesi olusturulmus ve ¢oziilmiistii. Hafiza yetersizliginden dolayi
algoritmalarin durdugu durumda UB, LB, GAP, iterasyon sayist ve o ana kadar

gecen siire kaydedilerek karsilastirma yapilabilme olanagi saglanmustir.

Cizelge 2.36°de |Q| = 25 i¢in analizler sunulmugtur. Bu analizlerde BP sayisi
50’ye son kullanict sayist 100 sabitlenmistir. Benders algoritmasi i¢in ortalama
kosum siiresi 976.76 saniye iken, L-Sekli algoritmasi i¢in bu siire sadece 469.46
saniyedir. Biitiin problem kiimelerinde L-Sekli daha iistiin goziikkmesine ragmen
iki algoritmada tiim problemleri optimal olarak ¢dzmeyi basarmigtir. L-Sekli
ayristirmast en koti durumda Benders’e gore %69 daha hizli iken bu oran en
iyi durumda %173’diir. Senaryo sayisinin 50’ye esit oldugu durumda yapilan

analizlerin sonuglar1 Cizelge 2.37 Ozetlenmistir.  Her iki algoritma da tiim
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Cizelge 2.36: Hacim fiyatlandirma altinda |Q| = 25 i¢in ayristirma algoritmalarinin

karsilagtirilmast.

Problem seti Coziim Iterasyon GAP LB UB Kosum siiresi

Algoritmasi sayist (CPU Saniyesi)
150J100S25_0 Benders 28 0.00 17845.97 17845.97 813.22
150J100S25_1 Benders 25 0.00 17713.18 17713.18 947.22
150J100S25_2 Benders 23 0.00 18072.78 18072.78 788.21
150J100S25_3 Benders 40 0.00 17813.89 17813.89 1327.08
150J100S25_4 Benders 23 0.00 18022.57 18022.57 765.02
150J100S25_5 Benders 31 0.00 17884.09 17884.09 1078.39
150J100S25_6 Benders 31 0.00 17902.74 17902.74 1219.95
150J100S25_7 Benders 29 0.00 17685.00 17685.00 1262.53
150J100S25_8 Benders 13 0.00 17826.42 17826.42 685.39
150J100S25_9 Benders 25 0.00 17746.47 17746.47 880.56
150J100S25_0 L-Sekli 27 0.00 17845.97 17845.97 479.27
150J100S25_1 L-Sekli 24 0.00 17713.18 17713.18 442.73
150J100S25_2 L-Sekli 22 0.00 18072.78 18072.78 389.17
150J100S25_3 L-Sekli 42 0.00 17813.89 17813.89 72891
150J100S25_4 L-Sekli 27 0.00 18022.57 18022.57 452.31
150J100S25_5 L-Sekli 30 0.00 17884.09 17884.09 503.34
150J100S25_6 L-Sekli 30 0.00 17902.74 17902.74 507.20
150J100S25_7 L-Sekli 30 0.00 17685.00 17685.00 498.88
150J100S25_8 L-Sekli 14 0.00 17826.42 17826.42 250.94
150J100S25_9 L-Sekli 27 0.00 17746.47 17746.47 441.83

problem kiimelerini optimal olarak ¢ozerken L-Sekli ayristirmasinin optimal
¢oziime ulagsma siiresi Benders ile kiyaslandiginda ortalamada %160 oraninda
daha az siire almaktadir. Her bir iterasyonun ne kadar siire aldigim goérmek
amaciyla secgilen 150J100S50_0 problem kiimesinin {izerinde yapilan analizlerin
sonuglart Sekil 2.18’de verilmigtir. Sekilde de goriildiigli gibi, ilk iterasyonlar
Benders algoritmasinda ¢ok uzun siireler alirken son iterasyonlar oldukca hizli
sonlandirilmaktadir.  Ote yandan, L-Seklin’de ise toplam iterasyon siiresinin
neredeyse dogrusal olarak artmasi her iterasyonun esit siire aldigim gostermektedir.

Ayni1 problem kiimesi icin GAP’1n nasil azaldigi Sekil 2.19°de gosterilmistir.

Benders’in optimal degere daha hizli yakinsamalarina ragmen Benders i¢in iterasy-
onlarin uzun siirmesi L-Seklini daha tstiin bir yaklasim olarak gostermektedir.
Senaryo sayisinin 100 oldugu en biiyiik problem kiimeleri i¢in sonuclar Cizelge

2.38’de tartigilmustir.

Her iki algoritmada optimal ¢6ziime ulagmay1 bagarirken, bir problem kiimesi
(I50J100S100_4) haric L-Seklinin daha cabuk bir gsekilde optimal c¢oziime

yakinsadig1 goriilmektedir.
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Cizelge 2.37: Hacim fiyatlandirma altinda | Q| = 50 i¢in ayristirma algoritmalarinin

karsilagtirilmast.

Problem seti Coziim fterasyon GAP LB UB Kosum siiresi

Algoritmast sayisi (CPU Saniyesi)
150J100S50_0 Benders 45 0.00 17954.58 17954.58 4023.47
150J100S50_1 Benders 35 0.00 17729.75 17729.75 2159.52
150J100S50_2 Benders 26 0.00 17783.95 17783.95 1750.03
150J100S50_3 Benders 60 0.00 17777.14 17777.14 4389.36
150J100S50_4 Benders 24 0.00 17900.18 17900.18 2057.03
150J100S50_5 Benders 24 0.00 17541.43 17541.43 2084.75
150J100S50_6 Benders 29 0.00 17852.15 17852.15 2290.13
150J100S50_7 Benders 60 0.00 17790.14 17790.14 3846.42
150J100S50_8 Benders 46 0.00 17752.17 17752.17 4337.72
150J100S50_9 Benders 67 0.00 17832.65 17832.65 4793.88
150J100S50_0 L-Sekli 45 0.00 17954.58 17954.58 1639.66
150J100S50_1 L-Sekli 32 0.00 17729.75 17729.75 1024.61
150J100S50_2 L-Sekli 22 0.00 17783.95 17783.95 714.70
150J100S50_3 L-Sekli 54 0.00 17777.14 17777.14 1577.86
150J100S50_4 L-Sekli 22 0.00 17900.18 17900.18 660.59
150J100S50_5 L-Sekli 21 0.00 17541.43 17541.43 622.52
150J100S50_6 L-Sekli 28 0.00 17852.15 17852.15 915.86
150J100S50_7 L-Sekli 63 0.00 17790.14 17790.14 1842.44
150J100S50_8 L-Sekli 44 0.00 17752.17 17752.17 1298.94
150J100S50_9 L-Sekli 65 0.00 17832.65 17832.65 1867.41
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Sekil 2.18: Benders ve L-Sekli algoritmalari i¢cin kogum siirelerinin kiyaslanmasi.
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Sekil 2.19: Benders ve L-Sekli algoritmalarinin GAP degisimi.
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Benders ayrigtirmasi i¢in ortalama ¢oziim siiresi 7613.09 saniye iken, L-Sekli icin
bu siire 5347.55 saniyedir. Buda L-Sekli’'nin ortalamada %42 oraninda daha hizli
oldugunu gostermektedir.

Cizelge 2.38: Hacim fiyatlandirma altinda |Q| = 100 igin ayristirma algorit-
malarmin kargilagtirilmast.

Problem seti Cozim herasyon GAP LB UB Kosum siiresi

Algoritmast sayis1 (CPU Saniyesi)
150J100S100_0 Benders 39 0.00 17847.41 17847.41 4658.50
150J100S100_1 Benders 86 0.00 17853.54 17853.54 19317.56
150J100S100_2 Benders 57 0.00 17729.92 17729.92 10860.61
150J100S100_3 Benders 29 0.00 17826.08 17826.08 4173.36
150J100S100_4 Benders 28 0.00 17722.99 17722.99 3516.11
150J100S100_5 Benders 63 0.00 17706.46 17706.46 8755.27
150J100S100_6 Benders 28 0.00 17720.12 17720.12 4819.97
150J100S100_7 Benders 81 0.00 17593.44 17593.44 11015.08
150J100S100_8 Benders 50 0.00 17727.89 17727.89 5507.13
150J100S100_9 Benders 16 0.00 17743.53 17743.53 3507.33
150J100S100_0 L-Sekli 37 0.00 17847.41 17847.41 3853.03
150J100S100_1 L-Sekli 99 0.00 17853.54 17853.54 13845.08
150J100S100_2 L-Sekli 54 0.00 17729.92 17729.92 8054.53
150J100S100_3 L-Sekli 24 0.00 17826.08 17826.08 3847.25
150J100S100_4 L-Sekli 32 0.00 17722.99 17722.99 5032.13
150J100S100_5 L-Sekli 67 0.00 17706.46 17706.46 7076.23
150J100S100_6 L-Sekli 32 0.00 17720.12 17720.12 2085.48
150J100S100_7 L-Sekli 80 0.00 17593.44 17593.44 5215.34
150J100S100_8 L-Sekli 54 0.00 17727.89 17727.89 3432.42
150J100S100_9 L-Sekli 14 0.00 17743.53 17743.53 1034.02

2.3.2 Sayisal analizler ve sonuclar

Bu boliimde onceki boliimlerde tartigilan hacim fiyatlandirma icin stokastik
programlama modeli (RP) L-Sekli ayristirma algoritmas1 kullanilarak cesitli
senaryolar altinda c¢oziilecektir.  Bu senaryolar olusturulup coziiliirken cesitli
problem parametrelerinin model yapisina ve codziime etkisi hem teorik olarak
(kosum siiresi, iterasyon sayist vb.) hem de yonetimsel anlamda (net kar, kapasite

kullanim orani vb.) irdelenmeye ¢aligilmustir.

Bu béliimde yiiriitillecek sayisal analizler i¢in kullanilacak problem listelerinin
kiimesi Cizelge 2.39’de verilmistir. Yapilan analizlerin ana amaclart sirasi ile;
belirsizligin etkisini 6lcmek i¢in kullanilan degerler (EVPI ve VSS) ile olasilik
dagilimi arasindaki iliskiyi, bant genisligi talebinin standart sapmasi (o) arasindaki
iliskiyi, son kullanici sayisi (|J|) arasindaki iliskiyi ve senaryo sayist (||)
arasindaki iligskiyi irdelemektir. Bu hesaplamalarinin yapilmasinin ardindaki sebep
hangi durumlarda stokastik programlama modelinin(RP) ve hangi durumlarda

daha basit model olan beklenen deger modelinin (EEV) c¢oziilmesinin daha cekici
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oldugunu analiz etmektir. Biitiin sayisal analizler sirasinda olugturulan veri
setlerinin kosumu Pentium Centrino 2.67 GHz, 2 GB RAM ve Windows isletim

sistemi alinda CPLEX 11.2.1 yazilimi1 kullamlarak gergeklestirilmistir.

Cizelge 2.39: Hacim fiyatlandirma icin test kiimeleri.

Problem kiimesi Seviye sayist

BP sayist

Son kullanici sayisi

Senaryo sayist

Varyans diizeyi

Bant genisligi olasilik dagilimi
Kapasite kayip orant

Giiven seviyesi olasilig1

W WA W W W

Toplam 240

e BP sayisinin etkisinin analizi: Degisen BP sayisinin (|/|) etkisini analiz etmek
amaci ile, 3 ayr1 BP sayisi seviyesi (25, 50, 100) icin birbirinden bagimsiz ve
farkl1 10 adet test senaryosu olusturulmusg ve ¢oziilmiistiir. Bu analiz sirasinda
son kullanic1 talepleri ortalamasi (js) 6 varyansi GJZS 3 olan normal dagilim
kullanilarak iiretilmistir.Bu testler yapilirken, son kullanici sayisi |J| ve senaryo

sayist | Q| sirasiyla 100 ve 50’ye sabitlenmistir.

Sekil 2.20’de degisen BP sayisinin probleme etkisini sunmaktadir. Son kullanici
taleplerindeki belirsizligi diistiniilerek modelleme ve ¢6ziim yapilmasi yani RP
modelinin tercih edilmesi EEV yaklasimina gore ortalamada %20 oraninda
biiytik bir atis saglamaktadir. BP sayisinin en az oldugu durumda ise VSS/EEV
orani en yiiksek seviyede iken EVPI/RP orani en diisiik diizeydedir. VSS
(VSS/EEV) oraninin en diisiik sayidaki BP sayisinda en yiiksek degerde olmasi
kademeli fiyatlandirma ¢6ziimii ile paralellik gostermektedir. Diger bir gdzlem
ise VSS ve EVPI degerlerinin ters bir trend islemesidir yani VSS’nin en diigiik
oldugu problem kiimesinde EVPI en yiiksek, VSS en yiiksek oldugu problem

setlerinde ise EVPI en diisiik degerini almaktadir.

Hacim fiyatlandirma modeli i¢in ikincil performans istatistikleri hesaplanirken
iki yeni istatistik tantmlanmigtir bunlar: tam olarak kullanilan BP sayist NFUB
ve toplamda piyasada var olan kapasitenin yiizde kacinin IO tarafindan satin
alindigin1 gosteren MCUP degerleridir. Degisen BP sayisinin VSS ve EVPI’den

sonra en Onemli performans istatistiklerine etkisi Cizelge 2.40’de dzetlenmistir.

94



2000,00 0,23

Vss 8 VSS/EEV
EVPl 150000 EVPI/RP
1600,00 02
1400,00
1200,00 0,15
—55
1000,00
- EVPI
£00,00 0,1 SiEEy
500,00 = EVPI/RP
400,00 005
200,00
0,00 -

25 50 100

BP sayisi

Sekil 2.20: Hacim fiyatlandirma altinda BP sayisinin VSS ve EVPI'ye etkisi.

Piyasada bulunan omurgalarin sayisinin artmasi ile birlikte NSS artmasinin
sebebi I0’nun daha diisiik fiyata kapasite saglayan cok sayida BP ile calismay1
tercih etmesidir. EDFR degerlerinin de artan BP sayisi ile artig1 gdzlenmektedir.
Tiim durumlarda olduk¢a yiiksek EDFR ve ECUP degerleri elde edilmistir.
MCUP ve NFUB degerleri artan BP sayisi ile azalma gostermektedir ki MCUP

degeri 4 kat artan BP sayisinda %400 oraninda azalmasi tutarli bir sonugtur.

Cizelge 2.40: Hacim fiyatlandirma altinda BP sayisinin performans istatistiklerine

etkisi.
Problem seti NSS ECUP EDFR NFUB MCUP
(1, 171, 12[)
(25,100,50) 12.00 0.91 0.98 9.70 43.62
(50, 100,50) 12.40 0.89 0.99 9.60 21.93
(100, 100,50) 13.30 0.89 0.99 9.50 11.04

e Son kullanici sayisinin etkisinin analizi: Degisen son kullanict sayisinin (|J])
etkisini analiz etmek amaci ile, 3 ayrt son kullanici sayisi seviyesi (50, 100,
200) icin birbirinden bagimsiz ve farkli 10 adet test senaryosu olusturulmus
ve ¢oziilmiistir. Bu analiz sirasinda son kullanici talepleri ortalamast (ijs)
6, varyansi szs 3 olan normal dagilim kullanilarak iiretilmistir. Bu testler

yapilirken, BP sayisi |I| ve senaryo sayist |Q| 50’ye sabitlenmistir.

Sekil 2.21°de degisen son kullanici sayisinin hacim bazli fiyatlandirmada birincil
performans istatistigi olarak tanimlanan VSS ve EVPI'ye etkisi gosterilmistir.
Son kullanici talepleri belirsiz oldugundan ve artan son kullanici sayisi
belirsizligi artiracagindan VSS degerinde hizl bir artik gézlemesi normaldir ve

bu durum RP modelinin yani stokastik yaklagimin ustiinliigiinii gostermektedir.
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EVPI degerlerinde de artan son kullanict sayis ile birlikte bir artma gozlense de
bu artis VSS’deki artisa kiyasla oldukga diisiik kalmaktadir. Ozetle, gelecegi tam
olarak bilmekle IO’ nun elde edecegi kazang en fazla en iyi durumda %4’den az
iken, deterministik yaklasim yerine stokastik yaklasimin tercih edilmesi IO’ nun

karina en kotii durumda bile %8 oraninda bir ek katki yapmaktadir.

vss 350000 02 yesfeey
EVPI | a1g EVPI/RP
3000,00
- 0,16
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ol memevel
1500,00 —_ | 008 VSS/EEV
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0,00 Fa
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Sekil 2.21: Hacim fiyatlandirma altinda son kullanici sayisinin VSS ve EVPI'ye
etkisi.

Cizelge 2.41 ikincil performans ¢iktilart 6zetlenmigtir. Artan son kullanici
talebi, I0’yu daha ¢ok BP ile calisarak daha fazla kapasite almasina neden
olmaktadir O0yle ki piyasadaki satisa sunulan kapasitenin %43’liik tutar1 araci
tarafindan tiiketilmektedir. ~Satin alinan kapasitenin artmasi ve biitiin son
kullanici sayilarinda BP sayisinin sabit kalmasi NFUB sayisinin artmasina neden
olmaktadir.

Cizelge 2.41: Hacim fiyatlandirma altinda son kullanici sayisinin performans
istatistiklerine etkisi.

Problem seti NSS ECUP EDFR NFUB MCUP
(1,171, 1€)

(50,50,50) 7.30 0.89 0.99 3.80 11.04
(50,100,50) 12.70 0.90 0.99 9.70 21.93
(50,200,50) 23.40 0.91 0.99 20.30 43.31

e Senaryo sayisinin etkisinin analizi: Degisen senaryo sayisinin (|Q|) etkisini
analiz etmek amaci ile, 3 ayri senaryo sayisi seviyesi (25, 50, 100)
icin birbirinden bagimsiz ve farkli 10 adet test senaryosu olusturulmus ve

¢Oziilmiistii. Bu analiz sirasinda son kullanici talepleri ortalamast (ujs) 6
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varyansi 6% 3 olan normal dagilim kullanilarak iiretilmistir.Bu testler yapilirken,
y s g $ yap

BP sayisi |I| ve son kullanici sayisi |J| sirasiyla 50 ve 100’e sabitlenmistir.

Sekil 2.22°de degisen senaryo sayisinin hacim fiyatlandirma modeli tizerindeki
etkisi gorsel olarak sunulmustur. Artan senaryo sayisit hacim fiyatlandirma
modelinde, EVPI ve VSS ( ek olarak EVPI/ZRP| VSS/zEEV) degerlerinde
bir artiga neden olmaktadir. Biitiin senaryo sayilarinda VSS degerinin EVPI
degerinden biiyiikk olmasi ve en kotii durumda bile RP’ nin EEV’den %10
oraninda daha avantajli olmasi senaryo sayisindan bagimsiz olarak stokastik
yaklagimin IO tarafindan adapte edilebilecegini gostermektedir.
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Sekil 2.22: Hacim fiyatlandirma altinda senaryo sayisinin VSS ve EVPI’ye etkisi.

Cizelge 2.42°de sunulan istatistiklerin genelde son kullanici ve BP sayisina bagl
olmasindan dolay1 deg§isen senaryo sayisinin bu istatistikler {izerinde bir etkisi
olmadigi saplanmigtir. EDFR ve ECUP degerlerinin %90 iizerinde olmasi pozitif
bir sonugtur.

Cizelge 2.42: Hacim fiyatlandirma altinda senaryo sayisinin performans istatistik-
lerine etkisi.

Problem seti NSS ECUP EDFR NFUB MCUP
(1,11, 12[)

(50, 100,25) 12.70 0.90 0.99 9.80 21.92
(50, 100,50) 13.00 0.90 0.99 9.40 21.85
(50,100, 100) 13.30 0.90 0.99 9.40 21.90

e Talep varyansinin etkisinin analizi: Son kullanic1 taleplerinin {iretilmesi
esnasinda normal dagilima uydugu varsayimi bu analiz esnasinda da korunmus
fakat degisen talep varyansinin etkisi sabit senaryo, BP ve son kullanici

sayisi altinda incelenmeye calisilmistir. Degisen varyansa ragmen, her varyans
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seviyesinde taleplerin ortalama degeri sabit tutulmustur. Boylelikle BP basina

diisen ortalama talep sayisi korunmustur.

Varyans testleri 5 farkli seviyede yapilmistir. Son kullanici talep varyansinin 9,
7,5, 3 ve 1 oldugu tiim durumlarda BP, son kullanic1 ve senaryo sayis1 sirasiyla
50, 200 ve 50’ye sabitlenmistir. Bagimsiz ve farkli 10 adet test senaryosu tiim

varyans seviyeleri icin olusturulmus ve ¢oziilmiistiir.

Degisen son kullanict talep varyansmin hacim fiyatlandirma altindaki kar
enbilyiiklemesi problemine etkisi Sekil 2.23’de gosterilmigtir. Tiim varyans
seviyelerinde VSS degerinin EVPI’den fazla olmasi énemli bir sonug olmasina
ragmen VSS ile varyans arasinda bir iligki tespit edilememistir. Artan varyans
EVPI degerlerinde az da olsa artmalara neden olmaktadir. Bunun nedeni
varyansin artmasi ile birlikte gelecegi tahmin etmenin giiclesmesi ve dolayisi
ile bu tahmin icin 6denebilecek tutarin da artmasidir. Cizelge 2.43’den de
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son kullanici talep varyansi

Sekil 2.23: Hacim fiyatlandirma altinda talep varyansinin VSS ve EVPI’ye etkisi.

anlagildig1 gibi ikincil performans istatistiklerinin tiimii neredeyse degisen
varyans degerlerinde yatay bir segir izlemektedir. Varyans seviyesi 5 iken en
diisitk NSS degeri gozlenmistir.

Cizelge 2.43: Hacim fiyatlandirma altinda talep varyansinin performans istatistik-
lerine etkisi.

Problem seti NSS ECUP EDFR NFUB MCUP
(71, 171,1€l,62)

(50,200,50,1) 23.20 0.91 0.99 20.80 4341
(50,200,50,3) 23.40 0.91 0.99 20.30 43.31
(50,200,50,5) 22.60 0.91 0.98 20.20 43.27
(50,200,50,7) 23.20 0.91 0.98 20.60 43.55
(50,200,50,9) 23.00 0.90 0.98 20.40 43.16
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e Talep olasilik dagilimlarinin etkisinin analizi: Simdiye kadar yapilan biitiin
testlerde son kullanici talepleri normal dagilimdan iiretilerek kosumlar yapilmis
olmasindan dolay1 olasilik dagilim tipinin degigmesinin hacim fiyatlandirma
modelinde nasil bir etki yarattigimi 6lgmek icin farkli dagilimlar kullanilarak RP,
EEV ve WS modelleri ¢oziilmiigstiir. Test problem kiimeleri, iki siirekli (Normal
ve Diizgiin) ikide siirekli olmayan (Binom ve Kesikli) dagilimdan iiretilmistir.
Dagilimlardan son kullanici talepleri olusturulurken biitiin dagilimlarin esit
varyans ve ortalama degere sahip olmasi saglanmustir. Ozetle, biitiin dagilimlarin

ortalamasi (beklenen degeri) 6 ve varyanslari 3 olacak sekilde tasarlanmistir.

Degisen talep dagiliminin etkisini hacim fiyatlandirma modelinde 6l¢mek igin,
BP, son kullanici ve senaryo sayisi sirastyla 50, 200 ve 50’ye sabitlenmistir ve,
ardindan her bir olasilik dagilimi i¢in bagimsiz ve farkli 10 adet test senaryosu

olusturulmus ve ¢oziilmiistiir.

Sekil 2.24’de tiim dagilim tipleri icin hesaplanan VSS, EVPI, VSS/EEV ve
EVPI/RP degerleri gosterilmistir. En yiiksek VSS ve EVPI degeri Binom

EEV orani ise tiim

dagilimda hesaplanmigtir. Daha 6nemli bir ¢ikti olan VSS/z
dagilimlar icin %16.5-%23 arasinda hesaplanmistir ki talep hangi dagilima
uyarsa uysun stokastik model beklenen net karda onemli bir artisa neden
olmaktadir. EVPI/ZRP orani ise biitiin olasilik dagilimlarinda %2.4 ile %2.7

arasinda kalmaktadir. Cizelge 2.44°den de anlasildig1 gibi ikincil performans

4200 0,22
Vss VSS/EEV

EVPL 1000 o EVPI/RP

3500 0.2

3000

0,15
2500

L&
2000

RG]
0,1
=SS /EEW
1500

== EVPI/RP
1000

0,05

500

0

Diizgiin Binom Kesikli Normal

Talep elasilik dagilim tipi

Sekil 2.24: Hacim fiyatlandirma altinda talep olasilik dagilimlarinin VSS ve
EVPI’ye etkisi.

istatistiklerinin tiimii neredeyse degisen talep olasilik tipleri ile birlikte yatay bir

segir izlemektedir.
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Cizelge 2.44: Hacim fiyatlandirma altinda talep olasilik dagiliminin performans
istatistiklerine etkisi.

Problem seti NSS ECUP EDFR NFUB MCUP
(111,171, 1€, Olasilik dagilimi)

(50,200, 50, Diizgiin) 23.30 0.91 0.99 20.60 43.57
(50,200,50,Binom) 23.00 0.91 0.99 20.50 43.31
(50,200, 50, Kesikli) 23.40 0.91 0.99 20.20 43.47
(50,200,50,Normal) 23.40 0.91 0.99 20.30 43.31

e Kapasite kayip oranlarinin etkisinin analizi: Hacim fiyatlandirma politikasi
modelinde, kademeli fiyatlandirma modelinde oldugu gibi altyap1 aksamalarin-
dan dolayr meydana gelen kapasite kayiplarinin matematik modellere entegre
edilmesinden dolay1 kapasite kayip oranlarindaki degismenin problemin
sonuglarini ne sekilde etkiledigini gormek amaciyla 3 farkli seviyede ve her
bir seviyenden 10 farkli problem kiimesinde kosumlar yapilmistir. Problem
kiimelerinin olusturulmasi sirasinda, her bir BP’nin kapasite kayip orani
ortalamada %?20 olacak sekilde artirilarak 1.2 adindaki problem kiimeleri
olugturuldu. Ayni sekilde kayip oranlarinin ortalamada %20 seklinde azaltilmasi

ile 0.8 problem setleri elde edildi.

Sekil 2.25°de degisen kapasite kayip oraninin EVPI ve VSS’ye etkisi
gosterilmisti. EVPI bu degisimden etkilenmezken VSS/zFEV orani azalan
kapasite kayiplan ile birlikte azalmaktadir. Dolayist ile yiiksek kayiplarin
oldugu telekomiinikasyon sistemlerinde RP yaklasimin se¢ilmesi IO agisindan

daha karli goziikmektedir.
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Sekil 2.25: Hacim fiyatlandirma altinda kapasite kay1ip oranlarinin VSS ve EVPI'ye
etkisi.
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Azalan kapasite kayip oranlari ile birlikte ECUP oraninda artma goriilmesi
gayet dogal bir sonuctur (bkz. Cizelge 2.45). NSS sayisinin ise yiiksek kayip
oranlarinda fazla olmasi IO’nun karar vericisinin talepleri dagitarak kayip riskini
diisiirdiigti anlamina gelmektedir. Azalan kayiplarla birlikte NFUB sayis1 da
azalmakti. MCUP’nin azalmasinin sebebi, kayiplarin azalmasindan dolayi

IO’ nun daha az bant genisligini BP’ler den satin almasidir.

Cizelge 2.45: Hacim fiyatlandirma altinda kapasite kayip oranlarinin performans

istatistiklerine etkisi.

Problem seti NSS ECUP EDFR NFUB MCUP
(11,71, 12|, Kayip orani)

(50,200, 50,1.2a) 23.90 0.86 0.98 21.60 4542
(50,200, 50, o) 23.40 0.91 0.99 20.30 43.31
(50,200,50,0.8c) 22.50 0.95 0.99 19.40 41.55

e Giiven seviyesi olasiliginin etkisinin analizi: Hacim fiyatlandirma modelinde
yer alan stokastik kisitlarda her bir talep i¢in belirlenen giiven olasiliklarinin
or, @° degerlerinin degismesinin etkisini incelemek amaciyla 3 farkli giiven
olasili seviyesi secilmistir. Biitiin giiven sevilerinde analizde kolaylik olmasi
acisindan biitiin taleplerin biitiin senaryolar altinda ayn giiven olasiligini istedigi
kabul edilmistir. Bu amagla her bir giiven diizeyinde 10 farkli problem kiimesi
olusturulmustur. Kosumlarin ortalamalarinin alinmasi ile elde edilen istatistikler
Sekil 2.26’de sunulmustur. Artan giiven olasiliklar1 ile birlikte yani son
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Sekil 2.26: QoS kisitlar1 giiven olasiliklarinin VSS ve EVPI'ye etkisi.

kullanicilarin daha yiiksek kalite talep etmesiyle VSS (VSS/EEV) degeri hizli
bir sekilde artmaktadir. Bu son kullanicilar kaliteye duyarl oldugu durumlarda

RP yaklagiminin beklenen deger yaklasimindan (EEV) cok daha iistiin oldugu
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anlamina gelmektedir. EVPI degeri ise biitiin seviyeler de yatay bir seyir

seyretmektedir.

Cizelge 2.46°de giiven olasiliklarinin RP i¢in ikincil performans istatistiklerine
etkisi 6zetlenmistir. En diisiik EDFR degeri giiven olasiliginin en yiiksek oldugu
%99 seviyede gozlenirken, en yiiksek NSS degeri de bu seviyede hesaplanmusgtir.
Bunun nedeni I0’nun QoS kisitlarini saglamak icin ¢ok sayida BP ile calismaya

zorlanmasidir.

Cizelge 2.46: QoS kisitlar1 giiven olasiliklarinin performans istatistiklerine etkisi.

Problem seti NSS ECUP EDFR NFUB MCUP
(I11,141,1€2], Giiven olasilig1)

(50,200,50, %90) 22.60 0.95 0.99 19.50 41.73
(50,200,50, %95) 23.40 0.91 0.99 20.30 43.31
(50,200, 50, %99) 23.50 0.95 0.97 17.90 40.61
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3. BULANIK HACIM BAZLI FIYATLANDIRMA POLITIKASI

Gergek hayat problemleri i¢inde barindirdiklart belirsizliklerden dolayi oldukga
karmasiktir. Belirsizligin az oldugu problemler simdiye kadar olusturulan klasik
modellerle iyi ifade edilmig ve c¢oziimler sayisal yontemlerle iiretilmistir [141].
Diger taraftan, karmagik bir sistemin muhakeme edilmesinde sirasinda karar
verici (insan) problemi genel olarak inceleyip konuya iligkin yaklasik bir diisiince
sahibi olur. Fakat bazen bu genel goriis cok karmasik veya ¢ok genis sistemleri
incelemeye yetmez. Bu yiizden karmasik, belirsiz ve biiyiik 6lgekli sistemleri insan
manti81 kullanarak modellemek gerekebilir. 1965°te Lotfi Zadeh tarafindan 6nerilen

“Bulanik Mantik” bahsedilen modelleme igin gelistirilmistir [142].

Zadeh sistemlerin karmasikliklar1 ve bu sistemlerin ifade edilmelerindeki anlamlilik
ve kesinlik arasindaki iligkiyi sOyle izah etmistir: "Bir sistemin karmagikligi
arttik¢ca onun davranisiyla ilgili kesin ve anlamli ifadeler kurma yetenegimiz bir
esige ulasincaya kadar diiser. Bu esikten sonra; kesinlik ve anlamlilik neredeyse

birbirinden bagimsiz 6zellik tagirlar” [141, 142].

Olasilik istatistiksel deneyler ve olaylarin olusma siklig1 gibi fiziksel gercekler ile
0znel yargilan ifade etmek igin kullanilabilir. Olabilir ve gerekli niteleyicilerinin
ise fiziksel ve insani gibi iki yonii vardir [141]. Kesin olmamayi ifade etmek icin
kesin, bulanik, dilsel belirsizlik gibi terimler mevcuttur. Bir bilgi 6gesinin degeri
ile ilgili alt kiime tekrar boliinemiyorsa kesin olarak ifade edilir. Bulaniklik ise eger
bir nesneye atanan deger kiimelerinin sinirlart tam bilinemiyorsa s6z konusu olur.
Dilsel belirsizlik konusma dilinde aym sozciiklerin farkli referans kiimeleri veya

farkli konular ile ilgili olmasindan kaynaklanabilir [ 141, 143].

Kesinligin belli oldugu durumlarda, problemin en iyi sekilde ¢oziilmesinde bulanik
sistemler kesin algoritmalardan daha az etkindir. Diger bir deyisle, bulanik sistemler
kesin olmayan ve belirsiz bilginin bulundugu problemlerin modellenmesine ve

coziilmesinde [141].
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Belirsizligin var oldugu sistemlerde, stokastik programlama verilerin kodlanmast,
aktarimi ve kullanilmasi i¢in ¢ok etkin bir yontem olmustur. Fakat kesin olmayan
bilginin taginmasi ile degil anlamiyla ilgili problemlerde yetersiz kalmaktadir.
Bilginin anlamiyla ilgilenen en 6nemli yaklagimlardan birisi olabilirlik teorisidir

[144].

Hacim bazli fiyatlandirma problemine bulanik mantik ¢ergevesinden bakildiginda
ise, son kullanici taleplerinin olasilik dagilimlari ile ifade edilerek bir onceki
boliimde yapilan kabuller korunacaktir. Fakat, piyasalarin dogasi geregi olusabile-
cek degisimlerden dolayi olusabilecek gelirlerin ve maliyetlerin dalgalanmalarimin
bulanik mantik kullanilarak modellenmesi daha gergekci olacagi diistiniilmiistiir.
Bu yaklagimla IO’ nun karar vericisinin kisisel tecriibelerini de matematik modellere

aktarabilmesi saglanmig olmaktadir.

Bir onceki boliimde kullanilan iki-evreli stokastik programlama modelinin

bulaniklagtirilmig hali genel anlamda asagidaki gibi ifade edilebilir.

Minimum: Z = ¢ x + Escq [Q (x,5,¢2)] Kisitlar x € X, 3.1)
ve
Q(x,s,c0) =  Minimum: f (s,c3)"y
Kusitlar: D (s)y > h(s)+T (s)x, yeY 3.2)

Burada X C R" ve Y C R™ polyhedral kiimelerdir ve ¢; € R ve ¢ €
R"™ olarak tanimlanmig maliyet ve gelir parametreleridir.  Bu parametreler
bulanik say1 olarak ifade edilebilirler. s ise (Q,F,) olasilik uzayinda bir
rassal degiskeni gostermektedir. Denklem (3.1)’da Z optimal bulanmk amag
fonksiyonu degerini gostermektedir. Takip eden alt boliimde tartigilacagi gibi,
ama¢ fonksiyonundaki birinci ve ikinci evre katsayilart ¢;,¢ nin bulanik olmasi
problem yapisin1 ve ¢oziimiinii etkileyecektir. Son olarak modelde x birinci evre
karar degiskenlerini gosterirken y ikinci evere karar degiskenlerini ifade etmektedir.
Hacim bazli fiyatlandirma i¢in birinci ve ikinci evre degiskenlerinin siirekli oldugu

hatirlanmalidir.

Bu boliimde tartisilacak modeller ve yaklagimlar sirasiyla: ilk olarak bulanik tek

amacli SLP modeli kurulup ¢6ziimlenecektir. Ardindan modellin amag fonksiyonu
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parametrelerinin bulanik olmasi durumunda ¢oziim algoritmalari aranacak ve
sonuclar IO bakis agisindan incelenecektir. Boliim ikinci kisminda ise ¢ok amach
bulanik SLP modeli hacim fiyatlandirma igin kurulacak ve degisik metotlarla

cOziimiin getirdigi avantajlar sunulacaktir.

3.1 Bulamik Amac Fonksiyonlu Stokastik Dogrusal Programlama Modeli

Dogrusal programlama modellerinde oldugu gibi SLP problemlerinde de oransallik,
toplanabilirlik, boliinebilirlik ve kesinlik gibi dort temel varsayim s6z konusudur
[145]. Oransallik, her karar degiskeninin amag¢ fonksiyonuna katkisi karar
degiskeninin degeri ile orantili olmasidir. Her karar degiskeninin kisitlarin sol
tarafina katkisi, karar degigskeninin degeri ile orantilidir. Toplanabilirlik herhangi
bir karar degiskeninin amac fonksiyonuna katkisinin diger karar degiskenlerinin
degerlerinden bagimsiz olmasidir [141]. Boliinebilirlik, karar de§iskenlerinin tam
say1 olmayan degerler alabilmesidir. Kesinlik ise her parametrenin kesin olarak
bilinmesini gerektirir. Modelde yer alan katsayilar kesin olarak biliniyor olmali ve

karar degiskeni degerlerinin kesin olarak elde edilebilmelidir [141].

Stokastik dogrusal programlama modellerinin varsayimlarindan bir tanesi her
senaryo altinda ve ilk evrede parameterelerin kesin oldugu varsayimidir malesef bu
varsayim her zaman gecerli olmayabilir. Gergek hayat problemlerinde katsayilar
kesin olarak belirlenemeyebilir veya katsayilarda belirsizlik olabilir. Bu durum
telekomiinikasyon piyasasinda uldukg¢a fazla karsilagilan bir durumdur ve bu

nedenle bu caligmada bulanik SLP modelleri gelistirilmistir.

Bir onceki boliimde tartisildigi gibi, eger gelecekte olusabilecek biitiin durumlar
sonlu sayida ayrik senaryo ile modellenmesi durumunda hacim bazli model
biiyiik 6lgekli dogrusal programlama(LP) modeli halini almaktadir. Dolayisiyla,
bulanik dogrusal programlama modellerini ¢6zmek igin gelistirilmis yaklagimlar
bu boliimde tartigilacak olan bulanik SLP modellerini de ¢cdzmede kullanilabilirler.
Bu dogrulta Kabak [141] tarafindan 6zetlenen bulanik LP modellerinin ¢6ziimiinde
kullanilan yaklagimlar Cizelge 3.1°de gosterilmigtir. Yaklagimlarin daha ayrintil

analizi belirtilen referanslarda bulunabilir.
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Cizelge 3.1: Tek amach bulanik programlama modelleri 6rnekleri.

Bulaniklik iceren parametre

Caligmalar

Kaynak katsayilari

Verdegay [146], Werner [147],
Tang-Wang-Fung [148] yaklagimlari

Kaynak katsayilar1 ve amag
fonksiyonu

Zimmermann [149], Chanas yaklagimilari
[150]

Amag fonksiyonu katsayilari

Verdegay [146], Lai ve Hwang [151],
Maeda [152], Zhang Wu Remias Lu [153]
yaklagimlari

Kaynak ve teknoloji kat-
sayilari

Ramik ve Rimenek [150], Dubois [150],
Leon ve Vercher [154] yaklagimlari

Amag fonksiyonu ve
teknoloji katsayilar

Lai ve Hwang [151] yaklasimi

Tiim katsayilar

Carlsson ve Kohen [150], Lai ve
Hwang [150], Buckley [150], Negi [150],
Maleki-Tata-Mashichi [155] yaklagimlart

Karar degiskenleri

Tanaka Guo Zimmermann [156], Buckley
ve Feuring [157], Maleki-Tata-Mashichi
[155] yaklagimlar

3.1.1 Zimmermann yaklasimi

Amag fonksiyonu bulanik olarak tanimlanmis bir dogrusal programlama modelinin

asagida verilen matematik modelle tanimlanmasi miimkiindiir:

T

Maksimum Z : c'x

Burada ¢’ = (c1,¢2,...,¢,), A matrisinin elemanlant @;; (i = 1,2,...,n j =
1,2,...,m) ve sag taraf sabitleri b’ = (by,bs,...,b,) uygun boyuttaki crisp

sayilardir. Zimmerman [149] yaklasiminda amag degeri (z9) ve amag degeri ile

Kisitlar: Ax<b

x>0

ilgili tolerans (pg) degerinin bastan verildigi varsayilmaktadir.

Coziim agamasinda bulanik amag [zo, zo + po| aralifinda degiserek hesaba katilir.

Buna gore denklem (3.3)’de verilen model asagidaki gibi yeniden yazilabilir.

Bul: X

Kisitlar: cI'x > 20
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Ax<b
x>0
Bulanik kiime teorisinde bulanik amag¢ fonksiyonu ve bulanik amaclar (¢cok amaglh

programlama problemlerinde) iiyelik fonksiyonlar1 ile ifade edilirler. Bulanik

amag II; icin azalmayan siirekli dogrusal iiyelik fonksiyonu agagidaki gibi

tanimlanmustir.
1, cT'x <z
I, =q1- Z();—ng, 20 <clTx<z+po 3.5)
0, x> 20+ po

Zimmermann, (3.4)’de verilen modeli ¢6zebilmek i¢in Bellman ve Zadeh [158]’in
maksimum-minimum operatoriinii kullanarak en iyi ¢6ziimii bulmak i¢in agagidaki

esdeger dogrusal programlama modelini kurmustur:

Maksimum A

Kisitlar: T, (x) =1 —(z0 —c'x)/po > A4 (3.6)

Denklem (3.6)’de gerekli diizenlemeler yapildiktan sonra asagidaki model elde
edilir.
Maksimum A
Kasitlar: clTx>z0— (1—=24)po 3.7)
Ax<b
x>0vel e[0,1]

Modelde c, A, zp, po baslangicta verilmis sabitler olduguna dikkat edilmelidir. Bu
bolimiin geri kalaninda Zimmerman yaklasimi kullanarak hacim bazli stokastik
programlama problemi (RP modeli) modellenecek, ardindan bir sonraki alt boliimde
ise iiretilen problem kiimelerinde bu model test edilecektir. Ayrica bu alt boliimde
EEV ve WS modelleri i¢in algoritmalar tasarlanip, test kosumlari yapilacaktir. Bu

kosumlarin sonuglari RP yaklasiminin avantajli olup olmadigin1 gosterecektir.

Cizelge 3.2,3.3, 3.4’de sirasiyla hacim bazli bulanik stokastik modelin Zimmerman
yaklasimi ile c¢oziilirken kullanilacak indeks kiimeleri, parametreler ve karar

degiskenleri sunulmustur.
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Cizelge 3.2: Zimmerman yontemi i¢cin model indeks kiimeleri.

Indeks kiimeleri

I
Q
Js

Omurga tedarik¢ilerinin kiimesi
Olugabilecek sonlu sayida talep senaryolar1 kiimesi
s(s € Q) senaryosu altinda taleplerin kiimesi

Cizelge 3.3: Zimmerman yontemi i¢in model parametreleri.

Problem parametreleri

djsi
ﬁjsi

Vjs:
Ps:

Q.
Ci.

js? js:

6jS7 iji

)

A

s senaryosu altinda j.talebinin bant genisligi

s senaryosu altinda j.talebinin karsilanmasindan

dolay1 elde edilen birim kazang

s senaryosu altinda j.talebinin karsilanmasindan

dolay1 olugan birim firsat maliyeti

s senaryosunun gerceklesme olasiligi

i. omurgaya ait kapasite kayip orani (o; € [0, 1])

i. omurgadan birim bant genigligi satin almanin

birim maliyeti

i. omurgadan alinabilecek maksimum bant genisligi miktari
i. omurga tarafindan garanti edilen sirasiyla

gecikme miktar1 ve segirme miktari i¢in rassal degiskenler
i. omurgasi gecikme rassal degiskeni

icin sirastyla ortalama ve standart sapma degerleri

i. omurgasi segirme rassal degiskeni

icin sirastyla ortalama ve standart sapma degerleri

s. senaryo altinda j talebinin belli bir hizmet kalitesinin
tizerinden kargilanmasi i¢in gerekli sirasiyla gecikme

ve segirme degerleri giiven olasiliklan

Jj- son kullanici tarafindan s senaryosu altinda sirastyla
tolere edilebilecek maksimum gecikme ve segirme miktar
Gerekli minimum talep kargilama oram

Karar verici icin tatmin diizeyi

Amac fonksiyonu icin iiyelik fonksiyonu

Amag fonksiyonu degeri igin tolerans miktart

Amac fonksiyonu degeri i¢in en kotiimser deger

Cizelge 3.4: Zimmerman yOntemi icin karar degiskenleri.

Karar degiskenleri

Bi:
Vijs:

yjs:

i.omurgadan satin alinan bant genigligi miktar
Jj talebinin s senaryosu altinda i omurgasindan
karsilanma orani

s senaryosu altinda j talebinin karsilanma orani

IO i¢in belirsiz son kullanici talebi altinda kar en bityiiklenmesi probleminin amag

fonksiyonu karar degiskenleri y ;; ve f3; fonksiyonu olarak asagidaki gibi yazilabilir.

Z(Biyis) = Y, Y psdjsBisyjs— Y Bici— Y. Y, psdjs0js(1—yjs) (3.8)

s€Q jE;

icl s€Q jel;
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Cizelgelerde verilen notasyonalar1 ve model (3.7)’i kullanarak hacim bazli bulanik
amaglh stokastik dogrusal programlama modeli, denklemler (3.9-3.20) arasindaki

gibi matematiksel olarak gosterilebilir.
Maksimum: A 3.9

Denklem (3.9) modelin amag¢ fonksiyonunu gostermekte ve c¢oziimden karar
vericinin en yiiksek tatmini almasini saglamay1 amaglamaktadir.
Kisitlar: Z Z Psdjsﬁjs}st — Zﬁici — Z Z psdjsvjs(l —yjs) >70— (1 — 1)8
seQ jeds i€l sEQ jeJg
(3.10)

Denklem (3.10), IO’ nun beklenen net karinin belli bir degerin iizerinde olmasi

saglamaktadir. Bu denklem model (3.7)’deki kisita uygun olarak diizenlenmistir.

Denklemler (3.11-3.20) arasinda modelin geri kalan kisitlar1 belirtilmigtir. Kisit
kiimesi (3.11) sayesinde bir omurgadan kapasite satin alinmig ise son kullanici
talepleri bu kapasiteye atanabilmektedir. Bir omurgaya atanan toplam kapasite
o omurgadan satin alinan kapasiteden (bant genigliginden) kapasite kayiplarida
diisiildiikten sonra esit veya daha kiiciik olmalidir. Kisit (3.12) bir omurgadan
satin aliabilecek maksimum bant genisligi miktarinin belirtilen omurga tarafindan

piyasada satilan miktardan daha fazla olmasini engellemektedir.

Kisitlar: Z Vijsdjs < (1 —0;)Bi, VieIVs € Q (3.11)
JEJs
B:<U,Viel (3.12)

Denklem setleri (3.13) ve (3.14) olasiliksal (sans) QoS kisitlarin1 gostermektedir.
Bu kisitlar sayesinde son kullanici talepleri, bir omurgaya ancak gecikme ve
segirme isteklerini belli bir olasilik degerinin iistiinde saglarsa atanabilmektedir.
Bu kisitlarin deterministlik esdegerleri gecikme ve sefirmenin (®;, ¥;) normal
dagilima uydugu varsayimi altinda denklemler (3.15) ve (3.16) verilmistir. Bu
kisitlarin dogrusal olmasi sayesinde hacim bazli fiyatlandirma modeli, bulanik amag

fonksiyonu parametreli stokastik dogrusal programlama modeli halini almaktadir.

P{yijs(P; — 8j5) <0} > O Vs € QVie I,V € J (3.13)
0} >

P{yi;s(¥; — pjs) < @, VseQVielVjel (3.14)
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Burada I'g standart normal dagilimin quantile fonksiyonunu géstermektedir.

S — ub
Yijs (”—SM_FGQ-) > 0VseQ,VjeJd,Viel (3.15)
o; Js
vijs [ LT | = 0VseQVjeld,Viel (3.16)
Gi jS

(3.17) nolu kistt seti son kullaniclarla uzun siireli iligkiler kurmak acisindan gerekli
olan servis diizeyinin (talep karsilama orani) belli bir degerin {izerinde olmasini
saglamaktadir. (3.18) ve (3.19) nolu kisit setleri birlikte, karsilanmasi karar verilen
miktar kadar her son kullanici bant genisligi talebinin omurgalara dagitilmasi

saglamaktadir. Isaret kisitlar1 (3.20) nolu denklemle saglanmaktadur.

Zyjsdjs—ﬂ'ZdjSZO,VSE.Q 3.17)

JjeJs J€Js

Y yiis <1, VseQVjel (3.18)

i€l

ij:Zy,-js, VSE.Q., VJEJS (3.19)
il

ﬁ[,y,-js,yjs >0,Vs e .Q.,\V/] eJ,Viel, ve S [0, 1] (3.20)

3.1.1.1 Sayisal analizler

Zimmerman yaklagimini test etmek ve stokastik yaklasimin(RP) beklenen deger
modelinden(EEV) tistiin oldugunu géstermek amaciyla: son kullanici sayist |J| 50,
BP sayis1 |I| 15 ve senaryo sayisi || 10 olan birbirinden bagimsiz 5 farkli problem,
son kullanici saysi |J| 100, BP sayisi |7] 30 ve senaryo sayist || 50 olan birbirinden
bagimsiz 5 problem ve son kullanict sayisi |[J| 100, BP sayist |I| 50 ve senaryo
sayisi |Q| 100 olan birbirinden bagimsiz 5 farkli problem olusturulup optimal olarak

coziilmiistiir.

Her bir senaryonun gerceklesme olasiligi ps [0,1]arasinda diizgiin dagilimdan
rassal sayilar Uretilerek atanmisti.  Son kullanici bant genisligi taleplerinin
boyutlari ise kirpilmig normal dagilimdan iiretilmistir. Son olarak veri setlerinin
kargilagtirilmasinda kolaylik olmast amaciyla , biitiin segirme ve gecikme giiven

araligi olasiliklar (@?S,

o .. . . . R . ..
® js) %95 giiven seviyesine yani I' = 1.96’ya sabitlenmistir.
Bu alt bolimde RP, EEV ve WS modellerini kiyaslamak amaciyla kullanilan
birincil istatistikler olan VSS ve EVPI degerlerinin hesaplanmasi i¢in algoritmalar

sunulmus ve sonuglar tartigitlmistir.  Son olarak, amag¢ fonksiyonunda yer alan
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parametrelerde olabilecek degisikliklerini ¢6ziimiin yapisini etkiledigini gérmek
amaciyla; maliyet ve kazang bilesenlerine ait parametrelerin belli oranda azalmasi

ve artmasi durumdaki ¢éztiimler duyarlilik analizleri ile incelenmistir.

Cizelge 3.5’de denklemler (3.9)-(3.20) arasinda Zimmerman yaklagimi ile
bulanikligin ve rassalligin diisiiniilerek modellenmesi sonucu olusan RP modelinin
tiim problem kiimeleri i¢in optimal ¢oziimleri verilmistir. IO’nun karar vericisinin,
¢oziilen SLP modelinin sonucunda yaklagik olarak %50 oraninda tatmin olmaktadir,
ve bu deger problem biiyiikliigiine gore degismemektedir. Biiyiiyen problem
biiyiikliigii 6zellikle artan son kullanici sayist beklenen net kart (ENP) olumlu
yonde etkileyerek artmasina neden olmaktadir. Maliyet bilesenleri kendi aralarinda
kiyaslandiginda ise son kullanici taleplerinin yiiksek oranda karsilanmasindan

dolay1 ERC ¢ok diisiik diizeylerde kalmaktadir.

Cizelge 3.5: Zimmermann yaklagimi ile RP problemi i¢in hesaplanan A, ENP, ETR,

CLC ve ERC degerleri.
Problem Kiimesi A ENP ETR CLC ERC
115J50S10_0 0.4982 7881.12 13451.16 5557.61 12.43
115J50S10_1 0.4979 7458.98 13213.03 5711.19 42.85
115J50810_2 0.4980 7865.12 13622.59 5752.83 4.63
115J50S10_3 0.4966 7746.32 13320.89 5506.74 67.83
115J50S10_4 0.4983 7574.87 13568.39 5985.09 8.43
Ortalama 0.4978 7705.28 13435.21 5702.69 27.24
Problem Kiimesi A ENP ETR CLC ERC
130J100S50_0 0.4992 17846.43 27018.52 9139.17 3291
130J100S50_1 0.4998 15809.05 26887.67 11059.49 19.13
130J100S50_2 0.4978 15773.85 26789.29 10963.99 51.45
130J100S50_3 0.4977 14826.85 26610.38 11710.37 73.16
130J100S50_4 0.4999 15965.43 26728.91 10724.29 39.19
Ortalama 0.4988 16044.32 26806.95 10719.46 43.17
Problem Kiimesi A ENP ETR CLC ERC
150J100S100_0 0.4837 16055.17 26932.05 10854.32 22.55
150J100S100_1 0.4984 17033.20 26805.05 9728.56 43.28
150J100S100_2 0.4985 17390.76 26669.68 9221.92 57.00
150J100S100_3 0.4996 17822.46 26955.88 9113.16 20.27
150J100S100_4 0.4995 17830.22 26952.26 9102.18 19.86
Ortalama 0.4959 17226.36 26862.98 9604.03 32.59

Sekil 3.1°de, Cizelge 3.5’deki birincil ¢iktilara ek olarak karar vericiye yardim
edebilecek ikincil performans ¢iktilar1 hazirlanmigtir.  Artan son kullanict sayisi
daha yiiksek miktarda bant genisliginin BP’ler den alinmasi sonucu dogurmaktadir.

Satin alinan toplam kapasitenin %10 daha az bir kismi (EUC) kullanilmamaktadir.
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Satin alinan kapasitenin atil kalmasinin en biiyiik nedeni CL"dur. CL, BP’lerin alt
yap1 problemlerinden dolay1 olustugundan I0’nun bu deger {izerinde etkisi yoktur;
fakat, EUC-CL arasindaki farkin oldukca diisiik olmasi1 son kullanici taleplerinin
satin alinan kapasitelere atanirken oldukca iyi bir atama igleminin yapildig1 ve ¢ok
az kapasitenin israf edildigini kanitlamaktadir.
1200
Bant

Genisligi
1000

800

600 ET1CE
HCL
200 EUC

200

115]50510 130100550 15011005100

Problem Kiimesi

Sekil 3.1: RP modeli i¢cin TCB, CL ve EUC degerleri.

RP modelinin tek basina ¢6ziimii karar vericiye fazla bilgi saglamamaktadir. Diger
bir degisle rassalligin modellemesinin, getirisinin ne oldugunun hesaplanmasi
zorunludur.  Ardindan, IO’nun karar vericisine hangi durumda RP modelini
hangi durumda EV modelini ¢ézmesinin daha akillica oldugunun belirtilmesi
gerekmektedir. Bu dogrultuda, Zimmermann yaklagimi ile kurulan bulanik
amagli SLP modelinin performansi iki ana (EVPI ve VSS) performans ¢iktisi ile
olciilecektir. Buraya kadar olan biitiin modellerden farkli olarak, her bir ¢ikti icin

iki farkli metrik (VSS, ,VSSz, EV PI, ,EV Plz) hesaplanacak olmasidir.

EVPI degerlerinin hesaplanmasina iliskin algoritmanin pseudo kodu Sekil 3.2’de
verilmisgtir. RP modelinin her bir senaryo icin ayri ayr coziilmesi ve
senaryolarin optimal ¢ozlimlerinin beklenen degeri hesaplanmasiyla WS problemi
¢Oziilmiis olur. WS ile RP optimal degerleri arasindaki fark EVPI’dir. VSS
degeri, RP’nin performansi i¢in daha gercek¢i bir olgiittiir.  'VSS degerlerinin
hesaplanmasina iliskin algoritmanin pseudo kodu Sekil 3.3’de verilmistir. 1lk
adim olarak, modeldeki biitiin rassal degiskenlerin beklenen degerlerinin bulunmasi
gerekmektedir. Bunun adimla, gelecekte olusabilecek farkli talep senaryolarinin

ihmal edilerek sadece tek bir senaryonun ¢6ziilmesi amaclanmaktadir. Daha sonra
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for s=1,...,]Q]

Coz Denklem (3.9-3.20)

Kaydet A, Z7

\*optimal ¢6ziim degerlerinin gosterir

\Z;, s senaryosu i¢in Denklem (3.8) gosterildigi gibi hesaplanir
end for
Hesapla ve Ata AWS Zlgl PsAS

VASRS Z‘Sgl psZ:f

\WS bekle-ve-gor probleminin optimal ¢dziimiinii ifade eder
Hesapla ve Ata EVPI; « AWS — ARP

EVPI; « ZWS — ZRP

Sekil 3.2: Zimmermann yontemi i¢in EVPI algoritmasi.

bulunan bu degerler EV modeli adi verilen deterministik modelde, denklemler
(3.21-3.30)’de yerine konularak ¢6ziim bulunur. Bu model karar verici icin ¢cozmesi
daha kolay bir problemdir. Bu problemin optimal sonucunun IO tarafindan adapte
edilirse elde edilecek optimal ¢oziimii bulmak i¢cin RP problemi, EV’nin optimal
degerleri ile ¢oziiliir. Son olarak ¢oziilen model EEV modeli adini alir. EEV ile RP

arasindaki fark VSS’dir.

Maksimum: A (3.21)
Kisitlar: Z ﬁjdjyj — Zﬁici — Z dj’l)j(l _yj) > 20 — (1 — /,1.)8(3.22)
jeJ il jel
Y vijd; < (1—a)B, Viel (3.23)
jeJ
Bi<U, Viel (3.24)
5]’ - .u[6 . .
Vij | =5 —Tes >0Vjel,Viel (3.25)
Gi J
P
Yij (pJ p“‘ F®9> >0VjelViel (3.26)
G[ J
Y yidi—mYy d;>0, 3.27)
jel jel
Yyi<1LvjeJ (3.28)
iel
yji=Y yij, Vj €y (3.29)
icl
ﬁi,y[j,yJ-}O,VjEJ,Viel, Ve)LE[O,]] (3.30)

EVPI ve VSS algoritmalarinin RP, EEV ve WS modelleri kullanilarak biitiin
test problem kiimelerinde kosulmasi sonucunda bulunan en iyi ¢6ziim degerleri

(tatmin diizeyi ve net kar) ortalamalart Cizelge 3.6’de gosterilmistir. Teorik
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for j=1..]

Hesapla ve Ata
U < Lsca PsVjs
Vj < ZSEQ PsVjs
dj < YseqPsdjs
5j — ZSEQ ps6js
Pj < Lseq PsPjs
6? — Lseo PS®?S
65) < ZSEQ ps®lj?s

end for

Coz Denklemler (3.21-3.30)

Kaydet ,BI.EV \Beklenen deger probleminin optimal ¢dziimiidiir
Ata ve Sabitle  (3.10,3.11,3.12,3.20) numarali denklemlerde f3; + ﬁiEV
Coz RP problemini denklem (3.9-3.20)

Optimal ¢oziimler

Hesapla ve Ata VSS; « ARP _ A EEV
VSSy « ZRP — ZEEV

EEV ZEEV
AFEYZ

Sekil 3.3: Zimmermann yontemi i¢in VSS algoritmasi.

olarak beklendigi gibi AFEY < ARP < AWS ve ZFEV < ZRP < ZWS qralamalan
elde edilmistir. ZRPEEVWS degerleri problem kiimeleri biiyiidiikce artmaktadir.
Daha 6nemli bir gozlem ise stokastik modelin, beklenen deger modeli yerine
coziilmesinin 10’ya ne kadar ek kazang saglayacagini gdsteren VSSz de8erinin
de problem biiyiikliigii artik¢a artmasidir. Buda gercek hayattaki biiyiik olcekli
hacim bazl fiyatlandirma modellerinde belirsizligin ihmal edilmemesi gerektigini

kanitlamaktadir. Diger bir sonug ise, beklenen net kar i¢cin VSSz > EV PIz seklinde

bulunmasidir.

Cizelge 3.6: RP, EEV ve WS modelleri i¢in hesaplanan IO tatmin orani ve net kar

degerleri.
Problem Kiimesi ARP DY AVS EVPI, VSS,
115J50S10 0.4978 0.3241 0.6569 0.1591 0.1737
130J100S50 0.4989 0.2995 0.6565 0.1577 0.1993
150J100S100 0.4959 0.2570 0.5434 0.0475 0.2390
Ortalama 0.4975 0.2935 0.6190 0.1214 0.2040
Problem Kiimesi ZRP 722 7z EVPI, VSSy
115J50S10 7705.28 6801.52 7948.08 242.80 903.76
130J100S50 16044.32 14076.76 16554.97 510.65 1967.56
150J100S100 17226.36 14967.76 17675.24 448.87 2258.60
Ortalama 13658.66 11948.68 14059.43 400.77 1709.98
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Sekil 3.4 ve 3.5’de EEV yerine RP modelini ¢6zmesiyle oransal olarak 10’nun
sirastyla tatmin oraninda ve net karinda ne kadar degisim olacagin1 gostermek
icin hesaplanan VSS; /AFEY ve VSS;/ZFEY degerleri gosterilmistir. Gelecegi tam
olarak bilmenin ne kadar oranda tatmin (EV PI, /ARF) ve kar artigina (EV Pl /ZRP)
yol acacagi da bu sekillerde gosterilmigstir. Problem kiimeleri biiyiidiikce RP’nin
EEV’ye gore tatmin oraninda sagladigi artis %90°1 gegmektedir ve bu oran problem
biiyiikliigii artik¢a artan bir egilim gostermektedir. Gelecekte ki belirsizliklerin
kalkmas1 yani son kullanici taleplerinin tam olarak bilinmesi durumunda ise tatmin
oranindaki artis RP modeline gore %30 civarindadir ve problemin biiytikligii
artikca azalmaktadir.

1

039

0.8

0.7

0,6

0,5

HEVPI/RP
04

WSS EEV
03

0.2

0.1

0 4
115150510 1301100550 150/1005100
Problem Kiimesi

Sekil 3.4: Karar verici tatmin diizeyi icin EVPI, /ARP ve VSS, /AFEY oranlari.

Beklenen net kar acisindan RP, EEV ve WS modelleri incelendiginde ise; RP
yaklasimin % 14 oraninda net kar artisina yol actig1 goriilmektedir ki bu oran IO’ nun
karar vericisi tarafindan belirlenen belirli bir esik degerinin iistiinde kalmas1 halinde
RP modeli her zaman ¢oziim yolu olarak tercih edilecektir. VSSz/ZEEV yine
problem biiyiikliigii ile dogru orantili bir trend seyrederken EV Pl /ZRP orani yatay
bir segir izlemektedir ve RP’nin net karda sagladigi artis oranina gore oldukca

diisiiktiir.

Zimmermann yontemi igin sayisal analizler ama¢ fonksiyonu parametrelerindeki
degisikliklerin problemin ¢6ziimiinii nasil etkiledigi arastirilarak sonlandirilacaktir.
Bu dogrultuda, sadece en biiyiik problem kiimesi olan 150J100S100 degisen gelir

ve maliyet parametreleri ile test edilmistir.  Bu analizlerin amact degisiklikler
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15011005100

M EVPI/RP
W VSS/EEV

Sekil 3.5: 10 nun Kari i¢in EVPIz/ZRP ve VSS7/ZEEY oranlari.

yapildiktan sonra RP, EEV ve WS modellerinin birbirleri ile kiyaslandiginda ne gibi
farklarin olustugunu gozlemektir. Dolayis1 ile her bir senaryonun test edilmesinden

sonra dnemli istatistikler hesaplanip, sonuclar tartigilmigtir.

e Gelir parametresinin (¥;;) %10 oraninda artirilmasi ve azaltilmasi: Cizelge 3.7
ve Cizelge 3.8’de sirasiyla birim gelir degerindeki %10’1uk artisin ve azaligin
IO’nun tahmin oranina ve beklenen net kara etkisi biitiin problem kiimeleri i¢in
ayrt ayr1 sunulmustur. Her bir senaryo icin RP, EEV ve WS modelleri optimal

coziimleri ve algorithmalarin 6nemli ¢iktilar1 (EVPI ve VSS) da bu tablolarda

yer almaktadir.

Cizelge 3.7: Birim gelir degerlerinin +%10 degistirilmesi durumunda tatmin orani

degisimi.
Problem Kiimesi (+%10) ARP EER AW EVPI), VSS,
1501100S100_0 0.4975 0.2923 0.5399 0.0424 0.2052
150J100S100_1 0.4986 0.2171 0.5564 0.0578 0.2815
1501100S100_2 0.5126 0.2724 0.5785 0.0659 0.2402
1501100S100_3 0.4996 0.3464 0.5409 0.0413 0.1532
1501100S100_4 0.4995 0.2449 0.5265 0.0270 0.2546
Ortalama 0.5016 0.2746 0.5484 0.0469 0.2269
Problem Kiimesi (- %10) A A2 AW EVPI), VS,
1501100S100_0 0.4965 0.2652 0.5416 0.0451 0.2313
150J100S100_1 0.4982 0.1772 0.5587 0.0605 0.3210
1501100S100_2 0.4987 0.2300 0.5651 0.0664 0.2687
150J100S100_3 0.4994 0.3254 0.5436 0.0442 0.1740
1501100S100_4 0.4994 0.2108 0.5273 0.0279 0.2886
Ortalama 0.4984 0.2417 0.5473 0.0488 0.2567

Tiim model tiplerinde RP, EEV ve WS birim gelir azaldik¢a tatmin oranlari

azalmaktadir. Bu azalma RP ve WS modellerinde goreceli olarak EEV modeline
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gore diisiik goriilmektedir. Beklenen net karda da aymi yap1 gozlenmektedir.
Azalan birim gelirle biitiin modellerin en iyi ¢dziimleri azalmaktadir. Fakat

ortamla VSS degerinde artis gozlenmesi ilgingtir.

Sekil 3.6 ve 3.7 incelendiginde ise azalan birim gelirler IO0’yu RP modelini
secmeye zorlamaktadir. Bunun sebebi RP’nin EEV’ye kiyaslandiginda diisiik
gelir seviyelerinde cok daha fazla oranda tatmine ve net kara yol agmasidir.
Birim gelir degerleri azaldik¢a gelecegi bilmenin saglayacagi fayda orani da hem
tatmin diizeyi hem beklenen net kar icin artis gosterse de bu oranlar V.SSz/ZR?

ve VSS,, /ARP oranina gore oldukga kiigiiktiir.

Cizelge 3.8: Birim gelir degerlerinin +=%10 degistirilmesi durumunda net karin

degisimi.
Problem Kiimesi (+%10) zRP 722 7 EVPI; VSSy
150J100S100_0 18750.36 16604.31 19193.25 442 .89 2146.05
150J100S100_1 19714.11 16895.84 20293.44 579.33 2818.28
150J100S100_2 20058.48 17772.33 20686.01 627.53 2286.15
150J100S100_3 20518.89 19018.57 20923.45 404.56 1500.31
150J100S100_4 20526.03 18034.83 20789.90 263.87 2491.20
Ortalama 19913.57 17665.18 20377.21 463.64 2248.40
Problem Kiimesi (—%10) 7 772 0 EVPI; VSSz
150J100S100_0 13363.20 11204.62 13784.87 421.67 2158.58
150J100S100_1 14354.23 11502.26 14891.08 536.85 2851.97
150J100S100_2 14725.28 12396.00 15301.05 575.77 2329.28
150J100S100_3 15127.46 13616.70 15511.59 384.13 1510.76
150J100S100_4 15135.80 12632.33 15377.73 241.93 2503.47
Ortalama 14541.19 12270.38 14973.26 432.07 2270.81
12
Degisim
Oram
1
0,8
0.6
HEVPI/RP[A)
0,4 WVSS/EEVIA)
0,2
a
10% Orijinal Durum -10%

Test Senaryolan

Sekil 3.6: Degisen birim gelirin EV PI; /ARP ve VS, /AEEV oranlarina etkisi.

e Maliyet parametrelerinin (vjs,c;) %10 oraninda artirilmasi ve azaltilmasi:

Cizelge 3.9 ve Cizelge 3.10’de sirasiyla birim maliyet degerindeki (ayni anda)
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Sekil 3.7: Degisen birim gelirin EV PI;/ZRF ve VSS; /ZFEY oranlarina etkisi.

Cizelge 3.9: Birim maliyet degerlerinin £%10 degistirilmesi durumunda tatmin
orani degisimi.

Problem Kiimesi (+%10) ARP ey AWS EVPI, VSS;,
150J100S100_0 0.4965 0.2666 0.5416 0.0451 0.2299
150J100S100_1 0.4982 0.1792 0.5586 0.0604 0.3190
150J100S100_2 0.4987 0.2318 0.5650 0.0663 0.2669
150J100S100_3 0.4994 0.3265 0.5435 0.0441 0.1729
150J100S100_4 0.5240 0.2231 0.5532 0.0292 0.3009
Ortalama 0.5034 0.2454 0.5524 0.0490 0.2579
Problem Kiimesi (—%10) ARP A AWS EVPI, VSS,,
150J100S100_0 0.4976 0.2936 0.5398 0.0422 0.2040
150J1008100_1 0.4986 0.2190 0.5563 0.0577 0.2796
150J100S100_2 0.4984 0.2665 0.5624 0.0640 0.2319
150J100S100_3 0.4996 0.3474 0.5408 0.0412 0.1522
150J100S100_4 0.4995 0.2466 0.5264 0.0269 0.2529
Ortalama 0.4987 0.2746 0.5451 0.0464 0.2241

%10’1uk artisin ve azalisin IO’nun tahmin oranina ve beklenen net kara etkisi
biitiin problem kiimeleri i¢in ayri ayr1 sunulmustur. Her bir senaryo i¢in RP, EEV
ve WS modelleri optimal ¢dziimleri ve algorithmalarin 6nemli ¢iktilar1 (EVPI ve

VSS) da bu tablolarda yer almaktadir.

Cizelge 3.9 incelendiginde tatmin oranlarinin ve VSS, EVPI degerlerinin azalan
birim maliyetlerle azaldig1 fakat EEV modeli icin ise artig1 gézlenmistir. Bu

durum birim karin azalmasinin etkisinin tam tersi gibi goziitkmektedir.

Duyarlilik analizine beklenen net kar agisindan bakildiginda ise azalan

maliyetler beklendigi gibi RP, EEV ve WS modellerinin optimal ¢dziimlerinin
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Cizelge 3.10: Birim maliyet degerlerinin %10 degistirilmesi durumunda net karin

degisimi.
Problem Kiimesi (+%10) 7 772 7 EVPI; VSSz
150J100S100_0 14968.64 12595.06 15433.77 465.13 2373.59
150J100S100_1 16057.36 12922.16 16650.31 592.95 3135.20
150J100S100_2 16464.20 13904.42 17100.40 636.21 2559.78
150J100S100_3 16909.69 15248.47 17333.34 423.65 1661.23
150J100S100_4 16918.77 14165.69 17186.11 267.35 2753.08
Ortalama 16263.73 13767.16 16740.79 477.06 2496.57
Problem Kiimesi (—%10) 7 72 ZYs EVPI, VSS,
150J100S100_0 17144.86 15213.85 17544.35 399.48 1931.01
150J100S100_1 18010.93 15475.94 18534.22 523.28 2534.99
150J100S100_2 18319.47 16263.92 18886.66 567.19 2055.56
150J100S100_3 18736.66 17386.81 19101.69 365.03 1349.85
150J100S100_4 18743.05 16501.47 18981.52 238.47 2241.58
Ortalama 18191.00 16168.40 18609.69 418.69 2022.60

artmasina neden olurken; ortalama VSS ve EVPI degerlerinde azalmaya yol

acmaktadir.

Son olarak Sekil 3.8 ve Sekil 3.9°den de anlasilacagi gibi birim maliyetlerin
artmasinin RP’nin ¢ok daha cazip bir ¢oziim yontemi haline gelmesine
neden olmaktadir. Ote yandan, gelecegi bilmenin saglayacagi avantaj tatmin
oranlarinda ve beklenen net karda her maliyet diizeyinde neredeyse ayni

kalmaktadir.

L2
Degigim
Orami

08
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WEVPI/RP{A]

WVSS/EEV(A)
04

02

10% Oriiinal Durum -10%
Test Senaryolan

€K1l J.0: egisen birim maliyetlerin ve oranlarina etkisi.
kil 3.8: Degisen biri liyetlerin EV PI; /ARP ve VSS; /AFEY oranl Kisi

3.1.2 Zhang-Wu-Remias-Lu yontemi

Bu alt boliimde, bir 6nceki bolimden farkli olarak amag fonksiyonundaki tiim
parametreleri bulanik oldugu varsayilacaktir. Boylelikle model bulanik amacg
parametreli SLP modeli halini almaktadir. Coziim i¢in kullanacak yontem ise Zhang
ve dig. [153] tarafindan Onerilen yaklasimdir. Bolimiin geri kalaninda 6ncelikle

yontem hakkinda kisa bir bilgi verilecektir. Daha sonra bu yontem ile kurulan hacim
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Sekil 3.9: Degisen birim maliyetlerin EV PI;/ZR ve VSS;/ZEEV oranlarina etkisi.

bazli bulanik SLP modeli tartigilacaktir. Boliim, RP, EEV, WS algoritmalarinin
sonucunda elde edilen en iyi ¢oziimlerin kiyaslanarak stokastik yaklasimin
iistiinligiin gosterilmesi ve duyarlilik analizleriyle bulanik parametrelerdeki

degisimlerin ¢coziim kalitesi iizerin etkisinin analizi ile sonlandirilacaktir.

Gercek diinyadaki sistemler optimize edilmeye calisilirken elde edilen modelleri
cogunlukla ya dogrusal yada dogrusal olmayan programlama modellerine
doniismektedir. Bir ¢ok durumda amag fonksiyonundaki ve/veya kisitlardaki
sabitler dogalar geregi kesin olmayabilirler ve gercek hayattaki durumu yansitmak
icin bulanik say1r olarak ifade edilmesi gerekebilir [159]. Bulanik sayilar
kullanilarak kurulan modeller bulanik matematiksel programlama modeli adini
almaktadir [160]. Bu modellerin 6nemli bir alt kiimesi bulanik dogrusal
programlama (FLP) modelleridir. Son yillarda, FLP modellerin ¢oziine yonelik
teorik ve hesaplamali bir cok calisma yapilmisti. Bu calismalardan bazilan
[152, 161, 162] numarali referanslarda bulunabilir. Bu tez ¢alismasinda Zhang ve
dig. [153] tarafinda FLP ¢6zmek i¢in 6nerilen yaklagim gelistirilerek, stokastik FLP
modellerini ¢ozebilecek hale getirilmistir. Bu yaklagimda FLP modeli ¢cok amacl

(dort-amacli) dogrusal programlama modeli haline getirilip ¢oziim aranmaigtir.
Zhang ve dig. tammlar1 ve notasyonlar1 kullanarak bir FLP modeli denklem

(3.31)’deki gibi modellenebilir.

n
Maksimum: < é,x >p= Z Gix;,

i=1

Kisitlar: Ax < b, x > 0, (3.31)
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Burda <> verkorlerin skaler carpimini gosteren operatordiir. ¢ = (¢1,¢2,...,6,)
olmak iizere bulanik sayilari ifade etmektedir. A ise m X n boyutlarinda elamanlari
a;j olarak tanimlanan bir matris ve b € R™ seklinde bir vektordiir.

Bundan sonra kullanilacak her bulanik sayinin {iggensel oldugu (TFN) varsayila-

caktir. Bu baglamda é&; = (C[L,cﬁ-W ,CIU) seklinde tanimlandiktan sonra yukaridaki

modelin cok amagl dogrusal programlama esdegeri denklem (3.32)’deki gibidir.

Maksimum: (< x> <Mx> <V x>)T,

Kisitlar: Ax < b, x >0, (3.32)
Yukaridaki modelin tek amach esdegeri:

Maksimum: <w,éx>=(wy <ckx>4ws <M x> 4wy <V x>),

Kisitlar: Ax< b, x>0, 3.33)

Denklem (3.33) ile belirtilen model de, w = (wy,wa,w3) > 0 seklindedir.
Burada wy +wy + w3 = 1 seklinde secilip w3 — w; = € sabitlenip ve ardindan
€, -1 ile 1 arasinda degistirilirse model parametrik dogrusal programlama
modeli haline gelmektedir [153]. Hacim bazli fiyatlandirma igin bulanik
parametreli amag fonksiyonu denklem (3.34)’de gosterilmistir. Bulanik kazang ve
bulanik firsat maliyeti senaryolara gore degiseceginden, bu bilegenlerin beklenen
degerinin hesaplanmasi1 gerekmektedir. Her senaryonun gerceklesme olasiligi
ps ile degerlerin carpilarak toplanmasi sonucunda bulanik beklenen degerler
bulunmaktadir. Bu degisikliklerden sonra IO’nun hacim fiyatlandirma altinda kar
en biiyiiklemesine yonelik model, bulanik beklenen karin en biiyiiklemesi halini
almaktadir. Yeni olugan model bulanik amag¢ fonksiyonu parametreli stokastik
dogrusal programlama (bulanik SLP) modelidir.

bulanik kapasite maliyeti

~ ="
Maksimum Z Z PsVjsyjs — Zﬁici - Z Z psVjs(1=js)
seQ jelg iel seQ jed
—_———
beklenen bulanik kazang beklenen bulanik firsat maliyeti
(3.34)

Zhang ve dig. [153] tarafindan Onerilen metodolojinin denklem (3.34)’de
belirtilen amag fonksiyonu iizerinde uygulanmasindan sonra elde edilen dogrusal

amag¢ fonksiyonu denklem (3.35)’de gosterilmistir. Burada birim kazanglarin
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Cizelge 3.11: Zhang-Wu-Remias-Lu yontemi i¢in model notasyonlari.

Indeks kiimeleri

I
Q
Js

Omurga tedarik¢ilerinin kiimesi
Olusabilecek sonlu sayida talep senaryolart kiimesi
s(s € Q) senaryosu altinda taleplerin kiimesi

Problem parametreleri

djs:
s

Vjs:
Ds:

(04N
Ci.

§ ~0.
ou'i 76[ .
P ~P.
ou'[ ,Gi .

e° @P

js’

6jsapjs:

T

H‘l? IIl)jA ) HC,‘ :

js?

s senaryosu altinda j.talebinin bant genisligi

s senaryosu altinda j.talebinin karsilanmasindan

dolay1 elde edilen bulanik kazang

s senaryosu altinda j.talebinin karsilanmasindan

dolay1 olusan bulanik firsat maliyeti

s senaryosunun gerceklesme olasiligi

i. omurgaya ait kapasite kayip orani (o € [0, 1])

i. omurgadan birim bant genisligi satin almanin

bulanik maliyeti

i. omurgadan aliabilecek maksimum bant genigligi miktar
i. omurga tarafindan garanti edilen sirasiyla

gecikme miktar1 ve segirme miktari igin rassal degiskenler
i. omurgasi gecikme rassal degigkeni

icin sirastyla ortalama ve standart sapma degerleri

i. omurgasi segirme rassal degiskeni

icin sirasiyla ortalama ve standart sapma degerleri

s. senaryo altinda j talebinin belli bir hizmet kalitesinin
tizerinden kargilanmasi i¢in gerekli sirasiyla gecikme

ve segirme degerleri giiven olasiliklart

Jj. son kullanici tarafindan s senaryosu altinda sirasiyla
tolere edilebilecek maksimum gecikme ve segirme miktari
Gerekli Minimum talep kargilama orant

Sirastyla bulanik kazang, firsat ve satin alma maliyeti
parametreleri icin tiyelik fonksiyonlar

Karar degiskenleri

ﬁii

Yijs-

yjs:

i.omurgadan satin alinan bant genigligi miktari
Jj talebinin s senaryosu altinda i omurgasindan
kargilanma orani

s senaryosu altinda j talebinin karsilanma orani

(19 = (ok, oM 19U)) ve maliyetlerin (ﬁjs = (v, v}, 0f) ve ¢ = (e} CU))

Js?7gs?

jsr Yjso i i

ticgensel bulanik say1 (TFN) olarak ifade edilebilecegi varsayilmistir. Sayisal

analizlerde de deginilecegi gibi degisen w degerlerinde modelin kosulmasiyla

IO’nun karar vericisinin kullanabilecegi istatistikler ve ¢iktilar hesaplanmigtir.
wi ( Lsea Ljel, PsﬁjLs)’js —Yier Bick — Lsea Yjel, Psvfs(l —yjs) )+
Maksimum { ws (Eoeo Zjes, P02y — Kier Bick! = Luca e, po0M (1= vj) ) +
w3 ( Lsco Zjejs Psﬁ][é}’js —Yier .BiC,U —Yseo Zjejs Psvjs —Vjs >

(3.35)
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Denklemler (3.36-3.45) arasinda modelin kisitlar1 belirtilmigtir.  Kisit kiimesi
(3.36) sayesinde bir omurgadan kapasite satin alinmis ise son kullanici talepleri
bu kapasiteye atanabilmektedir. Bir omurgaya atanan toplam kapasite o omurgadan
satin alinan kapasiteden (bant genisliginden) kapasite kayiplarida diisiildiikten sonra
esit veya daha kiiciik olmalidir. Kisit (3.37) bir omurgadan satin alinabilecek
maksimum bant genisligi miktarinin belirtilen omurga tarafindan piyasada satilan

miktardan daha fazla olmasini engellemektedir.

Kisitlar: Y yijedjs < (1—04)Bi, Vi€ Vs € Q (3.36)
J€Js
B<U, Viel (3.37)

Denklem setleri (3.38) ve (3.39) olasiliksal (sans) QoS kisitlarin1 gostermektedir.
Bu kisitlar sayesinde son kullanici talepleri, bir omurgaya ancak gecikme ve
segirme isteklerini belli bir olasilik degerinin iistiinde saglarsa atanabilmektedir.
Bu kisitlarin deterministlik esdegerleri gecikme ve segirmenin (®;, ¥;) normal
dagilima uydugu varsayimi altinda denklemler (3.40) ve (3.41) verilmistir. Bu
kisitlarin dogrusal olmasi sayesinde hacim bazli fiyatlandirma modeli, bulanik amag

fonksiyonu parametreli stokastik dogrusal programlama modeli halini almaktadir.

% VseQViel,VjeJ (3.38)

]P{yijs(q)i_sjs) <0 Js?

b=
P{yijs(¥i — pjs) <0} > @?S,vs eQViel, Vjel (3.39)

Burada I'g standart normal dagilimin quantile fonksiyonunu gostermektedir.
8js — .u,'6 . .
Yis | = 5 —Lled > 0VseQVjel,Viel (3.40)
(o

pis—uf
yijs | 5= -Tg | > 0VseQVjel,Viel (3.41)
O

(3.42) nolu kasit seti son kullaniclarla uzun siireli iligkiler kurmak acisindan gerekli
olan servis diizeyinin (talep karsilama orani) belli bir degerin iizerinde olmasini
saglamaktadir. (3.43) ve (3.44) nolu kisit setleri birlikte, karsilanmasi karar verilen
miktar kadar her son kullanici bant genisligi talebinin omurgalara dagitilmasi
saglamaktadir. Isaret kisitlari (3.45) nolu denklemle saglanmaktadir.

Y vidjs—m Y djs>0,Vs€Q (3.42)
JE€Js JEJs
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Y vijs <1,Vs€QVj el (3.43)

iel

Yijs = Z)’ijSa Vs € Q, Vjes (3.44)
i€l

Bia}’ijsa}’js>0aVS€QaVJGJs>ViGI (3'45)

3.1.2.1 Sayisal analizler

Coziim yontemini uygulanabilirligini test etmek ve stokastik yaklasimin(RP)
beklenen deger modelinden(EEV) iistiin oldugunu gostermek amaciyla kiigiik
boyutlu problem kiimesinden biiyiik boyutlu problem kiimesine: son kullanic1 sayisi
|J| 50, BP sayisi || 15 ve senaryo sayist |Q| 10 olan birbirinden bagimsiz 5 farkl
problem, son kullanict sayist |[J| 100, BP sayisi || 30 ve senaryo sayist |Q| 50 olan
birbirinden bagimsiz 5 problem ve son kullanict sayist |J| 100, BP sayist || 50
ve senaryo sayist |Q| 100 olan birbirinden bagimsiz 5 farkli problem olusturulup

optimal olarak ¢oziilmiistiir.

Olusturulan biitiin problem kiimeleri degisik wi,wy, w3 degerleri kullanilarak
test edilmistir.  Degisen degerler (wi,w2,w3) = {(1,0,0),(0,1,0),(0,0,1))}
kiimesinden segilerek test yapilmasiyla olast en kotiimser, en beklenen ve en iyimser

kar degerlerinin bulunmas1 amaglanmaistir.

Her bir senaryonun gerceklesme olasilifi ps [0,1]arasinda diizgiin dagilimdan
rassal sayilar iiretilerek atanmistir.  Son kullanici bant genigligi taleplerinin
boyutlari ise kirpilmig normal dagilimdan iiretilmistir. Son olarak veri setlerinin

kargilagtirnlmasinda kolaylik olmasi amaciyla , biitiin segirme ve gecikme giiven

)

arahg: olasiliklar (©7,, @?S) %95 giiven seviyesine yani I = 1.96’ya sabitlenmistir.

RP, EEV ve WS modellerini kiyaslamak amaciyla kullanilan birincil istatistikler
olan VSS ve EVPI degerleri de artik bulanik sayilar halini aldigindan, bu degerin
hesaplanmasi i¢in algoritmalar sunulmus ve sonuglar tartisilmistir. Son olarak bu
alt bolimde, bulanik parametrelerde olabilecek degisikliklerini ¢oziimiin yapisini
etkiledigini gormek amaciyla; maliyet ve kazang bilesenlerine ait parametrelerin

belli oranda azalmasi durumdaki ¢oziimler duyarhlik analizleri ile incelenmistir.

Yukarida denklemeler (3.35-3.45) arasinda belirtilen RP modeli degisken w
degerleri ile ¢oziilmesi ile elde edilen maliyet ve kazang bilesenleri icin optimal

¢Oziimlerin ortalamalar1 Cizelge 3.12°de sunulmustur.
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Cizelge 3.12°den de anlagildig1 gibi piyasadaki son kullanici sayisinin artmasi
([/I'nin 50’den 100’e¢ c¢ikmasi) ENP degerinde gozle goriilir bir atisa yol
acmaktadir. Bunun sebebi ¢ok sayidaki bant genisligi talebinin kargilanmasindan
dolay1 ETR’nin artmasidir. Ayrica hesaplanan degerlerin w; = 1°’den w3 = 1 dogru
gidildik¢e artmaktadir. Bunun anlami karin wy i¢in en kotiimser degerini ve w3 = 1
icin en iyimser degerini almasidir. ENP, ETR, CLC ve ERC degerleri w» =1 icin
en olas1 degerlerini almaktadirlar. Son kullanici sayisiin ayni kaldigi fakat senaryo
sayisinin ve BP sayisinin artigi iki problem kiimesi kargilagtirildiginda ise kullanici
sayist degismediginden dolayr ENP ve ETR degerlerinde ¢ok az bir yiikselme
olurken, CLC ve ERC degerlerinde azalmalar olmustur. Firsat veya penalti maliyeti
olarak adlandirdigimiz ERC degerinin ise diger maliyet olan CLC’ye gére oldukga

diisiik kalmasi da beklenen bir sonugtur.

Cizelgede belirtilen biitiin ¢iktilarin w ile de8ismesinin anlami yukarida da
belirtildigi gibi optimistlik veya pesimistlik degerleri belirtmektedir. Dolayisi
ile bu sonuglarin tek bir reel say1 yerine bulanik sayilar ile ifade edilmesi daha
dogrudur. Biitiin bulanik parametrelerin TFN olmasindan dolay1 ENP, ETR, CLC
ve diger biitiin c¢iktilar iicgen iiyelik fonksiyonuna sahiptirler. Beklenen net kar
degeri 150J100S100 problem kiimesi i¢in, bulanik TFN olarak sdyle ifade edilebilir:
ENP = (16473.62,17226.41,17987.00).

Cizelge 3.12: Zhang ve dig. yaklagimi ile RP problemi i¢in hesaplanan ENP, ETR,

CLC ve ERC degerleri.
ENP ETR
(wi,wa,w3) (Wi, w2,w3) (w1, w2, w3) (w1,w2,w3) (w1, wa,w3) (w1, w2,w3)
Problem (1,0,0) (0,1,0) (0,0,1) (1,0,0) (0,1,0) (0,0,1)
Kiimesi
115J50S10 7513.08 7705.28 7911.53 12070.14 13435.21 14772.72
130J100S50 15517.57 16044.32 16569.62 24108.80 26806.95 29491.57
150J100S100  16473.62 17226.41 17987.00 24154.19 26863.02 29566.19
CLC ERC
Problem (1,0,0) (0,1,0) (0,0,1) (1,0,0) (0,1,0) (0,0,1)
Kiimesi
115J50S10 4533.05 5702.69 6825.55 24.00 27.23 35.63
130J100S50 8558.61 10719.46 12865.38 32.61 43.16 56.55
150J100S100  7656.27 9604.02 11537.30 24.29 32.57 41.88

Sekil 3.10’de bulanik ENP, ETR ve CLC degerleri i¢in iiyelik fonksiyonlar
gosterilmigtir.  Bu degerler arasindaki baginti ENP = ETR © CLC © ERC

seklindedir.
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Burada © bulanik sayilarda ¢ikarma islemininden farkli olarak tanimlanmig
olduguna dikkat edilmelidir. Eger ENP = (ENPL,ENPY ENPU) ifadesi ile

tanimlanirsa denklem 3.46 saglanmak zorundadir.

ENPL = ETRY — CLCt — ERCE
ENPY — ETRM —cLc™ — ERCM (3.46)

ENPY = ETRY —cLCY — ERCY

Cizelge 3.13’de RP modelinin problem kiimelerinde kosulmasi sonucu olarak
elde edilen ve ikincil istatistik adim verilen TCB, CL, ECUP ve NSS degerleri
gosterilmigtir. Problemlerin biiyiimesi yani son kullanici sayisinin artmasi dogal
olarak daha cok bant genisliginin BP’lerden satin alinmasina bunun sonucunda
da daha cok kapasite kayiplarinin olugsmasina neden olmaktadir. Biitiin problem
tiplerinde satin alinan kapasite yaklagik %90 oraninda verimlilikte kullanilmigtir.
Bu veriler bir 6nceki Cizelgedeki veriler kiyaslandiginda ise degisen w degerleri
arasinda herhangi bir iligki yoktur. Ornegin, TCB verilerinde w; = 1’den w3 =
I’e giderken bir azalama olurken CL, NSS ve ECUP degerlerinde bir trend

saplanamamigtir. RP modeli i¢in 6nemli bir ¢iktida son kullanicilan talep ettikleri

1,2
Uyelik
derecesi

[Tewe, e, cic o A A
0,5

A A [ =
[\ [\

L E——
5000 10000 14000 18000 22000 26000 30000

Kazang veya maliyet

Sekil 3.10: E]V;’,E/%/R ve CLC tiyelik fonksiyonlart.

bant genisliginin ortalamada ne kadar karsilanabildigini gosteren EDFR’dur. Bu
istatistik son kullanicilar ile uzun siireli iligkiler kurulmasi acisindan onemlidir.
Diisitk EDFR degerleri ileriki donemlerde taleplerin azalmasina dolayisiyla ENP

azalmasina neden olacaktir.  Sekil 3.11°de problem kiimeleri icin degisen w
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Cizelge 3.13: Zhang ve dig. yaklasimi ile RP problemi icin hesaplanan TCB, CL,
ECUP ve NSS degerleri.

TCB CL
(wi,wa,w3)  (wi,w2,w3) (w1, w2,w3) (w1,w2,w3) (w1, w2,w3) (w1, w2,w3)

Problem (1,0,0) (0,1,0) (0,0,1) (1,0,0) (0,1,0) (0,0,1)
Kiimesi
115J50S10 489.90 489.86 487.87 39.44 39.48 39.30
130J100S50 982.48 981.71 980.63 82.18 82.26 82.29
150J100S100 981.47 980.87 979.76 80.22 80.34 80.34

ECUP NSS
Problem (1,0,0) (0,1,0) (0,0,1) (1,0,0) (0,1,0) (0,0,1)
Kiimesi
115J50S10 91.11 91.11 91.24 6.8 6.8 6.8
130J100S50 90.93 90.89 90.85 13.4 13.2 13.4
150J100S100  91.17 91.13 91.13 12.8 13 13

degerlerinde EDFR degerleri sunulmustur. Oranlar %98.6 ile %99.5 arasinda
degismekte ve w; = 1’den w3 = 1’e dogru gidildikce azalmaktadir. Talep miktarinin

fazla oldugu problem kiimelerinde EDFR’nun da yiiksek oldugu sonucu diger bir

cikarimdir.
EDFR 0,356
0,992 o
e 5011005100
== 30J100550
0,088 115150510
0,284

(1,0,0) (0,1,0) (0,0,1)
(W, Wy W)

Sekil 3.11: Farkli problem kiimelerinde degisen w degerlerinin RP modelinde
EDFR’ye etkisi.

Bulanik amag¢ fonksiyonu parametreli SLP modeli olarak kurulan ve
Zhang-Wu-Remias-Lu yontemi ile yukarida c¢ozillen RP  probleminin
uygulanabilirligini test etmek amaciyla EEV ve WS modellerinin kurulup
¢oziilmesi gerekmektedir. WS modeli kisaca son kullanici talepleri ve birim
kazang ve maliyetler kesin olarak bilinseydi elde edilebilecek en yiiksek kari
gostermektedir. Birim kazan¢ ve maliyetleri kesin olarak bilinmesi demek iiyelik

fonksiyonlari bilinen bulanik sayilar haline gelmesi demektir. WS modelinin her bir
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senaryo i¢in ayri ayri ¢oziiliip optimal ¢oziimiin beklenen degerinin hesaplanmasi
ile 75 degeri bulunur. RP modeli i¢in hesaplanan optimal bulanik ¢oziim ZRF ise
iki say1 arasindaki fark:

EVPI =7V o 7fP (3.47)

miikemmel bilginin beklenen degeridir ki bu da bir bulanik sayidir. Fakat burada
bulanik say1 ¢ikarmasi yapilmadigina dikkat edilmelidir. Ciinkii karar vericinin
WS ve RP modellerini ¢ozerken aym w de8erini sececegi kabul edilmesinin
daha mantikli oldugu diisiiniilmiistiir. Zhang-Wu-Remias-Lu yontemi igin EVPI
hesaplamakta kullanilacak algoritma pseudo kodu Sekil 3.12’de sunulmustur.

Bilindigi tizere sadece RP ve WS modellerinin ¢6ziimleri karar vericiye fazla

for s=1,...,]|Q|
Sabitle (W],Wz,Wg.) = (1,0,0)
Coz Denklem (3.35-3.45)
Kaydet 7%
Sabitle (w;,wy,w3) = (0,1,0)
Coz Denklem (3.35-3.45)
Kaydet ¥
Sabitle (Wl,WZ,W3) = (0,0, 1)
Coz Denklem (3.35-3.45)
Kaydet 7V

end for

Hesapla ve Ata 75 « Z'ﬂl pszk
ZAVY[S — ZQ] PsZ]sVI

Q
S« 12 p?
\WS bekle-ve-gor probleminin optimal ¢éziimiinii ifade eder

VS = (S, 48, )

Hesapla ve Ata EVPIL < 75 — &P
EVPIM ¢ z}/S — Z&P
EVPIV ¢« z}V'S — &P

Sekil 3.12: Zhang-Wu-Remias-Lu yontemi i¢in EVPI al goritmast.

bilgi saglamamaktadir. 1O’nun karar vericisinin hangi durumda RP modelini
hangi durumda EV modelini ¢ozmesinin daha akillica oldugunun gosterilmesi
gerekmektedir. Bu dogrultuda, bulanik SLP modeli icin VSS’nin Olciilmesi
gerekmektedir. Bu deger RP’nin performansi i¢in daha gercekci bir Olgiittiir.
VSS degerlerinin hesaplanmasina iligkin algoritmanin pseudo kodu Sekil 3.13’de

verilmistir.
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wi (Ljes 07y — Lier Bick =¥ jes 05 (1 —y;)) +
Maksimum § wa (¥ ey 9y = Lies Bic} — L jes v} (1 - w)) + (3.48)
Wngﬂﬁﬁf@ﬁ#—&aﬁm—wn

Kisitlar: Y yijd; < (1—o)Bi, Viel (3.49)
jeJ
B <U;, Viel (3.50)
8 —wl ; ;
Yij —6—F®§ >0VjelVviel (3.51)
Gl J
—uP
Vij (pf e r®g> >0vjeViel (3.52)
Gi J
Zyjdj—TL'Zdj>0, (3.53)
jeJ jeJ
Yyi<1,vjeJ (3.54)
icl
yi=Y i, VjeJ (3.55)
iel
ﬁi:yijayj>oavj€JaVi€I (3'56)

Oncelikli olarak biitiin rassal degiskenlerin beklenen degerlerinin bulunmasi
gerekmektedir. Daha sonra bulunan bu degerler EV modeli adi verilen deterministik
modelde, denklemler (3.48-3.56)’de yerine konularak ¢6ziim bulunur. Bu model
karar verici i¢in ¢dzmesi daha kolay bir problemdir. Bu problemin optimal
sonucunun IO tarafindan adapte edilirse elde edilecek optimal ¢dziimii bulmak igin
RP problemi, EV’nin optimal degerleri ile ¢oziiliir. Son olarak ¢oziilen model EEV
modeli adimi alir. EEV ile RP arasindaki fark VSS’dir. Zhang-Wu-Remias-Lu
yontemi ile hacim bazli bulanik SLP coziilmesinden sonra degisik w degerleri
icin degisen EV optimal degerleri elde edilecektir. Dolayisi ile EEV ve VSS
degerleri tek bir reel say1 degil TFN seklidedirler. 7Y ve ZRP sirasiyla EEV ve RP
modellerinin bulanik optimal ¢oziimleri olmak iizere, stokastik ¢oziimiin bulanik

degeri VSS agagidaki gibidir:

vss  =rPofEY (3.57)
(VSSE VSSM vSSU) = (RP — BBV RP_EEV RP_EEV)  (3.58)
Olusturulan biitiin problem kiimelerinde RP, EEV ve WS modellerinin kosulmasi

ve ardindan VSS ve EVPI algoritmalarimin calistirilmasi ile elde edilen sonuclar

Cizelge 3.14’de detaylart ile sunulmustur. Biitiin sonuglar 6nceden de belirtildigi
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for

j=1,...,J]
Hesapla ve Ata

B ¢ LorqPs @ Vs
V) Llq Ps© Vjs
dj — ZAVCQ psdjs

6]‘ — Yo Ps5js

pj < ZSCQ PsPjs
@;S < ZSEQ pSG)?y
G)? Lo Px®?s

end for
Sabitle (wi,wz,w3) = (1,0,0) denklem (3.48)’de
Coz Denklem (3.48-3.56)
Kaydet B/ \Beklenen deger probleminin (1,0,0) igin optimal ¢oziimii
Sabitle (W1, w2,w3) = (1,0,0) denklem (3.35)’de
Ata ve Sabitle  (3.36,3.37,3.45) numarali denklemlerde f; < B/”
Coz RP problemini denklem (3.35-3.45)
Optimal ¢6ziim ZEE v
Sabitle (w1, w2,w3) = (0,1,0) denklem (3.48)’de
Coz Denklem (3.48-3.56)
Kaydet [33},’ \Beklenen deger probleminin (0,1,0) icin optimal ¢coziimii
Sabitle (wi,wz,w3) = (0,1,0) denklem (3.35)’de
Ata ve Sabitle  (3.36,3.37,3.45) numarali denklemlerde f3; +— B
Coz RP problemini denklem (3.35-3.45) '
Optimal ¢oziim Z5FY
Sabitle (wi,wz,w3) = (0,0, 1) denklem (3.48)’de
Coz Denklem (3.48-3.56)
Kaydet By \Beklenen deger probleminin (0,0,1) igin optimal ¢oziimii
Sabitle (w1, w2,w3) = (0,0, 1) denklem (3.35)’de
Ata ve Sabitle  (3.36,3.37,3.45) numarali denklemlerde f; < B/
Coz RP problemini denklem (3.35-3.45)
Optimal ¢oziim zEEY
Hesapla ve Ata VSSE < R EEV

VSSM «— RP —EEY
VSSY - ZRF — EEV

Sekil 3.13: Zhang-Wu-Remias-Lu yontemi i¢in VSS al goritmasi.

gibi TFN seklindedir. Problem setleri biiyiidiikge yani son kullanici sayist ve
senaryo sayisi artikca biitiin optimal ¢oziimlerin degeri de artmaktadir. Bunu sebebi

daha cok talebin olusup bunlarin karsilanmasindan dolayidir.

Hesaplanan VSS degerinin pozitif olmasi (> 0), RP modelinin EEV modeline gore
bulanik anlamada daha fazla kara yol actiginin dolayisi ile daha iistiin oldugunun
gostergesidir. EVPIile VSS karsilastirildiginda ise VSS = EVPI bulanik esitsizligin

saglandigi goriilmektedir.
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Cizelge 3.14’deki veriler kullanilarak, RP modelin EEV modeline gére oran olarak
ne kadar iyilesme(gelisme) sagladigi hesaplanabilir. Aymi sekilde gelecekteki
talepleri tahmin etmenin oran olarak RP’nin optimal ¢6ztiimiinii ne kadar artiracagi
da bu cizelgedeki verilerle bulunabilir.  Boylelikle 10 ©nceki tecriibelerine
dayanarak belli bir alt limit se¢ip, eger oran bu alt limitin iistiinde ise RP’yi
cozmeyi tercih edebilir. Bu dogrultuda yardimci olacak iki yeni E,E onemli
istatistik tanimlanmigtir. Bu istatistiklerin matematiksel gosterimleri denklemler

(3.59,3.60)’deki gibidir.

~ VSSL vssM yssv
~EEV
{=VSSo"" = <ZEEV’ JEEV » EEV ) 3.59)
L M U
S~ EVPIE EVPI™ EVPIV
~RP
E=EVPI®OZ :( KPP P ) (3.60)
L 9 <y

Buradaki islemlerin tiggensel bulanik sayilardaki bolme isleminden farkli olduguna
dikkat edilmelidir. Bunu sebebi IO’ nu karar vericisinin w’degerlerini segtikten
sonra biitiin modelleri (RP, EEV ve WS) bu degerlerle ¢c6zmesinin daha mantikl

olmasindan kaynaklanmaktadir.

Cizelge 3.15°de biitiin problem setleri i¢in hesaplanan Eve E degerleri sunulmugtur.
Burada (***#*) problemin olurlu olmadigim gostermektedir. En 6nemli sonuglardan
biri E degerlerinin her zaman pozitif ve E degerlerinden yiiksek olmasidir. Buda
RP yaklagiminin (bulanik SLP’nin) tekrar EEV yaklasimindan iistiin oldugunu
gostermektedir.  Dikkat edilecegi gibi E’mn ortalmalarinda en kiiciik deger
bile 0,10’den biiyiikk olmasidir ki bu da kabaca karda EEV modeline gore
%10 artis demektir.  Sekil 3.14 ve Sekil 3.15’de sirasiyla biitiin problem
kiimelerinin ortalamalar1 i¢in hesaplanan E icin iiyelik fonksiyonlari ve biitiin
problemlerin ortalama sonuglarmin alinmasi sonucu degisik modellerde degisen w
gore hesaplanan ECUP degerleri sunulmustur. En diisiik kapasite kullanim orani
EEV’de ilen en yiiksek oran WS’dir ve bu oranlar w degerinden etkilenmemektedir.
RP modelinin ise degisen w degerinden ¢ok az oranda etkilendigi goriilmiigtiir.

Biitiin modellerde %90 iizerinde bir kapasite kullanimi saglanmaktadir.

Bu alt bdliimiin bundan sonraki kisminda, bulanik parametrelerdeki degisikliklerin
problemin ¢6ziimiinii nasil etkiledigi aragtirilacaktir. Bu baglamada, sadece en
biiyiik problem kiimesi olan I50J100S100 degisen bulanik parametrelerle test

edilmistir.
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Cizelge 3.15: Herbir problem icin hesaplanan E ve E degerleri.

Problem Kiimesi ¢ I3

115J50S10_0 (0.018, 0.022, 0.026) (0.007, 0.008, 0.008)
115J50S10_1 (0.076, 0.098, 0.119) (0.023, 0.023, 0.024)
115J50S10_2 (0.142,0.157, 0.172) (0.013, 0.015, 0.017)
115J50S10_3 (ron ksl kR ) (0.069, 0.078, 0.087)
115J50S10_4 (0.253, 0.284, 0.315) (0.028, 0.033, 0.038)
Ortalama (0.115, 0.133, 0.150) (0.028, 0.032, 0.035)
Problem Kiimesi E E

130J100S50_0 (0.089, 0.109, 0.128) (0.016, 0.018, 0.020)
130J100S50_1 (0.087, 0.108, 0.129) (0.016, 0.019, 0.021)
130J100S50_2 (0.065, 0.082, 0.098) (0.027, 0.031, 0.034)
130J100S50_3 (0.201, 0.259, 0.323) (0.045, 0.051, 0.058)
130J100S50_4 (0.134, 0.168, 0.203) (0.036, 0.042, 0.048)
Ortalama (0.112, 0.140, 0.168) (0.028, 0.032, 0.035)
Problem Kiimesi E E

150J100S100_0 (0.125, 0.155, 0.186) (0.023, 0.027, 0.030)
150J100S100_1 (0.160, 0.200, 0.239) (0.029, 0.033, 0.036)
150J100S100_2 (0.123,0.153, 0.181) (0.031, 0.035, 0.038)
150J100S100_3 (0.076, 0.092, 0.107) (0.019, 0.022, 0.025)
150J100S100_4 (0.133,0.163, 0.191) (0.013, 0.014, 0.016)
Ortalama (0.122,0.151, 0.178) (0.023, 0.026, 0.029)

Uyelik 12
Derecesi
n 1

{

N E/AVAN o
SN -
N V4 NN

0,11
0,113
0,116
0,119 7
0,122
0,125
0,128
0,131
0,134
0,137
0,14
0,143 ]
0,146
0,149
0,152
0,155
0,158
0,161
0,164
0,167
0,17 1
0,173
0,176

Sekil 3.14: Farkli problem kiimeleri i¢cin hesaplanan ortalama Eiiyelik fonksiyon-
lar.

Bu analizlerin amaci degisiklikler yapildiktan sonra RP, EEV ve WS modellerinin
birbirleri ile kiyaslandiginda ne gibi farklarin olustugunu gozlemektir. Dolayisi
ile her bir senaryonun test edilmesinden sonra en 6nemli iki istatistik olan Z,E

hesaplanmustir.
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ECUP % o165 +

514 17

o1z
(Wig, W, W)
m (1,0,0)
B (0,1,0)
= (0,0,1)

91+~
”4
00,8

o
20,6 T

804

" eV ws

Sekil 3.15: RP, EEV ve WS modelleri i¢in farkli w degerlerimde hesaplanan

ortalama ECUP degerleri.

e Tiim bulanik parametrelerin %20 oraninda artmasi ve %20 oraninda azalmasi
durumu: Tum bulanik parametrelerin %20 oraninda artmasi ve %20 oraninda
azalmasi durumu: Bu senaryo altinda amag¢ fonksiyonunda ki biitiin bulanik
parametreler (51-3, Vjs, ¢;) orijinal degerlerine gore arttirilarak ve azaltilarak RP,
EEV ve WS modelleri ¢oziilmiistiir. Artirma ve azaltma iglemi asagidaki ornekte

olugu gibi diger bulanik parametreler icinde gerceklestirilmistir.

By +— (1205, 1.20% 1.20Y)

Js Js>

Ojs — (0.80%,0.89%

1,0.89%,0.807)

Cizelge 3.16’de kosumlarin sonuclar1 raporlanmistir. Ozetle, bulanik

parametrelerin artmast VSS ve EVPI degerlerinde artisa neden olurken ¢, &

degerlerinin tamamen ayni kalmasima neden olmaktadir.

—_—

Cizelge 3.16: Tiim bulanik parametrelerin +%20 deZismesinin VSs, E, EVPI ve
E’ye etkisi.

Test senaryosu VSs E

%?20 oraninda artirma (2154.47, 2710.30, 3266.17) (0.122, 0.151, 0.178)
Orijinal durum (1795.39, 2258.59, 2721.81) (0.122,0.151, 0.178)
%?20 oraninda azaltma (1436.31, 1806.87, 2177.45) (0.122, 0.151, 0.178)
Test senaryosu EVPI E

%320 oraninda artirma (451.10, 550.00, 623.40) (0.023, 0.027, 0.029)
Orijinal durum (375.91, 448.83, 519.50) (0.023, 0.026, 0.029)
%320 oraninda azaltma (300.73, 359.06, 415.60) (0.023, 0.026, 0.029)

134



e Kazang bulanik parametresinin (5 is) =%10 oraninda arttirllmasi ve azaltilmasi

durumu:

Bu senaryo altinda RP, EEV ve WS modellerinin kosulmasi

sonucunda toplanan iki 6nemli istatistigin nasil degistigi Sekil 3.16 ve Sekil

3.17°de gosterilmigtir.

Artan kazancin {’nin azalmasma neden olmaktadir.

Telekomiinikasyon piyasasi gibi rekabet ve kazanclarin sinirli olabilecegi bir

durumda rassalligin dikkate alinmasi gerektigini bu senaryonun testi sonucunda

goriilebilmektedir.

Ek olarak gelecegi tam olarak tahmin etmenin IO’ya

saglayacagi ekstra kazang orani da artan bulanik birim kazangla azalmaktadir.

Uyelik 12

Deracesi

L

0.8

0,6

04

0z

a

AN/

[ N\ \

A X\
AVANER
/[ L\ \

01 o031 o012 0,13 0,14 0,15 0,16 0,17 0,18 0,19 02 0,21 0,22 0,230,225

r——

Tdegeri

— ] 00
e Qirijinal Durum

10%

Sekil 3.16: Bulanik birim kazangin %10 artmasi ve azalmasinin g’ye etkisi.

| LE
Uyelik
Derecesi

Mg
a8
06
04

0z

a -

AN

[ \/

/'X\

[\

_,_,_L,_,_l, \ T .\ | S m— T
002 0022 0024 0026 0028 00 0,032 0,034 0036 0,038

€ defieri

— ] 0%
e Orijinal Durum

10%

Sekil 3.17: Bulanik birim kazancin %10 artmasi ve azalmasinin 5 "ye etkisi.

e Maliyet bulanik parametrelerinin (Vjs,¢;) +%10 oranmda arttirilmast ve

azaltilmasi durumu:

RP, EEV ve WS modellerinin kosulmasi sonucunda

toplanan iki 6nemli istatistigin nasil degistigi Sekil 3.18 ve Sekil 3.19°de
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gosterilmigtir. Artan maliyetlerin E’mn artmasina neden olmaktadir. Bu sonug
15181nda, RP modelinin olumsuz piyasa sartlarinda kullanilmasinin daha akillica
bir yaklagim oldugu kanitlanmistir. Son olarak biitiin senaryolarda goriildiigii

gibi her zaman VSS - EVPI esitsizligi saglanmaktadir.

; 12
Uyelik
Derecesi

3 ) /ﬂ\ //\\
VAV o
/XA —
1/ /\ / \

[/ N/ \

¢l 011 012 013 014 015 016 017 01B 0159 02 021 022

{ degeri

Sekil 3.18: Bulanik birim maliyetlerin %10 artmasi ve azalmasinin E’ye etkisi.

1.2

Uyelik
Derecesi

; ) /\ /\
A2\ B
S ANA =
VARV
/AN

0,02 0,022 0,024 0,026 0,028 0,03 0,032

— 1

§degeri

Sekil 3.19: Bulanik birim maliyetlerin %10 artmasi ve azalmasinin E "ye etkisi.

3.2 Bulanik Cok Amach Stokastik Dogrusal Programlama Modeli

Bu alt boliimde, hacim bazli iki evreli stokastik dogrusal programla modeli
tek amac fonksiyonu (kar en biiyiiklenmesi) yerine iki amag¢ fonksiyonu (kar
en biiyiikklenmesi ve kapasite kayiplari en kiiciiklenmesi) ile modellenecek ve

literatiirdeki degisik ¢oziim yontemleri ile ¢oziilecektir.

Telekomiinikasyon aracilarinin kapasite satin alirken ve son kullanici taleplerini

karsilarken dikkat etmeleri gereken 6nemli bir unsurda alt yapi sorunlarindan dolay1

136



olusan kapasite kayiplarini gdéz oniine almaktir. Bu ana kadar analiz edilen tiim
modellerde tek amag fonksiyonu kullanilmis ve kapasite kayiplar1 aracinin kendisi

tarafindan yiiklenilmisgtir.

Bu amag¢ dogrultusunda, araci firmanin optimizasyon problemi kullanicilara
yansitilan bant genigligi kayiplarinin en kiigiiklenmesi ile karinin en biiyiiklenmesi
arasinda dengelenmesi seklinde, cok amacl bir modelleme cergevesi ile analiz
edilecektir.  Biitiin tez kapsaminda oldugu gibi bu kisimda da son kullanici
taleplerinin stokastik oldugu varsayimi siirdiiriilmiistiir. Ek olarak, gecikme ve
segirme degerlerinin de olasiliksal bir davranig gosterdigi kabulii de korunmustur.
Amaclart modellenmesinde ve agirliklandirilmasin da ise bulamk dogrusal
programlama tekniklerinden yararlanilmistir. Sonug olarak elde edilen son model

bulanik ¢cok amagli sans kisitlt stokastik dogrusal programlama modelidir.

Bu alt boliimiin diger kisimlarinda ise sirasiyla: problemin tanimi ve konu ile ilgili
literatiir taramasi alt boliim 3.2.1°de incelenmisgtir. Alt boliim 3.2.2°de ise diigiiniilen
hacim bazli bulanik stokastik problemin matematik modellemesi yapilmistir. Ayrica
bu alt bolimde ¢oziim yontemleri ayrintilan ile tartistlmistit.  Son olarak bu
alt boliimiim altinda, olusturulan farkli test verileri biitiin test algoritmalarinda
kosulmug ve ¢oziim yontemlerinin performanslar1 degerlendirilmis, sonuclar

sunulmustur.

3.2.1 Problemin tammm ve ¢cok amach programlama

Genel anlamada ¢cok amagl programlama modellerinin denklem (3.62) - (3.63) deki

gibi ifade edilmesi miimkiindiir [163].

Minimum 21,2, ..., 2y 3.61)
Maksimum Zis1: 242, - Zp (3.62)
Kisitlar:  x € Xy, Xy = {x/gs(x) <bs, s=1,2,...,m} (3.63)

Burada Z;,7,,...,7Z; maliyet, geg¢ teslimat vb. gibi en kiiciikleme hedefli negatif
amaclar veya kriterleri, ve Z;y1,Z12,...,Z) ise en biiyiikleme hedefli kar, kalite,
zamaninda teslim ve servis kalitesi gibi positif amaclar1 gostermektedir. Sistem

kisitlarint saglayan olurlu ¢coziimlerin kiimesi ise X; ile ifade edilmistir.
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Gercek hayatta, BP secimi ve son kullanici bant genigligi atama probleminde
tim amaclar ayn1 anda sistem kisitlar1 altinda basarilamayabilir. Dolayisiyla,
karar verici k.bulamik hedef igin tolerans limiti ve iiyelik fonksiyonu IT(Z;(x))
tanimlayabilir [ 164]. Denklemler (3.62) - (3.63) ile belirtilen dogrusal programlama
modeli bulanik amaglarla sSyle edilebilir: 6yle bir vektor x” = [xq,...,x,] bulunsun

ki, denklem (3.65) - (3.67) saglasin.

7= Zn:ckixi =<~ Z0 k=1,2,....p (3.64)
i i:l

Z1:ch,~x,~2~ZlO,l:p,p—i—l,...,q (3.65)
KlSltlla:I'li gs(x) =asxi <bs, s=1,....m (3.66)
xi>0,i=1,...,n 3.67)

burada cy;, cj;, asi ve by reel (crisp) degerlerdir. Bu modelde ~ isareti bulanik ortami
belirtmektedir. Kisit setlerindeki <~ igareti ise < bulaniklastirilmig halidir ve dilsel
cevrisi ise "esasen daha kiigiik veya esit (essentially smaller than or equal to)" ve
>~ igaretinin dilsel ifadesi "esasen daha biiyiik veya esit (essentially greater than or
equal to)" seklindedir. Z,? ve Zl0 ise karar vericinin ulagmak istetigi istek seviyesini

(aspiration level) gostermektedir.

Denklem (3.68) sayesinde aract omurgalarin alt yapisindan dolay1 olusan kapasite
kayiplarini yiiklenerek son kullanicilarin tam olarak satin aldiklar1 kadar bant
genigligi kullanmasini saglamaktadir. Fakat telekom aracisinin karar vericileri
bazi durumlarda olugsan kayiplari kendi iistlenmeyerek yani kullanicilarin talep
ettigi bant genislig¢inden daha azim saglayarak daha fazla kar etmesi miimkiin
olmaktadir. Bunun sebebi aracinin daha ¢ok miisteriyle kontrat yapmasinin onii
acilmig olmasidir.

Y vijsdjs < (1—04)Bi, Vie IVs € Q (3.68)

JEs
Denklem (3.68)’un sag tarafindaki (1 — o;) terimi silinerek biitiin kayiplar
kullaniciya aktarilmig olur. Tabi ki, boyle bir modelleme ve ¢6ziim yaklagiminin
negatif tarafi ise; miisterilerin diisiik bant genigliklerinden dolay1 olugan internet
kullanom hizindaki diigiisten 6tiirii araci ile olan kontralarmi uzatmamalari
ve gelecege yonelik firsat ve itibar kayiplarin diye adlandirilabilecek cesitli

maliyetlerin olusmasidir.  Literatiirde [61-63] buna benzer uygulamalar bant

138



genisligi diisiiriilmesi (bandwidth degredation) veya QoS bozunmasi (QoS

degredation) olarak adlanirilabilmektedir.

3.2.2 Matematik model ve ¢oziim yontemleri

Cizelge 3.17°de bu boliim boyunca kullanilacak indeks kiimeleri, parametreler ve

karar degiskenleri gosterilmistir. Denklemler (3.69) ve (3.70) sirasiyla beklenen

Cizelge 3.17: Bulanik cok amacli hacim fiyatlandirma i¢in model notasyonlari.

Indeks kiimeleri

N~ D~

Omurga tedarik¢ilerinin kiimesi

Olusabilecek sonlu sayida talep senaryolart kiimesi
s(s € Q) senaryosu altinda taleplerin kiimesi
Amag fonksiyonlar1 kiimesi K = PU Q, (P pozitif
amaclarin kiimesi ve Q negatif amagclarin kiimesi)

Problem parametreleri

djl
19]'2

Vjs:

6]’& ’ iji

T
HZ :

e

s senaryosu altinda j.talebinin bant genisligi

s senaryosu altinda j.talebinin karsilanmasindan
dolay1 elde edilen kazang

s senaryosu altinda j.talebinin karsilanmasindan
dolay1 olusan firsat maliyeti

s senaryosunun gerceklesme olasiligi

i. omurgaya ait kapasite kayip orani (o; € [0, 1])

i. omurgadan bant genigligi satin almanin maliyeti

i. omurgadan alinabilecek maksimum bant miktari

i. omurga tarafindan garanti edilen sirasiyla

gecikme ve segirme miktari i¢in rassal degiskenler

i. omurgasi gecikme rassal degiskeni

icin sirasiyla ortalama ve standart sapma degerleri

i. omurgasi segirme rassal degiskeni

icin sirastyla ortalama ve standart sapma degerleri

s. senaryo altinda j talebinin belli bir hizmet kalitesinin
tizerinden kargilanmasi igin gerekli sirastyla gecikme
ve segirme degerleri giiven olasiliklar

J. son kullanici tarafindan s senaryosu altinda sirastyla
tolere edilebilecek maksimum gecikme ve segirme
Gerekli Minimum talep kargilama orani

k(k € K) amag fonksiyonu degeri i¢in iiyelik fonksiyonu

Karar degiskenleri

/31'1
Yijs:

YVjs-

i.omurgadan satin alinan bant genigligi miktari
Jj talebinin s senaryosu altinda i omurgasindan
kargilanma orant

s senaryosu altinda j talebinin karsilanma orani

karm en bityiiklenmesi amacimni ve kapasite kayiplarinin en kiigiiklenmesini amacini

ifade etmektedir. Birinci ama¢ fonksiyonlarinin bilegenleri kazancin beklenen

degeri, birinci evrede olusan kapasite satin alma maliyeti ve taleplerin karsilanama-
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masindan veya altinda karsilanmasindan dolay1 olusan firsat maliyetinin beklenen
degeridir. Ikinci amac fonksiyonu ise sadece birinci evrede verilen karar olan hangi
BP’den ne kadar bant genigligi satin alinacag ile ilgili olan fB; karar degiskenine
baglidir ve gelecekte olusacak tiim senaryolardan bagimsizdir.

Maksimum Z Z PsUsy js —Zﬁici — Z Z PsUjs(l —yjs) (3.69)

seQ jeJ iel seQ jeds
Minimum Z o, Bi (3.70)

i€l
Denklemler (3.71-3.80) arasinda modelin kisitlar1 belirtilmistir.  Kisit kiimesi
(3.71) sayesinde bir omurgadan kapasite satin alinmis ise son kullanici talepleri
bu kapasiteye atanabilmektedir. Bir omurgaya atanan toplam kapasite o omurgadan
satin alinan kapasiteden (bant genisliginden) esit veya daha kiiciik olmalidir. Bu
kisitta daha onceki modellerde goz Oniine alinan kapasite kayip oraninin dahil
edilmemesine dikkat edilmelidir. Kisit (3.72) bir omurgadan satin alinabilecek
maksimum bant genisligi miktarinin belirtilen omurga tarafindan piyasada satilan

miktardan daha fazla olmasini engellemektedir.

Kisitlar: Z Vijsdjs < Bi, Vi€ I Vs € Q (3.71)
J€Js
B:<U, Viel (3.72)

Denklem setleri (3.73) ve (3.74) olasiliksal (sans) QoS kisitlarini gostermektedir.
Bu kisitlar sayesinde son kullanici talepleri, bir omurgaya ancak gecikme ve
segirme isteklerini belli bir olasilik degerinin iistiinde saglarsa atanabilmektedir.
Bu kisitlarin deterministlik egdegerleri gecikme ve segirmenin ®; ve W; normal
dagilima uydugu varsayimi altinda denklemler (3.75) ve (3.76)verilmistir. Bu
kisitlarin dogrusal olmasi sayesinde hacim bazh fiyatlandirma modeli stokastik ¢ok

amagcli bulanik programlama modeli halini almaktadir.

P{yijs(®; — 8j) <O} > O, Vs € QVie LVj € J (3.73)
P{yi;s(¥;i —pjs) <0} > ®’;S,Vs eQViel Vjel (3.74)

Burada I'g standart normal dagilimin quantile fonksiyonunu géstermektedir.

S —ud
Vijs (JSG—‘SHI_F@?S) > 0VseQVjeld,Viel (3.75)
i
Yijs %—F@; > 0VseQ\Vjel,Viel (3.76)
4
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(3.77) nolu kasit seti son kullaniclarla uzun siireli iligkiler kurmak acisindan gerekli
olan servis diizeyinin (talep karsilama orani) belli bir degerin iizerinde olmasini
saglamaktadir. (3.78) ve (3.79) nolu kisit setleri birlikte, karsilanmasi karar verilen
miktar kadar her son kullanici bant genisligi talebinin omurgalara dagitilmasi

saglamaktadir. Isaret kisitlari (3.80) nolu denklemle saglanmaktadir.

Y vidjs—m Y djs >0,Vs € Q (3.77)

JE€Js JEJs

Y yijs <1, VseQVjel (3.78)

iel

Vis = Y Yijs: Vs € Q, Vj € Js (3.79)
icl

Bla}’ijsayj's>0aVS€Q>VJGJs>ViGI (3'80)

3.2.2.1 Maksimum-minimum yontemi

Zimmermann [149] kendisine ait bulanik dogrusal programlama yaklasimini fuzzy
cok amacli dogrusal programlama modellerini de (3.65) - (3.67) i¢ine alacak sekilde
genigletti. Yazar amag¢ fonksiyonlarim1 Z, k € K, iyelik fonksiyonlar1 0’dan
1’e dogrusal olarak artan bulanik setler olarak ifade etmistir. Bu yaklasimda;
amagclarin iiyelik fonksiyonlari, herbir ama¢ fonksiyonunu kendisinin maksimumu
ve minimumu olmak iizere ikiye ayirarak formiilize edilebilir. En kiiciikleme
amagli hedeflerin dogrusal iiyelik fonksiyonu (Z,) ve en biiyiikleme amaglarin

hedeflerin dogrusal iiyelik (Z,) fonksiyonlar: sirasiyla denklem(3.81) ve denklem

(3.82) gosterilmistir.
1 ise Z, < Z;
Mz, (x) = fo,, = (Z; =Z,(x))/(Z, —2,) iseZ, <Zy(x)<Z; (pEP)
0 ise Z,, > Z;
(3.81)
1 ise Z, < Z;
Mz,(x) = fi,, = (Z4() = Z;) /(2 —=Z;) iseZ; <Z4(x) <Z; (q € Q)
0 ise Z, > Zq_
(3.82)

Jr — 1) . . . . .
Z; ve Z, degerlerini hesaplamak i¢in, ¢ok amagh problem sanki tek amagl
problemmis gibi her seferinde bir amag¢ diisiiniilerek c¢oziilir. Negatif amacg
fonksiyonunun Z, maksimum degeri (en kotii degeri) Z;’dir. Ayni sekilde, pozitif
amag fonksiyonunun Z; minimum degeri (en kotii degeri) Z, dir [144,165]. Ornek

dogrusal iiyelik fonksiyonlar1 ITz Sekil 3.20°de gosterilmistir. Zimmermann’in
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Sekil 3.20: Bulanik say1 olarak amag fonksiyonlari: (a) minimum Z, ve (b)
maksimum Z,.

[149,166] yaklagimi ile yani maksimum-minimumun operator olarak kullanilmasi

ile yukarida kurulan (3.69)-(3.80) denklemleri arasindaki bulanik model asagidaki

deterministik modeli ¢ozmeye esdegerdir:

Maksimum A (3.83)
VARSYAS
Kisitlar: A < (%) (3.84)
Zi %
VARV
A< (er—) (3.85)
Z, —2,
A €0,1] (3.86)
Diger Kisitlar: ~ Denklemler (3.71) — (3.80) (3.87)

Burada kar enbiiyiiklemesi amag¢1 Z; ve kapasite kayiplar en kiiciiklemesi Z;
sirasiyla:

zZ = Z Z PsﬁjSYJs—ZﬁiCi— Z Z PsVjs(1—=vjs) (3.88)

seQ jetg iel seQ jet

z =Y ap (3.89)

icl
Coziim yontemini test etmek amaciyla son kullanici sayist |[J| 100, BP sayisi
[I| 30 ve senaryo sayist |Q| 50 olan birbirinden bagimsiz 5 farkli test kiimesi
olusturuldu. Her bir senaryonun gerceklesme olasiligi pg [0,1]arasinda diizgiin
dagilimdan rassal sayilar iiretilerek atandi. Son kullanici bant genisligi taleplerinin
boyutlari ise kirpilmis normal dagilimdan iiretilmistir. Son olarak veri setlerinin

kargilagtirllmasinda kolaylik olmasi amaciyla , biitiin segirme ve gecikme giiven

S

arahg: olasiliklart (©7,,

p . . . , . ..
e js) %95 giiven seviyesine yani I' = 1.96’ya sabitlenmistir.
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Cizelge 3.18°de iiretilen test problemleri i¢in belirtildigi gibi sadece bir amag
olmasi durumunda elde edilen amag¢ fonksiyonlar1 degerleri gosterilmistir. Karmn
en bilyiiklenmesi amach Z; icin pozitif ideal ¢oziim (PIS) Zl+ kapasite kayiplariin
en kiiciiklenmesi amaci icin PIS ise er ’dir. Onemli bir gozlem Z, degerlerinin
yani karin negatif olmasidir. Bu durumun sebebi kisaca Z; fonksiyonunun
sistem kisitlar1 altina en kiicliklenmesi sirasinda, I0’nun piyasadaki biitiin var
olan kapasiteyi satin almasi ardindan cok fazla atil kapasite olusturmasidir. Bu
durumun diizeltilmesi miimkiin olsa da algoritmanin biitlinliigiinii bozmamak

amaciyla hesaplanan degerler yeterli ve gercek¢i goriilmiistiir. Gerekli doniisiimler

Cizelge 3.18: Pozitif ve negatif ideal ¢oziimler.

Problem Kiimesi zZr zZ Z Z,

130J100S50_0 18758.13 -21712.75 37.85 213.98
130J100S50_1 16814.70 -25398.66 37.57 207.25
130J100S50_2 16853.94 -26578.20 39.27 218.78
130J100S50_3 15938.23 -29246.24 38.90 223.56
130J100S50_4 16883.57 -18544.85 41.84 250.18

yapildiktan sonra denklemler (3.83-3.87) arasinda bulanik amacgh stokastik
dogrusal programlama modeli haline gelen hacim fiyatlandirma modelinin test
kiimelerindeki kosumu sonucu elde edilen optimal ¢6ziim degerleri Cizelge 3.19°de
verilmigtir. Coziilen model rassalligin dikkate alindigi diizletme modeli olarak
adlandirilan RP’dir. Modelin ¢6ziimii karar vericiye ortalama %70 oraninda tatmin
saglarken ARP, beklenen net karin ortalama optimal degeri 4794.06 ve kapasite

kayiplariin ortalama optimal degeri 167.90’dir. Maksimum-minimum ydntemi

Cizelge 3.19: Maksimum-minimum algoritmasi optimal ¢éziimleri.

Problem Kiimesi AKRP pr Z§P

130J100S50_0 0.7122 7104.60 163.26
130J100S50_1 0.6895 3705.77 154.56
130J100S50_2 0.7157 4506.47 167.75
130J100S50_3 0.7250 3512.37 172.78
130J100S50_4 0.6686 5141.10 181.13
Ortalama 0.7021 4794.06 167.90

icin RP modelinin optimal ¢oziimiine ait bazi1 performans istatistikleri Cizelge
3.20 ‘de gosterilmistir. Dikkati ¢eken birka¢ Onemli nokta: firsat maliyetinin

beklenen degerinin (ERC) oldukca diisiik olmasidir, bunu dogal sonucu olarak %99
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tizerinde beklenen talep karsilama (EDFR) oranina ulagilmaktadir. Ek olarak, satin
alman kapasitenin 1768.90 ve kapasite kayiplarinin 167.90 olmasi yaklasik %10 bir

bant genigliginin altyapidan sorunlarindan dolay1 yok olmasi demektir. Bilindigi

Cizelge 3.20: Maksimum-minimum algoritmasi RP i¢in performans istatistikleri.

Problem Kiimesi ETR CLC ERC NSS
130J100S50_0 27187.45 20082.84 0.00 20
130J100S50_1 26980.55 23274.38 0.39 20
130J100S50_2 27031.55 22525.07 0.00 20
130J100S50_3 26944.34 23430.76 1.20 20
130J100S50_4 26769.08 21595.74 32.24 22
Ortalama 26982.59 22181.76 6.76 204
Problem Kiimesi TCB EDFR ENFUB MCUP
130J100S50_0 1743.26 1.000 19 64.96
130J100S50_1 1744.30 0.999 19 64.42
130J100S50_2 1743.94 1.000 19 65.79
130J100S50_3 1788.83 0.999 19 66.08
130J100S50_4 1824.19 0.994 19 69.30
Ortalama 1768.90 0.998 19 66.11

iizere sadece RP modelinin ¢oziimii karar vericiye fazla bilgi saglamamaktadir.
IO’nun karar vericisinin hangi durumda RP modelini hangi durumda EV modelini
¢Ozmesinin daha akillica oldugunun gosterilmesi gerekmektedir. Bu dogrultuda,
cok amagli bulanik stokastik dogrusal programlama yaklagiminin performanst iki
ana (EVPI ve VSS) metrik ile olciilecektir. Buraya kadar olan biitiin modellerden
farkli olarak, her bir metrik i¢in ii¢ farkli metrik (VSS,,VSSz,,VSSz, gibi)

hesaplanacak olmasidir.

EVPI degerlerinin hesaplanmasina iligkin algoritmanin pseudo kodu Sekil 3.21°de
verilmistir. Kisaca agiklamak gerekirse RP modelinin her bir senaryo icin ayr1 ayri
¢Oziilmesi ve senaryolarin optimal ¢oziimlerinin beklenen degeri hesaplanmasiyla
WS problemi ¢6ziilmiis olur. WS ile RP optimal degerleri arasindaki fark EVPI’dir.
VSS degerlerinin hesaplanmasi biraz daha zahmetlidir. Fakat, bu deger RP’nin
performansi icin daha gercekci bir olgiittiir. VSS degerlerinin hesaplanmasina
iliskin algoritmanin pseudo kodu Sekil 3.22°de verilmistir. Oncelikli olarak biitiin
rassal degiskenlerin beklenen degerlerinin bulunmasi gerekmektedir. Daha sonra
bulunan bu degerler EV modeli adi verilen deterministik modelde, denklemler
(3.90-3.101)’de yerine konularak ¢oziim bulunur. Bu model karar verici igin

¢6zmesi daha kolay bir problemdir. Bu problemin optimal sonucunun IO tarafindan
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for s=1,...,|Q]
Coz Denklem (3.83-3.87)
Kaydet 2, Z; . Z;,
\*optimal gbziﬁn degérlerinin gosterir
end for
Hesapla ve Ata A"S ):'Si‘l A
ZYVS — Zli‘l psZT,s

WS |Q| *
2y X PsZy

\WS bekle-ve-gor probleminin optimal ¢oziimiinii ifade eder

Hesapla ve Ata EVPI; < AWS — ARP
EVPly, « Z|V5 — ZkP
EVPly, « Z8F —ZVS

Sekil 3.21: Maksimum-minimum y&ntemi icin EVPI algoritmas.

adapte edilirse elde edilecek optimal ¢dziimii bulmak i¢in RP problemi, EV’nin

optimal degerleri ile ¢oziiliir. Son olarak ¢oziilen model EEV modeli adini alir. EEV

ile RP arasindaki fark VSS’dir. En kiiciikleme amacgli Z, i¢in VSS hesaplanirken

ey

EEV ve RP’nin yerlerinin degistiine dikkat edilmelidir.

Maksimum

A
ZEV _ 7=
Kisitlar: A< <%>
Z\ -7,

A< <—Z;_Z§V>
Z -7
Y vijdi <Bi,Viel
jeu
Bi<U,Viel
P{yi;(®;— ;) <0} > @ Vie L VjeJ
P{y;j(W;—p;) <0} > (”)?,Vi elLvjel

Y yidi—mY d;>0,

je e

Y yii<1,vVjeJ

icl

yi=Y vij, VjeJ
icl

Biayijvyj Z Oyv_] EJ,VZ' el

A €0,1]
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Burada beklenen deger problemi igin kar enbiiyiiklemesi amagi ZFV ve kapasite

kayiplart en kiiciiklemesi ng strastyla:

7tV =Y 0y =Y Bici— Y vi(1-y)) (3.102)
jel icl jes
2 —Yap (3.103)
il

Cizelge 3.21°de RR, WS ve EEV modelleri i¢in amac fonksiyonlarinin Z; ve Z;
ve tatmin seviyesinin A optimal degerleri hesaplanan EVPI ve VSS metrikleri ile
birlikte gosterilmistir. 1lk goze carpan nokta problem kiimesi 73071005504 nin
EEV ¢o6ziimiiniin olursuz olmasidir (*** olursuz ¢oziimii gostermektedir) bunun
sebebi denklem (3.77) ile belirtilen minimum talep karsilama oraninin alinan bant
geniglikleri ile karsilamanim imkansiz olmasindadir. Bu problem setinin sonuglari
istatistiklerin hesaplanmasi sirasinda goze almmamistir. Ozetle, bu sonug bile
RP yaklagiminin gecerliligini kanitlamaktadir. Tatmin oraninda ve beklenen net

karda EEV modeli ¢coziimiine gore RP’de daha iyi coziimler (daha yiiksek) elde

edilmesi yontemin artisidir. Tabi ki, EEV yerine RP’nin ¢6ziilmesine karar
for j=1..]
Hesapla ve Ata

19] — Zsegpsﬁjs
Vj ¢ Lseq PsVjs
dj < ZSGQ Psdjs
0j + Yseq PsOjs
pj < ZseQPsts
Gf — ZSEQ ps®?s
®? — Ysea PS®5?5

end for

Coz Denklem (3.90-3.101)

Kaydet BEY \Beklenen deger probleminin optimal ¢6ziimi
Ata (3.71,3.72,3.84,3.85) numarali denklemlerde f3; < BEY
Coz RP problemini denklem (3.83-3.87)

Optimal ¢oziimler AEEV ZEEV 7EEV
Hesapla ve Ata VSS; « ARP _ LEEV

VSSz, « ZRP _ ZEEV

VSSz, « ZFEV — Z8P

Sekil 3.22: Maksimum-minimum yontemi i¢in VSS algoritmasi.

verecek olan 10°dur; bu amag¢ dogrultusunda I0’nun karar vericisi bir esik deger

olusturabilir. Bu deger genelde V. SS/RP seklindedir. Ornegin, beklenen net kardaki
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Cizelge 3.21: Maksimum-minimum yontemi i¢cin RP, WS ve EEV sonuglarinin

kiyaslanmasi.
Problem Kiimesi ARP AEEV AWS VSS, EVPI,,
130J100S50_0 0.7121 0.7035 0.7120 0.0086 -0.0001
130J100S50_1 0.6895 0.6895 0.6894 0.0000 -0.0001
130J100S50_2 0.7157 0.7157 0.7157 0.0000 0.0000
130J100S50_3 0.7250 0.7249 0.7250 0.0001 0.0000
130J100S50_4 0.6686 ok 0.6784 o 0.0098
Ortalama 0.7021 0.7084 0.7041 0.0021 0.0019
Problem Kiimesi ZRP ZEEY zVs VSSy, EVPIy,
130J100S50_0 7104.60 6757.60 7104.54 346.99 -0.06
130J100S50_1 3705.77 3705.66 3705.53 0.11 -0.24
130J100S50_2 4506.47 4505.70 4506.47 0.77 0.00
130J100S50_3 3512.37 3506.68 3515.19 5.68 2.82
130J100S50_4 5141.10 ok 5491.13 ok 350.03
Ortalama 4794.06 4618.91 4864.57 88.39 70.50
Problem Kiimesi ZRP ZLEY zys VSSz, EVPI,
130J100S50_0 163.26 161.75 163.26 -1.51 0,00
130J100S50_1 154.56 154.57 154.56 0.00 0,00
130J100S50_2 167.75 167.75 167.75 0.00 0,00
130J100S50_3 172.78 172.80 172.79 0.01 -0.01
130J100S50_4 181.13 ok 183.19 ok -2.05
Ortalama 167.90 164.22 168.31 -0.37 -0.41

yiizde artis degerinin (%V SSz, / pr ) %2 koyan bir IO’nun RP’yi ¢6zmezinde fayda
vardir. Biitiin amag¢ fonksiyonlar1 ve tatmin seviyesi i¢in esik deger belirlemeye
yardimci olabilecek veriler Sekil 3.23‘de gorsellestirilmigtir. Kapasite kayiplarinin
en kiigiikleyen amag¢ icin Z, bu degerlerin negatif ¢ikmasinin sebebi bu amacin
herhangi bir belirsizlik icermeyen ilk evrede verilen kararlar ile alakali olmasidir.

Yani RP modelinde yapilan diizeltme eylemlerinin miimkiin olmamasidir.

Sekil 3.24 “de ise 1O tarafinda secilen yani bant genisligi satin alinan BP’lerin sayisi
her bir model icin ayr1 ayr1 verilmistir. En az BP secildigi model EEV olarak
goriilmektedir. Tedarikgilerle uzun siireli iligkiler kurulabilmesi icin kapasite satin

alian omurgalarin sayisinda fazla dalgalanma olmamasi istenen bir durumdur.

3.2.2.2 Agirhikh eklenebilir maksimum-minimum yoéntemi

Maksimum-minimum yonteminde amag fonksiyonlarinin birbirlerine gore goreceli
onemleri diisiiniilmemektedir. Bu yaklagimda her amacin egit dnemi oldugu var
sayilir.  Tiwari ve dig. [167] tarafindan sunulan eklenebilir model amaclarin

agirliklarin1 ¢oziim yonteminde dikkate almaktadir. Bu yaklagim genel anlamda
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Sekil 3.23: Maksimum-minimum yonteminde amag fonksiyonlarinin %VSS/EEV
ve %EVPI/RP degerleri.
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Sekil 3.24: Maksimum-minimum yonteminde RP, EEV ve WS modelleri icin
kapasite satin alinan BP sayilari.

agsagidaki gibi modellenebilir:

Maksimum ) @Jlz (x) (3.104)
Kisitlar I;iesliem kisitlart (3.105)
ve
Y ox=1, 0, >0,VkeK (3.106)
kek

Burada @; bulanik hedefleri goreceli onemini belirten agirlik katsayilaridir.

Denklem (3.104-3.105) ile belirtilen bulanik modelin esdeger tek amagl bulanik
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olmayan (crisp) esiti model denklemler (3.107-3.110) sunulmustur:

Maksimum Z WAy (3.107)
kekK
Kisitlar A < szk (x), Vke K (3.108)
sistem kisitlari (3.109)
ve

Y ox=1, >0, 4 €0,1,VkeK (3.110)
keK

Bu tanimlar dogrultusunda ve boliim 3.2.2.1°de yapilan agiklamalar1 da kullanarak
¢ok amacgh stokastik bulanik hacim fiyatlandirma modeli, agirlikli eklenebilir

maksimum-minimum yaklasimi ile agagidaki gibi formiilize edilebilir.

Maksimum  A; 0 + A, (3.111)
Z -7
Kisitlar: Ay < = (3.112)
Zl _Zl
VARV /)
< (2222 (3.113)
Z, =2,
o+ =1 (3.114)
l],lz € [0, 1] ve W1, >0 3.115)
Diger Kisitlar: ~ Denklemler (3.71) — (3.80) (3.116)

Modeldeki Z; ve Z, ifadelerinin tanimlari sirasiyla denklem (3.88) ve (3.89)’deki
gibidir.  Yaklagimin test edilmesi amaciyla olusturulan veri setleri bir dnceki
yaklasim olan maksimum-minimum y&nteminde kullanilan veri kiimeleriyle
tamamen aymdir, boylelikle yaklagimlarin birbirleri icerisinde kiyaslanma olanagi
bulunacaktir. Test problem kiimelerinin ayn1 olmasindan dolay1 Cizelge 3.18’de
verilen amaclara ait PIS ve NIS degerlerinin de aynen korunarak denklemler (3.112)

ve (3.113) de yerlerine yazilmasi yeterlidir.

Bu yaklagimda amaglarin agirliklarinm (@) karar verici tarafindan belirlenmesi
gerekmektedir. Bu agirliklarin belirlenmesinde literatiirde genelikle AHP yontemi
kullanilmaktadir. Ornegin, Ghodsypour ve Q’Brien [168] dogrusal programlama
ile biitiinlesik AHP uygulayarak nitel ve nicel kriterleri géze alarak bir satin alma
stratejisi olusturmuslardir. Hacim bazli fiyatlandirma modelinde satin alinan emtia
bant genisligi olmasindan dolayi literatiirdeki calismalara paralellik gostermektedir.

Fakat, bu c¢alismada sadece bir tek agirhk secimi yerine RP, EEV ve WS
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modellerinin performansi degisen amag agirliklarinda test edilecek ve birbirleri ile

kiyaslanarak bir nevi duyarlilik analizi yapilacaktir.

Yukarida denklemler (3.111-3.116) ile modellenen problem agirlikli eklenebilir
maksimum-minimum yaklagim: icin RP problemdir. Modelin test problem
kiimeleri ile kosulmas1 sonucunda elde edilen amag fonksiyonlar1 optimal degerleri
ZRP 7RP ve amaglar igin tatmin diizeyleri ARP ARP Cizelge 3.22’de gosterilmistir.
Cizelgedeki her bir hiicredeki deger biitiin kosumlarin ortalamasi alinarak
hesaplanmistir. Kosumlar @; = 1°den baslayarak ve 0.1’lik adimlarla azaltilarak
siirdiiriilmiistiir, ta ki @, = 0.4 degerinden sonra ZkP negatif optimal deger elde
edilene kadar. Bunun anlami IO’nun negatif bir kar elde etmeye razi olmasi
demektir. Boyle bir durum gercekgi bulunmadigindan, @; < 0.4 i¢in kosumlar

yapilmamustir.

Cizelge 3.22’den goriildiigii gibi azalan kar en biiyliklemesi amaci agirhigr o,
beklenene net karin ZfP ve birinci amag tatmin lf”) diizeyinin azalmasina; Ote
yandan ikinci amag tatmin diizeyinin artmasina neden olmaktadir. Neredeyse
yataya yakin bir azalma ve artma gosteren bu degerler w; = 0.7 degerinden sonra

kirilma gostermektedir. Ilging ve iizerinde diisiiniilmesi gereken bir sonug ise

Cizelge 3.22: Agirlik eklenebilir maksimum-minimum yontemi i¢in degisen amag
agirliklarinda RP modeli sonuglari.

(@1, 0) AT 23" Z 5
(1.0,0.0) 1.0000 0.0000 17049.68 75.11
(0.9,0.1) 0.9998 0.2008 17041.03 75.84
(0.8,0.2) 0.9989 0.2054 17005.78 76.70
(0.7,0.3) 0.9783 0.2620 16118.81 87.04
(0.6,0.4) 0.8022 0.5841 8783.22 145.48
(0.5,0.5) 0.7437 0.6839 6124.72 159.91
(0.4,0.6) 0.6265 0.7714 1177.46 175.22

artan ikinci amag tatmin oranina karsi, optimal kapasite kayiplarmin da Z§P da
artmasindir. Beklenen durum bunun tam tersi yoniinde olmasiydi. Bu durumu
actklamak i¢in toplanan ETR, CLC, TCB ve ECPU gibi ikincil istatistiklerin analizi
sonucunda su kaniya varilmigtir: IO ikinci amag tatmin diizeyini artirmak igin
daha ¢ok kapasite satin almaktadir bu da ETR sabit kalirken kapasite satin alma

maliyetinin artmasma (CLC) neden olmaktadir. Artan satin alinan kapasite ile
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birlikte kapasite kayiplart ve kullanilmayan (atil) kapasitede de artmaktadir. Sekil

Kazang 30000

veya
Maliyet
aliyet v
20000 /
15000 o
J —clc
10000

5000

i 0.9 0.8 0.7 0.6 0.5 04wy

Sekil 3.25: RP modeli i¢in degisen w; degerinin ETR ve CLC’ye etkisi.

3.25°de goriildiigii gibi azalan birinci amag¢ fonksiyonu agirligi (artan ikinci amag
fonksiyonu agirligi) CLC belli bir noktadan nokta hizla dogrusal olarak artmasina
neden olmaktadir. Artan CLC, IO tarafindan daha fazla kapasitenin satin alindiginin
gostergesidir. Bu gozlem de Sekil 3.26’de sunulmustur. Ik durumda 1000 birimin
altinda satin alinan kapasite son durumda 2000 birim bant genisligini gecmektedir.
Biitiin agirliklarda son kullanici taleplerinin toplamin sabit kalmasindan dolayi
alman kapasitenin ¢ogu atil kalmaktadir. Yine, Sekil 3.26 da goriildiigii gibi
beklenen kapasite kullanim orant (ECUP) %100 yakin iken artan kapasite
almuyla birlikte %40 civarma diismektedir. Bu doktora ¢alismasinin temel amact
stokastik programlama yaklasimin (RP modeli), belirsizligin dikkate alinmamasi
durumuna gore ne kadar avantaj sagladigini veya saglamadigim gostermektir. Bu
dogrultuda, maksimum-minimum yaklagimindakine benzer sekilde ana performans
istatistiklerinin tanimlanmasi ve dlciilmesi gerekmektedir. i1k olarak gelecegin tam
olarak bilinmesi durumunda elde edilebilecek optimal ¢oziimleri bulmak amaciyla
WS modeli ¢oziilmelidir. Bekle-ve-gor olarak bilinen bu modelde, gelecekteki
biitiin belirsizlikler belli olduktan sonra IO’nun kararlarin1 vermesi yani ne kadar
ve hangi BP’den bant genigligi satin alacagini bulmasina olanak verilmektedir. Bu
model her bir senaryon icin problemin ayri ayri ¢oziilmesi demektir. WS modelinin
¢oziimiiyle bulunacak en iyi ¢6ziim degerleri 1)5,1,V5, Z[VS, Z)V'S ile RP modelinin

en iyi ¢coziim degerleri arasindaki fark EVPI olacaktir. Ozetle, Sekil 3.27 agirlikli
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Sekil 3.26: RP modeli i¢in degisen w; degerinin TCB ve ECUP’ye etkisi.

eklenebilir maksimum-minimum yaklagimi i¢in EVPI algoritmasini sunmaktadir.

RP’nin performansinin kiyaslanmasi igin daha gercekei bir ol¢iit VSS’dir. Agirlikli

for s=1,...,]Q|

Coz Denklem (3.111-3.116)

Kaydet /lis, ﬂz’k’s Zis, Zik,s

\*optimal ¢6ziim degerlerinin gosterir
end for
Hesapla ve Ata A}V5 « legl PsAf

AZWS — ZLzll pSAZ*,s

Q %

ARRS Z%ll PsZi s

Z;)VS A ZL:|1 psZ;,s

\WS bekle-ve-gor probleminin optimal ¢éziimiinii ifade eder

Hesapla ve Ata  EVPI; « A/VS — AP
EVPIL,, « A5 — ARP
EVPIy, « Z}VS — ZkP
EVPIy, < 2§ —ZVS

Sekil 3.27: Agirlikli eklenebilir maksimum-minimum yontemi i¢in EVPI algorit-
masl.

eklenebilir maksimum-minimum yaklagiminin VSS degerlerinin hesaplanmasina
iliskin algoritmanin pseudo kodu Sekil 3.28’de verilmistir. Oncelikli olarak biitiin
rassal degiskenlerin beklenen degerlerinin bulunmasi gerekmektedir. Daha sonra
bulunan bu degerler EV modeli adi verilen deterministik modelde, denklemler

(3.117-3.122)’de yerine konularak ¢6ziim bulunur.
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Bu model karar verici icin ¢6zmesi daha kolay bir problemdir. Bu problemin
optimal sonucunun IO tarafindan adapte edilirse elde edilecek optimal ¢oziimii
bulmak icin RP problemi, EV’nin optimal degerleri ile ¢oziiliir. Son olarak ¢oziilen
model EEV modeli adin1 alir. EEV ile RP arasindaki fark VSS’dir. Agirlikhh

eklenebilir maksimum-minimum yontemi icin EV modeli agagida verilmigtir.e

Maksimum Ao + A (3.117)
ZEV —z7
Kisitlar: A < (—1+ 1 ) (3.118)
Zl _Zl
Z+ . ZEV
A < (—i 2 ) (3.119)
Zy, =7,
o +am=1 (3.120)
l],lz S [0, 1] ve @01, > 0 (3.121)
Diger Kisitlar: ~ Denklemler (3.93) — (3.100) (3.122)

Burada beklenen deger problemi i¢in kar enbiiyiiklemesi amagci Z{EV ve kapasite

kayiplar1 en kiigiiklemesi ZEV sirastyla:

ztV =Y Oy =Y Bici— Y vi(1—y)) (3.123)
jes icl jel

ng _ Z o Bi (3.124)
iel

Yukarida belirtilen problem kiimeleri kullanilarak yapilan kosumlarin sonuglarinin
degisen (m;, ;) degerlerine gore ortalamalar1 Cizelge 3.23 verilmistir. Azalan
w; degerinin birinci ama¢ tatmin degerinde azalmaya ve de dolayisiyla pr ,
ZfEV ve Z}VS diisiiglere yol agmaktadir. Diger taraftan artan @, ise kapasite
kayiplarinin en kiigiiklenmesine yonelik amacin RP, EEV ve WS modellerindeki

optimal degerlerinde artan bir trende yol agmaktadir.

Onemli bir gozlem her test edilen @ diizeyinde VSSz, pozitif olmasi yani RP
modelinin EEV modeli yerine kullanmasinda beklenen net karin daha biiyiik
olacaginin gozlenmesi yaklasimm tutarliigm gostermektedir. Ote yandan, diger
amag¢ fonksiyonun olan Z;’nin RP ve EEV modellerinin degisen w’ya gore
performanslarinin kiyaslanmasinda tutarli bir sonug¢ elde edilememistir. Bunun
nedeni bu amacin her hangi bir rassallik i¢eren veri bulundurmamamsidir. Yani
bu amacin en iyilenmesine yonelik kararlar verilirken gelecekte olacak olaylarin

(son kullanict bant genigligi talepleri, birim maliyet ve kazanglar vb...) bu
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for j=1,...,]
Hesapla ve Ata
U < Lsca PsVjs
Vj < ZSEQ PsVjs
dj < YseqPsdjs
5j — ZSEQ ps6js
Pj < Lseq PsPjs
6? — Lseo PS®?S
65) < ZSEQ ps®lj?s

end for

Coz Denklem (3.117-3.122)

Kaydet ,BI.EV \Beklenen deger probleminin optimal ¢dziimii
Ata (3.71,3.72,3.84,3.85) numarali denklemlerde f3; + ﬁiEV
Coz RP problemini denklem (3.111-3.116)

Optimal ¢oziimler AFEV ALEV ZEEV ZEEV
Hesapla ve Ata  VSS;, + ARP — AFEV

VSSy, « ALEV _ AFP

VSSz, « ZRP — ZEEV

VSSz, « ZFEV — ZBP

Sekil 3.28: Agirlikli eklenebilir maksimum-minimum yontemi i¢in VSS algorit-
mas.

durumu etkilemeyecek olmasidir. Olas1 gelecek donem caligma konularindan
biride kayip kapasiteye etki eden kapasite kayip orani degerinin de stokastik bir
sekilde modellenerek ¢oziim aranmasi olabilir. Yukarida sunulan bilgiler 1s1ginda
IO’nun karar verici merci problemi RP veya EEV modeli kullanarak ya da tek
malct veya ¢cok amacl bir modelle ¢oziip ¢ozmeyecegine karar vermek isteyebilir.
VSS/EEV ve EVPI/RP bu dogrultuda bir 6nceki béliimlerde oldugu gibi tanimlanan
iki istatistiktir. Agirlikli eklenebilir maksimum-minimum yonteminde Z; amaci
icin hesaplanan VSS/EEV performans ¢iktis1 Sekil 3.29°de gosterilmistir. Bu oran
%9 ile %25.9 arasinda her (@;, @) cifti igin degisiklik gosterse de beklenen net
karda ortalamada %16.9’1uk bir artis oldukga iyi goziikkmektedir. Diger performans
istatistigi EVPI/RP ise bir Onceki istatistige kiyasla oldukga diisiik kalmaktadir.
Bu oran %0.1 ile %8.9 arasinda degismekte, ortalamada %?2.4’de kalmakta ve
her o diizeyinde VSS/EEV istatistiinin altinda kalmaktadir. Sonuglar Sekil
3.30 goriilebilir. Onemli ikincil istatistiklerden biri olan ECUP’nun agirhikli
eklenebilir maksimum-minimum yaklagimindaki degisik modellerdeki degeri Sekil
3.31°de gosterilmistir. Bu oranin azalan @; degeri ile biitiin modellerde azalma

gosterdigi goriilmektedir. WS modeli i¢in ECUP orani yiiksek @; degerlerinde
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Cizelge 3.23: Agirlikli eklenebilir maksimum-minimum yontemi i¢in de§isen ’ya
gore RP, WS ve EEV sonuglari.

(o1,an) ARP AEEV s VSSy, EVPI,,
(1,0) 1.0000 0.9557 0.9994 0.0442 -0.0005
(0.9,0.1) 0.9997 0.9476 0.9993 0.0521 -0.0003
(0.8,0.2) 0.9989 0.9532 0.9993 0.0456 0.0004
(0.7,0.3) 0.9783 0.8924 0.9912 0.0858 0.0129
(0.6,0.4) 0.8022 0.7655 0.8216 0.0367 0.0193
(0.5,0.5) 0.7437 0.7309 0.7345 0.0128 -0.0091
(0.4,0.6) 0.6265 0.5807 0.8216 0.0457 0.1950
(w1, @) ARP ALEV Ays VSS;, EVPL,
(1,0) 0.000 0.000 0.000 0.000 0.000
(0.9,0.1) 0.200 0.193 0.246 -0,007 0.045
(0.8,0.2) 0.205 0.221 0.246 0.016 0.040
(0.7,0.3) 0.262 0.411 0.266 0.149 0.004
(0.6,0.4) 0.584 0.642 0.573 0.058 -0.010
(0.5,0.5) 0.683 0.691 0.684 0.007 0.000
(0.4,0.6) 0.771 0.771 0.573 0 -0.197
(o1, 0n) ZRP ZEEV z\s VSSz, EVPIy,
(1,0) 17049.68 15225.46 17025.17 1824.22 24.51
(0.9,0.1) 17041.03 14935.23 17024.64 2105.80 16.39
(0.8,0.2) 17005.78 15071.57 17024.18 1934.20 18.40
(0.7,0.3) 16118.81 12442.66 16668.45 3676.15 549.64
(0.6,0.4) 8783.22 7083.53 9570.37 1699.68 787.15
(0.5,0.5) 6124.72 5615.56 6254.68 509.15 129.96
(01, @) 8P ZEEV zys VSSz, EVPI,
(1,0) 75.11 73.72 76.73 1.38 1.62
(0.9,0.1) 75.84 74.64 84.29 1.20 8.44
(0.8,0.2) 76.70 77.83 84.30 -1.12 7.59
(0.7,0.3) 87.04 111.94 88.00 -24.89 0.95
(0.6,0.4) 145.48 152.63 143.62 7.14 -1.86
(0.5,0.5) 159.91 161.20 165.28 -1.29 5.37

YSE/EEY
03

05

Sekil 3.29: Degisen ®; ve w, degerlerinin Z; i¢cin VSS/EEV oranina etkisi.
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Sekil 3.30: Degisen w; ve w, degerlerinin Z; i¢in EVPI/RP oranina etkisi.

diger modellere gore daha diisiik olsa da diisiik @, degerlerinde bu durum tersine

donmektedir.
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Sekil 3.31: Degisen @; degerlerinin RP, EEV ve WS modellerinde ECUP oranina
etkisi.

3.2.2.3 Agirhkh maksimum-minimum yéntemi

IO’nun karar vericisi amag¢ fonksiyonlarinin agirliklarimi belirtti§i zaman, iiyelik
fonksiyonlarinin tatmin diizeylerinin orani belirtilen bu orana amaglarin goreceli
Onemini yansitmasi agisindan miimkiin oldugu kadar yakin olmasi istenir.
Fakat agirlikli eklenebilir maksimum-minimum yoOnteminde amaglarm tatmin

diizeylerinin orani, karar verici tarafindan belirlenen agirliklara yakin olmayabilir.
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Amag fonksiyonunun tatmin diizeylerinin miimkiin oldugu kadar amaglarin agirlik-
larina veya dnemlerine yakin olmasi i¢in, Lin [169] agirlikli maksimum-minimum

yontemini 6nermigtir. Bu yontem agagidaki gibi modellenebilir:

Maksimum A (3.125)
Kisitlar ~ ap A < iy, (x), Vk e K (3.126)
sistem kisitlari 3.127)
ve
Y ox=1, >0, 4 €[0,1]Vke K (3.128)
keK

Bu model yeni iiyelik fonksiyonlari agagidaki gibi tanimlanmis, (3.62-3.63)

denklemleri arasindaki modeli ¢6zmeye esdegerdir.

1/ oy ise Z, <Z,
H/ZP (x) = 4 fir, (¥)/ @ ise Z, <Z,(x) <Z (¥p € P) (3.129)
0 ise Z, > ZIJ{
1/ ise Z, < Z;
I, (x) = { fin,, (x)/ @ ise Z; < Z,(x) < Z} (Vg€ Q) (3.130)
0 ise Z;, > Zq_
Yeni iiyelik fonksiyonu degerleri ve optimal tatmin diizeyleri (ARPEEV-WS) degerleri

@y < 1 olmasindan dolay1 biri gecebilir. Bununla beraber, her bir amag i¢in gecek
tatmin diizeyi asla biri gecmeyebilir [164]. Bu yaklagim olurlu ¢oziimler icerisinde,
tatmin diizeyleri oranlarmin miimkiin oldugu kadar amag agirliklar1 oranina yakin

optimal ¢oziimleri bulur [169].

Bu yaklagimda ilk ve en onemli adimlardan biri amaglarin agirliklarmimn (@)
karar verici tarafindan belirlenmesidir. Bu agirliklarin belirlenmesinde literatiirde
genelikle AHP yontemi kullanilmaktadir. Bu tezde sadece bir tek agirlik secimi
yerine RP, EEV ve WS modellerinin performansi degisen amag agirliklarinda test

edilecek ve birbirleri ile kiyaslanarak bir analizi yapilacaktir.

Boliim 3.2.2.1°de yapilan aciklamalari da kullanarak ¢cok amaglh stokastik bulanik
hacim fiyatlandirma modeli, agirlikli maksimum-minimum yaklasimi ile asagidaki

gibi formiilize edilebilir.
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Maksimum A (3.131)

7 —Z;
Kisitlar: Aw; < 0 (3.132)
Zi =2
Ao < Z ~ 4 (3.133)
VAR A ’
o+ =1 (3.134)
A €0,1] ve @y, >0 (3.135)
Diger Kisitlar: ~ Denklemler (3.71) — (3.80) (3.136)

Modeldeki Z; ve Z, ifadelerinin tanimlari sirasiyla denklem (3.88) ve (3.89)’deki
gibidir. Yaklagimin test edilmesi amaciyla olusturulan veri setleri bir 6nceki yak-
lagimlar olan maksimum-minimum ve agirlikli eklenebilir maksimum-minimum
yonteminde kullanilan veri kiimeleriyle tamamen aynidir, boylelikle yaklagimlarin
birbirleri icerisinde kiyaslanma olanagi bulunacaktir. Test problem kiimelerinin
ayni olmasindan dolay1 Cizelge 3.18’de verilen amaglara ait PIS ve NIS degerlerinin

de aynen korunarak denklemler (3.132) ve (3.133) de yerlerine yazilmas: yeterlidir.

Yukarida  denklemler (3.131-3.136) ile modellenen problem agirliklh
maksimum-minimum yaklagimi i¢in RP problemdir. Modelin test problem
kiimeleri ile kosulmasi sonucunda elde edilen amag¢ fonksiyonlar1 optimal
degerleri ZRP ZEP ve amaglar igin tatmin diizeyleri lel, HIZ2 Cizelge 3.24°de
gosterilmigtir. Cizelgedeki her bir hiicredeki deger biitiin kogsumlarin ortalamasi
alarak hesaplanmigti. Kosumlar @; = 1’den baglayarak ve 0.1’lik adimlarla

Cizelge 3.24: Agirlik maksimum-minimum yontemi i¢in degisen amag agirlik-
larinda RP modeli sonuclari.

(w1, ) IR 107 zkp zRP
(1.0,0.0) 1.0000 0.0000 75.11 17049.68
(0.9,0.1) 1.0000 0.1111 75.11 17049.67
(0.8,0.2) 0.9831 0.2457 84.22 16374.58
(0.7,0.3) 0.9140 0.3914 110.99 13538.06
(0.6,0.4) 0.8221 0.5481 139.65 9754.89
(0.5,0.5) 0.7021 0.7021 167.90 4794.26

azaltillarak siirdiiriilmiigtiir, ta ki @w; = 0.5 degerinden sonra pr negatif optimal

deger elde edilene kadar. Bunun anlami IO’nun negatif bir kar elde etmeye razi
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olmasi demektir. Boyle bir durum gercek¢i bulunmadigindan, @; < 0.5 icin
kosumlar yapilmamigtir. Agirlikli eklenebilir maksimum-minimum yodntemiyle
kiyaslandiginda, negatif beklenen karlarin elde edilmesi bu metotda daha yiiksek

®; degerinde baglamigtir.

Azalan o; (artan @,) degerleri beklenen net karin degerinin azalmasina dolayisi ile
bu amag i¢in tatmin diizeyinin 0.7 ye kadar diismesine neden olmaktadir. Bununla
beraber artan @, sayesinde ikinci ama¢ fonksiyonunun tatmin orani artmaktadir.
Amag agirhiklarinin esil oldugu (@; = 0.5,@, = 0.5) durumda bu ydntemin

sonuclart maksimum-minimum y&nteminin sonuglari ile tamamen aynidir.

Sekil 3.32’de de8isen amag¢ agirliklarinda optimal degerlerin Z; ve Z, icin
nasil degistigini gostermektedir. Beklenen net kar acisindan bakildiginda @ =
0.6 degeri hari¢, agirlikli eklenebilir maksimum-minimum y&nteminin daha iyi
sonu¢ verdigi soylenebilir. Ote yandan kapasite kayiplari agisindan durum
incelendiginde yine @w; = 0.6 degeri hari¢ agirlikli eklenebilir yontemin daha iyi
oldugu goriilebilir. Bekle-ve-gor ve beklenen deger modelleri i¢in algoritmalar,
agirlikli eklenebilir maksimum-minimum yaklagimina ¢cok benzer oldugundan bu
alt boliimde tanimlanma ihtiyaci duyulmamigtir. Bilindigi tizere, WS ve EEV
modellerinin optimal sonuglar1 ile RP modelinin sonuglarimin karsilastirilmasi
sonucu VSS ve EVPI degerleri bulunmaktadir. Bu degerler IO’ nun kararlarini
vermesine yardim etmektedir, yani EEV veya RP’den hangisini ¢dziilmesinin ne

kadar fayda saglayacagina bu istatistiklere bakarak kadar verilmektedir.

Biitiin test verilerinin EVPI ve VSS algoritmalart kullanilarak degisen amac
agirliklarinda kosulmasi sonucu elde edilen degerler Cizelge 3.25’de gosterilmistir.
Bu degerler 5 tane problem kiimesinin ortalamasinin alinmasit sonucunda
bulunmusgtur, EEV modeli icin @; = 0.5 degerinde 130J100S50_4 problem kiimesi

olurlu ¢oziim vermediginden bu problem seti istatistiklere katilmamuistir.

Cizelge 3.25°de goriildiigii gibi artan @, dederleri VSSz, ve EVPIz, degerlerinde
azalmaya neden olmaktadir. Bu durumun anlami beklenen karm en biiyliklenmesine
yonelik amacin agirhi§i azaldikga stokastik problem yerine beklenen deger
probleminin ¢oziilmesi IO acisindan daha faydali olabilir. Fakat, yinede hesaplanan

degerleri pozitif olmasi stokastik yaklasimin daha iistiin oldugunun kanitidir.
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Sekil 3.32: (a) RP icin @w’nin Z; e etkisi. (b) RP icin @’ nin Z;’ye etkisi.

Cizelge 3.25, amagclarin tatmin seviyelerindeki degismeler géz Oniine alinarak
incelendiginde ise VSS ve EVPI degerlerinde Z; i¢in bir durum hari¢ (@ =
0.5, = 0.5) pozitif degeler hesaplanmasi, stokastik modelin kullanilmasinin
IO’nun tatmin diizeyini pozitif yonde etkiledi§i kanmisini gii¢lendirmektedir.
Cizelgenin 5 ve 6.siitunlart incelendiginde ve bu sonuglar bir énceki yontem olan
agirlikl eklenebilir maksimum-minimum yontemle kiyaslandiginda daha tutarhdir.
Bunun nedeni hesaplanan degerlerin (VSSz,, VSSz,, EVPIz ve EVPIz)) hepsinin

ya pozitif yada negatif olmasindan dolayidir.

Yukarida sunulan bilgiler 15181inda 1O’nun karar verici merci problemi RP veya
EEV modeli kullanarak ya da tek amach veya cok amaglh bir modelle ¢oziip
¢ozmeyecegine karar vermek isteyebilir. VSS/EEV ve EVPI/RP bu dogrultuda

bir 6nceki boliimler de oldugu gibi tanimlanan iki istatistiktir. ~ Agirhikh
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Cizelge 3.25: Agirlikli maksimum-minimum yontemi icin degisen @’ya gore RP,
WS ve EEV sonuglari.

'RP 'EEV 'ws
(o7, 0) l'IZ1 l'IZ] l'IZ] VSSnZ1 EVPInZ1
(1.0,0.0) 1.0000 0.9557 1.0133 0.0442 0.0133
(0.9,0.1) 1.0000 0.9557 1.0133 0.0442 0.0133
(0.8,0.2) 0.9831 0.9479 0.9974 0.0351 0.0143
(0.7,03) 0.9140 0.8978 0.9257 0.0161 0.0117
(0.6,0.4) 0.8221 0.8195 0.8308 0.0026 0.0086
(0.5,0.5) 0.7021 0.7084 0.7041 -0.0062 0.0019
! ! Vv 1
(01.0) A nze s VvsSny, EVPIr,,
(1.0,0.0) 0.0000 0.0000 0.0000 0.0000 -0.0000
(0.9,0.1) 0.1111 0.1062 0.1125 -0.0049 -0.0014
(0.8,0.2) 0.2457 0.2370 0.2493 -0.0087 -0.0035
(0.7,03) 0.3917 0.3848 0.3967 -0.0069 -0.0049
(0.6,0.4) 0.5481 0.5463 0.5538 -0.0017 -0.0057
(0.5,0.5) 0.7021 0.7084 0.7041 0.0062 -0.0019
(@1, ) kP ZEEV z\Vs VSSz, EVPIz,
(1.0,0.0) 17049.68 15225.46 17595.59 1824.22 545.90
(0.9,0.1) 17049.67 15225.46 17595.59 1824.21 545.91
(0.8,0.2) 16374.58 14863.05 16961.92 1511.53 587.33
(0.7,03) 13538.06 12725.98 14015.12 812.07 477.05
(0.6,0.4) 9754.89 9380.45 10106.47 374.43 351.58
(0.5,05) 4794.26 4618.91 4864.57 175.34 70.31
(0),@) &P ZEEV zys VSSz, EVPIz,
(1.0,0.0) 75.11 73.72 71.57 -1.38 246
(0.9,0.1) 75.11 73.72 71.57 -1.38 246
(0.8,0.2) 84.22 80.74 84.89 347 -0.67
(0.7,03) 110.99 107.18 111.93 -3.80 093
(0.6,0.4) 139.65 136.15 140.72 349 -1.07
(0.5,05) 167.90 164.22 168.31 -3.68 041

maksimum-minimum yonteminde Z; amaci i¢in hesaplanan VSS/EEV performans

ciktist Sekil 3.33’de gosterilmistir.

VSS/EEV orani %3.7 ile %11.9 arasinda her (o;, @) ¢ifti i¢in degisiklik gosterse
de beklenen net karda ortalamada %8.05’lik bir artis RP modelinin ¢6ziimiiyle
saglanmaktadir.  Azalan ®; degeriyle Z; i¢in RP’ni ¢dzmek daha az cazip
hale geldigi goriilmektedir. Diger performans istatistiZi EVPI/RP ise bir onceki
istatistide kiyasla diisitk kalmaktadir. Bu oran %1.4 ile %3.5 arasinda degismekte
her o diizeyinde VSS/EEV istatistiginin altinda kalmaktadir.

0.14

0,12 ¢

0.1 +

0,08 -

W VSS/EEV
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Sekil 3.33: Degisen w; degerinin Z; icin VSS/EEV ve EVPI/RP oranlarina etkisi.
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Sekil 3.33’deki VSS/EEV degerleri agirlikli eklenebilir maksimum-minimum
metodundaki degerler ile kiyaslanirsa (bkz.  Sekil3.29) daha diisiik oldugu
goriilecektir.  Fakat, EVPI/RP degerleri ise ortalamada agirlikli eklenebilir

maksimum-minimum metodundaki degerlerden yiiksektir (bkz. Sekil3.30).

Sekil 3.34’de kapasite kayiplarmin en kiigiiklenmesi ile ilgili Z, amag fonksiyonun
degisen @, icin hesaplanmis VSS/EEV ve EVPI/RP oranlar sunulmustur. Yiiksek
w; degerleri icin VSS/EEV orant EVPI/RP oranindan yiiksekken bu kiyas diisen
@, degerlerinde tersine donmektedir. Biitiin hesaplanan oranlarin negatif olmasi
tizerine diigliniilmesi gereken bir sonuctur. Bir onceki boliimde aciklandigr gibi
bunun nedeni bu amag¢ fonksiyonunun rassallik icermemesidir. 10 tarafindan bu

oranlarin yerine Z; i¢in hesaplanan oranlarin kullanilmasi daha akilci olabilir. Sekil

w1

-0,02 4

W VSS/EEV
WEVPI/RP

-0,05

Sekil 3.34: Degisen w; degerinin Z, i¢in VSS/EEV ve EVPI/RP oranlarina etkisi.

3.35°de azalan @ degerinin yani ikinci amag¢ fonksiyonunun agirliginin artmasinin
TCB ve ECUP nasil etkiledigi ii¢ farklt modelde (RP, EEV, WS) gosterilmistir. Her
tic modelde de bir birine yakin miktarda bant genisligi satin alinmakta, bu miktar
azalan @, ile artmakta dolay1 ile olusan atil kapasiteden dolayr ECUP %50 kadar

diigsmektedir.

Bu alt bolimde yapilan ¢alismalar sonucunda IO’nun hacim bazh fiyatlandirma
politikas1 altinda stokastik son kullanici bant genisligi taleplerini ve bulanik
amaglarl goze alarak ne sekilde BP’lerden kapasite satin almasi ve talepleri atamasi

gerektigi sorularina cevaplar bulunmustur. Bu sorularin cevaplari belirsizligin goze
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Sekil 3.35: Degisen @; degerinin TCB ve ECUP’ye etkisi.

alimmadan cevaplanmasi durumunda ise I0’ya neler kaybettirecegi yapilan analizler

ile birlikte tartisiimistir.

Degisik metotlarin  problem kiimelerinde kosumlart sonucunda elde edilen
istatistiklerin 1s181nda, asagidaki ©nemli gozlemler aracilara yol gosterecek

niteliktedir.

e Degisen amac agirliklarina imkan tanimasi acisindan agirlikli eklenebilir ve
agirlikli maksimum-minimum yontemleri, maksimum-minimum yonteminden

iistiin goziikmektedir.

e Beklenen kar1 en biiyiiklenmesi yonelik amag¢ fonksiyonunun Z; incelendiginde,
her ii¢ yaklasimda da RP coziimiiniin yani belirsizligin modellemeye katildig1
yontemin taleplerin belirsizligini ihmal edildigi EEV’ye gore daha fazla
net kar kazandirdigi saplanmigtir.  Net kardaki artis oranlart (VSS/EEV)
sirastyla kiiciikten bilylige ortalama olarak: maksimum-minimum yonte-
minde %1.9, agirlikli maksimum-minimum yonteminde %8.05 ve agirlikli
eklenebilir maksimum-minimum yaklagiminda %16.9°dur. Biitiin yaklagimlarda

VSS/EEV’nin EVPI/RP’den biiyiik oldugu saplanmistir.

e Bazi problem kiimelerinde EEV yaklagimin olurlu ¢oziim vermemesi, RP’yi

tercih etmek i¢in bagka bir nedendir.
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e Kapasite kayiplarinin minimizasyonuna iliskin ama¢ fonksiyonu Z, icin
hesaplanan VSS ve EVPI degerleri, bu amacin rassallik icermemesinde dolay1

cok anlamli olmadig1 sonucuna varilmigtir.

e Amaglarn agirliklar ile tatmin diizeyi arasinda dogru oranti oldugu tespit
edilmigtir. Z; icin tatmin diizeyi artik¢a beklenen net kar artarken, Z; i¢in de

kapasite kayiplar1 artan tatminle birlikte artmaktadir.
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4. SONUCLAR

Internet kullaniminin 90’11 yillarm ortalarindan baslayarak hizla yaygilasmasindan
itibaren telekomiinikasyon aglarinin incelenmesine yonelik akademik caligmalar
onem kazannmustir. Ulkemizde telekomiinikasyon piyasasi son 5 yilda biiyiik bir
degisim gostermistir. Tleriki yillarda yeni aktorlerin piyasaya girmesi miimkiin
olmakla birlikte, ISPlar tarafinda uygulanacak fiyat ve servis kalitesi politikalar1
firmalarin kaderlerini belirleyecektir. Bu tezde, Tiirkiye’nin piyasa yapisini da
yansitabilecek bir model kurulmustur. Farkli fiyatlandirma ve servis kalitelerinin
de g6z Oniine alindig1 bu model sayesinde belirsizlik altinda karar destek sistemi

olarak kullanabilecek bir caligma hazirlanmistir.

Bu c¢alismasinda telekomiinikasyon aglarmin o6nemli aktorlerinden biri olan
aracilarinin belirsiz bir piyasa ortaminda karlarii en biiyiiklemesi amaciyla ne
sekilde bant genisligi satin almast ve olusan talepleri nasil atamasi gerektigi
problemi stokastik programlama c¢ercevesinde farkli fiyatlandirma politikalari

altinda incelenmis ve ¢oziim yollar1 aragtirilmistir.

Giiniimiizde ister biiyiik ister kiiciik olsun biitiin sirketler, varliklarini siirdiirebilmek
ve giinliik islerini ya da operasyonlarini tamamlayabilmek icin telekomiinikasyon
aglarini ¢esitli sekillerde ve miktarlarda kullanirlar. Sirketler yani miisteriler islerini
ve operasyonlarini gergceklestirebilmek i¢in ihtiya¢ duyduklari ag kaynaklarini aract
veya omurga telekomiinikasyon firmalarindan kiralayabilir veya satin alabilir ve

ardindan isleri tedarik edilen kaynaklara dagitarak tamamlayabilirler.

Calisma boyunca incelenen piyasada ii¢ aktoriin BP, IO ve son kullanicilarin
bulundugu varsayimi yapilarak matematik modellerler gelistirilmistir. ~ Tezin
tamaminda, telekomiinikasyon IO’sunun kapasite satin alirken karsilastigi opti-
mizasyon problemi; cok sayida omurganin ¢esitli sekillerde fiyatlandirma ve hizmet

kalitesi sundugu bir piyasada, stokastik son kullanic1 bant genisligi talebi altinda
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modellemis ve ¢Oziim Onerileri sunulmugtur. Problem IO’nun bakis acisiyla

modellenmis ve araci rasyonel karar verici olarak kabul edilmistir.

Telekom aglarinda gerek altyapidan gerek piyasa kosullarindan dolay1r meydana
gelen belirsizlikler Stokastik Programlama (SP) metodolojisi ile modellenerek
¢Oziim yollan aranmigtir. Tez boyunca incelenen biitiin modellerde belirsizligin goz
Oniine alinmayarak yapilan modelleme ve ¢oziimlerin SP yaklasimina gore daha

zayif ¢oziimler verdigini gosterilerek tezin amaci dogrulanmaistir.

Tartisilan modellerde, ikici evrede olugabilecek biitiin durumlar sonlu sayidaki belli
olasilik degerleri atanmig ayrik senaryolar ile ifade edilmis, bunun neticesinde
kiiciik oOlcekli problemler bile cok sayidaki senaryodan otiirii, standart ticari
dogrusal ve tamsayili programlama yazilimlarinin ¢ozebilecegi boyutlarin 6tesine
gecmektedir. 1k olarak biiyiik 6lcekli karma tamsayili programlama problemi
olan sabit fiyatlandirma modeli Benders ayristirma algoritmasi ile makul siireler
icinde c¢oOziilmiistiir. Ardindan, biiyiikk Olcekli dogrusal programla problemleri
olan kademeli ve hacim fiyatlandirma modelleri optimum olarak yine Benders
ayristirmasi ile ¢oziilmiis; fakat ardindan modellerin 6zel yapisi olan senaryolarin
bloklara ayrilabilir olmasindan faydalanilarak, alt problemler her bir senaryo igin

ayri ayri ¢oziilmiis boylelikle ¢oziim siirelerinde iyilesmeler saglanmigtir.

Son olarak calismada sadece olasilik dagilimlarn ile ifade edilebilen belirsizligin
yaninda, verilerin tam ve dogru olmamasi veya insan algisindan dolayi olusan
belirsizlikler bulanik kiime teorisinden faydalanarak modellenmis ve degisik
¢Oziim algoritmalar1 ile c¢oOziilmiistiir. Coziim algoritmalari, hacim bazli
fiyatlandirma modelinde test edilerek; iki belirsizlik tiiriiniin de matematiksel olarak

modellenmesinin IO’ya daha fazla kar getirebilecegi gosterilmistir.

Kapanig boliimiiniin geri kalaninda sirastyla ilk olarak her bir boliim ve alt boliimde
kurulan ve c¢oziilen SP modellerinin teorik ve yonetimsel sonuclari listelenerek,
bu sonuclar iyilestirmek icin yapilabilecek gelistirmeler tartisilacaktir. Ardindan,
ileride yapilacak ¢aligmalara temel olmasi agisindan, tezde yapilan varsayimlarin
kaldirilmas1 veya degistirilmesi sonucunda olusabilecek yeni modeller ve ¢6ziim

yontemleri 6zetlenmeye calisilacaktir.
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4.1 Ozet ve Oneriler

SP yaklagimin iistiinliigiiniin, fiyatlandirma politikalarina gore de8isim gosterdigi
onemli bir sonugtur. Ozetle, hesaplanan VSS ve VSS/z8P degerleri gz oniine
alindiginda iki-evreli SP modelleri en ¢ok hacim bazli fiyatlandirmada ekstra
kar artig1 saglarken, en az kar artigi sabit fiyatlandirma modelinde saglamistir.
Hesaplama zorlugu (kosum siireleri) acisindan, fiyatlandirma modelleri icin
uygulanan algoritmalar kiyaslandiginda ise MIP model olan sabit fiyatlandirma
modeli kisa siirelerde ve diisiik iterasyon sayisinda optimal olarak ¢oziilmiistiir.
Coziim algoritmalarinin en zorlandig1 problem tipi ise kademeli fiyatlandirma

olarak goziikmektedir.

Tezin sonuglari, bulanik SP modelleri acisindan incelendigin de ise, kullanilan
¢Oziim yaklasimi ne olursa olsun tek amacl bulanik SLP modellerinin tiimiimde
VSS > EVPI esitsizligi saglanmistir. Bunun anlami kabaca gelece8i tam olarak
bilmekle saglanacak ek gelir miktarinin, rassal degiskenlerin ortalamalarinin degil
de SP’nin kullanilmasiyla elde edilen ek gelirden diisiik oldugudur. Bulanik
modellerde beklenen karin en biiyliklenmesinin yaninda giidiilen diger bir amag
IO’nun karar vericisinin bulunan ¢oziimden dolayr elde ettigi tatmin diizeyinin
maksimizasyonudur. RP ve EEV yaklagimlar1 hem beklenen net kar degisimi
hem de IO’nun tatmin diizeyi acisindan incelendiginde, RP’nin (yani stokastik
yaklagimin) artan problem biiyiikliigii ile birlikte EEV’ye gore bu iki ¢ikt1 agisindan

¢ok daha avantajh oldugu goriilmektedir.

Cok amacli bulanik SLP yaklasimi gelistirilerek kapasite kayiplarinin 10 yerine
son kullanici tarafindan istlenilmesi durumunda olabilecek durumlarin analizi
yapilmigtir. Elde edilen en 6nemli iki sonug: (i) beklenen karin en biiyiiklenmesi
yonelik amag¢ fonksiyonu incelendiginde, secilen ¢oziim yontemine gore degisse
de, RP coziimiiniin yani belirsizligin modellemeye katildigi yontemin taleplerin
belirsizligini ihmal edildigi EEV’ye gore daha fazla net kar kazandirdigi
saplanmisti.  Net kardaki artis oranlart (VSS/EEV) %1.9 ile %16.9 arasinda
dalgalanmaktadir.  (ii)) Kapasite kayiplarinin minimizasyonuna iligkin amag
fonksiyonu icin hesaplanan VSS ve EVPI degerleri incelendiginde, bu amacin

rassallik icermemesinden dolay1r ¢ok anlamli olmadigi sonucuna varilmigtir.
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Asagida biitiin fiyatlandir modelleri i¢in kosulan tiim problem setlerinin ortalamasi

aliarak elde edilen 6nemli istatistikler tartisilarak sunulmustur.

e Sabit fiyatlandirma altinda yapilan tiim kosumlarin ortalamasinin alinmasi
sonucu elde edilen istatistikler su sekildedir: ortalama VSS degeri 7.20, ortalama
EVPI degeri 24.03, %V SS/zFEV oram %0.10 ve son olarak %EV PI/ZRP ise
9%0.33 olarak hesaplanmistir. Bu oranlarin diger fiyatlandirma modelleri ile
kiyaslandiginda diisiik olmasinin temel nedeni son kullanici taleplerinde sadece
bant genisliginin belirsiz olarak diisiiniilmesi, bant genigligi ile miisterilerin
isteyebilecegi QoS seviyelerinin Onceden bilindigi varsayimidir. Ayrica her
bir senaryo altinda birim gelir ve maliyetlerin 6nceden bilindigi varsayimmi da
SP yaklagiminin avantajlarin1 azaltmaktadir. Ayrica gecikme ve segirme gibi
QoS parametrelerinin sadece kesikli bir degere indirilerek modelleme yapilmasi,
kapasite kayip oranlarinin modele entegre edilmemesi RP’nin EEV’den cok
listiin bir performans sergilemesini engellemektedir. Ote yandan, uygulanan
ayrigtirma algoritmasinin geleneksel yontemlerden {istiin olmasi ve ortalamada
7.29 iterasyon ve 406.54 saniyede optimal c¢oziime standart bir bilgisayarda

ulagsmas1 onemli bir bagaridir.

e Kademeli fiyatlandirma icin en Onemli istatistiklerin genel ortalamasi
hesaplandiginda, ortalama VSS degeri 1350.6, EVPI degerinin ortalamasi
393.3 olarak hesaplanmigtir. Stokastik yaklagim deterministik yaklagim ile
kiyaslandiginda ise (%VSS/zFEV) ise RP modelinin EEV modelinden %10.42
oraninda daha fazla beklenen net kar sagladig1 goriilmiistiir. Gelecegi tam olarak
bilmenin yol acacag ilave kar artis oran1 (%EV PI /zRP) ise sadece ortalamada
%2.91°de kalmistir. Sabit fiyatlandirma modeli ile kiyaslandiginda stokastik
yaklagimin daha avantajli olmasinin sebebi artik son kullanici taleplerindeki
gecikme ve segirme isteklerinin de senaryo bagimli hale getirilmesi yani
onceden bilinememesi ve QoS kisitlarinin ikiye ayrilarak kategori yaklasimindan
vazgecilerek bu degerleri siirekli reel sayilarla ifade edilmesidir. Ayrigtirma
algoritmalarinin performansi agisindan bu fiyatlandirma modeli incelendiginde
ise RP yaklagiminin LP modeli olmasina ragmen Benders ayrigtirmasinin
coziimde zorlandig1 goriilmiistiir. Benders ayristirmasi ile problem setlerinin

%65 optimal olarak ¢oziilirken (GAP < 0.1) ortalama iterasyon sayist 43.3 ve
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ortalama kosum siiresi 1531.55 saniye hesaplanmigtir. Her alt problemdeki
senaryolarin ayr1 ayr1 ¢ozen L-Sekli algoritmasi biitiin problem setlerini optimal
olarak ¢6zmiis ve ortalamada 50.25 iterasyonda sonlanmistir ve kosum siireleri
ortalamasi 1012.72 saniye bulunmustur. Bu sonuglar L-Sekli ayristirmasinin

%34 oraninda Benders’den hizli oldugunu gostermektedir.

Hacim fiyatlandirma igin en Onemli istatistiklerin genel ortalamasi hesa-
plandiginda, ortalama VSS degeri 2583.25, EVPI degerinin ortalamasi
476.94 olarak hesaplanmigtir. Stokastik yaklagim deterministik yaklasim ile
kiyaslandiginda ise (%VSS/zFEY) ise RP modelinin EEV modelinden %17.23
oraninda daha fazla beklenen net kar sagladigi goriilmiistir. Gelecegi tam
olarak bilmenin yol acacagi ilave kar artis oram (%EVPI/zRP) ise sadece
ortalamada %?2.86’de kalmistir. Sabit ve kademeli fiyatlandirma modelleri
ile kiyaslandiginda hacim bazli politikada stokastik yaklasimin daha avantajhi
olmasinin sebebi son kullanici taleplerindeki gecikme ve segirme isteklerinin
de stokastik kisitlarla ifade edilerek belirsizligin bir nevi daha da artirillmasidir.
Tezin en 6nemli sonucu su sekilde 6zetlenebilir: problemde daha ¢cok parametre
belirsiz hale geldik¢e SP yaklagimi deterministik yaklagimdan daha da iistiin hale

gelmektedir.

Ayristirma algoritmalarinin performanst agisindan bu fiyatlandirma modeli
incelendiginde ise kademeli fiyatlandirmadan farkli olarak Benders ayristirmasi
ve L-Sekli algoritmalarinin tiim problem kiimelerini optimal olarak ¢ozmesidir.
Problem setlerinde Benders ayristirmasmin performanst 38.70 iterasyon ve
3921.03 saniye kosum siiresi iken, bu degerler L-Sekli i¢in sirasiyla 38.73 ve
2344.49°dur. Bu sonuglar L-Sekli ayristirmasinin %40 oraninda Benders’den

hizl1 oldugunu gostermektedir.

Bulanik ¢ok amacli SLP modeli icin, beklenen karmm en biiyiiklenmesi
yonelik amag fonksiyonu incelendiginde, her ii¢ yaklasimda da RP ¢6ziimiiniin
yani belirsizligin modellemeye katildig1 yontemin taleplerin belirsizligini
ihmal edildigi EEV’ye gore daha fazla net kar kazandirdigir saplanmistir.
Net kardaki artis oranlart (VSS/EEV) sirasiyla kiiciikten biiyiige ortalama

olarak: maksimum-minimum yonteminde %1.9, agirlikli maksimum-minimum
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yonteminde %8.05 ve agirlikli eklenebilir maksimum-minimum yaklagiminda
%16.9’dur. Biitiin yaklasimlarda VSS/EEV’nin EVPI/RP’den biiyiik oldugu

saplanmustir.

4.2 Gelecek Icin Olas1 Arastirma Problemleri

Tez boyunca analiz edilen modellerin, varsayimlardan dolay1 gergekgiligini
kaybetmesinden dolay1 bazi kabullerin gevsetilerek yeni arastirma konularinin
olusturulmast miimkiindiir. Bu dogrultuda, problemi gerek teorik olarak gerekse
saglayacag1 yonetimsel sonuclar agisindan gelistirebilecek birka¢ 6nemli aragtirma

konusu asagida tartigilmustir.

e Problem igin ¢cok donemli stokastik programlama modeli onerisi: Tez ¢alismasi
boyunca incelen tiim fiyatlandirma modelleri iki-evreli SP c¢ercevesinde
modellenmis ve ¢Oziim algoritmalari iiretilmistir. Bu sekilde bir modelleme
anlayigi tek periyotlu bir modelin ¢6ziimii saglamaktadir. Fakat, IO’nun uzun
donemli planlar yapmasi gerektiginde iki-evreli modeli kolaylikla ¢ok-evreli SP
modeline cevirmek miimkiin olacaktir. Ornegin, sabit fiyatlandirma politikasi
alinda ¢t = 1,2,...,7 10’nun aracilardan bant genigligi satin alabilecegi
donemleri gostermek iizere beklenen net karin enbiiyiiklenmesine yonelik amag

fonksiyonu asagidaki gibi diizenlenebilir.

T T T
Maks. Y, 3, Y paVjyin— Y Y xuCo =X X Y pavj(1=yis)
t=1seQ jeJ t=1iel t=1s€Q jels
-~ ———
beklenen kazang degeri kapasite satin alma maliyeti beklenen firsat maliyeti

Iki-evreli modelde yer alan kisitlarda uygun sekilde diizenlendikten sonra
literatiirde var olan cok-evreli SP modellerini ¢6zmeye yonelik algoritmalar ile

modellerin ¢oziilmesi dnemli bir yonetimsel katki olusturacaktir.

e Sabit fiyat modeli icin sezgisel algoritma tasarlanmasi Onerisi: Sabit fiyat-
landirma ve diger fiyatlandirma modellerinde de yapilan 6nemli bir varsayim,
olugan son kullanici taleplerini BP’ler arasinda bolerek dagitma olanaginin
olmasiydi. Yani ikinci evre karar degiskenleri y;;; degerleri siirekli degerler
almasi telekomiinikasyon altyapisi agisindan pekte miimkiin goéziikmemektedir.

Bu varsayimm kaldirilmast ile problem tiim karar degiskenlerinin tam
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say1t oldugu bir A4 F-zor yapisi almaktadir ki; tezde tartisilan ayristirma
algoritmalarinin bu problemi ¢6zme imkani bulunmamaktadir. Fakat yine
ayrigtirma mantigindan faydalanilarak modelin ana ve alt problemlerine akilci
bir sekilde ayrilmasi sonucunda alt problemlerin her bir senaryo icin ¢oklu
sirt cantasi problemi oldugu goriilebilir. Literatiirde cok sik caligilan bu
problemi ¢ozecek efektif ozel sezgisel algoritmalar bulunmaktadir.  Bu
algoritmalardan faydalanarak ya da yeni gelistirilecek bir sezgisel yontemle
alt problemler cok hizli bir sekilde coziilebilmesi amaglanmaktadir.  Alt
problemlerin ¢oziilmesinden sonra ise ana problemlerin ¢oziilmesi ile hangi

BP’lerin secilecegine karar verilecektir.

Problemin son kullanict veya omurga bakis agisiyla analizi Onerisi: Tezde
belirtildigi gibi yapilan calismada karar verici merci [O’dur; fakat IO
yerine son kullanici rasyonel karar verici olarak secilmesi problemin yapisini
tamamen degistirecektir.  Ornegin, son kullanicinin amaci operasyonlarin
tamamlayabilmek icin ag kaynaklarini (bant genigligini) kullanmaktir. Dolayisi
ile, son kullanicinin problemi maliyet en kiiciiklemesi niteliginde olacaktir, yani
en az maliyetle sayis1 ve niteligi onceden bilinmeyen operasyonlar1 tamamlamak

amaci giidiilecektir.

Dinamik kutu-paketleme yaklagimi ile modelleme ve ¢oziim Onerisi: Biitiin
fiyatlandirma modellerinde iki-evreli SP yaklagiminin bir sonucu olarak biitiin
miisteri taleplerinin ayn1 anda olustugu ve biitiin son kullanicilarin ayni siire
kullanmak iizere bant genisligi talep ettigi varsayimi yapilmistir. Bu varsayim
problemin modellenmesini ve ¢oziimiinii oldukca kolaylastirmaktadir. Fakat,
gercek hayatta son kullanicilar farkli zamanlarda ve farkli siirelerde kapasite
kullanim1 talep etmektedirler. Eger j.son kullanicisinin s senaryosu altinda
gelis zamanini aj ile ifade edersek A j; kesikli rassal degisken olmak iizere
P{Ajs =ajs} = pa,, bir olasilik degeri atanabilir. Ayni ekilde j.son kullanicimin
s senaryosu altinda kapasite kullanma siiresi [j; ile ifade edilir ve Lj; rassal
degisken olarak tanimlanirsa IO ile son kullanici arasindaki kontrat siireleri
P{Ljs = ljs} = pi;, seklinde bir olasik degeri atanabilir. Verilen bilgiler
kullanilarak son kullanicilarin kaynak kullanimini s senaryosu altinda birakma

zamam D j; rassal degigkeni ile tamimlanirsa (kapasite kullanma siiresi ile gelig
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zamaninin bir birinden bagimsiz oldugu kabulii altinda) P{D ;s = A;;+Lj} =
Paj,P1;, 1le ifade edilmesinin ardindan model senaryolara ayristirilarak iki-evreli
SP modeli kurulabilir. Bu problemin yapisi1 bazi 6zel sartlar altinda (her BP nin
ayn1 miktarda bant genisligi satmasi ve birim fiyatlarin esit olmasi) dinamik kutu
paketleme problemine benzemektedir. Bu problemler de ne yazik ki .4 &?-zor
yapidadir. Bu modelin ¢dziimii i¢in gelistirilecek bir algoritma biiyiik bir teorik

ve yonetimsel basart olacaktir.
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