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OZET

Koroner Arter Hastahginda Klinik Sonlanimlarin Ongériilmesinde Lojistik
Regresyon Analizi, CART ve Rastgele Orman Algoritmalarinin Karsilastirilmasi

Amag: Biz bu calismamizda klinik tahmin modeli olarak kullanilabilecek ¢ok
degiskenli regresyon agaclarindan logistik regresyon analizi, siniflama ve regresyon agaci
(CART) ve rastgele orman(random forest) yontemleri tartisildi ve 6rnek bir veri seti ile
bu agaclarin performanslarini karsilastirilmistir.

Materyal ve Metot: Calismaya Mart 1991 ile Mart 1996 arasinda, UCLA Tip
Fakiiltesi Yetigkin Kardiyak Goriintilleme ve Hemodinami laboratuvarina sevk edilen
1138 hasta dahil edilmistir. Ayrica, 12 aylik takibi olmayan 376 hasta da ¢alismaya dahil
edilmedi. Nihai ¢alisma popiilasyonu 558 kisiden olusmaktadir. Tiim hastalarda, DSE
sonrast takip eden 12 ay icinde asagidakilerden herhangi birinin meydana gelip
gelmedigini belirlemek i¢in tibbi kayit gdzden gecirilmistir: “herhangi bir nedene bagl
6liim, yeniden M1, takipte PTCA veya CABG ihtiyac1”. Analize yalnizca en az 12 aylik
takibi olan veya ilk 12 ay icinde “herhangi bir nedene bagli 6liim, yeniden MI, takipte
PTCA veya CABG ihtiyac1” olarak tanimlanan bir kardiyak olay1 olan hastalar dahil
edilmistir. Rastgele orman, CART ve logistik regresyon modellerinin dobutamin stres
ekokardiyografi  sonuc¢larim1  yorumlama giigleri ve model performanslar
karsilastirilmistir.

Bulgular: Calismamizda; 8 prediktor her {i¢ regresyon modeline dahil edilerek
modellerin gii¢leri ile 6liim, MI, bypass ve PTCA 6ngordiiriiciiliikleri karsilastirilmistir.
Model performanslarini karsilastirilmasi i¢in kullanilan bir¢ok 6l¢iit bulunmaktadir. Biz
tezimizde performans karsilastirmasi igin R2, Brier skoru, olgekli brier, AUC (C
istatistigi), kalibrasyon intercept, kalibrasyon slope ve ECI (estimated kalibrasyon
indeksi) kullandik. R2 degeri CART igin 0.283’dir ve en yiiksektir. Rastgele orman i¢in
R2 degeri 0.118°dir. Brier skoru en diisiik olan CART analizidir ve en 1yi performans
gostergesi ona aittir. AUC degeri en yiiksek olan CART analizidir. AUC CART analizi
0.785°dir ve logistik regresyon ve rastgele orman i¢in sirastyla 0.772; 0.704 tiir.

Sonug¢: Her iic model de stres ekokardiyografi sonuglarina gore klinik tahmin
yapmada iyi dilizeyde performans gostermisti. CART en i1yi model performansi
saglarken rastgele orman en diislik diizeyde model performansi saglamistir.

Anahtar Kelimeler: Klinik tahmin modelleri, koroner arter hastaligi, regresyon

agaclari



ABSTRACT

Comparison Of Logistic Regression Analysis, CART And Random Forest
Algorithms For Predicting Clinical Outcomes In Patients With Coronary Artery
Disease

Aim: In this study, we will try to discuss logistic regression analysis, classification
and regression tree (CART) and random forest (RF) methods from multivariate regression
trees that can be used as clinical prediction models, and we will try to compare the
performances of these trees with a sample data set.

Material and method: Between March 1991 and March 1996, 1138 patients
referred to the UCLA School of Medicine Adult Cardiac Imaging and Hemodynamics
laboratory were recruited. In addition, 376 patients who did not have a 12-month follow-
up were excluded from the study. The final study population consisted of 558 individuals.
In all patients, the medical record was reviewed to determine if any of the following
occurred within 12 months after DSE: “death from any cause, re-MI, need for PTCA or
CABG at follow-up”. Only patients with at least 12 months of follow-up or a cardiac
event within the first 12 months defined as “death from any cause, re-Ml, need for PTCA
or CABG at follow-up” were included in the analysis. The power to interpret dobutamine
stress echocardiography results and model performances of the RF, CART and logistic
regression models were compared.

Results: In our study; Eight predictors were included in all three regression
models, and the power of the models and their predictors of death, Ml, bypass and PTCA
were compared. There are many criteria used to compare model performances. We used
R2, Brier score, scaled brier, AUC (C statistic), calibration intercept, calibration slope
and ECI (estimated calibration index) for performance comparison in our thesis. The R2
value is 0.283 for CART and is the highest. The R2 value for the rastgele orman is 0.118.
The CART analysis has the lowest Brier score and has the best performance indicator. It
is the CART analysis with the highest AUC value. AUC CART analysis is 0.785 and
0.772 and 0.704 for logistic regression and random forest, respectively.

Conclusion: All three models performed well in making clinical predictions based
on stress echocardiography results. CART provided the best model performance, while
random forest provided the lowest model performance.

Key Words: Clinical prediction models, coronary artery disease, regression trees
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SIMGELER VE KISALTMALAR DIiZiNi

ACEI :  Anjiyotensin konverting enzim inhibitorii

AF : Atriyal fibrilasyon

ARB :  Anjiyotensin reseptor blokeri

AUC :  Area under curve(egri altinda kalan alan)

CABG :  Koroner arter bypas grefti

CART . Classification and regression tree

CHAID :  Chi-Squared Automatic Interaction Detector: Otomatik Ki-

Kare Etkilesim Belirleme),

DCA . Desicion curve analysis

DM :  Diabetes mellitus

DSE :  Dobutamin stres ekokardiyografisi
EAE :  Avrupa ekokardiyografi cemiyeti
ECI . Estimated kalibrasyon indeksi

EF . Ejeksiyon fraksiyonu

EKG :  Elektrokardiyografi

EKO :  Ekokardiyografi

HT . Hipertansiyon

v . Intravendze

KAH :  Koroner arter hastaligi

LR :  Logistik regresyon

LRA :  Logistik regresyon analizi

LSD . En kiiciik kareler yontemi

LVEF . Sol ventrikiil ejeksiyon fraksiyonu

Vil



MARS :  Multivariate Adaptive Regression Splines: Cok Degiskenli

Uyumlu Regresyon Uzanimlari),

MI . Miyokard infarktiisii

PCA . Temel bilesen analizi

PET . Pozitron emsiyon tomografisi

PTCA . Perkiitan transliiminal koroner anjiyoplast

QUEST Quick, Unbiased, Efficient Statistical Tree: Hizli, Yansiz,

Etkin Istatistiksel Agac

RF :  Rastgele orman(Rastgele orman)

SKB :  Sistolik kan basinci

SLIQ : Supervised Learning in Quest),

SPRINT . Scalable Parallelizable Induction of Decision Trees)
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1. GIRIS

Biyomedikal arastirmalarda istatistik bilgisi zorunludur ve arastirmanin ayrilmaz
bir parcasidir. Istatistik, ampirik verilerin toplanmasi, analiz edilmesi, yorumlanmasi ve
rapor haline getirerek sunulmasi i¢in yontemler olusturmak ve arastirmakla ilgilenen bir
bilim dalidir. Istatistik disiplinler arast bir alan olup tiim bilimsel alanlarda
uygulanabilirligi vardir. Kanita dayali tip ¢aginda, biyomedikal gozlem ve deneyler
tasarlamak ve yiirlitmek, bunlardan elde edilen verileri sunmak ve sonuglar1 yorumlamak
istatistik uygulamalar1 olmadan miimkiin degildir. Istatistik uygulamalarinin saglk
alaninda kullanimi ile biyoistatistik bilimi olusmustur. Biyoistatistik, bilimsel olarak veri
toplamanin ve toplanan verileri 6zetlemenin yani sira, tim goézlemsel ve deneysel
caligmalardan elde edilen arastirma sorularmin hipotezlerini test etmek i¢in kullanilir.
Bilim adamlar1 veya arastirmacilar, bir hastaligin hedef popiilasyonu etkileme olasiligini
belirlemek i¢in belirli bir veri kiimesi i¢in biyoistatistik ve olasilik teorisini birlestirir. Bu
nedenle, istatistiksel yontemler mevcut verileri analiz etmede kullanildig: gibi, gelecekte
olusabilecek olumlu veya olumsuz durumlari tahmin etmek igin de kullanilabilir.*

Bilindigi gibi istatistik alanindaki iki temel fikir mevcuttur. Bunlarin birincisi
belirsizliktir. Digeri ise degiskenliktir. Sonucun ¢ogunlukla belirli olmadig:1 bilimde
karsilasilan bir¢ok durum vardir. Bu durumlarin bazisinda belirsizlik, beklenen sonucun
heniiz belli olmamasindan (6rnegin bir ilacin yan etkisinin ne olacagin bilemeyebiliriz),
veya sonucun daha onceden belli olmasina ragmen bunun farkinda olmamamizdan
kaynaklanmaktadir (0rnegin, girdigimiz bir smavda basarili olup olmadigimizi
bilemeyebiliriz). Olasilik, daha O6nceden bilinmeyen olaylar1 aragtirmak i¢in ortaya
konmus matematiksel bir arastirma dilidir ve olasilik istatistik biliminin 6nemli bir

parcasidir.



Belirsizligin ¢ok belirgin oldugu tip alaninda istatistigin tahmin fonksiyonu ¢ok
onemli bir yer tutmaktadir. Bir hastalik {izerine etki eden faktorlerin tahmin edilmesi, bir
hastaliktan 6liime giden yolda etkili parametrelerin tahmin edilmesi veya bir hastaliktan
tyilesmeye giden yolda etkili etmenlerin tahmin edilmesi tibbi uygulamalar i¢in inanilmaz
bir 6neme sahiptir. Bu amagcla kullanilan birgok istatistik yontemi bulunmaktadir. Basit
anlamda regresyon ve korelasyon analizinden ileri makine 6grenme yontemlerine kadar
bir ¢ok yontem tanimlanmistir. Bu ¢alismamizda bu amaca hizmet eden ¢ok degiskenli
regresyon agaclarindan lojistik regresyon analizi (LRA), siniflama ve regresyon agaci
(CART) ve rastgele orman yontemleri tartigmaya c¢alisildi ve 6rnek bir veri seti ile bu

agaclarin performanslari karsilagtirilmistir.



2. GENEL BIiLGILER

2.1. Karar Agaclar

Karar agaci algoritmasi, veri madenciligi tekniklerinde 6nemli bir siniflandirma
yontemidir. Bir karar agaci, kok diigiimii, dallar1 ve yaprak diiglimleri olan bir aga¢ gibi
siniflandirma ve regresyon modelleri olusturur. Bagimli degisken bir dikotomi oldugunda
regresyon analizine alternatif bir yontem olan lojistik regresyon, siniflandirma amaciyla
kullanilan bir diger tekniktir.?

Karar agaci, ¢ok degiskenli verileri tanimlamak ve organize etmek i¢in en yaygin
kullanilan tekniklerden biridir. Bir karar agaci genellikle bir veri madenciligi teknigi
olarak kabul edilir. Gii¢lii yonlerinden biri, verileri diger yontemlerin yapamayacagi
sekilde siflandirma yetenegidir. Ornegin, dogrusal regresyon tarafindan kagirilabilecek
dogrusal olmayan iliskileri ortaya cikarabilir. Bir karar agacinin anlasilmasi ve
aciklanmasi kolaydir, bu da bir arastirmacimin konuya hakim olmayan bir kitleye
sonuglarint bildirmesi gerektigi zaman biiyiilk onem arz etmektedir. Karar agaclar1 her
zaman en 1yl sonuclart iiretmez, ancak iyi performans gosteren modeller ve basitge
aciklanabilecek modeller arasinda makul bir uzlasma sunarlar. Veri madenciliginde
kullanilan istatistiksel modeller Tablo 2.1.’de &ézetlenmistir.® Ozellikle verilerin nasil
modellenecegine dair ¢ok az fikriniz oldugunda, karar agacglar1 sadece modelleme i¢in
degil, ayn1 zamanda bir veri setini kesfetmek icin de ¢cok yararlidir. Bir karar agaci, bir
veri kiimesinin bir hedef degiskene (yani bagimli bir y degiskenine) gore nasil daha kiiciik
gruplara ayrilacagini belirten hiyerarsik bir kural koleksiyonudur.

Bagimli degisken kategorik ise, karar agacina siniflandirma agaci denir. Bagimh
degisken siirekli ise, karar agacina regresyon agaci denir. Her iki durumda da agag tek bir

kok diigiimii ile baglar. Burada, diigiimii bagimsiz baz1 degiskenlere gore bolmeye ve iki



(veya daha fazla) yeni diigiim veya yaprak olusturmaya karar verilir. Bu diigtimlerin her

biri, miimkiinse benzer sekilde yeni diigiimlere boliinebilir.*

Tablo 2.1. Veri Madenciliginde Kullanilan Modeller

Veri Madenciliginde Kullanilan Modeller

Tahmin Edici Modeller Tanimlayict Modeller
Siirflandirma istatistiksel Tahmin iliski Analizi Kiimeleme Analizi
Modelleri

e Karar Agaclar e Regresyon e Birliktelik e Hiyerarsik
e Yapay Sinir Analizi Kurallar Kiimeleme

Aglan e  Diskriminant e Ardisik e Hiyerarsik
e  Genetik Analizi Zamanl Olmayan

Algoritmalar e Logistik Oriintiiler Kiimeleme
e Bellek Tabanh Regresyon

Siniflandirma Analizi

Hastalarin ilaglarini diizenli kullanma durumlarini ortaya koyan bir veri setimiz
oldugunu varsayalim. Ve bunu 6ngérmek i¢in bir karar verme algoritmasi olusturmak
istedigimizi diisiinelim. Bunun i¢in bir karar agaci olusturabiliriz. Sekil 2.1.'de
gosterildigi gibi bir karar agaci olusturabiliriz. Bagimli degiskenimiz ila¢ kullanma
durumu (diizenli veya diizensiz) kategorik oldugu i¢in bu agac bir siniflandirma agacidir.
Ilag kullanma durumu i¢in bagimsiz degiskenlerimiz yas ve egitim diizeyi olsun. Once
yast iki gruba ayiririz: <50 yas ve >50 yas. Daha sonra egitim diizeyin iki gruba
ayirabiliriz (diisiik egitim diizeyi, yiiksek egitimi diizeyi). Ge¢gmis verilere gore, yasi geng
olan hastalar ilaglarim1 daha diizenli kullandiklar1 tespit edilmis. Yasin geng olmasi
egitimden bagimsiz olarak diizenli ila¢ kullanimi i¢in 1yi bir gésterge oldugu anlasiliyor.
Yast ileri olan hastalardan egitim diizeyi yiiksek olanlarin ilaglarini daha diizenli
kullandiklar1 goriilmiis. Yast ileri ve egitim diizeyi diisiik olan hastalarin ilaglarini diizenli

kullanmadiklar1 goriilmiis. Bu sekilde elimizde yas ve egitim diizeyi bilgisi olan bir



hastanin ilaglarin1 diizenli kullanip kullanmadigina dair bir tahminde bulunabilir. Karar

agaclarin ¢alisma mantig1 bu sekildedir.>®

Yas >50

Yas <50

Sekil 2.1. Basit bir karar agaci 6rnegi

Karar agaglari, anlasilma kolayligi ve basit uygulama ozellikleri gozoniine
alindiginda oldukga popiiler makine 6grenme yontemleri arasindadir.”

Karar analizinde, kararlar1 ve karar vermeyi gorsel ve agik bir sekilde temsil etmek
icin bir karar agaci kullanilabilir. Karar agaci, veri madenciliginde kendisine yaygin bir
kullanim alani bulmus bir yontemdir.® Amag, birkag¢ bagimsiz degiskene dayali olarak
bir bagimli degiskenin degerini tahmin eden bir model olusturmaktir.

Karar agacglart veri madenciliginde, bir veri setinin tanimlanmasini,
siiflandirilmasini saglamak i¢in kullanilan matematiksel yontemlerin olusturdugu bir
model grubudur. Karar agaglari, genel bir karar verme adimlar1 uygulayarak, belirli
sayida veri barindiran bir veri kiimesini ¢ok kii¢iik veri kiimelerine ayirmaya yarayan bir
modeldir.® Her uygun ayirma islemiyle, elde edilen grup bilesenleri digerleriyle daha
benzer duruma gelmektedir.

Bu yontemde siniflandirma amaglh bir aga¢ c¢izilir, sonrasinda elimizdeki

verilerdeki her bir kayit, elde ettigimiz agaca uygulanir ve elde edilen sonuca gore



istedigimiz kayit olusturulur. Karar agaclar1 yontemi ile elimizde veri seti ne kadar

karmasik olursa olsun, bagimhi degiskenimize etki eden faktdrleri ve bu faktorlerin

modeldeki oOnemliligini basit bir aga¢ seklinde gorsel olarak sunabilme imkani

bulabilmekteyiz. 10!

Karar agaci teknigi ile verilerin siniflanmasi genel olarak iki basamaktan
olusmaktadir.

e Birinci basamak; 6grenme basamagidir. Bu basamakta bir egitim verisi kullanilarak
model olusturulur. Bu 6grenilen model ile siniflama kurallar1 belirlenir.

e Ikinci basamak ise daha &nce olusturdugumuz modelin uygunlugunu belirlemek igin
bu modelin test edilerek kullanildig1 siniflamadir. Eger modelin uygunlugu kabul
edilebilir sinirlarda ise, egitim modeli ile elde ettigimiz kurallar daha sonraki
verilerin siniflamast i¢in de kullanilabilir.

Karar agaci, anlasildig1 lizere agac seklinde bir ilerleme gosteren bir tekniktir.

Agacin yapisi; diigiim, dal ve yaprak denen bilesenlerden olusur.*2

Karar agaclarinda yer alan diigiimler Tablo 2.2.° de &zetlenmistir.® Karar
agaclarinin yapisin aynen bildigimiz aga¢ yapisi gibidir. Kok, dallar ve yapraklardan
olusur. Tiim verileri kapsayan bir kok ile baglayarak normal agacin tersine olarak kokii
yukaridan baslayarak yukaridan asagi dogru verileri daha kiiciik alt gruplara ayiran
dallara ayrilirlar. Agacin kokiinden dallara dogru inen yapida her bogum, “diigiim” (node)
olarak adlandirilmaktadir, olusan agacda, bu tarzda diigiimler homojen degilse bu
diigiimlere “yavru digimii”, eger diiglimler homojen ise “terminal diiglim” ismi

verilmektedir.



Tablo 2.2. Karar agaci diigtiimleri

Diigiim ismi Tammlama Agactaki yeri
Kok diigiim Ana diigiimdiir. Basta
Verideki bagimsiz degiskenin biitiin gdzlemlerini kapsar
Ara diigim Karar diigiimiidiir. Yaprak degildir. Ilgili degiskenin aldigi  Ortada
degere gore tekrar boliiniir. Bu nedenle ugta bulunmaz
Ug diigiim Yaprak diigiimdiir. Bélinmez. Sonda

]
‘ Alt-Agac

v
Yaprak . Yaprak Yaprak
diigiimii diigimii diigiimii
1 C4 C5
Yaprak Yaprak
diigiimii diigiimii
C2 C3

Sekil 2.2. Karar agaci yapisi

Yukaridaki sekilde (Sekil 2.2.) karar agacindaki A1,A2 A3 bilesenleri diigiimleri
olusturmakta ve bu diigiimler kendinden sonra iki ayr1 dala ayrilmaktadir. Bu ayrilma
esnasinda, Ai diigiimii ile ilgili bir soru sorulmakta (bu sonunun yaniti veri tabaninda

olmalidir) ve bu soruya verilen cevap ile de bir dal izlenmektedir. Agagtaki Ci, C2, ...,

Cm ile gosterilen diigtimlerin her biri birer yaprag: temsil etmektedirler.

Karar agaclar1 egiticili makine Ogrenme yoOntemleri i¢inde oldukg¢a yaygin

kullanilan bir tekniktir.
Bu teknigin adimlari:

1. Test 6grenme kiimesinin olusturulmasi,



2. Test kiimesindeki 6rnekleri en 1yi ayiran niteligin belirlenmesi,

3. Segilen nitelik ile agacin bir diigiimiiniin olusturulmasi ve bu diiglimden ¢ocuk
diigtimlerin ve yapraklarin olusturulmasi, ¢ocuk diigiimlere ait alt veri kiimesinin
orneklerinin belirlenmesi

4. 3. adimda elde edilen her alt veri kiimesi i¢in

a. Orneklerin hepsi ayni1 sinifa aitse;
b. Ornekleri bélecek nitelik kalmamissa;
c. Kalan niteliklerin degerini tagiyan 6rnek yoksa; islemi sonlandirilmasi
gibi dért adimdan olusmaktadir. '3
2.1.1. Karar Agaci Tiirleri
Veri madenciliginde yaygin kullanilan karar agaclarinin iki grubu vardir:
1. Smuflandirma agaci analizi, bagimli degiskenler kategorik oldugu zaman
kullanilir.
2. Regresyon agaci analizi, bagimli degisken sayisal bir deger oldugu zaman
kullanilir. (Ornegin, bir evin fiyat1 veya bir hastanin hastanede kalis siiresi).
Siniflandirma ve regresyon agaci (CART) terimi, ilk olarak1984 yilinda Breiman
ve arkadaslar1 tarafindan tanitilan yukaridaki prosediirlerden herhangi birine atifta
bulunmak igin kullamlan bir iist terimdir.®* Regresyon i¢in kullamlan agaglar ve
siniflandirma i¢in kullanilan agaglarin bazi benzerlikleri vardir. Fakat boliinmenin nerede
olacagimi belirlemek icin kullanilan prosediirler birbirinden farklidir.*
Genellikle topluluk yontemleri olarak adlandirilan bazi teknikler, birden fazla
karar agac1 olusturur:

1. Giglendirilmis agaclar (boosted trees): Daha 6nce yanlis modellenen egitim

orneklerini vurgulamak i¢in her yeni 6rnegi egiterek asamali olarak bir topluluk

olusturur. Tipik bir 6rnek AdaBoost'tur. Bunlar, regresyon tipi ve siniflandirma



tipi problemler i¢in kullanilabilir.>6

2. Onyiikleme kiimelenmis (bootstrap agregated) karar agaclari, erken bir topluluk
yontemi, egitim verilerini siirekli olarak yeniden ornekleyerek ve bir fikir birligi
tahmini icin agaglar1 oylayarak birden ¢ok karar agaci olusturur.'’

a. Rastgele orman(Rastgele bir orman siiflandiricisi), bu gruba ait bir alt
smuftir.

3. Rotasyon forest(Dondiirme ormani), her karar agacinin ilk once girdi
ozelliklerinin rastgele bir alt kiimesine temel bilesen analizi (PCA) uygulanarak
egitildigi bir yontemdir.

Karar agaclarinda dallanma kriterlerine gore farkli bir siiflandirma sekli de
asagidaki gibidir.
1. Entropiye Dayali Algoritmalar
a. 1D3 Algoritmasi
b. C4.5 Algoritmasi
2. Smiflandirma ve Regresyon Agaglar1 (CART)
a. Twoing Algoritmasi
b. Gini Algoritmasi
Karar agacglarinda diigiim ve dallanma kriterlerini belirleyen birgok 6zellik vardir.

Ve bu ozelliklere dayali birgok algoritma gelistirilmistir. Diiglim ve dallanma kriter

secimi i¢in kullandiklar1 yol bakimindan farkli 6zellikler olan bu algoritmalar asagida

stralanmistir, 1920

1. CHAID (Chi-Squared Automatic Interaction Detector: Otomatik Ki-Kare

Etkilesim Belirleme),

2. CART (Siniflama ve Regresyon Agaglari),



3. MARS (Multivariate Adaptive Regression Splines: Cok Degiskenli Uyumlu
Regresyon Uzanimlari),

4, QUEST (Quick, Unbiased, Efficient Statistical Tree: Hizli, Yansiz, Etkin
Istatistiksel Agag),

5. SLIQ (Supervised Learning in Quest),

6. SPRINT (Scalable Parallelizable Induction of Decision Trees)

7. 1D3, C4.5ve C5.0
2.1.2. Karar Agaclarimin Ustiinliikleri
Diger veri madenciligi yontemleri ile kiyaslandiginda karar agaclarinin kendine

has cesitli istiinliiklerinden bahsetmek miimkiindiir;

1. Anlasilmasi ve yorumlanmasi kolaydir. Okuyucular kisa bir aciklama ile karar
agac1 modellerini kolayca anlayabilirler. Agaglar ayrica, ilgili konuda uzman
olmayanlarin kolayca yorumlayabilecegi bir sekilde gorsel olarak da
gosterilebilir.?!

2. Hem sayisal hem de kategorik verilerin islenmesi miimkiindiir.?! Diger teknikler
genellikle yalnizca tek c¢esit degiskene sahip veri kiimelerinin analizinde
kullanilabilir. (baz1 yontemler sadece sayisal degiskenleri yorumlayabilirken,
bazilar1 sadece kategorik degiskenleri analiz edebilir)

3. Veri hazirlig1 i¢in ¢ok zaman ve efor gerektirmez. Diger tekniklerde genellikle
veriler i¢in normal dagilim sarti gerekir . Agaclar nitel tahmin edicileri
isleyebildiginden, kukla degiskenler olusturmaya gerek yoktur.?

4. Istatistiksel testler kullanarak bir modeli dogrulamak miimkiindiir. Bu, modelin
giivenilirligini ortaya koymayt miimkiin kilar.

5. Biiyiik veri kiimeleriyle iyi performans gosterir. Standart bilgi islem kaynaklari

kullanilarak makul bir stirede biiyiik miktarda veri analiz edilebilir.

10



Insan karar verme siirecini diger yaklasimlara gére daha iyi yansitir.?!Bu, insan
kararlarini/davraniglarint modellerken faydali olabilir.

2.1.3. Sinirhliklar

Agaclar ¢cok saglam olmayabilir. Egitim verilerindeki kiigiik bir degisiklik, agacta
ve dolayisiyla nihai tahminlerde biiyiik bir degisiklige neden olabilir.?*

Karar agaci O0grenenler, egitim verilerinden iyi genellemeyen asir1 karmasik
agaclar olusturabilirler. Bu, fazla uydurma olarak bilinir.?> Bu sorundan kaginmak
i¢in budama gibi mekanizmalar gereklidir 1°2°

Siniflandirmaya kadar diiglim sayis1 veya testler tarafindan tanimlanan agacin
ortalama derinliginin, ¢esitli bolme kriterleri altinda minimum veya kii¢iik olmasi
garanti edilmez.?

Farkli diizey sayilarina sahip kategorik degiskenleri iceren veriler icin, karar
agacglarindaki bilgi kazanimi, daha fazla diizey igeren nitelikler lehine

onyargilidir.?

Son yillarda iligkilerin bir¢ok yerde dogrusal olmamasi ve incelenen degiskenlerin

cogunun normal dagilmamasi nedeniyle dogrusal olmayan, hiyerarsik, kural tabanli

yontemlerin kullaniminda artig olmustur. Veri madenciliginde yer alan siniflandirma ve

karar agaclarmin amaci, verilere dayali bir model gelistirmek ve veri setlerinin sonug

degerlerini tahmin etmektir.?® Istatistiksel analiz ydntemlerinde verinin yapisina gore

uygulanacak en uygun yontemin belirlenmesi ¢ok Onemlidir. Dolayisiyla lojistik

regresyon ve karar agaci siniflandirmasinin giiniimiizde kullanilan temel siniflandirma

algoritmalar1 oldugu sOylenebilir. Baz1 ¢alismalar, siniflandirma ve regresyon agaglarinin

literatiirdeki standart yaklasimdan daha iyi performans gosterdigini, bazilar ise karar

agaclarinin lojistik regresyondan daha iyi bulundugunu gostermektedir. Higbiri

digerinden daha 1yi degildir ve her birinin performansi genellikle verilerin dogasina bagh

11



olarak degisir. Bu yontemlerden en c¢ok tercih edileni siniflandirma ve regresyon agaci
teknigidir. Smiflandirma ve regresyon agaci analizi, bir tiir karar agac1 metodolojisidir.
Smiflandirma ve regresyon agaglarmin agiklanmasi kolaydir ve model sonuglarinin
yorumlanmasi kolay bir gorsellestirmesini saglar.?

2.2. Lojistik Regresyon Analizi

Lojistik regresyon analizi, son donemlerde kullanimi siklasan bir regresyon
yontemidir. Neden sonug iligkilerini agiga ¢ikarmayr amaglayan tibbi arastirmalarda
degiskenler evet hayir, hasta-saglam, 6ldi-6lmedi, basarili- basarisiz, var-yok gibi
dikotom verilerden olusmaktadir. Lojistik regresyon analizi, bagimli degiskenin
dikotomi-sirali-kategorik oldugu ve belirli bir dagilim varsayimi beklemeksizin bagimli
degisken ile bagimsiz degiskenler arasindaki neden sonug iligkisinin ortaya konmasinda
ve ayni zamanda bagimsiz degiskenlerin etkilerine dayanarak verilerin siniflandirilmasi
yarayan bir yontemdir.?®

Lojistik regresyon, bagimli ve bagimsiz degiskenler arasinda bir logit iliskisi
oldugunu varsayar. Lojistik Regresyon, verilerin uzayda (kivrimli) dogrusal olarak
ayrilabilir oldugunu varsayar. Bu nedenle, lojistik regresyon, dogrusal olmayan (iistel
veya polinom) modeller iiretebilir. lineer regresyonda bagimli degisken tahmini bir
degere sahipken, lojistik regresyonda bagimli degiskenin alabilecegi degerlerden birinin
gerceklesme olasilig1 tahmin edilmektedir. Bu yontemin en biiytlik avantaji olasilikli bir
siniflandirma formiilii {iretmesidir.?”?® Lojistik regresyon modeli asagidaki formiil ile
gosterilmistir.

L=In(pi/(1 — pi)) = BO + Blx1+ B2x2 + --- + Bkxk

Burada 0 sabit degerdir ve bi (i = 1, 2,... k) her bagimsiz degiskenin regresyon

katsayilarin1 gosterir.
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In(pi/(1 — pi)) lojistik doniisiimii temsil eder ve pi arzu edilen durumun
gerceklesme olasiligim gosterir. Boylece pi/(1 — pi) odds oram olarak adlandirilir

Olasilik degeri pi asagidaki formiil ile gosterilir.
P = EXp(z E:o Bexi) I L+ eXp(z::o BXi)

Regresyon analizinde bagimhi degisken kategorik veya siirekli olabilir. Bagiml
degisken siirekli ise analiz lineer regresyon, bagimli degisken kategorik ise analiz lojistik
regresyon olarak adlandirilir.?®% iki grup varsa, ikili lojistik regresyon kullanilir.?

Lojistik regresyon analizi biyomedikal arastirmalarda ¢ok sik kullanilan popiiler
bir matematiksel modelleme yontemidir. Hangi regresyonun secgilecegi bagimli degiskene
bagli oldugundan dolayi, bagimli degiskenin ikili (binary, dichotomous) oldugu
durumlarda en fazla tercih edilen yontem lojistik regresyondur.®!

Lojistik regresyon; bagimli degiskeninin kategorik oldugu durumlarda, bagimli
degiskenler ile bagimsiz degiskenler arasindaki neden sonug iligkisini ortaya koymak i¢in
kullanilan bir yontemdir. Bu kategoriler ikili, li¢lii veya daha fazla sayida olabilir.
Bagimli degiskeninin beklenen degerlerinin bagimsiz degiskenlere gore olasilik olarak
hesaplandigr bir regresyon yontemidir. Bagimli degisken ile bagimsiz degisken
arasindaki matematiksel iligkiyi analiz etmek i¢in basit ve ¢oklu regresyon analizleri
kullanilmaktadir. Bu yontemlerin uygulanabilmesi i¢in veri setlerinin saglamasi gereken
birtakim varsayimlar vardir.

1. Bagimli degiskenin normal dagilim gostermesi,
2. Bagimsiz degiskenlerin normal dagilim gosteren 6rneklemlerden seg¢ilmis olmasi

3. Hata varyansiin normal dagilim gostermesi gerekmektedir.

Bu varsayimlarin saglanamadigi durumlarda basit ya da ¢oklu regresyon

analizlerinin kullanilmas1 uygun degildir. Lojistik regresyon analizi, siniflama ve atama
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islemi imkani sunan bir regresyon yontemidir. Varsayimlari i¢inde normal dagilim,
siireklilik 6n sart1 yoktur. Bagimsiz degiskenlerin bagimli degisken iizerinde etkileri
olasilik olarak elde edilir ve sonrasinda risk faktorlerinin olasilik olarak belirlenmesine
calisilir.3**°Arastirmacilar  galistiklart  degisken etkili birden ¢ok etken oldugu
durumlarda bu etkenlerin bagimli degisken iizerine tek tek etkisinin yami sira, bunlarin
hep birlikte bagimli degisken iizerine olan etkisini de 6grenmek ve analiz etmek
istemektedirler. Bu birlikte etkinin incelenmesi igin elimizde degisik istatistik yontemler
bulunmaktadir.

Ornegin, bagimli degiskenin siirekli oldugu, bagimsiz degiskenlerin kesikli
oldugu durumlarda varyans analizi, biitiin degiskenlerin kesikli olmas1 durumunda log-
lineer modeller, biitiin degiskenlerin siirekli oldugu durumlarda regresyon analizleri gibi
yontemler bulunmaktadir.

Saglik bilimlerinde yapilan ¢aligmalardaki degiskenlerin tiir ve yapisi biraz
degiskenlik gosterebilir, siirekli ve kesikli karisimi1 bagimsiz degiskenlerle karsilagmak
miimkiindiir. Tip alaninda en ¢ok {izerinde durulan ve ¢ogu arastirmanin asil amacin
olusturan sey etkenlerle hastalik arasindaki iligkinin risk bakimindan irdelenmesidir. Bu
durumlarda kullamlan yéntem LRA’dir 363

LRA’nin tarihsel gelisimine baktigimiz zaman, lojistik regresyon modelinin
kullanimi 1944 yilinda Berkson ile baglamistir ve 1972 yilinda Finney tarafindan probit
analize alternatif bir se¢enek olarak sunulmustur.

Lineer regresyon analizinde ama¢ bagimli degiskenin alacagi degerleri tahmin
etmek iken, LRA’da ama¢ bagimli degiskenin alabilecegi degerlerin gerceklesme
olasiligini tahmin etmekdir.

Bu degeri tahmin etmek i¢in kullanilan model asagida verilmistir.%®
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Lojistik regresyon modeliyle tahmin yapabilmek i¢in kullanilan yontem genel
olarak en ¢ok olabilirlik metodudur. Basit anlamda en ¢ok olabilirlik metodu, gbzlenen
veri setini elde etmenin olasiligini en yiiksek yapan bilinmeyen degerleri tahmin etmede
kullanilir. Bu metodun uygulanabilmesi i¢in fonksiyonun olusturulmasi gerekir.
Asagidaki ifade LRA’da tahmin edilen degerler ile gézlenen degerlerin karsilastiriimasi

i¢in kullanilir.3®

SuandakiModelinOlabilirligi .
DoymusModelinOlabilirligi

D=-2In

Modeldeki bir bagimsiz degiskenin Onemliligini belirlemek i¢in formiilde o

bagimsiz degiskenin var oldugu ve olmadigi durumlardaki D degerleri, G istatistigi ile

karsilastirilirlar. G istatistigi ki-kare dagilimi gosterir ve serbestlik derecesi p dir. 383°

G = D(DegiskensizModeligin) — D( DegiskenliModeli¢in)

G = D(DegiskensizModelicin) — D(DegiskenliModelicin)

DegiskensizModelinOlabilirligi :
DegiskenliModelinOlabilirligi

D=-2In0

2.3. Simiflandirma ve Regresyon Agaci (CART)

Karar agaglari, problem olusturan veri kiimelerinin yapisina gore sorular sorarak
ve karar kurallar1 olusturarak bir agac¢ yapisi gibi siniflandirma ve regresyon modelleri
olusturur. Bu islem i¢in aga¢ yapisinin temel elemanmi olan kok diigiimde sorular
sorulmaya baglanir ve agac yapisinin son elemani olan yapraklara ulasana kadar aga¢
dallanarak biiyiir.**! Agac yapis1 kok diigiimiin en 6nemli bagimsiz degisken oldugunu,
alt dallar ise diger bagimsiz degiskenler oldugunu gostermektir. Bdylece yapraklar
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bagimli degiskenin degerlerini gosterir. Karar agaclari igerisinde yer alan siniflandirma
ve regresyon agaclari, kolay anlagilmasi, varsayim gerektirmemesi ve sonuglarin
diyagramlar halinde gorsel olarak sunulmasi gibi avantajlari nedeniyle siklikla tercih
edilmektedir.*? Incelenen veri seti iizerinde herhangi bir varsayim gerektirmedigi igin
parametrik tekniklere gii¢lii bir alternatiftir. Tiim bagimsiz degiskenler kullanilarak veri
setinin alt kiimelerine boliinmesiyle olusturulan siiflandirma ve regresyon agaci, hem
regresyon hem de siniflandirma i¢in kullanilacak 6zyinelemeli bir béliimleme yontemidir.
En 1yi tahmin edici degiskeni se¢gmek i¢in birtakim Sl¢iiler mevcuttur. Bu 6l¢iiler gini, en
kiigiik kareler sapma, entropi, twoing, bilgi kazanci ve bilgi kazang orani, ki kare olasilik
degeri gibi dlciilerdir.?® Buradaki amag, degiskenler icin miimkiin olan en homojen veri
alt gruplarini liretmektir. Simiflandirma ve regresyon agaglar1 homojen alt siiflar icin
bagimli degiskenler ve bagimsiz degiskenler arasindaki iliskiyi veri setindeki
heterojenligi dikkate alarak modelleyebilir ve bu iliskiyi bir aga¢ yapisi seklinde
gorsellestirebilir. Siniflandirma ve regresyon agaglari ile hem kategorik hem de siirekli
degiskenler modellenebilir. Bagimli degisken kategorik veya siirekli olabilir. Eger
bagiml degisken kategorik ise analize siniflandirma agaci, bagimli degisken siirekli ise
analize regresyon agaci denir.*® Regresyon agaclarinda sinif yoktur ve veriler siireklidir.
Bu nedenle regresyon agaci tekniginde siniflandirma, ayirma kurallari, gini indeksi veya
entropi 0l¢limii uygulanamaz. Regresyon agacindaki dallanma islemi, artiklarin karelerini
azaltma algoritmasia gore gerceklestirilir.*?

CART’m ilk uygulamalari 1984 yilinda Breiman ve arkadaglari tarafindan
yapilmis ve bir karar agaci algoritmasi olarak bilimsel alanda kullanima sunulmustur.**

CART algoritmas1 her adimda ilgili grubun, kendisinden daha homojen iki alt
gruba ayrilmasii saglamaktadir. Yani her bir dal ikili alt gruplara ayrilarak biiylime

gerceklesir. Ayirma isleminde bagimli degisken kategorik ise gini veya twoing, bagimli
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degisken siirekli ise en kiigiik kareler sapmasindan yararlanilmaktadir. Tiim veri tipleri
icin uygu olan CART algoritmasinda asil nokta, karar noktalarinda birimlerin homojen
siniflart olusturacak sekilde dallanmasidir.*®

CART algoritmasi her degisken tipine uygun oldugu i¢in normallik, doniisiim
varsayimlari saglama zorunlulugu yoktur. CART algoritmasi kayip veriler i¢in o verilerin
yerine temsili bir deger atayabilmektedir. Siniflandirma ve regresyon amagli kullanilan
CART algoritmasi entropi temellidir ve dallanma kriteri i¢in kullanilan teknikler: Twoing
ve Gini indeksleridir.*°

2.3.1. Gini Ayirma Kriteri

K: Swniflarin _sayist

T : Bir _dugiimdeki _kayitlarin _sayisi

T, - Sol _taraftaki _ kayutlarin _sayisi

T, : S8g _taraftaki _ kayitlarin _ sayis

L. : Sol _tarafta_i_ kategorisin deki _kay:tlarin _sayisi

R :Sag _tarafta _i _kategorisindeki _Kkayitlarin _sayisi

Kk
Gini,, =1—Z(i)2
¢ i=1 Tsag
k R
Ginisol :1_2(_|)2
i=1 Tsol

Nitelik degerlerini iki par¢aya ayirarak dallanma yapan gini 6l¢egi, boliinme
noktalarinda Ginisag ve Ginisol degerlerini hesaplamaktadir. Her dallanmadan sonra da
Gini degeri en kiiclik olan secilmektedir. Bu islemin amaci, her adimda en biiyiik veri
kiimesini olusturmaktir. Bu sekilde en iyi dallanma saglanmis olmaktadir.*’

Her j niteligi icin, veri setindeki satir sayist n olmak iizere Gini endeks degeri

formiille hesaplanmaktadir.
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L1 .
Gini; = TSol xGinig, + T xGini_,

2.3.2. Twoing Ayirma Kriteri

Twoing ayirma kriteri gini indeksinden farkli olarak tek bir sinifi digerinden
ayirmak yerine, diiglime ait verilerin yarisini barindiran ve birbirine gére daha heterojen
siiflar olusturan bir dallanma imkani1 sunmaktadir. Bundan dolayi, Twoing kriteri Gini
kriterine gore daha dengeli bir dallanma yaparken, dolayisiyla islem siiresi de
uzamaktadir. Bir t diiglimiinde sol tsol ve sag tsag seklinde iki dal bulunur. Regresyon
agaci olusturulmasinda kullanilacak her bir veri sag ve sol dala bolinmeye adaydir.
Twoing kriterinde her bir aday i¢in sag ve sol taraftaki dalda bulunma olasiliklarinin her
biri i¢in hesaplamalar asagidaki gibidir.*®

t: Dallanmanin _ yapilacagi _ diigiim
P, :Veri _setindeki _kaydin _solda _olma _olasiligi

sol *

P_, :Veri_setindeki _kaydin _sagda _olma _olasilig

sag *

{ jvt, } | _suf _degerinin _sol _taraftaki _boliinmede _olma _olasi/ig

P { g, } s j_siif _degerinin _sag _taraftaki _béliinmede _olma _olasilig

Yukarida degerlere gore t diiglimiindeki s aday boliinmelerinin uygunluk 6l¢iisii

asagida gosterilmektedir.
#(slt) =2P, saéZ[ (itt,)-(itt,,)]

Bu islem sonrasinda elde edilen en biiylik uygunluk 6l¢iisii secilmektedir. Bu
Olctliye gore kok diiglimde elde edilecek niteligin hangisi olacagina karar verilmekte ve
bu sekilde dallanma islemi yapilmaktadir. Yukaridan asagiya dogru agacin tiim

yapraklarina ininceye kadar ayn1 islem tekrar edilmektedir.*°
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2.3.3. En Kiic¢iik Kareler Sapmasi (LSD)

CART yonteminde bagimli degisken siirekli sayisal bir degisken oldugunda yani
regresyon agaci olusumunda kullanilan ve safsizlik fonksiyonuna dayali bolme kriteri en
kiiciik kareli sapma yontemidir. Stirekli bagimli degiskenler i¢in kullanilan en kiiclik
kareli sapma heterojenlik 6l¢iisiidiir. Bu 6l¢ii R(t), t diiglimii i¢in basit (agirliklandirilmis)
diigiim i¢i varyansidir ve diigiim i¢in risk tahminine esit olmaktadir.*®

1 2
R(1) === 2 W, T, [ v~ {y ()}
w () &
N,, (t) 't dlgiimiindeki _agwrliklandirilmis _ durum _sayist
W, : Agirliklandiriimig _ degisken _ degeri
f. . frekans _degiskeninin _ degeri
y, -hedef _degisken _degeri
y'(t):t_digimii _icin _agirlikli _ortalama

CART yontemi ile aga¢ olusturmak icin {ic basamak vardir. Bunlar: “6rneklemi
bolme kural1”, “b6lme uyum kriteri” ve “optimum agaci segcme” kriteridir. CART ile agag
olusturabilmek i¢in 6nceden belli bir bélme kuralt mevcuttur. Bu kural diiglim bolme
siirecinin her asamasinda uygulanir. Onceden belirlenmis bdlme kuralina ve diigiim
bolme siirecinin her asamasinda uygulanan bolme uyum kriterine gore aga¢ olusturur.
CART ile agac¢ olustururken baslangi¢ veri seti, bagimsiz degiskene sorulan evet/hayir
yanitlarina gore alt dallara boliinerek agac olusturulur. Her bir bagimsiz degiskene soru
sorulur. Bagimsiz degiskenden alinan yanita gore veriler sag ve sol iki alt dala ayrilir.%%*
CART algoritmasi biitiin bagimsiz degiskenlerin miimkiin olabilecek biitiin degerlerini

arastirarak en optimum boliinmeyi bulmaya ¢alisir. Baslangic veri setine sorulan sorulara

verilen yanitlar ile veri seti daha kiigiik alt birimleri ayrilir. Soru sormanin amaci veriyi

19



en yiiksek seviyede homojenize olmus iki alt birime bdlmektir. Bu anlatilan islemler
olusan her bir alt diigiim i¢in tekrarlanir ve ug diigiim olusana kadar devam eder.>® Bu
sekilde CART algoritmasi ile veri setini en diisiik hata seviyesi ile siniflama yapan ideal
agac elde edilmis olur. Ozetle CART algoritmasi biitiin basta yer alan veri setini igeren
kok diiglimden itibaren her diigiimii iki ¢ocuk diiglime boler ve bu sekilde ikiserli agaglar
olusturur. CART algoritmasinin temel amaci homojenligi maksimum seviye ¢ikarmaktir.
Bir diigiimiin i¢inde eger homojen bir alt birim varsa o diiglimiin safsizligina isaret eder.
Baska bir degisle bir u¢ diigiim her kosulda ayni degeri aliyorsa boliinme yapmaz.>
Safsizligin Olgiisii degiskenin tipine gore degiskenlik gosterir. Kategorik bagimsiz
degiskenler icin safszlik Olcilisii Gini ve Twoing kriterleridir. Siirekli bagimsiz
degiskenler safsizlik dl¢iisii olarak en kiiciik kareli sapma yontemi kullanilir. Bu Kriterler
safsizlik fonksiyonuna bagli boliinme kriterleridir.

2.4. Rastgele Orman Algoritmasi

Rastgele Orman Algoritmasi, egitimde ve testlerde ¢ok sayida karar agaci
olusturarak, smiflarin modu olan smifin ¢iktisini aldigr bir siniflandirma algoritmasidir.
Karar agaci, veri 6zelliklerinden ¢ikarilan basit karar kurallarini 6grenerek calisir. Agag
ne kadar derin olursa, karar kurallar1 o kadar karmasik ve model o kadar uygun olur.
Rastgele karar ormanlari, karar agaglarinin asir1 uydurma sorununun iistesinden gelir. Bir
girdi vektoriinden yeni bir kaydi siniflandirmak i¢in girdi vektoriinii ormandaki agaglarin
her birine koyun. Her agag belirli bir sinif etiketine oy verir. Son sinif etiketi, ormandaki
tiim agaglar {izerinde en cok oyu alan etiket olacaktir. Uygulamada, rastegele orman
oldukca hizli bir siniflandirma teknigidir ve dengesiz biiyiik veri kiimeleriyle basa
cikabilir.>

Smiflandirma gorevleri igin, rastgele ormanin ¢iktisi, cogu agag tarafindan segilen

siiftir. Regresyon gorevleri i¢in, tek tek agaclarin ortalama veya ortalama tahmini
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kullanilir.>>% Rastgele karar ormanlari, karar agaclarinin egitim setlerine fazla uyum
problemlerini diizeltir.>” Rastgele ormanlar genellikle karar agacglarindan daha iyi
performans gosterir, ancak dogruluklar1 egim destekli agaglardan daha diisiiktiir]. Ancak,
veri ozellikleri performanslarim etkileyebilir.>8>°

Rastgele karar ormanlart icin ilk algoritma, 1995 yilinda Tin Kam Ho olusturuldu.
556062 Algoritmanin bir uzantis1 Leo Breiman6ve "Rastgele ormans"1 2006 yilinda bir
ticari bir marka olarak kaydeden Adele Cutler tarafindan gelistirilmistir.®3%® Rastgele

ormanlar, ¢cok az yapilandirma gerektirirken genis bir veri yelpazesinde makul tahminler

iirettikleri icin isletmelerde siklikla "kara kutu" modelleri olarak kullanilir

e

KARAR AGACI 1 KARAR AGACI 2 KARAR AGACI 3
SONUQ 1 SONUQ 2 SONUQ 3

RASTGELE ORMAN

Sekil 2.3. Rastgele orman akis semasi

Rastgele orman, torbalama (bagging) temelli bir kolektif (ensemble) karar agaci
yontemidir.®” Rastgele orman, diger karar agac1 yontemleri gibi tiim bagimsiz degiskenler
arasindan en uygun dali kullanarak her bir diiglimii dallara ayirmaktan ziyade, mevcut

olan her bir diigiimde random(rastgele) olarak secilen degiskenler i¢inden en uygununu
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secerek her bir diiglimii dallara ayirir. Olusan veri setleri orijinal veri setinden tekrardan
ornekleme kullanilarak olusturulur.%® Basitce anlatmak gerekirse: rastgele orman
yonteminde, birden fazla karar agaci olusturulur ve bu agaglar daha dogru bir tahminde
bulunmak i¢in birlestirilir.
2.4.1. Rastgele Orman Algoritmasi Akis Semasi
Rastgele orman algoritmasi i¢in aragtirmacinin iki parametre tanimlamasi gerekir.
Bu parametreler:
1. Gelistirilecek agag sayist (N)
2. Her bir diigiimde kullanilacak degisken sayilaridir (m).
Rastgele orman karar agaci yonteminde agag¢ dallanmalar1 kullanilacak algoritma
ID3 algoritmasidir.
ID3 algoritmasi rastgele orman igin olusturma igin kullanilir ®” ve belirsizlik

Olctimii kriteri i¢in ID3 algoritmasi kullanilir ve asagidaki sekilde formiile edilir.
Z p(x)log p(x)

H entropi i¢in kullanilir. Entropi belirsizligin 6lgiisiidiir ve bu deger ne kadar yiiksekse,
belirsizlik de o kadar yiiksektir. Entropi = 0 oluncaya kadar dallanma devam eder. Sekil
2.3. de klasik bir rastgele orman algoritmasi1 gosterilmistir.

ID3 algoritmasi ile aga¢ olustururken iki kavramdan yararlanir. Entropi ve bilgi
kazanci kavramlari.

1. Entropi: Belirsizligin 6l¢iistidiir; bu 6l¢ii ne kadar yiiksekse, belirsizlik o kadar

fazladir. Formiilii asagidaki gibidir.

Zp )log p(x;)
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2. Bilgi Kazanci: Hangi 6zelligin boliinme olusturmak i¢in entropiyi en iyi
sekilde kullanacagini belirlemek amaciyla kullanir. Formiilii;

Kazang(T, A)=H(T)-H(T,A)

Bilgi kazanci, dallanma olmadan 6nceki veri setinin entropisi ile her bir 6zniteligin
entropisi arasindaki fark olarak tanimlanabilir.

ID3 algoritmasi asagidaki gibidir.%®

Once kok diigiim olusturulur. Bu kok diigiim tiim 6grenme kiimesini alt kiimesi
olarak igermelidir.

1. Bilgi kazancini hesaplanmalidir. (her bir 6znitelik i¢in)

2. Dallanma i¢in maksimum bilgi kazanci ile 6zniteligi secilmesi gerekir.

3. Entropi = 0 olan yaprak diiglime ulasilana kadar bu kokiin her alt diiglimiine

ID3 algoritmasini uygulanarak agacin olusturulmasi gerekir.

Rastgele orman algoritmas1 basamaklar asagidaki gibidir.”

e Orijinal veri setinden N adet 6meklem segilir.
e Secilen 6rneklemin belli bir kism1 olusturulacak agaclar i¢in 6§renme verisi
olarak kullanilir
e Budanmamis siiflama agaci asagidaki adamlar takip ederek olusturulur.
e in bag veri setinden her diiglimde biitiin 6znitelikler icerisinden en
iyl Ozniteligi segcmek yerine rastgele m tane Oznitelik segilir ve
bunlarin igerisinden en iyi dallara ayiracak (en ¢ok bilgi kazanci

saglayacak) olan1 belirlenir.
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Sekil 2.4. Karar agaci ve rastgele orman karsilastirilmasi

2.5. Stres Ekokardiyografi

Stres ekokardiyografi koroner arter hastaliginin tanisinda, mevcut bir iskemik
hastaligin degerlendirilmesinde, sol ventrikiil miyokardin canlilik arastirilmasinda ve
kardiyak dig1 cerrahi oncesinde risk degerlendirilmesinde 6nemli bir yer tutmaktadir.
Klasik egzersiz en c¢ok kullanilan stres indiikleyicisi olarak kullanilmaktadir. Fakat
egzersiz yapamayanlarda dopamin, dobutamin gibi ilaglar ve atriyal pacing girisimler de
stres indiikleyici olarak kullanilabilmektedir.”"? Stres ekokardiyografisinin yukaridan
belirtilen amaglar icin kullanilan diger yontemlerden en 6nemli avantajlari digerlerinde
daha ucuz ve tekrarlanabilir olmasi, radyasyon gibi bir dezavantagmin olmamasidir.”
Standart egzersiz stres testinin kisithiliklarint agmak i¢in uygun bir goriintiileme ¢6ziimii
ararken, stres ekokardiyografi pratik agidan cazip bir yontemdir. Kalbin invaziv olmayan
goriintlilenmesini saglayan yaygin ve ucuz bir tekniktir. Stres ekokardiyografisinde cesitli
stresorler kullanilarak stres kaynakli duvar hareketi anormalliklerinin saptanmas1 yoluyla
miyokard iskemisini tanimlamanin bir yolunu saglar. Onemli koroner darliklarin tespiti
icin dogruluk orani %80-90 arasinda degigmektedir. Stres ekokardiyografi, kronik

koroner hastalikta, miyokard enfarktiisiinden sonra ve major kalp dist cerrahi dncesi
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hastalarin degerlendirilmesinde giiclii bir prognostik aragtir. Revaskiilarizasyondan sonra
dissinerjik bolgelerin fonksiyonel iyilesmesinin 6ngoriilmesi i¢in uygun bir testtir ve
ayrica kapak cerrahisi diisiliniilen hastalarda degerli fizyolojik bilgiler saglar.

Bu tekniginde birtakim desavantajlart mevcuttur. Fakat goriintiileme ve goriintii
islemedeki ilerlemeler, goriintii kalitesiyle ilgili sorunlarin hepsini olmasa da ¢ogunu
¢Ozmiistlir.

Test yorumu, degerlendiren kisiye gore degisebilmesi bir dezavantajdir. Testin
sonucu i¢in tek ana belirleyici iskemiye bagli anormal duvar hareketi oldugu i¢in
metabolik anlamda iskemi indiikleme ihtiyaci, stres ekokardiyografinin maksimum
diizeyde egzersiz yapan veya antianjinal tedavi goren hastalarda koroner arter hastaligini
saptamadaki dogrulugunu sinirlar.

Ultrason ve dijital teknolojideki teknolojik gelismelerin teknigi daha da
gelistirmesi ve basit bir duvar hareketi testinden lokal kasilma degerlendirmesi ve
perflizyonu degerlendirme kabiliyeti kazanmasina yol agabilir.

2.5.1. Stres Ekokardiyografi Patofizyoloji

Egzersiz ve inotropik stres normalde kalbine bdlgesel duvar hareketinde ve
kalinlasmada genel bir artisa neden olur ve ejeksiyon fraksiyonunda bir artig izlenir.
Bolgesel sistolik duvar hareket bozuklugu genellikle koroner arter hastaligini diistindiiriir
fakat kardiyomiyopatiler de duvar hareketinde bolgesel farkliliklara yol agabilir.

Istirahat sol ventrikiil duvar hareket kusurlari gecirilmis miyokard enfarktiisiiniin
ayirt edici 6zelligidir, ancak mutlaka bu segmentin canli olmadigi anlamina gelmez.

Iskemi tipik olarak yeni veya kétiilesen duvar hareket anormallikleri, gecikmis
kasilma veya sol ventrikiil genislemesinin gelismesi veya ejeksiyon fraksiyonunda

azalma olarak kendini gosterir. Miyokard infkarktiisii esnasinda bdolgesel sistolik
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degisiklikler, genellikle EKG’deki ST segment degisikliklerden ve goglis agrisinin
gelisiminden Once gelir.

Indiiklenebilir duvar hareket anormalliklerinin varlig1, stresin zirve noktasinda
koroner arterlerde 6nemli bir kan akisi sinirlamasi anlamina gelir ve genellikle %50 den
fazla bir koroner arter darligina isaret eder. Nispeten hafif koroner darliklar durumunda
iskeminin ortaya ¢ikabilmesi, maksimum stres performansina baghdir.

Indiiklenebilir duvar hareketi anormallikleri genellikle stresten sonra hizla diizelir,
ancak iskemi siddetliyse ve stunning dene duruma neden olursa kalici olabilir.

2.5.2. Dobutamin Stres Ekokardiyografi

Dobutamin, sempatik beta reseptorler {izerinden etkili, sentetik dopamin
analogudur.”*" Dobutamin verildikten 2 dakika sonra etkisi baglamakta ve 10 dakika
icinde maksimum etki goriilmektedir. Dopaminin diisiik dozlar1 6zellikle beta 1 ve beta 2
uyarimi yaparak pozitif inotrop ve kronotropik etkide bulunur. Ayrica vazodilatasyon
yapici etkisi 6n plandadir. Bunun sonucunda kalp hizi, sol ventrikiil atim voliimii ve
kardiyak output artar. Yiiksek dozlardaki etkisi ise alfa 1 reseptorler lizerindendir ve bu
etki ile arteryal ve vendz vazokonstriksiyonda (damar duvar diiz kasilmasi) artis olur.”®
5 pg/kg/dk dozunda sadece inotropik etkisi varken, 20 pg/kg/dk ve tizerindeki dozlarda
kalp hizim artirarak kan basincini ve miyokardin oksijen tiiketimi artirmaktadir.’®"
Dobutamin ile yapilan stres testinin net etkisi egzersize (kalp hiziii kardiyak output, ve
sistolik kan basincinda artis) ¢ok benzemektedir. Bu durumda da miyokardin oksijen
thtiyacinda artis olmaktadir. Eger hastanin koroner arterlerinde ciddi darlik varsa, sol
ventrikiil kasinin ihtiyaci olan kan sunumu karsilanamamakta ve sol ventrikiil duvarinda

bolgesel iskemi olmaktadir, stres ile birlikte bu iskemi daha da asikar hale gelmektedir.’”

80
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2.5.2.1. Dobutamin Stres Ekokardiyografi Protokolii

Giliniimiizde Avrupa Ekokardiyografi Cemiyeti'nin (EAE) Onerdigi standart
protokolde dobutamin 5 pg/kg/dk dozundan baslayarak her 3 dakikada bir dobutamin
dozu artirilarak sirasiyla 10, 20, 30, 40 pg/kg/dk dozlarina kadar ¢ikmak hedeflenmistir.
Yasa gore maksimal kalp hizinin % 85'1 olan hedef kalp hizina ulagilamayan hastalarda

atropin yapilabilir (0.25 miligramlik boliinmiis dozlarda her 1-3 dakika i¢inde bir kez

maksimum 1 miligram).(Sekil 2.5.)8182
40 pgikgidk
30 po'kgidk
A
t
20 pg/kgidk r
O
P
10 pg/kgidk i
n
5 pg/kgidk
voko 0.25
mg x4/
1 | l |
0dak 3dak 6 dak 9dak 12dak

Sekil 2.5. Standard dobutamin stres ekokardiyografi protokolii

Ekokardiyografide sol ventrikiiliin herhangi bir duvar segmentinin akinetik olmasi
her zaman skar dokusu veya kalict sol ventrikiil fonksiyon bozuklugu anlamina gelmez.
Hiberne veya sersemlemis miyokard denen iki kavram mevcuttur. Bu durumlarda sol
ventrikiil miyokard dokusunun fonksiyonlar1 damar agma islemi sonrasi normale
geldiginden, skar dokusundan ayirict tanist yapilmahdir. Miyokard caanlilik
degerlendirmesinde altin standart PET olmasina ragmen DSE tekrarlanabilir, kolay
ulasilabilir ve daha ucuz olmasi nedeniyle siklikla tercih edilmektedir. Istirahat aninda
yapilan ekokardiyografisinde miyokard dokusunun kalinliginin normal olmasi canl
miyokard, normalden ince (< 6mm) olmasi ve ekodan yogun olmasi skar dokusunu

diisiindiirmektedir.83 DSE hem canlilik hemde iskemi arastirmasi sans1 sunmaktadir. Eger
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bir hastada istirahat halinde sol ventrikill duvar hareketleri normal iken, dobutamin

dozunun artmasi ile birlikte duvar hareket kusuru gelisiyorsa bu durum iskemiyi gosteren

bir bulgudur.

3)'82,83

2.5.2.2. Dobutamin Stres Ekokardiyografi Yanitlar

Sol ventrikiil canlilig1 arastirilirken DSE de asagidaki dort yanit goriiliir (Tablo 2.

. Bifazik yamt: Bu tip yanitta diisiik doz dobutamin infiizyonu (5-10 pg/kg/dk)

ile duvar hareketleri diizelir. Fakat dobutamin dozu arttikga (20-30-40
pg/kg/dk) sol ventrikiil duvar hareketleri kotiilesir. Bu yanit miyokardin
iskemik fakat canli oldugunu ve damar agma islemi sonrasi sol ventrikiil
fonksiyonunu diizelme ihtimalinin yiiksek oldugunu ifade eder.

Giderek kotiilesen yamit: Bu grup hastalarda da damar agma islem sonrasi
islemden fayda goren gruplardandir. Burada duvar hareketlerine kotiilesme
disik dozlarda baslar ve doz arttikca kotiilesme artar. Ciddi iskemi
bulgusudur. Ayn1 zamanda canlilik gostergesidir.

Giderek diizelen yamt: Istirahat halinde bozuk olan sol ventrikiil duvar
hareketlerinin diisiik doz dobutamin ile diizelmesi ve doz arttik¢a diizelmenin
daha da belirgilesmesidir. Bu da canli ve iskemik miyokardi isaret eder. uvar
hareketlerinin diisiik doz dobutamin ile 1yilesmesi ve yiliksek doza ¢ikildiginda
ayn1 iyilesmeyi artirarak siirdiirmesidir. Canli ve iskemik olmayan miyokardi
ifade eder. Islem sonrasi bu grubta diizelme beklentisi diger iki gruba gore
daha diistiktiir.

Sabit yamt: Dobutamin dozu arttikga sol ventrikiil duvar hareket

kapasitesinde bir degisiklik olmaz. Bu durum skar1 isaret eder.®®
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Tablo 2.3. Dobutamin stres ekokardiyografinin yorumlanmasi

Baslangic sol Diisiik doz Yiiksek Geri
$HAngle dobutamin cevabi dobutamin cevabi Sonug doniisiim
ventrikiil olasilid
fonksiyonu gt
Canl1 ve iskemik
Anormal Diizelme var Azalmig (Hibernasyon) Yiiksek
Bazalden kotii Bazalden veya
Anormal veya degisiklik yok diisiik dozdan kotii Canl: Orta
Canli ve iskemik
Anormal Diizelme var Diizelme var. degil (Stunning) Diisiik
Anormal Diizelme yok. Diizelme yok. Skar Diisiik

2.5.2.3. Dobutamin infiizyonunu Durdurma Kriterleri

Test esnasinda asagidaki durumlar gelisirse test sonlandirilir. Aksi halde hedef

kalp hizina ulasilincaya kadar dobutamin infiizyonunda devam edilir.”*

1.

2.

6.

7.

Yeni olusan veya kotiilesen duvar hareket kusuru.

Tolere edilemeyen yan etkiler gelismesi

Bas agrisi, anksiyete, dispne, bulanti, kusma, , tremor gibi semptomlarin ¢ok

belirgin olmas1

Kan basincinda sistolik kan basincinin 240 mmHg iizerine veya diyastolik kan

basincinin 120 mmHg iizerine ¢ikmasi veya kan basincinin diismesi ile birlikte

hipotansiyon semptomlarinin ortaya ¢ikmasi

EKG degisikliklerinin olusmasi

Ciddi aritmilerin gelismesi (ventrikiiler veya supraventrikiiler aritmiler)

Hedef doza ulasilmas1 (40 pg/kg/dk)

2.5.2.4. Hasta Monitorizasyonu

12 derivasyonlu EKG, bazal kalp hizi, kan basinci, ve bazal ekokardiyografik

goriintliler kayit altina alinmalidir. EKG kaydi test bitene kadar devam etmelidir. Kan

basincin Olglimii her asamada ve hipotansiyon ya da hipertansiyon semptomlari

olustugunda 6l¢iilmelidir. Hastalar dobutamin infiizyonunu takiben en az 5 dakika veya
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vital bulgular normale gelinceye kadar (kalp hiz1 100 atim /dakikanin altina diistinceye
veya bazal degerden en fazla 20 atim /dakika fazla oluncaya kadar, kan basinci normale
doniinceye, aritmiler sonlanincaya kadar), semptomlar bitinceye, herhangi bir

elektrokardiyografik veya ekokardiyografik iskemi bulgusu ortadan kalkana kadar

monitorize edilmelidir.846

2.5.2.5. Dobutamin Stres Ekokardiyografi Icin Kontrendikasyonlar

1. Akut koroner sendromlar (kararsiz angina, akut MI)

2. Dekompanse kalp yetersizligi

1. Kontrolsiiz tasikardiler

2. Ciddi sol ana koroner arter darligi bulunmasi

3. Kan basinci degerinin 200 /110 mmHg iizerinde olmasi
4. Hipertrofik obstriiktif kardiyomiyopati (Semptomatik)
5. Akut peri/miyokardit, endokardit

6. Semptomatik ileri aort darligt

7. Glokom veya prostat hipertrofisi olan hastalarda atropin kullanimi. %7
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3. MATERYAL VE METOT

3.1. Arastirma Tiirii

Arastirma ileri doniik (prospektif) bir ¢alismadir. Calisma 1999 yilinda “Journal
of American College of Cardiology” de yayinlanmis olup, veri seti bagimsiz
arastirmacilarin kullanmasi i¢in herhangi bir kisitlama olmadan erisime acilmistir. Biz de

bu veri setini https://hbiostat.org/data/repo/stressEcho.htm adresinden indirdik.®’

3.2. Arastirmanin Yapildig1 Yer ve Zaman

Calisma Mart 1991 ile Mart 1996 arasinda, UCLA (University of California at Los
Angeles) Tip fakiiltesi Yetiskin Kardiyak Goriintiileme ve Hemodinami laboratuvarina
sevk edilen hastalardan olugsmaktaydi.

3.3. Arastirma Popiilasyonu

Mart 1991 ile Mart 1996 arasinda, UCLA Tip Fakiiltesi Yetiskin Kardiyak
Goriintiileme ve Hemodinami laboratuvarma sevk edilen 1138 hasta alindi. Bu siire
zarfinda, hastada birden fazla DSE varsa, ilk 6l¢lim dikkate alindi. Ortotopik karaciger
nakli diigiiniilen 208 hasta, hastanede yatarken kalp dis1 nedenlerden dolay1 6len 12 hasta,
ortotopik kalp nakli yapilan 2 hasta ve DSE 0ncesi 6 ay igerisinde PTCA yapilan 13 hasta
caligsmaya dahil edilmedi. Ayrica, 12 aylik takibi olmayan 376 hasta da ¢aligmaya dahil
edilmedi. Son olarak veri setinde pek ¢ok degiskeni kayip olan 14 hasta da calisma dis1
birakildi. Nihai ¢aligma popiilasyonu 558 kisiden olugmaktaydi.

3.4. Dobutamin Stres Ekokardiyografi

Dobutamin, {i¢ dakika boyunca 5 mcg/kg/dk'dan baslayan ve her ii¢ dakikada bir
5 meg/kg/dk'lik artiglarla maksimum 40 mcg/kg/dk'ya kadar ilerleyen standart bir 6l¢iilii
uygulama cihazi kullanilarak intravendz olarak uygulandi. Calismanin son iki yilinda, ara
25- ve 35-mcg/kg/dk dozlari ihmal edildi. Kalp hiz1 yanit1 yetersiz goriindiigiinde testi

yapan klinisyenin takdirine bagli olarak atropin intravendz olarak verildi. Test semptom
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sinirliydi ve hasta >2 mm ST depresyonu, siddetli duvar hareketi anormallikleri, sik
ventrikiiler veya supraventrikiiler ektopi, ventrikiiler tasikardi, supraventrikiiler
tasikardi, sistolik kan basinc1 >220 mm Hg, sistolik kan basincinin baslangig sistolik kan
basincinin 20 mm Hg altina diismesi veya sistolik kan basincinin 80 mm Hg'nin altina
diismesi, bulanti, orta ila siddetli gogiis agris1 veya orta ila siddetli dispne olustugunda
durduruldu.

1 mm veya daha fazla diiz veya asag1 e§imli ST depresyonu iskemi i¢in pozitif
kabul edildi. Bazal repolarizasyon anormalliklerinin varliginda, sol dal blogu veya
digoksin tedavisi alanlarda daha diisiik derecelerde ST depresyonu veya ST degisiklikleri
iskemi i¢in siipheli kabul edildi. Hasta sol lateral dekiibit pozisyonunda iken istirahatte
ve dobutamin infiizyonunun her asamasinda ekokardiyografi yapildi. Ek olarak, apikal 4
bosluk, apikal 2 bosluk, apikal uzun eksen ve parasternal kisa eksen goriintimlerinin
istirahatte ve 5 mg/kg/dk, 10 mg/kg/dk ve pik dobutamin'de sayisallastirilmig goriintiileri
elde edildi. Miyokardin en iyi tanimina sahip goriintiiler daha sonra ayni goriintiide
sirayla goriinen her bir goriintii i¢in baslangig, 5 mg/kg/dk, 10 mg/kg/dk ve pik dobutamin
goriintiileri ile dortlii ekran formatinda sinelooplar olarak gdsterildi. Miyokard, duvar
hareketinin derecelendirilmesi i¢in esit parcalara boliindii. Ug apikal goriiniimdeki alti
duvarin her biri (anterior, anterior interventrikiiler septum, lateral, inferior
interventrikiiler septum, alt medial ve alt lateral) li¢ boliime ayrildi: bazal, orta ve apikal.
Orta kisa eksen goriiniimii alt1 esit parcaya boliindii ve apikal goriiniimlerde not edilen
duvar hareketini dogrulamak i¢in kullanildi. Duvar hareketi her segment i¢in hiperkinetik,
normal, hafif hipokinetik, orta ila siddetli hipokinetik veya akinetik/diskinetik olarak
derecelendirildi. En az bir segmentteki duvar hareketi, dinlenme duvar hareketine gore en
az bir derece bozulduysa, stres ekokardiyografik iskemi i¢in pozitif kabul edildi. Akinezi

ve diskinezi ayn1 derecede disfonksiyon olarak kabul edildi. Deneyimli bir
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ekokardiyograf tarafindan okunan nihai klinik raporda duvar hareketi i¢in kullanilan
yorumlar kullanilmistir.

3.5. Arastirma Degiskenlerinin Tanimlanmasi

Tiim hastalarda, DSE sonrasi takip eden 12 ay i¢inde asagidakilerden herhangi
birinin meydana gelip gelmedigini belirlemek i¢in tibbi kayit gézden gecirildi: “herhangi
bir nedene bagli 6liim, yeniden M1, takipte PTCA veya CABG ihtiyaci”. Analize yalnizca
en az 12 aylik takibi olan veya ilk 12 ay i¢inde “herhangi bir nedene bagli 6liim, yeniden
MI, takipte PTCA veya CABG ihtiyact” olarak tanimlanan bir kardiyak olayr olan
hastalar dahil edildi.

Arastirma degiskenlerinin neler oldugu ve nasil tanimlandig1 asagidaki tabloda
(Tablo 3.1) 6zetlenmistir. Modellere dahil edilecek bagimsiz degiskenler, daha 6nceki

klinik tecriibe, biyolojik bilgi ve literatiir taramas1 sonucu belirlendi.

Tablo 3.1. Arastirma degiskenlerinin tanimlanmasi

Bagimh degisken (primer yanit degiskeni):
“herhangi bir nedene bagli oliim, yeniden MI, YOK=0
takipte PTCA veya CABG ihtiyac1” VAR=1

Bagimsiz degiskenler:

Yas, Stirekli degisken(y1l)
Cinsiyet, Erkek/Kadin (0/1)
Sistolik kan basinc1(SKB), Siirekli degisken (mmHg)
DSE sonucu (+ veya -), Pozitif/negatif (1/0)

Bazal LVEF, Siirekli degisken (%)
Hipertansiyon, YOK/VAR (0/1)
Diyabetes mellitus, YOK/VAR (0/1)
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3.6. Istatistiksel Analizler
Tiim istatistiksel analizler R-software v.3.5.1. (R statistical software, Institute for
Statistics and Mathematics) ile yapilmistir.
3.7. Arastirmada Kullanilan Analizler ve Modellerin Olusturulmasi
Biz c¢alismamizda, DSE sonrasi 12-aylik takip siiresi igerisinde gelisecek
istenmeyen olaylarin (herhangi bir nedene bagl 6liim, yeniden MI, takipte PTCA veya
CABG ihtiyac1) tahmini i¢in 3 farkli istatistiksel model kullandik:
1. Cok degiskenli lojistik regresyon (Multivariable logistic regression-
MVLR)
2. Siniflandirma ve regresyon agaclari (Clasification and regression tree-
CART)
3. Rasgele Orman Algoritmasi (Rastgele orman-RF)
3.8. Model Performanslarinin Kiyaslanmasi
Daha sonra her bir model i¢in internal validasyon yapildi. Tercihen 200 bootstrap
yeniden ornekleme ile her bir modelin R2, brier skoru, AUC kaydedildi. Gézlemlenen
olasiliklar ve model ile tahmin edilen olasiliklar i¢in hem histogram egrisi ile dagilimlar
verildi hem de “loess — locally weighted runing line smoother” algoritmas ile karsilikli

sacilim grafikleri “kalibrasyon” amagh ¢izdirildi.
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4. BULGULAR

Tablo 4.1. Hastalarin Temel Demografik, Klinik ve Laboratuar Bulgulari

Degiskenler
Bag Cinsiyet (erkek, say1 ve %) 220(39.4)
mst  Yas (yil) 67.3+12.04
z Diyabet (VAR, say1 ve %) 206(36,9)
degi  Yipertansiyon (VAR, sayi ve %) 393(70.4)
ke K AH (VAR, sayi ve %) 210(37,6)
NIer G eara (VAR, say ve %) 260(46.6)
Gogiis agrisi(VAR, say1 ve %) 172(30,8)
Sistolik kan basinct (mmHg) 146.9+36.5
Bazal LVEF (%) 55+10.32
Doputamin LVEF (%) 65.24+11.76
Istirahat duvar hareket kusuru (VAR, say1 ve %) 257(46.1)
Dobutamin stres testi pozitifligi(VAR, say1 ve %) 136(24.4)
Bag Kardiyak olay(VAR, say1 ve %) 90(16.1)
mh  Oliim (VAR, say1 ve %) 24(4.3)
degi  Yeni MI (VAR, say1 ve %) 28(5)
ske  Yeni PTCA(VAR, say1 ve %) 27(4.8)
nler  Yeni CABG (VAR, say1 ve %) 33(5,9)
4.1. Bagimsiz Degiskenler
4.1.1. Kategorik Degiskenler
4.1.1.1. Cinsiyet
Tablo 4.2. Cinsiyet degiskeni i¢in say1 ve yiizdeler
Cinsiyet Sayi Yiizde
KADIN 338 60.573
ERKEK 220 39.427
Total 558 100.000
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Calismaya katilan hastalar cinsiyet dagilimlarina gore incelendiginde 558
hastanin 220 tanesi erkek ve 338 tanesinin erkek oldugu goriilmektedir. Hastalarin

cinsiyete gore dagilimi tablo ve sekilde gosterilmistir.

CINSIYET

m ERKEK
m KADIN

Sekil 4.1. Cinsiyet degiskeni i¢in pasta grafigi

4.1.1.2. Hipertansiyon

Tablo 4.3. Hipertansiyon degiskeni igin say1 ve yiizdeler

Hipertansiyon varhg Say1 Yiizde
YOK 165 29.570
VAR 393 70.430
Total 558 100.000

Hipertansiyon varligi kardiyovaskiiler hastalik riski i¢in Onemli bir risk
faktoriidiir. Toplumda oldukg¢a yaygin goriilmektedir. Bizim hasta populasyonuzda
hipertansiyon varlig1 %70.4 olarak bulunmustur. 558 hastanin 393’{inde hipertansiyon

mevcuttur.
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HT varhig:

B YOK
B VAR

Sekil 4.2. Hipertansiyon degiskeni i¢in pasta grafigi

4.1.1.3. Diyabetes Mellitus

Tablo 4.4. Diyabetes mellitus degiskeni igin say1 ve ylizdeler

DM varhg: Say1 Yiizde
YOK 352 63.082
VAR 206 36.918
Total 558 100.000

Diyabetes mellitus kardiyak olay gelisimi i¢in tanimlanmis en Onemli risk
faktorlerindendir. DM varliginda hem koroner arter hastaligi sik goriilmektedir hem de
olumsuz klinik sonlanimlar i¢in énemli bir prediktordiir. Bizim hasta grubumuzda DM

orant %36.9 olarak bulunmustur. 558 hastanin 206’sinda DM mevcuttur.
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DM varlig:

HYOK
E VAR

Sekil 4.3. Diyabetes mellitus degiskeni i¢in pasta grafigi

4.1.1.4. Koroner Arter Hastahig:

Tablo 4.5. Koroner arter hastaligi degiskeni i¢in say1 ve yiizdeler

KAH hikayesi Say1 Yiizde
YOK 348 62.4
VAR 210 37.6
Total 558 100.000

Hastanin hikayesinde herhangi bir koroner olay(MI, PTCA, CABG ) yasamis
olmasi ilerleyen zamanlarda tekrar kardiyak yasamasin predikte eden Onenmli bir

degiskendir. Bizim hasta grubumuzun %37,6’sinda KAH hikayesi mevcuttu.
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KAH hikayesi

HYOK
E VAR

Sekil 4.4. Koroner arter hastalig1 varlig1 degiskeni i¢in pasta grafigi

4.1.1.5. istirahat Duvar Hareket Kusuru

Tablo 4.6. istirahat duvar hareket kusuru degiskeni icin say1 ve yiizdeler

Istirahat duvar hareket kusuru Say1 Yiizde
YOK 301 53.943
VAR 257 46.057
Total 558 100.000

Ekokardiyografide hastalarin istirahat hareket kusuru varligi kardiyak hastalik i¢in
onemli bir isarettir. Hastalarimizin istirahat duvar hareket kusuru varhigina gore
degerlendirildiginde %46 hastanin istirahatte duvar hareket kusurunu oldugu

goriilmektedir.
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ISTIRAHAT DUVAR
HAREKET KUSURU

HYOK
m VAR

Sekil 4.5. Istirahat duvar hareket kusuru degiskeni icin pasta grafigi

4.1.1.6. Stres Testi Pozitifligi

Tablo 4.7. Stres testi degiskeni igin say1 ve yilizdeler

Stres testi pozitifligi Say1 Yiizde
YOK 422 75.627
VAR 136 24.373
Total 558 100.000

Calismanin primer baslangic noktasi olan dobutamin ile yapilan stres testi
pozitifligi sonlanimlar {izerinde onemli etkisi olan bir parametredir. Bu parametre
acisindan kantitatif inceleme yapildiginda hastalarin %24’{inde stres testinin pozitif

oldugu tespit edilmistir. Sayisal veriler tablo be sekilde gosterilmistir.

40



STRES TESTi POZITIiFLiGi

B YOK
B VAR

Sekil 4.6. Stres testi degiskeni degiskeni i¢in pasta grafigi

4.1.1.7. Gogiis Agris1 Varhgi

Tablo 4.8. Gogiis agrist varligi degiskeni igin say1 ve yiizdeler

Gogiis agrisi Say1 Yiizde
YOK 386 69.176
VAR 172 30.824
Total 558 100.000

Hastalarin 386’sinda gogiis agrist sikayeti bulunmazken 172 hastanin bagvuru

sikayeti gogiis agrisi idi. Tablo ve sekilde say1 ve yiizdeler verilmistir.
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GOGUS AGRISI

HVAR
mYOK

Sekil 4.7. Gogiis agrisi varligi degiskeni i¢in pasta grafigi

4.1.1.8. Yeni MI Varhg:

Tablo 4.9. Yeni MI varligi degiskeni i¢in say1 ve yiizdeler

Yeni MI varlig Say1 Yiizde
YOK 530 94.982
VAR 28 5.018
Total 558 100.000

Onemli bir klinik sonlanim olan yeni MI varligi tiim hastalar icinde %5 hastada

goriilmiistiir. Caligmaya katilan 558 hastanin 28’inde MI sonlanimi gerceklesmistir.
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Yeni MI varligi

HYOK
m VAR
Sekil 4.8. Yeni MI varlig1 degiskeni i¢in pasta grafigi
4.1.1.9. Oliim
Tablo 4.10. Oliim degiskeni icin say1 ve yiizdeler
Oliim Say1 Yiizde
YOK 534 95.699
VAR 24 4.301
Total 558 100.000

En 6nemli klinik sonlanim verisi olan 6liim tiim hastalarin %4.3’inde goriilmiistiir.

Tabloda da goriildiigii izere 558 hastanin 24 {i dlmiistiir
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OLUM

m VAR
B YOK

Sekil 4.9. Hipertansiyon degiskeni i¢in pasta grafigi

4.1.1.10. Yeni PTCA ihtiyaci

Tablo 4.11. Yeni PTCA ihtiyaci degiskeni i¢in say1 ve ylizdeler

Yeni PTCA Say1 Yiizde
YOK 531 95.161
VAR 27 4.839
Total 558 100.000

Hastalarin yeni PTCA ihtiyact olmasi 6nemli bir girisimsel sonlanimdir. 558
hastanin 27sinde yeni PTCA ihtiyaci olmustur. Sekilde goriildiigii gibi bir sayis %4

hastaya tekabiil etmektedir.
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Yeni PTCA

HYOK
H VAR

Sekil 4.10. Oliim degiskeni icin pasta grafigi

4.1.1.11. Yeni CABG Ihtiyaa1

Tablo 4.12. Yeni CABG degiskeni igin say1 ve yilizdeler

Yeni CABG Say1 Yiizde
YOK 525 94.086
VAR 33 5.914
Total 558 100.000

Hastalarin takipte CABG ihtiyac1 olmasi anlamli bir girisimsel sonlanim olarak

degerlendirilmektedir. Bu 6nemli girisimsel sonlanim hastalarin 33’{inde gozlenmistir.
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Yeni CABG

B YOK
H VAR

Sekil 4.11. Yeni CABG degiskeni i¢in pasta grafigi

4.1.1.12. Klinik Sonlanim- Girisimsel Sonlanim

Tablo 4.13. Klinik sonlanim ve girisimsel sonlanim degiskenleri igin say1 ve ylizdeler

Klinik sonlanim varhg: Girisimsel sonlanim varhgi

Say1 Yiizde Say1 Yiizde
YOK 512 91.756 503 90.143
VAR 46 8.244 55 9.857
Total 558 100.000 558 100.000

Hastalarda 6lim ve MI geligsmesi klinik sonlanim, yeni PTCA veya yeni CABG
gelismesi ise girisimsel sonlanim olarak belirlenmistir. Hastalarin %8.2 sinde klinik

sonlanim gelisirken, %9.8’inde girisimsel sonlanim gelismistir.
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SONLANIM GRAFIiGi

Klinik sonlanim Girisimsel sonlanim

YOK =™ VAR

Sekil 4.12. Klinik sonlanim ve girisimsel sonlanim degiskenleri siitun grafigi

4.1.1.13. Kardiyak Olay

Tablo 4.14. Kardiyak olay gelismesi degiskeni i¢in say1 ve ylizdeler

Kardiyak olay varhg Say1 Yiizde
YOK 468 83.871
VAR 90 16.129
Total 558 100.000

Herhangi bir nedene bagli 6liim, takipte MI gelismesi, takibte PTCA veya CABG
ihtiyac1 olmas1 kardiyak olay olarak tarif edilmisti. Tiim hastalar degerlendirildiginde

kardiyak olay gelisen hasta sayisi 90dir. Bu say1 toplam hasta sayisinin %16.12sini

olusturmaktadir.
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Sekil 4.13. Kardiyak olay varlgi icin siitun grafigi

Kardiyak olay ve gelismeyen hastalarda bagimsiz degiskenlere ait sayisal veriler

tabloda verilmistir.

Tablo 4.15. Kardiyak olan gelisen ve gelismeyen gruplarda degiskenlerin

karsilastiriimasi
Degiskenler KARDIYAK KARDIYAK
OLAY (+) OLAY(-)
Cinsiyet (erkek, say1 ve %) 43(47.7) 177(37.8)
Yas (yil) 69.14%9.60 66.99+12.44
Diyabet (VAR, say1 ve %) 45(50) 161(34.40)
Hipertansiyon (VAR, say1 ve %) 74(82.22) 319(68.16)
Gogiis agrist (VAR, say1 ve %) 138(29.48) 330(70.51)
Sistolik kan basinci (mmHg) 141.66+34.76 147.924+36.80
Bazal LVEF (%) 50.26+12.96 56.6349.40
Doputamin LVEF (%) 58.03+£15.30 66.62+10.41
Istirahat duvar hareket kusuru (VAR, say1 ve %) 15(16.66) 242(51.70)
Dobutamin stres testi pozitifligi (VAR, say1 ve %)  47(52.22) 89(19.01)
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4.1.2. Sayisal Degiskenler

Calismada bes farkli sayisal bagimsiz degisken incelenmistir. Bunlar yas, sistolik
kan basinci (SKB), dobutamin dozu, bazal LVEF ve dobutamin LVEEF siirekli sayisal
degiskenlerdir. Tabloda sayisal degiskenlere ait ortalama, standart sapma, minimum ve

maksimum degerleri verilmistir.

Tablo 4.16. Sayisal degiskenlere ait veriler

Sistolik KB Dobutamin Yas Bazal EF  Dobutamin
Dozu EF
Ortalama 146.916 30.242 67.344 55.604 65.242
Standart sapma 36.530 9.535 12.049 10.322 11.762
Minimum 40.000 5.000 26.000 20.000 23.000
Maksimum 309.000 40.000 93.000 83.000 94.000

4.1.2.1. Sistolik Kan Basinci

Sistolik kan basinc1 6nemli bir kotii prognostik gostergedir. SKB arttik¢a prognoz
kotiilesmektedir. Hastalarimizi SKB  degerleri ortalama 146,9 mmHg olarak
hesaplanmistir. Maksimum degeri 309 ve minimum degeri 40 mmHg dir. SKB nin
dagilim grafigi Sekil de gosterilmistir. Grafikten de anlasilacag: lizere SKB degiskeni

normal dagilim gostermektedir.

140 - —
120 -
100 — ]
80 —

Sayi

60 —

40 —
20 —
0_
I T l T | T 1 1

0 50 100 150 200 250 300 350
SKB

Sekil 4.14. Sistolik kan basinci i¢in verilen dagilim grafigi
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4.1.2.2. Dobutamin Dozu

Dobutamin yavas yavas artirilan dozlarda verilerek sol ventrikiil ejeksiyon
fraksiyonunu artis1 beklenmektedir. Eger doz artimina bagh ejeksiyon fraksiyonu artisi
yoksa sonlanimlar agisindan olumsuz bir durum mevcut demektir. Hastalarimiza ortalama
30,2 mikrogram dozunda doputamin inflizyonu verilmistir. Doz dagilim grafigi sekilde
gosterilmistir. Grafikten goriilecegi lizere dobutamin dozunda dagilim normal degildir.

250

I I I | I [
5 10 15 20 25 30 35 40

Doputamin dozu

Sekil 4.15. Dobutamin dozu i¢in verilen dagilim grafigi

4.1.2.3. Bazal Ejeksiyon Fraksiyonu
Bazal EF i¢in ortalama 55,6 olarak bulunmustur. Minimum degeri 20 ve
maksimum degeri 83 olarak hesaplanmistir. Bazal EF i¢in dagilim grafigi sekilde

gosterilmistir.
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Sekil 4.16. Bazal EF icin verilen dagilim grafigi

4.1.2.4. Dobutamin Ejeksiyon Fraksiyonu
Dobutamin EF igin ortalama 65.24, standart sapmasi 11.762 dir. Maksimum deger
23 ve minimum deger 94 olarak hesaplanmistir. Dagilim grafigi sekilde gosterilmistir.
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Sekil 4.17. Dobutamin EF i¢in verilen dagilim grafigi
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4.2. Degiskenlerin Onemlilik Sirasi

Degiskenlerin 6nemlilik sirasi tablo 4.17.’de 6zetlenmistir.®

Tablo 4.17. Degiskenlerin 6nemlilik sirasi

CART  Lojistik regresyon Rastgele orman

Yas 3.42 1.09 0.92
Cinsiyet 0.07 0.51 4.24
SKB 1.92 1.13 -3.23
Stres testi pozitifligi 6.11 5.32 11.6
Bazal LVEF 6.87 3.55 17.8
Hipertansiyon 1.30 2.34 3.26
Diyabet 0.78 1.99 3.39

Degiskenlerin 6nemlilik siras1 kullanilan analiz yontemine gore degisiklik
gostermektedir. Sekilde de goriildiigli gibi logistik regresyon analizinde en 6nemli
parametre stres testi pozitifligi iken onu bazal LVEF ve diyabet takip etmektedir.

Onemlilik siras1 en geride olan degiskenin ise cinsiyet oldugu goziikmektedir. (sekil )

LRA icin degiskenlerin 6nemlilik sirasi

Hipertansiyon
Diyabet I
Bazal LVEF I
Stres testi pozitifligi I —

SKB I

Cinsiyet [
Yas S

0 1 2 3 4 5 6 7

B LRA i¢in degiskenlerin 6nemlilik sirasi

Sekil 4.18. Logistik regresyon analizi i¢in degiskenleri onemlilik siras1 grafigi
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CART analizinde 6nemlilik sirasinda ilk ii¢ degisken bazal LVEF, stres testi
pozitiflig ve yas degiskenleridir. Cinsiyet ise LRA da oldugu gibi en Onemsiz

degiskendir.(Sekil)

CART i¢in degiskenlerin 6nemlilik sirasi

Hipertansiyon [N
Diyabet [N

Bazal LVEF

Stres testi pozitifligi

SKB

Cinsiyet

Yas
0 2 4 6 8

B CART i¢in degiskenlerin énemlilik sirasi

Sekil 4.19. CART ig¢in degiskenleri 6nemlilik siras1 grafigi

Rastgele orman ile model olusturulurken bazal LVEF en 6énemli degisken olarak
karsimiza ¢ikmaktadir. Onu sirastyla stres testi pozitifligi ve cinsiyet izlemektedir. Diger
analizlerde farkli olarak cinsiyet degiskeni rastgele orman i¢in 6nemli bir degisken olarak

karsimiza ¢ikmaktadir. (Sekil 4.20.)
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Rastgele orman i¢in degiskenlerin
onemlilik sirasi

Hipertansiyon

Diyabet I
Bazal LVEF I
Stres testi pozitifligi I
[SKB™J
Cinsiyet |
Yas W
-5 0 5 10 15 20

B Random forest i¢cin degiskenlerin 6nemlilik sirasi

Sekil 4.20. Rastgele orman i¢in degiskenleri nemlilik siras1 grafigi

4.3. Model Performanslarin Karsilastirilmasi

Model performanslarin1  karsilagtirilmasi  i¢in  kullanilan  birgok  Olgiit
bulunmaktadir. Biz tezimizde performans karsilastirmasi i¢in R2, Brier skoru, 6lgekli
brier, AUC (C istatistigi), kalibrasyon intercept, kalibrasyon slope ve ECI (estimated
kalibrasyon indeksi) kullandik.

Tabloda performans 6lgiitleri 6zetlenmistir.

R2 ne kadar yiiksekse model o kadar 1yidir. Tablodan da goriildiigii gibi R2 degeri
CART i¢in 0.283dir ve en yliksektir. Dolayisiyla performans 6lciitii en 1yi olan CART
analizidir. Rastgele orman i¢in R2 degeri 0.118dir ve performansi en diisiik analiz rastgele
ormantir. Brier skoru R2nin aksine ne kadar diisiikse performans o kadar iyidir. Tabloda
goriildiigl gibi brier skoru en diisiik olan CART analizidir ve en 1yi performans gostergesi
ona aittir. AUC(C istatistigi) ayirt edicilik gostergesidir. Bir model olay gelisenlerle olay
gelismeyenleri ne kadar 1yi ayirt ediyorun gostergesi AUCdir. Tabloda goriildiigii gibi
AUC degeri en yiiksek olan CART analizidir. AUC CART analizi 0,785 dir ve logistik

regresyon ve rastgele orman i¢in sirasila 0,772, 0,704diir.
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ECI degeri ne kadar diisiikse performans o kadar iyidir. Tabloda goriildiigii gibi
CART performansi 6n plana ¢ikmaktadir. Kalibrasyon egrisinde intercept O ve slope 1 ise
model performansi o kadar iyidir. Bu degerler CART ve logistik regresyon icin gegerli

iken, rastgele orman bu sartlar1 saglamamaktadir.

Tablo 4.18. CART, LRA ve RF i¢in model performans 6l¢iitlerinin karsilastirilmasi

CART Lojistik regresyon Rastgele orman
R?2 0.283 0.208 0.118
Brier 0.105 0.116 0.132
Brier scaled 0.227 0.138 0.273
AUC (C istatistigi) 0.785 0.772 0.704
Kalibrasyon 0.00 0.00 0.260
intercept
Kalibrasyon slope 1.00 1.00 0.587
ECI 0.00 0.048 0.159
1.0 ...intercept: -0.00 (-0.24 to 0.24)
...slope: 1.00 (0.75 to 1.25)

c | Do

2 0.8 - ostatistic: 0.77 (0.72 t0 0.82)

& 06

ol

- 0.4

2

g 0.2 — Ideal

o — Flexible calibration (Loess)

O 00 , 1

11 AL 0
| | | T | 1
0.0 0.2 0.4 0.6 0.8 1.0

Predicted probability

Sekil 4.21. Logistik regresyon analizi i¢in kalibrasyon egrisi

55



Kalibrasyon egrisinde kirmizi ¢izgi ile gosterilen diyagonal ¢izgi tam uyumu
gosterir. Siyah c¢izgi logistik regresyon i¢in Loes yontemi ile c¢izdirilen kalibrasyon
egrisini gostermektedir. Egridende anlasilacagi gibi tahmin edilen risk % 50 tizerinde iken
modelin underestimate yaptig1 goriilmektedir. Intercept 0 ve slope 1 olmasi ile ideal bir
model 6zelligi gostermektedir. (Sekil 4.20)

Sekil 4.21°de rastgele orman i¢in Loes yontemi ile ¢izilen kalibrasyon egrisi
gorilmektedir. Kirmizi ¢izgi tam uyumu gosteren ideal diyagonal ¢izgidir. Siyah ¢izgi
rastgele orman i¢in ¢izilen kalibrason ¢izgisidir. Tahmin edilen risk diisiik oldugu zaman
modelin overestimate yaptig1 grafikten goziikmektedir. Intercept O ve slope 1 olmadigi

icin ideal bir model olmadig1 anlagilmaktadir.

1.0 ...intercept: 0.23 (-0.02 to 0.48)
...slope: 0.63 (0.42 to 0.83)

c _ Discrimination
-_g 0.8 ...c-statistic: 0.71 (0.67 to 0.78)
o
D_ —
3 0.6
o
- 04
0]
et
o 0.2 — Ideal
E — Flexible calibration (Loess)
O 00 - :

||||||”llll|| T LLARRLRR T 0

| I | I I I

0.0 0.2 0.4 0.6 0.8 1.0

Predicted probability

Sekil 4.22. Rastgele orman algoritmasi i¢in kalibrasyon egrisi

Sekilde CART analizizine ait kalibrasyon egrisi goriilmektedir. Goriildiigl iizere
ideal diyagonal egri ile tam uygumlu bir kalibrasyon egrisi izlenmektedir. Bu da CART1n
karsilastirilan diger yontemlere gore daha ideal bir tahmin modeli olusturdugunu

gostermektedir. Zaten diger performans 6Slgiilteri de bunu desteklemektedir.
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1.0 ...intercept: 0.00 (-0.26 to 0.26)
...slope: 1.00 (0.78 to 1.22)

c _ Discrimination

-_g 0.8 ...c-statistic: 0.76 (0.64 to 0.85)

o

Q_ pa—

Q 0.6

—_

o

- 04

0]

c

g 0.2 — Ideal

o] — Flexible calibration (Loess)
O 0.0 1

I 0
| I I I I I
0.0 0.2 04 0.6 0.8 1.0

Predicted probability

Sekil 4.23. CART icin kalibrasyon egrisi

Bir modelin klinik karar verme giiciinii gdstermek icin en sik kullanilan Slg¢iit
desicion cuve analizidir(DCA). Daha 6nceden belirlenmis bir olasilik araliginda model
veya modellerin default(varsayilan) yontemlere gore net klinik faydasini gosterir. DCA
egrisinde x ekseninde olasilik esigi, y ekseninde net klinik fayda goziikmektedir. Sekilde
mavi ile gosterilen CART i¢in verilen DCA klinik karar verme konsusunda en iyi modelin

CART ile olusturuldugunu gostermektedir. (Sekil 4.23)

—— CART
— Laojistik
RF

All
None

Standardized Net Benefit

0.0 02 04 06 0.8 1.0

High Risk Threshold

Sekil 4.24. CART, logistik regresyon analizi ve Rastgele Orman i¢in DCA egrisi
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Sekil 4.25. Klinik sonlanim i¢cin CART agaci
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5. TARTISMA

Bu tez calismasinda CART, logistik regresyon analizi ve rastgele orman
modellerinin dobutamin stres ekokardiyografi sonug¢larin1 yorumlama giicleri ve model
performanslari karsilastirilmistir. Calismamizda; 8 prediktor her ii¢ regresyon modeline
dahil edilerek modellerin giigleri ile 6liim, MI, bypass ve PTCA o6ngordiirticiiliikleri
karsilastirilmistir. Her ii¢ model de iyi diizeyde performans gdstermistir. CART en 1yi
model performansi saglarken rastgele orman en diisiikk diizeyde model performansi
saglamistir.

Klinik caligmalarda arastiricilarin yaptigi is bagimsiz degiskenlerle bagiml
degisken arasinda iliski olup olmadigi ve bu iliskinin klinik yansimasi
degerlendirilmesidir. Bundan dolayidir ki calisma dizayn edilirken istatistiksel metodun
secilmesi ve sonrasinda calismanin yapilmasi temel kuraldir. Ozellikle randomize
calismalarda calisma protokolii ve istatistiksel metod ilk tanimlanan parametrelerdir.
Bagimli degiskenimiz ejeksiyon fraksiyonu gibi siirekli bir degisken ise dogrusal
regresyon modeli karsimiza ¢ikarken, diyabet ya da hipertansiyon gibi kategorik bir
degisken oldugunda ise normal dagilim ilkesi bozulacagi i¢in logistik regresyon modelleri
karsimiza ¢ikmaktadir. Lojistik regresyonda, normallik varsayiminin bozuldugp i¢in
liner regresyon analizine alternatif olarak kullanilabilir. Her iki regresyon modelinde ki
temel farklilik ise lineer regresyon analizinde yapilan isi bagimli degiskenin alacagi deger
tahmin edilmeye caligilir. Lojistik regresyon analizinde ise yapilan is bagimli degiskenin
alma ihtimali olan degerlerden birinin ger¢eklesme ihtimalini bulmaktir.

Son yillarda kardiyoloji alanindaki gelismelere paralel olarak kardiyoloji
dergilerinin sayist ve makale say1si artig gostermistir. Kardiyovaskiiler hastaliklarin uzun
donem etkileri yada verilen tedavinin etkileri etraflica incelenmis ve incelenmeye devam

edilmektedir. Tiim bunlarin sonucunda hem prognostik faktor arayis1 hemde advers olay

59



tahmininde parametre arayisi istatistiksel metodlarin kullanimini kardiyoloji alaninda
yayginlagtirmistir.

Bu baglamda en fazla kullanilan analiz metodu lojistik regresyon analizidr.
Lojistik regresyon analizinin kullanim kolayligi ve yorumlanmasmin kolay olmasi
nedeniyle kardiyoloji alandinda son zamanlarda ¢ok sik tercih edilen bir istatistiksel
metod olarak karsimiza ¢ikmaktadir.

Ister randomize isterse non-randomize ¢alismalarda kardiyovaskiiler olay tahmini
kritiktir ve yapilan biiyiik capl ¢alismalarin ¢ogusunda regresyon analizi kullanilmistir.8®-
%2 Elenie ve arkadaslari atriyal fibrilasyon hastalarinda oral antikoagulan yogunlugunun
stroke ve mortaliteye etkilerini arastirimis ve INR >2 olan hastalarda hem stroke hem de
stroke nedenli 6liimde azalma oldugunu lojistik regresyon modeli ile ortaya koymustur.®
Jonh ve arkadaglar ise yiiksek voliimlii anjiyoplasti merkezlerinde mortalite oranlarinin
daha diisiik oldugunu regresyon modeliyle ortaya koymustur.’* Son olarak gilles ve
arkadaglar ise perkiitan girisimlerde enoksaparin ile klasik heparin etkilerini regresyon
analizi ile karsilastirmis ve IV enoksaparin tedavisinin alternatif olabilecegini one
stirmistiir.

Bilimsel ¢aligmalarin sonucu ortaya ¢ikan sonuglarin analizinde son zamanlarda
CART kullanim alan1 olarak siklikla kendine yer bulan bir istatistiksel metod olarak
karsimiza ¢ikmaktadir. Calisilan veri setinin higbir varsayim ihtiyact olmamasi
nedeniyle, siiflama ve regresyon agaglart (CART) klasik regresyon modellerine karsi
avantajli ve degerli bir alternatif olarak ortaya ¢ikmistir. CART kategorik ve siirekli
degiskenleri bir arada kullanarak siniflama ve regresyon sorunlarinin ¢oziimiinde karar
agaclarini kullanan parametrik olmayan istatistiksel bir yontemdir. Veri olarak kullanilan
bagimli degisken kategorik ise metod smiflama agaclar1 (Classification Tree), eger

bagimli degiskenimiz siirekli bir degisken ise regresyon agaglari (Regression Tree) olarak
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adlandirilmaktadir. Bu tanimdan da anlasilacag tizere CART, ¢oklu regresyon analizini
hem de bagimh degiskenimizin kategorik oldugu durumlarda kullandigimiz lojistik
regresyon analizini i¢inde barindirmaktadir.?®

[statistiksel arastirmalarda kullanilan CART algoritmasi, her basamakta ilgili
kiimeyi bir iist kiimeden daha homojen olan iki alt kiimeye boélerek ikili karar agacglari
ortaya ¢ikaran bir dizayna sahiptir. Burada yapilmak istenen, hedef degisken hakkinda
miimkiin olabilecek en homojen veri alt gruplarini olusturmaktir. CART, yalnizca bagiml
degisken ile bagimsiz degisken arasindaki iliskinin bi¢imini irdelemekle kalmayip, ek
olarak bagimsiz degiskenlerin kendi aralarinda olan etkilesimlerini de arastirmayi
amaglayan bir yontemdir. CART yonteminin, bagimsiz degiskenlerin bagimli degiskenle
olan iliskisini ortaya koymada ve model yapisindaki iliski yapisim1 ¢oziimlemede ¢ok
onemli ayricaliklart bulunmaktadir. CART i temelin olusturan varsayim, birbirlerine
benzerlik gosteren degiskenlerin ayn alt aga¢ diigiimiinde birikmesine dayali olup, bu
yontemle olusturulan, alt dallar1 bagimli degiskenimizle baglayan kok diiglime baglayarak
son bulmaktadir.**

Peacok ve arkadaslar1 kalp yetersizligi hastalarinda artmis kardiyak troponin
diizeylerinin mortaliteyle olan iliskisini CART ile gostermistir.® Loise ve arkadaslari litik
tedavi sonrasi girisim gerekliliginin prediktorlerini logistik regresyon ve CART modeli
ile beraber arastirmis ve CART modelinin sonugla iligkili ana faktorleri daha iyi
tanimladigini, regresyonun ise birden fazla etkenin sonuglarim1 ayni anda
degerlendirmeye imkan verdigini 6ne siirmiistiir.’’ Janine ve arkadaslar1 ise dobutamin
stres ekokardiyografi ile advers olay tahmini i¢in CART analizi uygulamislar ve pozitif
SE nun yam sira stres EF, istirahat duvar hareketleri, stres ECG yanitininda dikkate
alinmas1 gerektigi belirtilmistir.” Calismamizda CART modeli bu calismaya benzer

olarak daha i1yl model performansit gosterdi.. Lojistik regresyon es zamanli tim

61



parametreleri degerlendirirken CART parametreleri kiimelere ayirarak ongordiiriicii
degiskenleri sirayla degerlendir ve bir sonraki degiskenin se¢imi onceki degiskenlerin
sonuglarma baglidir. Sonug olarak CART bdliinen dallanma kategorilerinin bir akis
semasini liretir ve hastalar1 farkli kardiyak olay olasiliklarina sahip olma durumuna gére
alt gruplara ayirir. Bu ayrim ise CART’1n giicliniin temel kaynagidir ve geleneksel
regresyona olan Ustlinliigii calismamizda da gosterilmis olmasi literatiir ile uyumludur.
Ayrica ¢calismamizda CART modelindeki parametrelerin 6nemlilik siras1 sirasiyla yas,
DSE ve bazal LVEF parametreleridir. CART modelinde DSE(6.11) ve Bazal LVEF(6.87)
onemlilik sirasinda ilk iki siray1 almigtir. Literatiir incelendiginde her iki parametrenin de
aterosklerotik kardiyovaskiiler hastaliklarin takip ve prognozunda 6nemli oldugu ve
prognostik faktor olarak kullanilabilecegi genis ¢apli calismalarda ortaya konmustur.
Calismamizda ki CART modelinin daha iyi performans 6l¢iitii sunmasinda ki temel
etkenlerden biride bu durum olabilir.

Logistik regresyon modelleri kardiyovaskiiler sistem {iizerine yapilan advers olay
yada prediktdr aragtirma caligmalarinda en yaygin kullanilan istatistiksel metoddur.
Diyabet yada hipertansiyon gibi nonparametrik degiskenleri modele dahil edilebilmesi
onun yaygin olarak kullanilmasinda ki temel etkendir. Zira kardiyovaskiiler olaylarda
etkisi gosterilen yas ve sistolik kan basinci gibi parametrik degiskenler oldugu gibi
diyabet, hipertansiyon, obezite gibi nonparamterik degiskenler de etkilidir. Bu
parametrelerin hangi oranda kardiyovaskiiler hastaliklara etkili oldugu ya da riski ne
kadar artirdig1 arastirmacinin ilk hedefidir ve bu durumda lojistik regresyon ilk akla gelen
yontemdir.3! Goligher ve arkadaslar1 COVID 19 hastalarinda heparin tedavisinin kritik
hastalarda mortaliteye etki etmedigini lojistik regresyon ile gostermislerdir.®® Mancia ve
arkadaslar1t COVID 19 hatsalarinda ACEI ya da ARB kullaniminin daha fazla oldugunu

ancak bunun ilave risk getirmedigini lojistik regresyon modeli ile ortaya koymustur.%
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Bizim calismamizda regresyon modelimizdeki parametrelerin 6nemlilik sirasi sirasiyla
HT(2.3), DSE(5.3) ve bazal LVEF(3.5) parametrelerinden olusmaktaydi. Her {i¢
parametrede advers olaylarla etkileri iyi gosterilmistir. Modelimizin etkinligi literatiir ile
uyumludur.

Breiman ve arkadaslar1 tarafindan yeni bir yontem olarak tanimlanan Rastgele
orman yontemi hem smiflandirma yontemine hem de neden-sonug iliskisine dayanan ve
regresyon amacli da kullanilabilen denetimli bir makine 6grenmesi yontemlerinden
birisidir. Rastgele orman birden fazla karar agacim1 kullanip daha uyumlu modeller
olusturarak daha isabetli tahminlerde bulunmaya yardimci olan bir regresyon yontemidir.
Karar agaclarini kullanmasindan dolayr belli bir aralikta istenen tahminler i¢in ayni
sonuglari iiretir yani kesikli degiskenlerdir.®®

Rastgele orman yonteminin avantajlari olarak; hiperparametre kestirimi olmadan
da daha uygun sonuglar iiretmesi, hem regresyon hem de siniflandirma sorunlar1 i¢in
kullanilabilir olmasindan dolayr son zamanlarda sik tercih edilen makine 6grenmesi
yontemleri olmuslardir.

Karar agaclarinin en biiyiik problemlerinden biri olan overfitting problemi rastgele
ormane ¢Oziilmils gibi goziikmektedir. Rastgele orman modeli overfitting problemini
¢ozmek i¢in rastgele onlarca belki yiizlerce farkl altkiimeler secer. Bu sekilde yiizlerce
karar agact olusturulur ve her bir karar agaci bir tahminde bulunur. Rastgele orman
modelinde farkli veri setleri tizerinde model egitildigi i¢in varyans, diger bir tabirle karar
agaclarinin en biiyiik problemlerinden olan overfitting azalir.

Rastgele orman algoritmasi siniflandirma sorunlarinda genel gecer bir gergek olan
¢ogunlugun hakliligi prensibine gore siiflandirma yapar. Yani en ¢ok tercih edilen, yani

en ¢cok oyu alan sinif Rastgele orman’in tahminini ortaya koymaktadir. Regresyon

63



sorunlarinda ise Rastgele orman’in tahmini ormani olusturan bulunan biitiin agaclarin
ortalamasi alinarak bulunur ve bir anlamda ismini de bu tanimdan almustir.

Venepally ve arkadaslari Nonbacterial thrombotic endocardit prediktorlerini
arastirdiklar1 calismada rastgele orman modelini kullanmislar ve hastane i¢i mortalitenin

yiiksek oldugunu belirtmislerdir®

. Ayrica bu hasta grubunda ileri yas, pulmoner emboli,
sistemik emboli, mitral yetersizligi, antifosfolipid antikor varligi da hastane igi
mortaliteyi artiran durum olarak tespit edilmistir. Walther ve arkadaslar1 kronik bébrek
yetmezligi hastalarinda viicut kitle indeksinin kalp yetmezligi benzeri semptom
gelisimindeki Gneminin rastgele orman ile ortaya koymustur.!®' Rastgele orman
modelindeki parametrelerin 6nem sirasi sirasi ile revaskiilarizasyon hikayesi (8.4), DSE
(17.8) ve bazal LVEF (11.6) parametrelerinden olusmaktadir. Her {i¢ parametrede kotii

kardiyak sonlanimla yakinda iliskilidir. Rastgele orman modelinin de iyi performans

Olciitii sunmasinda ki etken de bu durumdan kaynaklanma ihtimali vardir.
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6. SONUC VE ONERILER

Regresyon modelleri kardiyovaskiiler hastaliklarin tanisinda tedavisinde ve advers
olay gelisimi tahmininde glivenle kullanilabilir.

Dobutamin stres ekokardiyografi CART modelinde ikinci, logistik regresyon
modelinde birinci, rastgele orman modelinde ikinci 6nemli parametre olarak
bulunmustur.

Bazal LVEF CART modelinde birinci, logistik regresyon modelinde ikinci, random
forest modelinde birinci 6nemli parametre olarak bulunmustur.

Hipertansiyon logistik regresyon modelinde iiclincii Onemli parametre olarak
bulunmustur.

Revaskiilarizasyon hikayesi rastgele orman modelinde ii¢lincli 6nemli parametre
olarak bulunmustur.

Yas CART modelinde ikinci 6nemli parametre olarak bulunmustur.

Diyabet rastgele orman modelinde dordiincli 6nemli parametre olarak bulunmustur.
HT tiim ¢aligma grubunda yiiksek oranda tespit edilmistir.

Tiim ¢alisma grubunun %16’sinda kardiyak olay geligmistir.

Calismamizda en iyi model preformanst CART modeli ile elde edilmistir.
Caligmamizda en kotii model preformansi rastgele orman modeli ile elde edilmistir.
DSE ve LVEF her ii¢ regresyon modelinde ilk siralarda kendisine yer edinmistir.
DSE ve LVEF’nin klinik ongiirdiiriiciiliikleri yiiksektir.

Kardiyovaskiiler olay tahmininde geleneksel regresyon modellerine alternatif olarak
CART modeli giivenle kullanilabilir.

Calismamizin sinirliliklarinin 6n 6nemlisi olarak belirtecegimiz husus ise ¢aligma

grubumuzun hasta sayis1 modelimizin klinik kullanimi i¢in yeterli degildir. Buna karsin

sonuclarimiz literatiirde yer alan caligmalarla benzerlik gostermektedir. Mortalite ve
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advers olay goriilme sayis1 yine literatiirdeki ¢alisma verileri ile benzerdir. Sonug olarak
hem c¢alismamizin model etki giicii yiiksektir, hem de her ii¢ regresyon modelinin
performansin1 karsilastirmasi bakimindan degerlidir ve kardiyovaskiiler sonlanimlari
ongorme agisindan ileriki ¢calismalara yol gosterici olabilir. Hatta hasta sayis1 artirilarak

ayni temel tizerine yapilan modellemeler klinik uygulamalarda yol gosterici olabilir.
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EKLER

EK-1. OZGECMIS

Ad1 Soyadi:
Dogum tarihi:
Dogum Yeri:
Medeni Hali:
Uyrugu:
Adres:

Tel:

Faks:

E-mail:

Lise:
Lisans:

Tipta uzmanhk:

Ingilizce:

Almanca:

Rusca: -
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EK-2. ETiK BILDIRIiM VE INTIHAL BEYAN FORMU

e‘ i\ SAGLIK BILIMLERI ENSTITOSO
. w Graduate School of Health Sciences

ETIK BILDIRIM VE INTIHAL BEYAN FORMU

Ogrencimin Adi ve Soyads CSELIM TORCU == =
AlA\br' i \Ml = 7 7___ B = S=lls e

Ana Bulan Dall - - Bu ouumnl. ve 'I:ng Bl~_‘ .
Ogrencinn Kavith Oldegu wa Doksora

Turu 1 == S -

Yukanda bilgileri verilen tezin intihal tespis yazslimiy 1a ( Tumitin) yapilan tarama sonucunds
elde edilen benzerlik orankan asadidaki gibidir Beyan edilen balgilerm dogru olduunu, aks: hilde
dogacak hukuki sorumiulukian kabul ve beyan ederiz

Batimler | BemzedikOram  Maksimum Beaserlik Oranlars
L. Girig - I ‘ %15 |
1. Genel Bilgiler 1 [ — [ W3S =—=
UL Materyalve Metod | a4 % 35 ]
IV, Bulgolar B BT A ) ST RN
V.Tartyma %l ' %20

Not: Yedi kelimeye kadar berzerlikier iie Baglik. Kinmakgu Icimdekiler. Tegekhkur. Dizim ve Ekler kivimlars
wrama degt brakilabiliv. Yukarvdaks czoms denzerlvk oranior: yamnda tek bir kaymakreey olan berzerlik
oraniarimin %55 den Maysk olmamast gerekur

Tez Yazan (Oprenci) ' Tez Damtymant ‘ ’
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/.\.TATURK UNiVE . <
FAKULTES| KLiNiKk RSITESI TIP

: ARASTIRMALAR
ETiK KURULY

o KARAR
ETIK KURULUS - 1k Divemtied T e
—~ T ——— l% "LD,‘, = f\_@m[k }!l}iv\eriilfsiTE Fakltesi Klinik Arastirmalar Etik Kurulu
ACIK ADRES!: __ Aatark Universitesi Tip Fakultesi Dekanlig
TELEFON p&m 44223465 1) B N
) \EF&S\ 0122360968 )
SORUMLU ARASTIRMAC) statieetikkurs) @gmailcon
UNVANVADISOY ADI Dog.Dr.Selim TOPCU
ARASTIRMACININ ACIK AD ok | Degiskenli Regresyon Agaglan ve Kardiyoloj
— Verilerine Uygulanmasi
Toplant Sayisi: 04 Karar No: 100 | Tarih: 30.052019
Yukanid

a bilgileri verilen basvuru dosyas: ilo ileili belgeler arastirmanin/galismanin gerekge, amag, yaklagim ve
ydntemleri dikkate aly K incelenmis ve cahiymanin bitgesinin kendisi (araflnd_an kargilanmas kosulu ile
yapilmasinda bilimsel ve etik agidan sakinca olmadiging oy birligi ile karar verildi.

BILGILERI

Klinik Arastirmalar Hakkinda Yéne

tmelik kapsaminda yer alan aragtirmalar/calismalar iin Tiirkiye flag ve
Tibbi Cihaz Kurumu’ndan izin alinmasi gerckmektedir.
Arastirmaciya gahismalarinda basarilar dileriz.
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TEMEL TIP BILIMLERI BOLUM KURUL KARARI

TARIH: 10.6.2019
NO: 7

Temel Tip Bilimleri Bslim Kurulu Prof.Dr. Ebubekir BAKAN'in baskanhginda toplanarak
asagidaki kararlar almistir.

Karar 1-Biyoistatistik ve Tip Bilimisi Anabilim Dali Aragtirma Gorevlilerinden Dr. Selim TOPCU’ya

“Cok Degiskenli Regresyon Agaclan ve Kardiyoloji Verilerine Uygulanmasi” isimli calismanin tez konusu
olarak verilmesine,

Karar No 2- Danismanligini Prof.Dr. Suphi 0ZGOMAK'in yiiriitmesine,

oy birligi ile karar verilmistir.
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EK-4. TEZ ADI DEGISIKLiGi FORMU

SAGLIK BILIMLERI ENSTITUSU
Graduate School of Health Sciences

TEZ ADI/KONUSU DEGISIKLiGi BILDIRiM FORMU

Ogrencinin Adi ve Soyadi Selim TOPCU

Ana Bilim Dali Biyoistatistik ve Tip Biligimi

Ogrencinin Kayith Oldugu Program Tiirii ~ Doktora

Biyoistatistik ve Tip Bilisimi Ana Bilim Dali Baskanhgina

Danismanh@in yiiriittiigiim ve yukarida bilgileri yazili olan bilim dalimiz 6grencisinin Tez ad1 asagida

belirtilen sekilde degistirilmistir. Bilgilerinize arz ederim. 10.02.2023

Degisiklik Tiirii Tez Adi Degisikligi X Tez igerigi Degisikligi' OJ
Cok Degiskenli Regresyon Agaclari Ve Kardiyoloji Verilerine Uygulanmasi

Tezin Eski Adi

Koroner Arter Hastaliginda Klinik Sonlanimlarin Ongériilmesinde Lojistik
Tezin Yeni Adi Regresyon Analizi, CART ve Rastgele Orman Algoritmalarinin Kargilastiriimasi

Comparison of Logistic Regression Analysis. CART and Random Forest

Tezin Ingilizce Adi Algorithms for Predicting Clinical Outcomes in Patients with Coronary Artery
Disease

Degisikligin Tezin uygulama bdliimiinde koroner arter hastalarindan elde edilen bulgularin

Gerekgesi kullaniimasi.

Tez izleme Komitesi Uyeleri Imza
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