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ÖZET 

Koroner Arter Hastalığında Klinik Sonlanımların Öngörülmesinde Lojistik 

Regresyon Analizi, CART ve Rastgele Orman Algoritmalarının Karşılaştırılması 

Amaç: Biz bu çalışmamızda klinik tahmin modeli olarak kullanılabilecek çok 

değişkenli regresyon ağaçlarından logistik regresyon analizi, sınıflama ve regresyon ağacı 

(CART) ve rastgele orman(random forest) yöntemleri   tartışıldı ve örnek bir veri seti ile 

bu ağaçların performanslarını karşılaştırılmıştır.  

Materyal ve Metot: Çalışmaya Mart 1991 ile Mart 1996 arasında, UCLA Tıp 

Fakültesi Yetişkin Kardiyak Görüntüleme ve Hemodinami laboratuvarına sevk edilen 

1138 hasta dahil edilmiştir. Ayrıca, 12 aylık takibi olmayan 376 hasta da çalışmaya dahil 

edilmedi. Nihai çalışma popülasyonu 558 kişiden oluşmaktadır. Tüm hastalarda, DSE 

sonrası takip eden 12 ay içinde aşağıdakilerden herhangi birinin meydana gelip 

gelmediğini belirlemek için tıbbi kayıt gözden geçirilmiştir: “herhangi bir nedene bağlı 

ölüm, yeniden MI, takipte PTCA veya CABG ihtiyacı”. Analize yalnızca en az 12 aylık 

takibi olan veya ilk 12 ay içinde “herhangi bir nedene bağlı ölüm, yeniden MI, takipte 

PTCA veya CABG ihtiyacı” olarak tanımlanan bir kardiyak olayı olan hastalar dahil 

edilmiştir. Rastgele orman, CART ve logistik regresyon modellerinin dobutamin stres 

ekokardiyografi sonuçlarını yorumlama güçleri ve model performansları 

karşılaştırılmıştır. 

Bulgular: Çalışmamızda; 8 prediktör her üç regresyon modeline dahil edilerek 

modellerin güçleri ile ölüm, MI,  bypass ve PTCA öngördürücülükleri karşılaştırılmıştır. 

Model performanslarını karşılaştırılması için kullanılan birçok ölçüt bulunmaktadır. Biz 

tezimizde performans karşılaştırması için R2, Brier skoru, ölçekli brier, AUC (C 

istatistiği), kalibrasyon intercept, kalibrasyon slope ve ECI (estimated kalibrasyon 

indeksi) kullandık. R2 değeri CART için 0.283’dir ve en yüksektir. Rastgele orman için 

R2 değeri 0.118’dir. Brier skoru en düşük olan CART analizidir ve en iyi performans 

göstergesi ona aittir. AUC değeri en yüksek olan CART analizidir. AUC CART analizi 

0.785’dir  ve logistik regresyon ve rastgele orman için sırasıyla 0.772; 0.704’tür. 

Sonuç: Her üç model de  stres ekokardiyografi sonuçlarına göre klinik tahmin 

yapmada iyi düzeyde performans göstermiştir.  CART en iyi model performansı 

sağlarken rastgele orman en düşük düzeyde model performansı sağlamıştır. 

Anahtar Kelimeler: Klinik tahmin modelleri, koroner arter hastalığı, regresyon 

ağaçları
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ABSTRACT 

Comparison Of Logistic Regression Analysis, CART And Random Forest 

Algorithms For Predicting Clinical Outcomes In Patients With Coronary Artery 

Disease 

Aim: In this study, we will try to discuss logistic regression analysis, classification 

and regression tree (CART) and random forest (RF) methods from multivariate regression 

trees that can be used as clinical prediction models, and we will try to compare the 

performances of these trees with a sample data set. 

Material and method: Between March 1991 and March 1996, 1138 patients 

referred to the UCLA School of Medicine Adult Cardiac Imaging and Hemodynamics 

laboratory were recruited. In addition, 376 patients who did not have a 12-month follow-

up were excluded from the study. The final study population consisted of 558 individuals. 

In all patients, the medical record was reviewed to determine if any of the following 

occurred within 12 months after DSE: “death from any cause, re-MI, need for PTCA or 

CABG at follow-up”. Only patients with at least 12 months of follow-up or a cardiac 

event within the first 12 months defined as “death from any cause, re-MI, need for PTCA 

or CABG at follow-up” were included in the analysis. The power to interpret dobutamine 

stress echocardiography results and model performances of the RF, CART and logistic  

regression models were compared. 

Results:  In our study; Eight predictors were included in all three regression 

models, and the power of the models and their predictors of death, MI, bypass and PTCA 

were compared. There are many criteria used to compare model performances. We used 

R2, Brier score, scaled brier, AUC (C statistic), calibration intercept, calibration slope 

and ECI (estimated calibration index) for performance comparison in our thesis. The R2 

value is 0.283 for CART and is the highest. The R2 value for the rastgele orman is 0.118. 

The CART analysis has the lowest Brier score and has the best performance indicator. It 

is the CART analysis with the highest AUC value. AUC CART analysis is 0.785 and 

0.772 and 0.704 for logistic regression and random forest, respectively. 

Conclusion: All three models performed well in making clinical predictions based 

on stress echocardiography results. CART provided the best model performance, while 

random forest provided the lowest model performance. 

Key Words: Clinical prediction models, coronary artery disease, regression trees  
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1. GİRİŞ 

Biyomedikal araştırmalarda istatistik bilgisi zorunludur ve araştırmanın ayrılmaz 

bir parçasıdır. İstatistik, ampirik verilerin toplanması, analiz edilmesi, yorumlanması ve 

rapor haline getirerek sunulması için yöntemler oluşturmak ve araştırmakla ilgilenen bir 

bilim dalıdır. İstatistik disiplinler arası bir alan olup tüm bilimsel alanlarda 

uygulanabilirliği vardır. Kanıta dayalı tıp çağında, biyomedikal gözlem ve deneyler 

tasarlamak ve yürütmek, bunlardan elde edilen verileri sunmak ve sonuçları yorumlamak 

istatistik uygulamaları olmadan mümkün değildir. İstatistik uygulamalarının sağlık 

alanında kullanımı ile biyoistatistik bilimi oluşmuştur. Biyoistatistik, bilimsel olarak veri 

toplamanın ve toplanan verileri özetlemenin yanı sıra, tüm gözlemsel ve deneysel 

çalışmalardan elde edilen araştırma sorularının hipotezlerini test etmek için kullanılır. 

Bilim adamları veya araştırmacılar, bir hastalığın hedef popülasyonu etkileme olasılığını 

belirlemek için belirli bir veri kümesi için biyoistatistik ve olasılık teorisini birleştirir. Bu 

nedenle, istatistiksel yöntemler mevcut verileri analiz etmede kullanıldığı gibi, gelecekte 

oluşabilecek olumlu veya olumsuz durumları tahmin etmek için de kullanılabilir.1 

Bilindiği gibi istatistik alanındaki iki temel fikir mevcuttur. Bunların birincisi 

belirsizliktir. Diğeri ise değişkenliktir. Sonucun çoğunlukla belirli olmadığı bilimde 

karşılaşılan birçok durum vardır. Bu durumların bazısında belirsizlik, beklenen sonucun 

henüz belli olmamasından (örneğin bir ilacın yan etkisinin ne olacağın bilemeyebiliriz), 

veya sonucun daha önceden belli olmasına rağmen bunun farkında olmamamızdan 

kaynaklanmaktadır (örneğin, girdiğimiz bir sınavda başarılı olup olmadığımızı 

bilemeyebiliriz). Olasılık, daha önceden bilinmeyen olayları araştırmak için ortaya 

konmuş matematiksel bir araştırma dilidir ve olasılık istatistik biliminin önemli bir 

parçasıdır.  
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Belirsizliğin çok belirgin olduğu tıp alanında istatistiğin tahmin fonksiyonu çok 

önemli bir yer tutmaktadır. Bir hastalık üzerine etki eden faktörlerin tahmin edilmesi, bir 

hastalıktan ölüme giden yolda etkili parametrelerin tahmin edilmesi veya bir hastalıktan 

iyileşmeye giden yolda etkili etmenlerin tahmin edilmesi tıbbi uygulamalar için inanılmaz 

bir öneme sahiptir. Bu amaçla kullanılan birçok istatistik yöntemi bulunmaktadır. Basit 

anlamda regresyon ve korelasyon analizinden ileri makine öğrenme yöntemlerine kadar 

bir çok yöntem tanımlanmıştır. Bu çalışmamızda bu amaca hizmet eden çok değişkenli 

regresyon ağaçlarından lojistik regresyon analizi (LRA), sınıflama ve regresyon ağacı 

(CART) ve rastgele orman yöntemleri  tartışmaya çalışıldı ve örnek bir veri seti ile bu 

ağaçların performansları karşılaştırılmıştır. 
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2. GENEL BİLGİLER 

2.1. Karar Ağaçları 

Karar ağacı algoritması, veri madenciliği tekniklerinde önemli bir sınıflandırma 

yöntemidir. Bir karar ağacı, kök düğümü, dalları ve yaprak düğümleri olan bir ağaç gibi 

sınıflandırma ve regresyon modelleri oluşturur. Bağımlı değişken bir dikotomi olduğunda 

regresyon analizine alternatif bir yöntem olan lojistik regresyon, sınıflandırma amacıyla 

kullanılan bir diğer tekniktir.2 

Karar ağacı, çok değişkenli verileri tanımlamak ve organize etmek için en yaygın 

kullanılan tekniklerden biridir. Bir karar ağacı genellikle bir veri madenciliği tekniği 

olarak kabul edilir. Güçlü yönlerinden biri, verileri diğer yöntemlerin yapamayacağı 

şekilde sınıflandırma yeteneğidir. Örneğin, doğrusal regresyon tarafından kaçırılabilecek 

doğrusal olmayan ilişkileri ortaya çıkarabilir. Bir karar ağacının anlaşılması ve 

açıklanması kolaydır, bu da bir araştırmacının konuya hâkim olmayan bir kitleye 

sonuçlarını bildirmesi gerektiği zaman büyük önem arz etmektedir. Karar ağaçları her 

zaman en iyi sonuçları üretmez, ancak iyi performans gösteren modeller ve basitçe 

açıklanabilecek modeller arasında makul bir uzlaşma sunarlar. Veri madenciliğinde 

kullanılan istatistiksel modeller Tablo 2.1.’de özetlenmiştir.3 Özellikle verilerin nasıl 

modelleneceğine dair çok az fikriniz olduğunda, karar ağaçları sadece modelleme için 

değil, aynı zamanda bir veri setini keşfetmek için de çok yararlıdır. Bir karar ağacı, bir 

veri kümesinin bir hedef değişkene (yani bağımlı bir y değişkenine) göre nasıl daha küçük 

gruplara ayrılacağını belirten hiyerarşik bir kural koleksiyonudur.  

Bağımlı değişken kategorik ise, karar ağacına sınıflandırma ağacı denir. Bağımlı 

değişken sürekli ise, karar ağacına regresyon ağacı denir. Her iki durumda da ağaç tek bir 

kök düğümü ile başlar. Burada, düğümü bağımsız bazı değişkenlere göre bölmeye ve iki 
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(veya daha fazla) yeni düğüm veya yaprak oluşturmaya karar verilir. Bu düğümlerin her 

biri, mümkünse benzer şekilde yeni düğümlere bölünebilir.4 

Tablo 2.1. Veri Madenciliğinde Kullanılan Modeller 

Veri Madenciliğinde Kullanılan Modeller 

Tahmin Edici Modeller Tanımlayıcı Modeller 

Sınırflandırma İstatistiksel Tahmin 

Modelleri 

İlişki Analizi Kümeleme Analizi 

● Karar Ağaçları 

● Yapay Sinir 

Ağları 

● Genetik 

Algoritmalar 

● Bellek Tabanlı 

Sınıflandırma 

● Regresyon 

Analizi 

● Diskriminant 

Analizi 

● Logistik 

Regresyon 

Analizi 

● Birliktelik 

Kuralları 

● Ardışık 

Zamanlı 

Örüntüler 

● Hiyerarşik 

Kümeleme 

● Hiyerarşik 

Olmayan 

Kümeleme 

 

Hastaların ilaçlarını düzenli kullanma durumlarını ortaya koyan bir veri setimiz 

olduğunu varsayalım. Ve bunu öngörmek için bir karar verme algoritması oluşturmak 

istediğimizi düşünelim. Bunun için bir karar ağacı oluşturabiliriz. Şekil 2.1.'de 

gösterildiği gibi bir karar ağacı oluşturabiliriz. Bağımlı değişkenimiz ilaç kullanma 

durumu (düzenli veya düzensiz) kategorik olduğu için bu ağaç bir sınıflandırma ağacıdır. 

İlaç kullanma durumu için bağımsız değişkenlerimiz yaş ve eğitim düzeyi olsun. Önce 

yaşı iki gruba ayırırız: <50 yaş ve >50 yaş. Daha sonra eğitim düzeyin iki gruba 

ayırabiliriz (düşük eğitim düzeyi, yüksek eğitimi düzeyi). Geçmiş verilere göre, yaşı genç 

olan hastalar ilaçlarını daha düzenli kullandıkları tespit edilmiş. Yaşın genç olması 

eğitimden bağımsız olarak düzenli ilaç kullanımı için iyi bir gösterge olduğu anlaşılıyor.  

Yaşı ileri olan hastalardan eğitim düzeyi yüksek olanların ilaçlarını daha düzenli 

kullandıkları görülmüş. Yaşı ileri ve eğitim düzeyi düşük olan hastaların ilaçlarını düzenli 

kullanmadıkları görülmüş. Bu şekilde elimizde yaş ve eğitim düzeyi bilgisi olan bir 
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hastanın ilaçlarını düzenli kullanıp kullanmadığına dair bir tahminde bulunabilir. Karar 

ağaçların çalışma mantığı bu şekildedir.5-6 

 

 

 

 

 

 

 

 

Şekil 2.1. Basit bir karar ağacı örneği  

Karar ağaçları, anlaşılma kolaylığı ve basit uygulama özellikleri gözönüne 

alındığında oldukça popüler makine öğrenme yöntemleri arasındadır.7 

Karar analizinde, kararları ve karar vermeyi görsel ve açık bir şekilde temsil etmek 

için bir karar ağacı kullanılabilir. Karar ağacı, veri madenciliğinde kendisine yaygın bir 

kullanım alanı bulmuş bir  yöntemdir.8 Amaç, birkaç bağımsız değişkene dayalı olarak 

bir bağımlı değişkenin değerini tahmin eden bir model oluşturmaktır.  

Karar ağaçları veri madenciliğinde, bir veri setinin tanımlanmasını, 

sınıflandırılmasını sağlamak için kullanılan matematiksel yöntemlerin oluşturduğu bir 

model grubudur.  Karar ağaçları, genel bir karar verme adımları uygulayarak, belirli 

sayıda veri barındıran bir veri kümesini çok küçük veri kümelerine ayırmaya yarayan bir 

modeldir.9 Her uygun ayırma işlemiyle, elde edilen grup bileşenleri diğerleriyle daha 

benzer duruma gelmektedir.  

Bu yöntemde sınıflandırma amaçlı bir ağaç çizilir, sonrasında elimizdeki 

verilerdeki her bir kayıt, elde ettiğimiz ağaca uygulanır ve elde edilen sonuca göre 

Yaş  

Yaş >50 

Eğitim düzeyi  

Yaş <50 

Düşü

k 

Yüksek 

Düzensiz ilaç kullanımı  Düzenli ilaç kullanımı  Düzenli ilaç kullanımı  
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istediğimiz kayıt oluşturulur. Karar ağaçları yöntemi ile elimizde veri seti ne kadar 

karmaşık olursa olsun, bağımlı değişkenimize etki eden faktörleri ve bu faktörlerin 

modeldeki önemliliğini basit bir ağaç şeklinde görsel olarak sunabilme imkânı 

bulabilmekteyiz.10,11 

Karar ağacı tekniği ile verilerin sınıflanması genel olarak iki basamaktan 

oluşmaktadır.  

● Birinci basamak; öğrenme basamağıdır. Bu basamakta bir eğitim verisi kullanılarak 

model oluşturulur.  Bu öğrenilen model ile sınıflama kuralları belirlenir.  

● İkinci basamak ise daha önce oluşturduğumuz modelin uygunluğunu belirlemek için 

bu modelin test edilerek kullanıldığı sınıflamadır. Eğer modelin uygunluğu kabul 

edilebilir sınırlarda ise, eğitim modeli ile elde ettiğimiz kurallar daha sonraki 

verilerin sınıflaması için de kullanılabilir.10 

Karar ağacı, anlaşıldığı üzere ağaç şeklinde bir ilerleme gösteren bir tekniktir. 

Ağacın yapısı; düğüm, dal ve yaprak denen bileşenlerden oluşur.12 

Karar ağaçlarında yer alan düğümler Tablo 2.2.’ de özetlenmiştir.3 Karar 

ağaçlarının yapısın aynen bildiğimiz ağaç yapısı gibidir. Kök, dallar ve yapraklardan 

oluşur. Tüm verileri kapsayan bir kök ile başlayarak normal ağacın tersine olarak kökü 

yukarıdan başlayarak yukarıdan aşağı doğru verileri daha küçük alt gruplara ayıran 

dallara ayrılırlar. Ağacın kökünden dallara doğru inen yapıda her boğum, “düğüm” (node) 

olarak adlandırılmaktadır, oluşan ağaçda, bu tarzda düğümler homojen değilse bu 

düğümlere “yavru düğümü”, eğer düğümler homojen ise “terminal düğüm” ismi 

verilmektedir.13 

  



 

7 

 

Tablo 2.2. Karar ağacı düğümleri 

Düğüm ismi Tanımlama Ağaçtaki yeri  

Kök düğüm Ana düğümdür. 

Verideki bağımsız değişkenin bütün gözlemlerini kapsar 

Başta 

Ara düğüm Karar düğümüdür. Yaprak değildir. İlgili değişkenin aldığı 

değere göre tekrar bölünür. Bu nedenle uçta bulunmaz 

Ortada 

Uç düğüm Yaprak düğümdür. Bölünmez.  Sonda  

 

 

 

Şekil 2.2. Karar ağacı yapısı 

Yukarıdaki şekilde (Şekil 2.2.) karar ağacındaki A1,A2 A3 bileşenleri düğümleri 

oluşturmakta ve bu düğümler kendinden sonra iki ayrı dala ayrılmaktadır. Bu ayrılma 

esnasında, Ai düğümü ile ilgili bir soru sorulmakta (bu sonunun yanıtı veri tabanında 

olmalıdır) ve bu soruya verilen cevap ile de bir dal izlenmektedir. Ağaçtaki Cı, C2, ..., 

Cm ile gösterilen düğümlerin her biri birer yaprağı temsil etmektedirler. 

Karar ağaçları eğiticili makine öğrenme yöntemleri içinde oldukça yaygın 

kullanılan bir tekniktir.   

Bu tekniğin adımları:  

1. Test öğrenme kümesinin oluşturulması,  
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2. Test kümesindeki örnekleri en iyi ayıran niteliğin belirlenmesi, 

3. Seçilen nitelik ile ağacın bir düğümünün oluşturulması ve bu düğümden çocuk 

düğümlerin ve yaprakların oluşturulması, çocuk düğümlere ait alt veri kümesinin 

örneklerinin belirlenmesi 

4. 3. adımda elde edilen her alt veri kümesi için  

a. Örneklerin hepsi aynı sınıfa aitse; 

b. Örnekleri bölecek nitelik kalmamışsa; 

c. Kalan niteliklerin değerini taşıyan örnek yoksa; işlemi sonlandırılması 

gibi dört adımdan oluşmaktadır.13 

2.1.1. Karar Ağacı Türleri 

Veri madenciliğinde yaygın kullanılan karar ağaçlarının iki grubu vardır: 

1. Sınıflandırma ağacı analizi, bağımlı değişkenler kategorik olduğu zaman 

kullanılır.  

2. Regresyon ağacı analizi, bağımlı değişken sayısal bir değer olduğu zaman 

kullanılır. (Örneğin, bir evin fiyatı veya bir hastanın hastanede kalış süresi). 

Sınıflandırma ve regresyon ağacı (CART) terimi, ilk olarak1984 yılında Breiman 

ve arkadaşları tarafından tanıtılan yukarıdaki prosedürlerden herhangi birine atıfta 

bulunmak için kullanılan bir üst terimdir.14 Regresyon için kullanılan ağaçlar ve 

sınıflandırma için kullanılan ağaçların bazı benzerlikleri vardır. Fakat bölünmenin nerede 

olacağını belirlemek için kullanılan prosedürler birbirinden farklıdır.14 

Genellikle topluluk yöntemleri olarak adlandırılan bazı teknikler, birden fazla 

karar ağacı oluşturur: 

1. Güçlendirilmiş ağaçlar (boosted trees): Daha önce yanlış modellenen eğitim 

örneklerini vurgulamak için her yeni örneği eğiterek aşamalı olarak bir topluluk 

oluşturur. Tipik bir örnek AdaBoost'tur. Bunlar, regresyon tipi ve sınıflandırma 
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tipi problemler için kullanılabilir.15,16 

2. Önyükleme kümelenmiş (bootstrap agregated) karar ağaçları, erken bir topluluk 

yöntemi, eğitim verilerini sürekli olarak yeniden örnekleyerek ve bir fikir birliği 

tahmini için ağaçları oylayarak birden çok karar ağacı oluşturur.17 

a. Rastgele orman(Rastgele bir orman sınıflandırıcısı), bu gruba ait bir alt 

sınıftır.  

3. Rotasyon forest(Döndürme ormanı), her karar ağacının ilk önce girdi 

özelliklerinin rastgele bir alt kümesine temel bileşen analizi (PCA) uygulanarak 

eğitildiği bir yöntemdir.18 

Karar ağaçlarında dallanma kriterlerine göre farklı bir sınıflandırma şekli de 

aşağıdaki gibidir.   

1. Entropiye Dayalı Algoritmalar 

a. ID3 Algoritmasi   

b. C4.5 Algoritması 

2. Sınıflandırma ve Regresyon Ağaçları (CART) 

a. Twoing Algoritması  

b. Gini Algoritması  

Karar ağaçlarında düğüm ve dallanma kriterlerini belirleyen birçok özellik vardır. 

Ve bu özelliklere dayalı birçok algoritma geliştirilmiştir. Düğüm ve dallanma kriter 

seçimi için kullandıkları yol bakımından farklı özellikler olan bu algoritmalar aşağıda 

sıralanmıştır. 19,20  

1. CHAID (Chi-Squared Automatic Interaction Detector: Otomatik Ki-Kare 

Etkileşim Belirleme), 

2. CART (Sınıflama ve Regresyon Ağaçları), 
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3. MARS (Multivariate Adaptive Regression Splines: Çok Değişkenli Uyumlu 

Regresyon Uzanımları), 

4. QUEST (Quick, Unbiased, Efficient Statistical Tree: Hızlı, Yansız, Etkin 

İstatistiksel Ağaç), 

5. SLIQ (Supervised Learning in Quest), 

6. SPRINT (Scalable Parallelizable Induction of Decision Trees) 

7. ID3, C4.5 ve C5.0  

2.1.2. Karar Ağaçlarının Üstünlükleri  

Diğer veri madenciliği yöntemleri ile kıyaslandığında  karar ağaçlarının kendine 

has çeşitli üstünlüklerinden bahsetmek mümkündür; 

1. Anlaşılması ve yorumlanması kolaydır. Okuyucular kısa bir açıklama ile karar 

ağacı modellerini kolayca anlayabilirler. Ağaçlar ayrıca, ilgili konuda uzman 

olmayanların kolayca yorumlayabileceği bir şekilde görsel olarak da 

gösterilebilir.21 

2. Hem sayısal hem de kategorik verilerin işlenmesi mümkündür.21 Diğer teknikler 

genellikle yalnızca tek çeşit değişkene sahip veri kümelerinin analizinde 

kullanılabilir. (bazı yöntemler sadece sayısal değişkenleri yorumlayabilirken, 

bazıları sadece kategorik değişkenleri analiz edebilir)  

3. Veri hazırlığı için çok zaman ve efor gerektirmez. Diğer tekniklerde genellikle 

veriler için normal dağılım şartı gerekir . Ağaçlar nitel tahmin edicileri 

işleyebildiğinden, kukla değişkenler oluşturmaya gerek yoktur.21 

4. İstatistiksel testler kullanarak bir modeli doğrulamak mümkündür. Bu, modelin 

güvenilirliğini ortaya koymayı mümkün kılar.  

5. Büyük veri kümeleriyle iyi performans gösterir. Standart bilgi işlem kaynakları 

kullanılarak makul bir sürede büyük miktarda veri analiz edilebilir. 
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6. İnsan karar verme sürecini diğer yaklaşımlara göre daha iyi yansıtır.21Bu, insan 

kararlarını/davranışlarını modellerken faydalı olabilir. 

2.1.3. Sınırlılıkları 

1. Ağaçlar çok sağlam olmayabilir. Eğitim verilerindeki küçük bir değişiklik, ağaçta 

ve dolayısıyla nihai tahminlerde büyük bir değişikliğe neden olabilir.21 

2. Karar ağacı öğrenenler, eğitim verilerinden iyi genellemeyen aşırı karmaşık 

ağaçlar oluşturabilirler. Bu, fazla uydurma olarak bilinir.22 Bu sorundan kaçınmak 

için budama gibi mekanizmalar gereklidir 19,20 

3. Sınıflandırmaya kadar düğüm sayısı veya testler tarafından tanımlanan ağacın 

ortalama derinliğinin, çeşitli bölme kriterleri altında minimum veya küçük olması 

garanti edilmez.23 

4. Farklı düzey sayılarına sahip kategorik değişkenleri içeren veriler için, karar 

ağaçlarındaki bilgi kazanımı, daha fazla düzey içeren nitelikler lehine 

önyargılıdır.24  

Son yıllarda ilişkilerin birçok yerde doğrusal olmaması ve incelenen değişkenlerin 

çoğunun normal dağılmaması nedeniyle doğrusal olmayan, hiyerarşik, kural tabanlı 

yöntemlerin kullanımında artış olmuştur. Veri madenciliğinde yer alan sınıflandırma ve 

karar ağaçlarının amacı, verilere dayalı bir model geliştirmek ve veri setlerinin sonuç 

değerlerini tahmin etmektir.25 İstatistiksel analiz yöntemlerinde verinin yapısına göre 

uygulanacak en uygun yöntemin belirlenmesi çok önemlidir. Dolayısıyla lojistik 

regresyon ve karar ağacı sınıflandırmasının günümüzde kullanılan temel sınıflandırma 

algoritmaları olduğu söylenebilir. Bazı çalışmalar, sınıflandırma ve regresyon ağaçlarının 

literatürdeki standart yaklaşımdan daha iyi performans gösterdiğini, bazıları ise karar 

ağaçlarının lojistik regresyondan daha iyi bulunduğunu göstermektedir. Hiçbiri 

diğerinden daha iyi değildir ve her birinin performansı genellikle verilerin doğasına bağlı 
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olarak değişir. Bu yöntemlerden en çok tercih edileni sınıflandırma ve regresyon ağacı 

tekniğidir. Sınıflandırma ve regresyon ağacı analizi, bir tür karar ağacı metodolojisidir. 

Sınıflandırma ve regresyon ağaçlarının açıklanması kolaydır ve model sonuçlarının 

yorumlanması kolay bir görselleştirmesini sağlar.2 

2.2. Lojistik Regresyon Analizi 

Lojistik regresyon analizi, son dönemlerde kullanımı sıklaşan bir regresyon 

yöntemidir. Neden sonuç ilişkilerini açığa çıkarmayı amaçlayan tıbbi araştırmalarda 

değişkenler evet hayır, hasta-sağlam, öldü-ölmedi, başarılı- başarısız, var-yok gibi 

dikotom verilerden oluşmaktadır. Lojistik regresyon analizi, bağımlı değişkenin 

dikotomi-sıralı-kategorik olduğu ve belirli bir dağılım varsayımı beklemeksizin bağımlı 

değişken ile bağımsız değişkenler arasındaki neden sonuç ilişkisinin ortaya konmasında 

ve aynı zamanda bağımsız değişkenlerin etkilerine dayanarak verilerin sınıflandırılması 

yarayan bir yöntemdir.26 

Lojistik regresyon, bağımlı ve bağımsız değişkenler arasında bir logit ilişkisi 

olduğunu varsayar. Lojistik Regresyon, verilerin uzayda (kıvrımlı) doğrusal olarak 

ayrılabilir olduğunu varsayar. Bu nedenle, lojistik regresyon, doğrusal olmayan (üstel 

veya polinom) modeller üretebilir. lineer regresyonda bağımlı değişken tahmini bir 

değere sahipken, lojistik regresyonda bağımlı değişkenin alabileceği değerlerden birinin 

gerçekleşme olasılığı tahmin edilmektedir. Bu yöntemin en büyük avantajı olasılıklı bir 

sınıflandırma formülü üretmesidir.27,28 Lojistik regresyon modeli aşağıdaki formül ile 

gösterilmiştir.   

𝐿 = ln(𝑝𝑖⁄(1 − 𝑝𝑖)) = 𝛽0 + 𝛽1𝑥1+ 𝛽2𝑥2 + ⋯ + 𝛽𝑘𝑥𝑘  

 Burada 0 sabit değerdir ve bi (i = 1, 2,… k) her bağımsız değişkenin regresyon 

katsayılarını gösterir. 
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ln(𝑝𝑖⁄(1 − 𝑝𝑖)) lojistik dönüşümü temsil eder ve pi arzu edilen durumun 

gerçekleşme olasılığını gösterir. Böylece 𝑝𝑖⁄(1 − 𝑝𝑖) odds oranı olarak adlandırılır 

Olasılık değeri pi aşağıdaki formül  ile gösterilir.  

0 0
exp( ) / (1 exp( )

n n

i k ik k ikk k
p x x 

 
    

Regresyon analizinde bağımlı değişken kategorik veya sürekli olabilir. Bağımlı 

değişken sürekli ise analiz lineer regresyon, bağımlı değişken kategorik ise analiz lojistik 

regresyon olarak adlandırılır.29,30 İki grup varsa, ikili lojistik regresyon kullanılır.2 

Lojistik regresyon analizi biyomedikal araştırmalarda çok sık kullanılan popüler 

bir matematiksel modelleme yöntemidir. Hangi regresyonun seçileceği bağımlı değişkene 

bağlı olduğundan dolayı, bağımlı değişkenin ikili (binary, dichotomous) olduğu 

durumlarda en fazla tercih edilen yöntem lojistik regresyondur.31 

 Lojistik regresyon; bağımlı değişkeninin kategorik olduğu durumlarda, bağımlı 

değişkenler ile bağımsız değişkenler arasındaki neden sonuç ilişkisini ortaya koymak için 

kullanılan bir yöntemdir. Bu kategoriler ikili, üçlü veya daha fazla sayıda olabilir. 

Bağımlı değişkeninin beklenen değerlerinin bağımsız değişkenlere göre olasılık olarak 

hesaplandığı bir regresyon yöntemidir. Bağımlı değişken ile bağımsız değişken 

arasındaki matematiksel ilişkiyi analiz etmek için basit ve çoklu regresyon analizleri 

kullanılmaktadır. Bu yöntemlerin uygulanabilmesi için veri setlerinin sağlaması gereken 

birtakım varsayımlar vardır.  

1. Bağımlı değişkenin normal dağılım göstermesi,  

2. Bağımsız değişkenlerin normal dağılım gösteren örneklemlerden seçilmiş olması  

3.  Hata varyansının normal dağılım göstermesi gerekmektedir. 

Bu varsayımların sağlanamadığı durumlarda basit ya da çoklu regresyon 

analizlerinin kullanılması uygun değildir.  Lojistik regresyon analizi, sınıflama ve atama 
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işlemi imkânı sunan bir regresyon yöntemidir. Varsayımları içinde normal dağılım, 

süreklilik ön şartı yoktur. Bağımsız değişkenlerin bağımlı değişken üzerinde etkileri 

olasılık olarak elde edilir ve sonrasında risk faktörlerinin olasılık olarak belirlenmesine 

çalışılır.32-35Araştırmacılar çalıştıkları değişken etkili birden çok etken olduğu 

durumlarda bu etkenlerin bağımlı değişken üzerine tek tek etkisinin yanı sıra, bunların 

hep birlikte bağımlı değişken üzerine olan etkisini de öğrenmek ve analiz etmek 

istemektedirler. Bu birlikte etkinin incelenmesi için elimizde değişik istatistik yöntemler 

bulunmaktadır. 

 Örneğin, bağımlı değişkenin sürekli olduğu, bağımsız değişkenlerin kesikli 

olduğu durumlarda varyans analizi, bütün değişkenlerin kesikli olması durumunda log-

lineer modeller, bütün değişkenlerin sürekli olduğu durumlarda regresyon analizleri gibi 

yöntemler bulunmaktadır.   

Sağlık bilimlerinde yapılan çalışmalardaki değişkenlerin tür ve yapısı biraz 

değişkenlik gösterebilir, sürekli ve kesikli karışımı bağımsız değişkenlerle karşılaşmak 

mümkündür. Tıp alanında en çok üzerinde durulan ve çoğu araştırmanın asıl amacını 

oluşturan şey  etkenlerle hastalık arasındaki ilişkinin risk bakımından irdelenmesidir. Bu 

durumlarda kullanılan yöntem LRA’dır.36,37 

LRA’nın tarihsel gelişimine baktığımız zaman, lojistik regresyon modelinin 

kullanımı 1944 yılında Berkson  ile başlamıştır ve 1972 yılında  Finney tarafından probit 

analize alternatif bir seçenek olarak sunulmuştur.  

Lineer regresyon analizinde amaç bağımlı değişkenin alacağı değerleri tahmin 

etmek iken, LRA’da amaç bağımlı değişkenin alabileceği değerlerin gerçekleşme 

olasılığını tahmin etmekdir.  

Bu değeri tahmin etmek için kullanılan model aşağıda verilmiştir.38 
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Lojistik regresyon modeliyle tahmin yapabilmek için kullanılan yöntem genel 

olarak en çok olabilirlik metodudur. Basit anlamda en çok olabilirlik metodu, gözlenen 

veri setini elde etmenin olasılığını en yüksek yapan bilinmeyen değerleri tahmin etmede 

kullanılır. Bu metodun uygulanabilmesi için fonksiyonun oluşturulması gerekir. 

Aşağıdaki ifade LRA’da tahmin edilen değerler ile gözlenen değerlerin karşılaştırılması 

için kullanılır.38 

2ln
ŞuandakiModelinOlabilirliği

D
DoymuşModelinOlabilirliği

 
 

 

Modeldeki bir bağımsız değişkenin önemliliğini belirlemek için formülde o 

bağımsız değişkenin var olduğu ve olmadığı durumlardaki D değerleri, G istatistiği ile 

karşılaştırılırlar. G istatistiği ki-kare dağılımı gösterir ve serbestlik derecesi p dir. 38,39 

( ) ( )G D DeğişkensizModeliçin D DeğişkenliModeliçin 

( ) ( )G D DeğişkensizModeliçin D DeğişkenliModeliçin   
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2.3.  Sınıflandırma ve Regresyon Ağacı (CART) 

 Karar ağaçları, problem oluşturan veri kümelerinin yapısına göre sorular sorarak 

ve karar kuralları oluşturarak bir ağaç yapısı gibi sınıflandırma ve regresyon modelleri 

oluşturur. Bu işlem için ağaç yapısının temel elemanı olan kök düğümde sorular 

sorulmaya başlanır ve ağaç yapısının son elemanı olan yapraklara ulaşana kadar ağaç 

dallanarak büyür.40,41 Ağaç yapısı kök düğümün en önemli bağımsız değişken olduğunu, 

alt dallar ise diğer bağımsız değişkenler olduğunu göstermektir.  Böylece yapraklar 
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bağımlı değişkenin değerlerini gösterir.  Karar ağaçları içerisinde yer alan sınıflandırma 

ve regresyon ağaçları, kolay anlaşılması, varsayım gerektirmemesi ve sonuçların 

diyagramlar halinde görsel olarak sunulması gibi avantajları nedeniyle sıklıkla tercih 

edilmektedir.42 İncelenen veri seti üzerinde herhangi bir varsayım gerektirmediği için 

parametrik tekniklere güçlü bir alternatiftir. Tüm bağımsız değişkenler kullanılarak veri 

setinin alt kümelerine bölünmesiyle oluşturulan sınıflandırma ve regresyon ağacı, hem 

regresyon hem de sınıflandırma için kullanılacak özyinelemeli bir bölümleme yöntemidir. 

En iyi tahmin edici değişkeni seçmek için birtakım ölçüler mevcuttur. Bu ölçüler gini, en 

küçük kareler sapma, entropi, twoing, bilgi kazancı ve bilgi kazanç oranı, ki kare olasılık 

değeri gibi ölçülerdir.28 Buradaki amaç, değişkenler için mümkün olan en homojen veri 

alt gruplarını üretmektir. Sınıflandırma ve regresyon ağaçları homojen alt sınıflar için 

bağımlı değişkenler ve bağımsız değişkenler arasındaki ilişkiyi veri setindeki 

heterojenliği dikkate alarak modelleyebilir ve bu ilişkiyi bir ağaç yapısı şeklinde 

görselleştirebilir. Sınıflandırma ve regresyon ağaçları ile hem kategorik hem de sürekli 

değişkenler modellenebilir. Bağımlı değişken kategorik veya sürekli olabilir. Eğer 

bağımlı değişken kategorik ise analize sınıflandırma ağacı, bağımlı değişken sürekli ise 

analize regresyon ağacı denir.43 Regresyon ağaçlarında sınıf yoktur ve veriler süreklidir. 

Bu nedenle regresyon ağacı tekniğinde sınıflandırma, ayırma kuralları, gini indeksi veya 

entropi ölçümü uygulanamaz. Regresyon ağacındaki dallanma işlemi, artıkların karelerini 

azaltma algoritmasına göre gerçekleştirilir.42  

 CART’ın ilk uygulamaları 1984 yılında Breiman ve arkadaşları tarafından 

yapılmış ve  bir karar ağacı algoritması olarak bilimsel alanda kullanıma sunulmuştur.44 

CART algoritması her adımda ilgili grubun, kendisinden daha homojen iki alt 

gruba ayrılmasını sağlamaktadır. Yani her bir dal ikili alt gruplara ayrılarak büyüme 

gerçekleşir. Ayırma işleminde bağımlı değişken kategorik ise gini veya twoing, bağımlı 
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değişken sürekli ise en küçük kareler sapmasından yararlanılmaktadır. Tüm veri tipleri 

için uygu olan CART algoritmasında asıl nokta, karar noktalarında birimlerin homojen 

sınıfları oluşturacak şekilde dallanmasıdır.45 

CART algoritması her değişken tipine uygun olduğu için normallik, dönüşüm 

varsayımları sağlama zorunluluğu yoktur. CART algoritması kayıp veriler için o verilerin 

yerine temsili bir değer atayabilmektedir. Sınıflandırma ve regresyon amaçlı kullanılan 

CART algoritması entropi temellidir ve dallanma kriteri için kullanılan teknikler: Twoing 

ve Gini indeksleridir.46 

2.3.1. Gini Ayırma Kriteri   
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Nitelik değerlerini iki parçaya ayırarak dallanma yapan gini ölçeği, bölünme 

noktalarında 𝐺𝑖𝑛𝑖𝑠𝑎ğ ve 𝐺𝑖𝑛𝑖𝑠𝑜𝑙 değerlerini hesaplamaktadır. Her dallanmadan sonra da 

Gini değeri en küçük olan seçilmektedir. Bu işlemin amacı, her adımda en büyük veri 

kümesini oluşturmaktır. Bu şekilde en iyi dallanma sağlanmış olmaktadır.47 

Her j niteliği için, veri setindeki satır sayısı n olmak üzere Gini endeks değeri 

formülle hesaplanmaktadır. 
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2.3.2. Twoing Ayırma Kriteri 

Twoing ayırma kriteri gini indeksinden farklı olarak tek bir sınıfı diğerinden 

ayırmak yerine, düğüme ait verilerin yarısını barındıran ve birbirine göre daha heterojen 

sınıflar oluşturan bir dallanma imkânı sunmaktadır. Bundan dolayı, Twoing kriteri Gini 

kriterine göre daha dengeli bir dallanma yaparken, dolayısıyla işlem süresi de 

uzamaktadır. Bir t düğümünde sol 𝑡𝑠𝑜𝑙 ve sağ 𝑡𝑠𝑎ğ şeklinde iki dal bulunur. Regresyon 

ağacı oluşturulmasında kullanılacak her bir veri sağ ve sol dala bölünmeye adaydır. 

Twoing kriterinde her bir aday için sağ ve sol taraftaki dalda bulunma olasılıklarının her 

biri için hesaplamalar aşağıdaki gibidir.48 
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Yukarıda değerlere göre t düğümündeki s aday bölünmelerinin uygunluk ölçüsü 

aşağıda gösterilmektedir. 
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Bu işlem sonrasında elde edilen en büyük uygunluk ölçüsü seçilmektedir. Bu 

ölçüye göre kök düğümde elde edilecek niteliğin hangisi olacağına karar verilmekte ve 

bu şekilde dallanma işlemi yapılmaktadır. Yukarıdan aşağıya doğru ağacın tüm 

yapraklarına ininceye kadar aynı işlem tekrar edilmektedir.49 
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2.3.3. En Küçük Kareler Sapması (LSD) 

CART yönteminde bağımlı değişken sürekli sayısal bir değişken olduğunda yani 

regresyon ağacı oluşumunda kullanılan ve safsızlık fonksiyonuna dayalı bölme kriteri en 

küçük kareli sapma yöntemidir. Sürekli bağımlı değişkenler için kullanılan en küçük 

kareli sapma heterojenlik ölçüsüdür. Bu ölçü R(t), t düğümü için basit (ağırlıklandırılmış) 

düğüm içi varyansıdır ve düğüm için risk tahminine eşit olmaktadır.49  
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CART yöntemi ile ağaç oluşturmak için üç basamak vardır.  Bunlar: “örneklemi 

bölme kuralı”, “bölme uyum kriteri” ve “optimum ağacı seçme” kriteridir. CART ile ağaç 

oluşturabilmek için önceden belli bir bölme kuralı mevcuttur. Bu kural düğüm bölme 

sürecinin her aşamasında uygulanır.  Önceden belirlenmiş bölme kuralına ve düğüm 

bölme sürecinin her aşamasında uygulanan bölme uyum kriterine göre ağaç oluşturur. 

CART ile ağaç oluştururken başlangıç veri seti, bağımsız değişkene sorulan evet/hayır 

yanıtlarına göre alt dallara bölünerek ağaç oluşturulur.  Her bir bağımsız değişkene soru 

sorulur. Bağımsız değişkenden alınan yanıta göre veriler sağ ve sol iki alt dala ayrılır.50,51 

CART algoritması bütün bağımsız değişkenlerin mümkün olabilecek bütün değerlerini 

araştırarak en optimum bölünmeyi bulmaya çalışır. Başlangıç veri setine sorulan sorulara 

verilen yanıtlar ile veri seti daha küçük alt birimleri ayrılır. Soru sormanın amacı veriyi 
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en yüksek seviyede homojenize olmuş iki alt birime bölmektir. Bu anlatılan işlemler 

oluşan her bir alt düğüm için tekrarlanır ve uç düğüm oluşana kadar devam eder.52  Bu 

şekilde CART algoritması ile veri setini en düşük hata seviyesi ile sınıflama yapan ideal 

ağaç elde edilmiş olur. Özetle CART algoritması bütün başta yer alan veri setini içeren 

kök düğümden itibaren her düğümü iki çocuk düğüme böler ve bu şekilde ikişerli ağaçlar 

oluşturur.  CART algoritmasının temel amacı homojenliği maksimum seviye çıkarmaktır. 

Bir düğümün içinde eğer homojen bir alt birim varsa o düğümün safsızlığına işaret eder. 

Başka bir değişle bir uç düğüm her koşulda aynı değeri alıyorsa bölünme yapmaz.53 

Safsızlığın ölçüsü değişkenin tipine göre değişkenlik gösterir. Kategorik bağımsız 

değişkenler için safszlık ölçüsü Gini ve Twoing kriterleridir. Sürekli bağımsız 

değişkenler safsızlık ölçüsü olarak en küçük kareli sapma yöntemi kullanılır.  Bu kriterler 

safsızlık fonksiyonuna bağlı bölünme kriterleridir.  

2.4. Rastgele Orman Algoritması 

Rastgele Orman Algoritması, eğitimde ve testlerde çok sayıda karar ağacı 

oluşturarak, sınıfların modu olan sınıfın çıktısını aldığı bir sınıflandırma algoritmasıdır. 

Karar ağacı, veri özelliklerinden çıkarılan basit karar kurallarını öğrenerek çalışır. Ağaç 

ne kadar derin olursa, karar kuralları o kadar karmaşık ve model o kadar uygun olur. 

Rastgele karar ormanları, karar ağaçlarının aşırı uydurma sorununun üstesinden gelir. Bir 

girdi vektöründen yeni bir kaydı sınıflandırmak için girdi vektörünü ormandaki ağaçların 

her birine koyun. Her ağaç belirli bir sınıf etiketine oy verir. Son sınıf etiketi, ormandaki 

tüm ağaçlar üzerinde en çok oyu alan etiket olacaktır. Uygulamada, rastegele orman 

oldukça hızlı bir sınıflandırma tekniğidir ve dengesiz büyük veri kümeleriyle başa 

çıkabilir.54 

Sınıflandırma görevleri için, rastgele ormanın çıktısı, çoğu ağaç tarafından seçilen 

sınıftır. Regresyon görevleri için, tek tek ağaçların ortalama veya ortalama tahmini 
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kullanılır.55,56 Rastgele karar ormanları, karar ağaçlarının eğitim setlerine fazla uyum 

problemlerini düzeltir.57 Rastgele ormanlar genellikle karar ağaçlarından daha iyi 

performans gösterir, ancak doğrulukları eğim destekli ağaçlardan daha düşüktür]. Ancak, 

veri özellikleri performanslarını etkileyebilir.58,59 

Rastgele karar ormanları için ilk algoritma, 1995 yılında Tin Kam Ho oluşturuldu. 

.55,60-62 Algoritmanın bir uzantısı Leo Breiman6ve "Rastgele ormans"ı 2006 yılında bir 

ticari bir marka olarak kaydeden Adele Cutler tarafından geliştirilmiştir.63-66 Rastgele 

ormanlar, çok az yapılandırma gerektirirken geniş bir veri yelpazesinde makul tahminler 

ürettikleri için işletmelerde sıklıkla "kara kutu" modelleri olarak kullanılır 

 

 

Şekil 2.3. Rastgele orman akış şeması   

Rastgele orman, torbalama (bagging) temelli bir kolektif (ensemble) karar ağacı 

yöntemidir.67 Rastgele orman, diğer karar ağacı yöntemleri gibi tüm bağımsız değişkenler 

arasından en uygun dalı kullanarak her bir düğümü dallara ayırmaktan ziyade, mevcut 

olan her bir düğümde random(rastgele) olarak seçilen değişkenler içinden en uygununu 
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seçerek her bir düğümü dallara ayırır. Oluşan veri setleri orijinal veri setinden tekrardan 

örnekleme kullanılarak oluşturulur.68 Basitçe anlatmak gerekirse: rastgele orman 

yönteminde, birden fazla karar ağacı oluşturulur ve bu ağaçlar daha doğru bir tahminde 

bulunmak için birleştirilir. 

2.4.1. Rastgele Orman Algoritması Akış Şeması 

Rastgele orman algoritması için araştırmacının iki parametre tanımlaması gerekir.  

Bu parametreler:   

1. Geliştirilecek ağaç sayısı (N)   

2. Her bir düğümde kullanılacak değişken sayılarıdır (m).  

Rastgele orman karar ağacı yönteminde ağaç dallanmaları kullanılacak algoritma  

ID3 algoritmasıdır.  

ID3 algoritması rastgele orman için oluşturma için kullanılır 67 ve belirsizlik 

ölçümü kriteri için ID3 algoritması kullanılır ve aşağıdaki şekilde formüle edilir.  
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H entropi için kullanılır. Entropi belirsizliğin ölçüsüdür ve bu değer ne kadar yüksekse, 

belirsizlik de o kadar yüksektir. Entropi = 0 oluncaya kadar dallanma devam eder. Şekil 

2.3. de klasik bir rastgele orman algoritması gösterilmiştir. 

ID3 algoritması ile ağaç oluştururken iki kavramdan yararlanır. Entropi ve bilgi 

kazancı kavramları.  

1. Entropi: Belirsizliğin ölçüsüdür; bu ölçü ne kadar yüksekse, belirsizlik o kadar 

fazladır.  Formülü aşağıdaki gibidir. 

     
1

log
n

i i

i

H T p x p x
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2. Bilgi Kazancı:  Hangi özelliğin bölünme oluşturmak için entropiyi en iyi 

şekilde kullanacağını belirlemek amacıyla kullanır. Formülü; 

    Kazanç(T, A)=H(T)-H(T,A)  
Bilgi kazancı, dallanma olmadan önceki veri setinin entropisi ile her bir özniteliğin 

entropisi arasındaki fark olarak tanımlanabilir.  

ID3 algoritması aşağıdaki gibidir.69 

Önce kök düğüm oluşturulur. Bu kök düğüm tüm öğrenme kümesini alt kümesi 

olarak içermelidir.  

1. Bilgi kazancını hesaplanmalıdır. (her bir öznitelik için) 

2. Dallanma için maksimum bilgi kazancı ile özniteliği seçilmesi gerekir.  

3. Entropi = 0 olan yaprak düğüme ulaşılana kadar bu kökün her alt düğümüne 

ID3 algoritmasını uygulanarak ağacın oluşturulması gerekir.  

Rastgele orman  algoritması basamakları aşağıdaki gibidir.70 

● Orijinal veri setinden N adet ömeklem seçilir.  

● Seçilen örneklemin belli bir kısmı oluşturulacak ağaçlar için öğrenme verisi 

olarak kullanılır 

● Budanmamış sınıflama ağacı aşağıdaki adamları takip ederek oluşturulur. 

● in bag veri setinden her düğümde bütün öznitelikler içerisinden en 

iyi özniteliği seçmek yerine rastgele m tane öznitelik seçilir ve 

bunların içerisinden en iyi dallara ayıracak (en çok bilgi kazancı 

sağlayacak) olanı belirlenir. 
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Şekil 2.4. Karar ağacı ve rastgele orman karşılaştırılması 

2.5. Stres Ekokardiyografi 

Stres ekokardiyografi koroner arter hastalığının tanısında, mevcut bir iskemik 

hastalığın değerlendirilmesinde, sol ventrikül miyokardın canlılık araştırılmasında ve 

kardiyak dışı cerrahi öncesinde risk değerlendirilmesinde önemli bir yer tutmaktadır. 

Klasik egzersiz en çok kullanılan stres indükleyicisi olarak kullanılmaktadır. Fakat 

egzersiz yapamayanlarda dopamin, dobutamin gibi ilaçlar ve atriyal pacing girişimler de 

stres indükleyici olarak kullanılabilmektedir.71,72 Stres ekokardiyografisinin yukarıdan 

belirtilen amaçlar için kullanılan diğer yöntemlerden en önemli avantajları diğerlerinde 

daha ucuz ve tekrarlanabilir olması, radyasyon gibi bir dezavantağının olmamasıdır.73 

Standart egzersiz stres testinin kısıtlılıklarını aşmak için uygun bir görüntüleme çözümü 

ararken, stres ekokardiyografi pratik açıdan cazip bir yöntemdir. Kalbin invaziv olmayan 

görüntülenmesini sağlayan yaygın ve ucuz bir tekniktir. Stres ekokardiyografisinde çeşitli 

stresörler kullanılarak stres kaynaklı duvar hareketi anormalliklerinin saptanması yoluyla 

miyokard iskemisini tanımlamanın bir yolunu sağlar. Önemli koroner darlıkların tespiti 

için doğruluk oranı %80-90 arasında değişmektedir. Stres ekokardiyografi, kronik 

koroner hastalıkta, miyokard enfarktüsünden sonra ve majör kalp dışı cerrahi öncesi 
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hastaların değerlendirilmesinde güçlü bir prognostik araçtır. Revaskülarizasyondan sonra 

dissinerjik bölgelerin fonksiyonel iyileşmesinin öngörülmesi için uygun bir testtir ve 

ayrıca kapak cerrahisi düşünülen hastalarda değerli fizyolojik bilgiler sağlar. 

Bu tekniğinde birtakım desavantajları mevcuttur. Fakat görüntüleme ve görüntü 

işlemedeki ilerlemeler, görüntü kalitesiyle ilgili sorunların hepsini olmasa da çoğunu 

çözmüştür.  

Test yorumu, değerlendiren kişiye göre değişebilmesi bir dezavantajdır. Testin 

sonucu için tek ana belirleyici iskemiye bağlı anormal duvar hareketi olduğu için 

metabolik anlamda iskemi indükleme ihtiyacı, stres ekokardiyografinin maksimum 

düzeyde egzersiz yapan veya antianjinal tedavi gören hastalarda koroner arter hastalığını 

saptamadaki doğruluğunu sınırlar.  

Ultrason ve dijital teknolojideki teknolojik gelişmelerin tekniği daha da 

geliştirmesi ve basit bir duvar hareketi testinden lokal kasılma değerlendirmesi ve 

perfüzyonu değerlendirme kabiliyeti kazanmasına yol açabilir.  

2.5.1. Stres Ekokardiyografi Patofizyoloji  

Egzersiz ve inotropik stres normalde kalbine bölgesel duvar hareketinde ve 

kalınlaşmada genel bir artışa neden olur ve ejeksiyon fraksiyonunda bir artış izlenir.  

Bölgesel sistolik duvar hareket bozukluğu genellikle koroner arter hastalığını düşündürür 

fakat kardiyomiyopatiler de duvar hareketinde bölgesel farklılıklara yol açabilir.  

 İstirahat sol ventrikül duvar hareket kusurları geçirilmiş miyokard enfarktüsünün 

ayırt edici özelliğidir, ancak mutlaka bu segmentin canlı olmadığı anlamına gelmez.  

İskemi tipik olarak yeni veya kötüleşen duvar hareket anormallikleri, gecikmiş 

kasılma veya sol ventrikül genişlemesinin gelişmesi veya ejeksiyon fraksiyonunda 

azalma olarak kendini gösterir. Miyokard infkarktüsü esnasında bölgesel sistolik 
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değişiklikler, genellikle EKG’deki ST segment değişikliklerden ve göğüs ağrısının 

gelişiminden önce gelir.  

İndüklenebilir duvar hareket anormalliklerinin varlığı, stresin zirve noktasında 

koroner arterlerde önemli bir kan akışı sınırlaması anlamına gelir ve genellikle %50 den 

fazla bir koroner arter darlığına işaret eder. Nispeten hafif koroner darlıklar durumunda 

iskeminin ortaya çıkabilmesi, maksimum stres performansına bağlıdır. 

İndüklenebilir duvar hareketi anormallikleri genellikle stresten sonra hızla düzelir, 

ancak iskemi şiddetliyse ve stunning dene duruma neden olursa kalıcı olabilir. 

2.5.2. Dobutamin Stres Ekokardiyografi 

Dobutamin, sempatik beta reseptörler üzerinden etkili, sentetik dopamin 

analoğudur.74-75 Dobutamin verildikten 2 dakika sonra etkisi başlamakta ve 10 dakika 

içinde maksimum etki görülmektedir. Dopaminin düşük dozları özellikle beta 1 ve beta 2 

uyarımı yaparak pozitif inotrop ve kronotropik etkide bulunur. Ayrıca vazodilatasyon 

yapıcı etkisi ön plandadır. Bunun sonucunda kalp hızı, sol ventrikül atım volümü ve 

kardiyak output artar. Yüksek dozlardaki etkisi ise alfa 1 reseptörler üzerindendir ve bu 

etki ile arteryal ve venöz vazokonstriksiyonda (damar duvarı düz kasılması) artış olur.76 

5 pg/kg/dk dozunda sadece inotropik etkisi varken, 20 pg/kg/dk ve üzerindeki dozlarda 

kalp hızını artırarak kan basıncını ve miyokardın oksijen tüketimi artırmaktadır.70,76 

Dobutamin ile yapılan stres testinin net etkisi egzersize (kalp hızıü kardiyak output, ve 

sistolik kan basıncında artış) çok benzemektedir. Bu durumda da miyokardın oksijen 

ihtiyacında artış olmaktadır. Eğer hastanın koroner arterlerinde ciddi darlık varsa, sol 

ventrikül kasının ihtiyacı olan kan sunumu karşılanamamakta ve sol ventrikül duvarında 

bölgesel iskemi olmaktadır, stres ile birlikte bu iskemi daha da aşikâr hale gelmektedir.77-

80  
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2.5.2.1. Dobutamin Stres Ekokardiyografi Protokolü 

Günümüzde Avrupa Ekokardiyografi Cemiyeti'nin (EAE) önerdiği standart 

protokolde dobutamin 5 pg/kg/dk dozundan başlayarak her 3 dakikada bir dobutamin 

dozu artırılarak sırasıyla 10, 20, 30, 40 pg/kg/dk dozlarına kadar çıkmak hedeflenmiştir. 

Yaşa göre maksimal kalp hızının % 85'i olan hedef kalp hızına ulaşılamayan hastalarda 

atropin yapılabilir (0.25  miligramlık bölünmüş dozlarda her 1-3 dakika içinde bir kez 

maksimum 1 miligram).(Şekil 2.5.)81,82 

 

Şekil 2.5. Standard dobutamin stres ekokardiyografi protokolü 

Ekokardiyografide sol ventrikülün herhangi bir duvar segmentinin akinetik olması 

her zaman skar dokusu veya kalıcı sol ventrikül fonksiyon bozukluğu anlamına gelmez. 

Hiberne veya sersemlemiş miyokard denen iki kavram mevcuttur. Bu durumlarda sol 

ventrikül miyokard dokusunun fonksiyonları damar açma işlemi sonrası normale 

geldiğinden, skar dokusundan ayırıcı tanısı yapılmalıdır. Miyokard caanlılık 

değerlendirmesinde altın standart PET olmasına rağmen DSE tekrarlanabilir, kolay 

ulaşılabilir ve daha ucuz olması nedeniyle sıklıkla tercih edilmektedir. İstirahat anında 

yapılan ekokardiyografisinde miyokard dokusunun kalınlığının normal olması canlı 

miyokard, normalden ince (< 6mm) olması ve ekodan yoğun olması skar dokusunu 

düşündürmektedir.83 DSE hem canlılık hemde iskemi araştırması şansı sunmaktadır. Eğer 
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bir hastada istirahat halinde sol ventrikül duvar hareketleri normal iken, dobutamin 

dozunun artması ile birlikte duvar hareket kusuru gelişiyorsa bu durum iskemiyi gösteren 

bir bulgudur.  

2.5.2.2. Dobutamin Stres Ekokardiyografi Yanıtları 

Sol ventrikül canlılığı araştırılırken DSE de aşağıdaki dört yanıt görülür (Tablo 2. 

3).82,83 

1. Bifazik yanıt: Bu tip yanıtta düşük doz dobutamin infüzyonu (5-10 pg/kg/dk)  

ile duvar hareketleri düzelir. Fakat dobutamin dozu arttıkça (20-30-40 

pg/kg/dk) sol ventrikül duvar hareketleri kötüleşir. Bu yanıt miyokardın 

iskemik fakat canlı olduğunu ve damar açma işlemi sonrası sol ventrikül 

fonksiyonunu düzelme ihtimalinin yüksek olduğunu ifade eder.  

2. Giderek kötüleşen yanıt: Bu grup hastalarda da damar açma işlem sonrası 

işlemden fayda gören gruplardandır. Burada duvar hareketlerine kötüleşme 

düşük dozlarda başlar ve doz arttıkça kötüleşme artar. Ciddi iskemi 

bulgusudur. Aynı zamanda canlılık göstergesidir.  

3. Giderek düzelen yanıt: İstirahat halinde bozuk olan sol ventrikül duvar 

hareketlerinin düşük doz dobutamin ile düzelmesi ve doz arttıkça düzelmenin 

daha da belirgileşmesidir. Bu da canlı ve iskemik miyokardı işaret eder. uvar 

hareketlerinin düşük doz dobutamin ile iyileşmesi ve yüksek doza çıkıldığında 

aynı iyileşmeyi artırarak sürdürmesidir. Canlı ve iskemik olmayan miyokardı 

ifade eder. İşlem sonrası bu grubta düzelme beklentisi diğer iki gruba göre 

daha düşüktür.  

4. Sabit yanıt: Dobutamin dozu arttıkça sol ventrikül duvar hareket 

kapasitesinde bir değişiklik olmaz. Bu durum skarı işaret eder.83 
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Tablo 2.3. Dobutamin stres ekokardiyografınin yorumlanması 

Başlangıç sol 

ventrikül 

fonksiyonu 

Düşük doz 

dobutamin cevabı 

Yüksek 

dobutamin cevabı 
 

Sonuç 

Geri 

dönüşüm 

olasılığı 

 

Anormal 

 

Düzelme var  

 

Azalmış 

Canlı ve iskemik 

(Hibernasyon) 

 

Yüksek 

 

Anormal 

Bazalden kötü 

veya değişiklik yok 

Bazalden veya 

düşük dozdan kötü 

 

Canlı 

 

Orta 

 

Anormal 

 

Düzelme var 

 

Düzelme var.  

Canlı ve iskemik 

değil (Stunning) 

 

Düşük 

 

Anormal 

 

Düzelme yok.  

 

Düzelme yok.  

 

Skar 

 

Düşük 

 

2.5.2.3. Dobutamin İnfüzyonunu Durdurma Kriterleri 

Test esnasında aşağıdaki durumlar gelişirse test sonlandırılır. Aksi halde hedef 

kalp hızına ulaşılıncaya kadar dobutamin infüzyonunda devam edilir.71 

1. Yeni oluşan veya kötüleşen duvar hareket kusuru.  

2. Tolere edilemeyen yan etkiler gelişmesi  

3. Baş ağrısı, anksiyete, dispne, bulantı, kusma, , tremor gibi semptomların çok 

belirgin olması  

4. Kan basıncında sistolik kan basıncının 240 mmHg üzerine veya diyastolik kan 

basıncının 120 mmHg üzerine çıkması veya kan basıncının düşmesi ile birlikte 

hipotansiyon semptomlarının ortaya çıkması 

5. EKG değişikliklerinin oluşması 

6. Ciddi aritmilerin gelişmesi (ventriküler veya supraventriküler aritmiler) 

7. Hedef doza ulaşılması (40 pg/kg/dk) 

2.5.2.4. Hasta Monitörizasyonu  

12 derivasyonlu EKG, bazal kalp hızı, kan basıncı, ve bazal ekokardiyografık 

görüntüler kayıt altına alınmalıdır. EKG kaydı test bitene kadar devam etmelidir. Kan 

basıncın ölçümü her aşamada ve hipotansiyon ya da hipertansiyon semptomları 

oluştuğunda ölçülmelidir. Hastalar dobutamin infüzyonunu takiben en az 5 dakika veya 
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vital bulgular normale gelinceye kadar (kalp hızı 100 atım /dakikanın altına düşünceye 

veya bazal değerden en fazla 20 atım /dakika fazla oluncaya kadar, kan basıncı normale 

dönünceye, aritmiler sonlanıncaya kadar), semptomlar bitinceye, herhangi bir 

elektrokardiyografik veya ekokardiyografik iskemi bulgusu ortadan kalkana kadar 

monitörize edilmelidir.84-86 

2.5.2.5. Dobutamin Stres Ekokardiyografi İçin Kontrendikasyonlar 

1. Akut koroner sendromlar (kararsız angina, akut MI) 

2. Dekompanse kalp yetersizliği 

1. Kontrolsüz taşikardiler  

2. Ciddi sol ana koroner arter darlığı bulunması 

3. Kan basıncı değerinin 200 /110 mmHg üzerinde olması  

4. Hipertrofik obstrüktif kardiyomiyopati (Semptomatik) 

5. Akut peri/miyokardit, endokardit 

6. Semptomatik ileri aort darlığı  

7. Glokom veya prostat hipertrofısi olan hastalarda atropin kullanımı. 71,75 
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3. MATERYAL VE METOT 

3.1. Araştırma Türü 

Araştırma ileri dönük (prospektif) bir çalışmadır. Çalışma 1999 yılında “Journal 

of American College of Cardiology” de yayınlanmış olup, veri seti bağımsız 

araştırmacıların kullanması için herhangi bir kısıtlama olmadan erişime açılmıştır. Biz de 

bu veri setini https://hbiostat.org/data/repo/stressEcho.htm adresinden indirdik.87 

3.2. Araştırmanın Yapıldığı Yer ve Zaman 

Çalışma Mart 1991 ile Mart 1996 arasında, UCLA (University of California at Los 

Angeles) Tıp fakültesi Yetişkin Kardiyak Görüntüleme ve Hemodinami laboratuvarına 

sevk edilen hastalardan oluşmaktaydı. 

3.3. Araştırma Popülasyonu 

Mart 1991 ile Mart 1996 arasında, UCLA Tıp Fakültesi Yetişkin Kardiyak 

Görüntüleme ve Hemodinami laboratuvarına sevk edilen 1138 hasta alındı. Bu süre 

zarfında, hastada birden fazla DSE varsa, ilk ölçüm dikkate alındı. Ortotopik karaciğer 

nakli düşünülen 208 hasta, hastanede yatarken kalp dışı nedenlerden dolayı ölen 12 hasta, 

ortotopik kalp nakli yapılan 2 hasta ve DSE öncesi 6 ay içerisinde PTCA yapılan 13 hasta 

çalışmaya dahil edilmedi. Ayrıca, 12 aylık takibi olmayan 376 hasta da çalışmaya dahil 

edilmedi. Son olarak veri setinde pek çok değişkeni kayıp olan 14 hasta da çalışma dışı 

bırakıldı. Nihai çalışma popülasyonu 558 kişiden oluşmaktaydı. 

3.4. Dobutamin Stres Ekokardiyografi 

Dobutamin, üç dakika boyunca 5 mcg/kg/dk'dan başlayan ve her üç dakikada bir 

5 mcg/kg/dk'lık artışlarla maksimum 40 mcg/kg/dk'ya kadar ilerleyen standart bir ölçülü 

uygulama cihazı kullanılarak intravenöz olarak uygulandı. Çalışmanın son iki yılında, ara 

25- ve 35-mcg/kg/dk dozları ihmal edildi. Kalp hızı yanıtı yetersiz göründüğünde testi 

yapan klinisyenin takdirine bağlı olarak atropin intravenöz olarak verildi. Test semptom 

https://hbiostat.org/data/repo/stressEcho.htm
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sınırlıydı ve hasta >2 mm ST depresyonu, şiddetli duvar hareketi anormallikleri, sık 

ventriküler veya supraventriküler ektopi, ventriküler taşikardi, supraventriküler 

taşikardi,  sistolik kan basıncı >220 mm Hg, sistolik kan basıncının başlangıç sistolik kan 

basıncının 20 mm Hg altına düşmesi veya sistolik kan basıncının 80 mm Hg'nin altına 

düşmesi, bulantı, orta ila şiddetli göğüs ağrısı veya orta ila şiddetli dispne oluştuğunda 

durduruldu. 

1 mm veya daha fazla düz veya aşağı eğimli ST depresyonu iskemi için pozitif 

kabul edildi. Bazal repolarizasyon anormalliklerinin varlığında, sol dal bloğu veya 

digoksin tedavisi alanlarda daha düşük derecelerde ST depresyonu veya ST değişiklikleri 

iskemi için şüpheli kabul edildi. Hasta sol lateral dekübit pozisyonunda iken istirahatte 

ve dobutamin infüzyonunun her aşamasında ekokardiyografi yapıldı. Ek olarak, apikal 4 

boşluk, apikal 2 boşluk, apikal uzun eksen ve parasternal kısa eksen görünümlerinin 

istirahatte ve 5 mg/kg/dk, 10 mg/kg/dk ve pik dobutamin'de sayısallaştırılmış görüntüleri 

elde edildi.  Miyokardın en iyi tanımına sahip görüntüler daha sonra aynı görüntüde 

sırayla görünen her bir görüntü için başlangıç, 5 mg/kg/dk, 10 mg/kg/dk ve pik dobutamin 

görüntüleri ile dörtlü ekran formatında sinelooplar olarak gösterildi. Miyokard, duvar 

hareketinin derecelendirilmesi için eşit parçalara bölündü. Üç apikal görünümdeki altı 

duvarın her biri (anterior, anterior interventriküler septum, lateral, inferior 

interventriküler septum, alt medial ve alt lateral) üç bölüme ayrıldı: bazal, orta ve apikal. 

Orta kısa eksen görünümü altı eşit parçaya bölündü ve apikal görünümlerde not edilen 

duvar hareketini doğrulamak için kullanıldı. Duvar hareketi her segment için hiperkinetik, 

normal, hafif hipokinetik, orta ila şiddetli hipokinetik veya akinetik/diskinetik olarak 

derecelendirildi. En az bir segmentteki duvar hareketi, dinlenme duvar hareketine göre en 

az bir derece bozulduysa, stres ekokardiyografik iskemi için pozitif kabul edildi. Akinezi 

ve diskinezi aynı derecede disfonksiyon olarak kabul edildi. Deneyimli bir 
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ekokardiyograf tarafından okunan nihai klinik raporda duvar hareketi için kullanılan 

yorumlar kullanılmıştır. 

3.5. Araştırma Değişkenlerinin Tanımlanması 

Tüm hastalarda, DSE sonrası takip eden 12 ay içinde aşağıdakilerden herhangi 

birinin meydana gelip gelmediğini belirlemek için tıbbi kayıt gözden geçirildi: “herhangi 

bir nedene bağlı ölüm, yeniden MI, takipte PTCA veya CABG ihtiyacı”. Analize yalnızca 

en az 12 aylık takibi olan veya ilk 12 ay içinde “herhangi bir nedene bağlı ölüm, yeniden 

MI, takipte PTCA veya CABG ihtiyacı” olarak tanımlanan bir kardiyak olayı olan 

hastalar dahil edildi. 

Araştırma değişkenlerinin neler olduğu ve nasıl tanımlandığı aşağıdaki tabloda 

(Tablo 3.1) özetlenmiştir. Modellere dahil edilecek bağımsız değişkenler, daha önceki 

klinik tecrübe, biyolojik bilgi ve literatür taraması sonucu belirlendi. 

Tablo 3.1. Araştırma değişkenlerinin tanımlanması 

Bağımlı değişken (primer yanıt değişkeni):  

“herhangi bir nedene bağlı ölüm, yeniden MI, 

takipte PTCA veya CABG ihtiyacı” 

 

YOK=0 

VAR=1 

Bağımsız değişkenler:  

Yaş,  

Cinsiyet,  

Sistolik kan basıncı(SKB),  

DSE sonucu (+ veya -),  

Bazal LVEF,  

Hipertansiyon,  

Diyabetes mellitus,  

 

Sürekli değişken(yıl) 

Erkek/Kadın (0/1) 

Sürekli değişken (mmHg) 

Pozitif/negatif (1/0) 

Sürekli değişken (%) 

YOK/VAR (0/1) 

YOK/VAR (0/1) 
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3.6. İstatistiksel Analizler 

Tüm istatistiksel analizler R-software v.3.5.1. (R statistical software, Institute for 

Statistics and Mathematics) ile yapılmıştır.  

3.7. Araştırmada Kullanılan Analizler ve Modellerin Oluşturulması 

Biz çalışmamızda, DSE sonrası 12-aylık takip süresi içerisinde gelişecek 

istenmeyen olayların (herhangi bir nedene bağlı ölüm, yeniden MI, takipte PTCA veya 

CABG ihtiyacı) tahmini için 3 farklı istatistiksel model kullandık: 

1. Çok değişkenli lojistik regresyon (Multivariable logistic regression-

MVLR) 

2. Sınıflandırma ve regresyon ağaçları (Clasification and regression tree-

CART) 

3. Rasgele Orman Algoritması (Rastgele orman-RF) 

3.8. Model Performanslarının Kıyaslanması 

Daha sonra her bir model için internal validasyon yapıldı. Tercihen 200 bootstrap 

yeniden örnekleme ile her bir modelin R2, brier skoru, AUC kaydedildi. Gözlemlenen 

olasılıklar ve model ile tahmin edilen olasılıklar için hem histogram eğrisi ile dağılımları 

verildi hem de “loess – locally weighted runing line smoother” algoritması ile karşılıklı 

saçılım grafikleri “kalibrasyon” amaçlı çizdirildi. 
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4. BULGULAR 

Tablo 4.1. Hastaların Temel Demografik, Klinik ve Laboratuar Bulguları 

 Değişkenler  

Bağ

ımsı

z 

deği

şke

nler 

Cinsiyet (erkek, sayı ve %)  220(39.4) 

Yaş (yıl)  67.3+12.04 

Diyabet (VAR, sayı ve %)  206(36,9) 

Hipertansiyon (VAR, sayı ve %)  393(70.4) 

KAH (VAR, sayı ve %)  210(37,6) 

Sigara (VAR, sayı ve %)  260(46.6) 

Göğüs ağrısı(VAR, sayı ve %) 172(30,8) 

Sistolik kan basıncı (mmHg)  146.9+36.5 

Bazal LVEF (%)  55+10.32 

Doputamin LVEF (%)  65.24+11.76 

İstirahat duvar hareket kusuru (VAR, sayı ve %)  257(46.1) 

Dobutamin stres testi pozitifliği(VAR, sayı ve %) 136(24.4) 

Bağ

ımlı 

deği

şke

nler 

Kardiyak olay(VAR, sayı ve %) 90(16.1) 

Ölüm (VAR, sayı ve %) 24(4.3) 

Yeni MI (VAR, sayı ve %) 28(5) 

Yeni PTCA(VAR, sayı ve %) 27(4.8) 

Yeni CABG (VAR, sayı ve %) 33(5,9) 

 

4.1. Bağımsız Değişkenler 

4.1.1. Kategorik Değişkenler 

4.1.1.1. Cinsiyet  

Tablo 4.2. Cinsiyet değişkeni için sayı ve yüzdeler 

Cinsiyet Sayı Yüzde 

KADIN 338 60.573 

ERKEK 220 39.427 

Total 558 100.000 
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 Çalışmaya katılan hastalar cinsiyet dağılımlarına göre incelendiğinde 558 

hastanın 220 tanesi erkek ve 338 tanesinin erkek olduğu görülmektedir. Hastaların 

cinsiyete göre dağılımı tablo ve şekilde gösterilmiştir. 

 

Şekil 4.1. Cinsiyet değişkeni için pasta grafiği 

 

4.1.1.2. Hipertansiyon 

Tablo 4.3. Hipertansiyon değişkeni için sayı ve yüzdeler 

 Hipertansiyon varlığı   Sayı  Yüzde  

YOK 165 29.570 

VAR 393 70.430 

Total 558 100.000 

 

Hipertansiyon varlığı kardiyovasküler hastalık riski için önemli bir risk 

faktörüdür. Toplumda oldukça yaygın görülmektedir. Bizim hasta populasyonuzda 

hipertansiyon varlığı %70.4 olarak bulunmuştur. 558 hastanın 393’ünde hipertansiyon 

mevcuttur. 

 

39%

61%

CİNSİYET

ERKEK

KADIN
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Şekil 4.2. Hipertansiyon değişkeni için pasta grafiği 

 

4.1.1.3. Diyabetes Mellitus 

Tablo 4.4. Diyabetes mellitus değişkeni için sayı ve yüzdeler 

DM varlığı  Sayı  Yüzde  

YOK 352 63.082 

VAR 206 36.918 

Total 558 100.000 

 

Diyabetes mellitus kardiyak olay gelişimi için tanımlanmış en önemli risk 

faktörlerindendir. DM varlığında hem koroner arter hastalığı sık görülmektedir hem de 

olumsuz klinik sonlanımlar için önemli bir prediktördür. Bizim hasta grubumuzda DM 

oranı %36.9 olarak bulunmuştur. 558 hastanın 206’sında DM mevcuttur. 

30%

70%

HT  varlığı

YOK

VAR
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 Şekil 4.3.  Diyabetes mellitus değişkeni için pasta grafiği  

 

4.1.1.4. Koroner Arter Hastalığı 

Tablo 4.5. Koroner arter hastalığı değişkeni için sayı ve yüzdeler 

KAH hikayesi   Sayı  Yüzde  

YOK 348 62.4 

VAR 210 37.6 

Total 558 100.000 

 

Hastanın hikayesinde herhangi bir koroner olay(MI, PTCA, CABG ) yaşamış 

olması ilerleyen zamanlarda tekrar kardiyak yaşamasın predikte eden önenmli bir 

değişkendir. Bizim hasta grubumuzun %37,6’sında KAH hikayesi mevcuttu. 

63%

37%

DM varlığı

YOK

VAR
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Şekil 4.4. Koroner arter hastalığı varlığı değişkeni için pasta grafiği 

 

4.1.1.5. İstirahat Duvar Hareket Kusuru 

Tablo 4.6. İstirahat duvar hareket kusuru değişkeni için sayı ve yüzdeler 

İstirahat duvar hareket kusuru Sayı  Yüzde  

YOK 301 53.943 

VAR 257 46.057 

Total 558 100.000 

 

Ekokardiyografide hastaların istirahat hareket kusuru varlığı kardiyak hastalık için 

önemli bir işarettir. Hastalarımızın istirahat duvar hareket kusuru varlığına göre 

değerlendirildiğinde %46 hastanın istirahatte duvar hareket kusurunu olduğu 

görülmektedir.  

 

62%

38%

KAH hikayesi 

YOK

VAR
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Şekil 4.5. İstirahat duvar hareket kusuru değişkeni için pasta grafiği 

 

4.1.1.6. Stres Testi Pozitifliği  

Tablo 4.7. Stres testi  değişkeni için sayı ve yüzdeler 

Stres testi pozitifliği  Sayı  Yüzde  

YOK 422 75.627 

VAR 136 24.373 

Total 558 100.000 

 

Çalışmanın primer başlangıç noktası olan dobutamin ile yapılan stres testi 

pozitifliği sonlanımlar üzerinde önemli etkisi olan bir parametredir. Bu parametre 

açısından kantitatif inceleme yapıldığında hastaların %24’ünde stres testinin pozitif 

olduğu tespit edilmiştir. Sayısal veriler tablo be şekilde gösterilmiştir.  

54%
46%

İSTİRAHAT DUVAR 
HAREKET KUSURU

YOK

VAR



 

41 

 

 

Şekil 4.6. Stres testi değişkeni değişkeni için pasta grafiği 

 

4.1.1.7. Göğüs Ağrısı Varlığı 

Tablo 4.8. Göğüs ağrısı varlığı değişkeni için sayı ve yüzdeler 

Göğüs ağrısı Sayı  Yüzde  

YOK 386 69.176 

VAR 172 30.824 

Total 558 100.000 

  

Hastaların 386’sında göğüs ağrısı şikâyeti bulunmazken 172 hastanın başvuru 

şikâyeti göğüs ağrısı idi. Tablo ve şekilde sayı ve yüzdeler verilmiştir.   

 

76%

24%

STRES TESTİ POZİTİFLİĞİ

YOK

VAR
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Şekil 4.7. Göğüs ağrısı varlığı değişkeni için pasta grafiği 

 

4.1.1.8. Yeni MI Varlığı 

Tablo 4.9. Yeni MI varlığı değişkeni için sayı ve yüzdeler 

Yeni MI varlığı  Sayı  Yüzde  

YOK 530 94.982 

VAR 28 5.018 

Total 558 100.000 

 

Önemli bir klinik sonlanım olan yeni MI varlığı tüm hastalar içinde %5 hastada 

görülmüştür. Çalışmaya katılan 558 hastanın 28’inde MI sonlanımı gerçekleşmiştir.    
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Şekil 4.8. Yeni MI varlığı değişkeni için pasta grafiği 

4.1.1.9. Ölüm  

Tablo 4.10. Ölüm değişkeni için sayı ve yüzdeler 

Ölüm  Sayı  Yüzde  

YOK 534 95.699 

VAR 24 4.301 

Total 558 100.000 

 

En önemli klinik sonlanım verisi olan ölüm tüm hastaların %4.3’inde görülmüştür. 

Tabloda da görüldüğü üzere 558 hastanın 24 ü ölmüştür 

95%

5%

Yeni MI varlığı

YOK

VAR
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Şekil 4.9. Hipertansiyon değişkeni için pasta grafiği 

 

4.1.1.10. Yeni PTCA İhtiyacı 

Tablo 4.11. Yeni PTCA ihtiyacı değişkeni için sayı ve yüzdeler 

Yeni PTCA   Sayı  Yüzde  

YOK 531 95.161 

VAR 27 4.839 

Total 558 100.000 

 

Hastaların yeni PTCA ihtiyacı olması önemli bir girişimsel sonlanımdır. 558 

hastanın 27sinde yeni PTCA ihtiyacı olmuştur. Şekilde görüldüğü gibi bir sayış %4 

hastaya tekabül etmektedir.  

 

4%

96%

ÖLÜM

VAR

YOK
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Şekil 4.10. Ölüm değişkeni için pasta grafiği 

4.1.1.11. Yeni CABG İhtiyacı 

Tablo 4.12. Yeni CABG değişkeni için sayı ve yüzdeler 

Yeni CABG   Sayı  Yüzde  

YOK 525 94.086 

VAR 33 5.914 

Total 558 100.000 

 

Hastaların takipte CABG ihtiyacı olması anlamlı bir girişimsel sonlanım olarak 

değerlendirilmektedir. Bu önemli girişimsel sonlanım hastaların 33’ünde gözlenmiştir.  

 

95%

5%

Yeni PTCA

YOK

VAR
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Şekil 4.11. Yeni CABG değişkeni için pasta grafiği 

 

4.1.1.12. Klinik Sonlanım- Girişimsel Sonlanım  

Tablo 4.13. Klinik sonlanım ve girişimsel sonlanım değişkenleri için sayı ve yüzdeler 

 Klinik sonlanım varlığı Girişimsel sonlanım varlığı 

 Sayı  Yüzde  Sayı  Yüzde  

YOK 512 91.756 503 90.143 

VAR 46 8.244 55 9.857 

Total 558 100.000 558 100.000 

 

 Hastalarda ölüm ve MI gelişmesi klinik sonlanım, yeni PTCA veya yeni CABG 

gelişmesi ise girişimsel sonlanım olarak belirlenmiştir. Hastaların %8.2 sinde klinik 

sonlanım gelişirken, %9.8’inde girişimsel sonlanım gelişmiştir.  

95%

5%

Yeni CABG

YOK

VAR
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Şekil 4.12. Klinik sonlanım ve girişimsel sonlanım değişkenleri sütun grafiği 

4.1.1.13. Kardiyak Olay 

Tablo 4.14. Kardiyak olay gelişmesi değişkeni için sayı ve yüzdeler 

Kardiyak olay varlığı   Sayı  Yüzde  

YOK 468 83.871 

VAR 90 16.129 

Total 558 100.000 

 

Herhangi bir nedene bağlı ölüm, takipte MI gelişmesi, takibte PTCA veya CABG 

ihtiyacı olması kardiyak olay olarak tarif edilmişti. Tüm hastalar değerlendirildiğinde 

kardiyak olay gelişen hasta sayısı 90dır. Bu sayı toplam hasta sayısının %16.12sini 

oluşturmaktadır. 
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Klinik sonlanım Girişimsel sonlanım

512 503

46 55

SONLANIM GRAFİĞİ
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Şekil 4.13. Kardiyak olay varlğı için sütun grafiği  

Kardiyak olay ve gelişmeyen hastalarda bağımsız değişkenlere ait sayısal veriler 

tabloda verilmiştir.  

Tablo 4.15. Kardiyak olan gelişen ve gelişmeyen gruplarda değişkenlerin 

karşılaştırılması 

Değişkenler KARDİYAK 

OLAY (+) 

KARDİYAK 

OLAY(-) 

Cinsiyet (erkek, sayı ve %)  43(47.7) 177(37.8) 

Yaş (yıl)  69.14±9.60 66.99±12.44 

Diyabet (VAR, sayı ve %)  45(50) 161(34.40) 

Hipertansiyon (VAR, sayı ve %)  74(82.22) 319(68.16) 

Göğüs ağrısı (VAR, sayı ve %) 138(29.48) 330(70.51) 

Sistolik kan basıncı (mmHg)  141.66±34.76 147.92±36.80 

Bazal LVEF (%)  50.26±12.96 56.63±9.40 

Doputamin LVEF (%)  58.03±15.30 66.62±10.41 

İstirahat duvar hareket kusuru (VAR, sayı ve %)  15(16.66) 242(51.70) 

Dobutamin stres testi pozitifliği (VAR, sayı ve %) 47(52.22) 89(19.01) 
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4.1.2. Sayısal Değişkenler 

Çalışmada beş farklı sayısal bağımsız değişken incelenmiştir. Bunlar yaş, sistolik 

kan basıncı (SKB), dobutamin dozu, bazal LVEF ve dobutamin LVEF sürekli sayısal 

değişkenlerdir. Tabloda sayısal değişkenlere ait ortalama, standart sapma, minimum ve 

maksimum değerleri verilmiştir.  

Tablo 4.16. Sayısal değişkenlere ait veriler 

 Sistolik KB Dobutamin 

Dozu 

Yaş Bazal EF Dobutamin 

EF 

Ortalama 146.916 30.242 67.344 55.604 65.242 

Standart sapma 36.530 9.535 12.049 10.322 11.762 

Minimum  40.000 5.000 26.000 20.000 23.000 

Maksimum  309.000 40.000 93.000 83.000 94.000 

 

4.1.2.1. Sistolik Kan Basıncı 

Sistolik kan basıncı önemli bir kötü prognostik göstergedir. SKB arttıkça prognoz 

kötüleşmektedir. Hastalarımızı SKB değerleri ortalama 146,9 mmHg olarak 

hesaplanmıştır. Maksimum değeri 309 ve minimum değeri 40 mmHg dir. SKB nin 

dağılım grafiği Şekil de gösterilmiştir. Grafikten de anlaşılacağı üzere SKB değişkeni 

normal dağılım göstermektedir.  

 

Şekil 4.14. Sistolik kan basıncı için verilen dağılım grafiği  
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4.1.2.2.  Dobutamin Dozu 

Dobutamin yavaş yavaş artırılan dozlarda verilerek sol ventrikül ejeksiyon 

fraksiyonunu artışı beklenmektedir. Eğer doz artımına bağlı ejeksiyon fraksiyonu artışı 

yoksa sonlanımlar açısından olumsuz bir durum mevcut demektir. Hastalarımıza ortalama 

30,2 mikrogram dozunda doputamin infüzyonu verilmiştir. Doz dağılım grafiği şekilde 

gösterilmiştir. Grafikten görüleceği üzere dobutamin dozunda dağılım normal değildir.  

 

Şekil 4.15. Dobutamin dozu için verilen dağılım grafiği 

4.1.2.3. Bazal Ejeksiyon Fraksiyonu 

Bazal EF için ortalama 55,6 olarak bulunmuştur. Minimum değeri 20 ve 

maksimum değeri 83 olarak hesaplanmıştır. Bazal EF için dağılım grafiği şekilde 

gösterilmiştir.  
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Şekil 4.16. Bazal EF için verilen dağılım grafiği 

4.1.2.4. Dobutamin Ejeksiyon Fraksiyonu  

Dobutamin EF için ortalama 65.24, standart sapması 11.762 dir. Maksimum değer 

23 ve minimum değer 94 olarak hesaplanmıştır. Dağılım grafiği şekilde gösterilmiştir.  

 

 Şekil 4.17. Dobutamin EF için verilen dağılım grafiği 
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 4.2. Değişkenlerin Önemlilik Sırası 

Değişkenlerin önemlilik sırası tablo 4.17.’de özetlenmiştir.88 

Tablo 4.17. Değişkenlerin önemlilik sırası 

 CART Lojistik regresyon Rastgele orman 

Yaş 3.42 1.09 0.92 

Cinsiyet 0.07 0.51 4.24 

SKB 1.92 1.13 -3.23 

Stres testi pozitifliği  6.11 5.32 11.6 

Bazal LVEF  6.87 3.55 17.8 

Hipertansiyon 1.30 2.34 3.26 

Diyabet 0.78 1.99 3.39 

 

Değişkenlerin önemlilik sırası kullanılan analiz yöntemine göre değişiklik 

göstermektedir. Şekilde de görüldüğü gibi logistik regresyon analizinde en önemli 

parametre stres testi pozitifliği iken onu bazal LVEF ve diyabet takip etmektedir. 

Önemlilik sırası en geride olan değişkenin ise cinsiyet olduğu gözükmektedir. (şekil ) 

 

Şekil 4.18. Logistik regresyon analizi  için değişkenleri önemlilik sırası grafiği 
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 CART analizinde önemlilik sırasında ilk üç değişken bazal LVEF, stres testi 

pozitifliğ ve yaş değişkenleridir. Cinsiyet ise LRA da olduğu gibi en önemsiz 

değişkendir.(Şekil)  

 

Şekil 4.19. CART için değişkenleri önemlilik sırası grafiği 

Rastgele orman ile model oluşturulurken bazal LVEF en önemli değişken olarak 

karşımıza çıkmaktadır. Onu sırasıyla stres testi pozitifliği ve cinsiyet izlemektedir. Diğer 

analizlerde farklı olarak cinsiyet değişkeni rastgele orman için önemli bir değişken olarak 

karşımıza çıkmaktadır. (Şekil 4.20.) 
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Şekil 4.20. Rastgele orman için değişkenleri önemlilik sırası grafiği 

4.3. Model Performansların Karşılaştırılması 

Model performanslarını karşılaştırılması için kullanılan birçok ölçüt 

bulunmaktadır. Biz tezimizde performans karşılaştırması için R2, Brier skoru, ölçekli 

brier, AUC (C istatistiği), kalibrasyon intercept, kalibrasyon slope ve ECI (estimated 

kalibrasyon indeksi) kullandık.  

Tabloda performans ölçütleri özetlenmiştir. 

 R2 ne kadar yüksekse model o kadar iyidir. Tablodan da görüldüğü gibi R2 değeri 

CART için 0.283dir ve en yüksektir. Dolayısıyla performans ölçütü en iyi olan CART 

analizidir. Rastgele orman için R2 değeri 0.118dir ve performansı en düşük analiz rastgele 

ormantir. Brier skoru R2nin aksine ne kadar düşükse performans o kadar iyidir. Tabloda 

görüldüğü gibi brier skoru en düşük olan CART analizidir ve en iyi performans göstergesi 

ona aittir. AUC(C istatistiği) ayırt edicilik göstergesidir. Bir model olay gelişenlerle olay 

gelişmeyenleri ne kadar iyi ayırt ediyorun göstergesi AUCdir. Tabloda görüldüğü gibi 

AUC değeri en yüksek olan CART analizidir. AUC CART analizi 0,785 dir  ve logistik 

regresyon ve rastgele orman için sırasıla 0,772, 0,704dür.  
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ECI değeri ne kadar düşükse performans o kadar iyidir. Tabloda görüldüğü gibi 

CART performansı ön plana çıkmaktadır. Kalibrasyon eğrisinde intercept 0 ve slope 1 ise 

model performansı o kadar iyidir. Bu değerler CART ve logistik regresyon için geçerli 

iken, rastgele orman bu şartları sağlamamaktadır.  

Tablo 4.18. CART, LRA ve RF için model performans ölçütlerinin karşılaştırılması 

 CART Lojistik regresyon Rastgele orman 

R2 0.283 0.208 0.118 

Brier 0.105 0.116 0.132 

Brier scaled 0.227 0.138 0.273 

AUC (C istatistiği) 0.785 0.772 0.704 

Kalibrasyon 

intercept 

0.00 0.00 0.260 

Kalibrasyon slope 1.00 1.00 0.587 

ECI 0.00 0.048 0.159 

 

 

 

Şekil 4.21. Logistik regresyon analizi için kalibrasyon eğrisi 
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Kalibrasyon eğrisinde kırmızı çizgi ile gösterilen diyagonal çizgi tam uyumu 

gösterir. Siyah çizgi logistik regresyon için Loes yöntemi ile çizdirilen kalibrasyon 

eğrisini göstermektedir. Eğridende anlaşılacağı gibi tahmin edilen risk % 50 üzerinde iken 

modelin underestimate yaptığı görülmektedir. Intercept  0 ve slope 1 olması ile ideal bir 

model özelliği göstermektedir. (Şekil 4.20)  

Şekil 4.21’de rastgele orman için Loes yöntemi ile çizilen kalibrasyon eğrisi 

görülmektedir. Kırmızı çizgi tam uyumu gösteren ideal diyagonal çizgidir. Siyah çizgi 

rastgele orman için çizilen kalibrason çizgisidir. Tahmin edilen risk düşük olduğu zaman 

modelin overestimate yaptığı grafikten gözükmektedir. Intercept 0 ve slope 1 olmadığı 

için ideal bir model olmadığı anlaşılmaktadır.  

 

Şekil 4.22. Rastgele orman algoritması  için kalibrasyon eğrisi  

Şekilde CART analizizine ait kalibrasyon eğrisi görülmektedir. Görüldüğü üzere 

ideal diyagonal eğri ile tam uygumlu bir kalibrasyon eğrisi izlenmektedir. Bu da CARTın 

karşılaştırılan diğer yöntemlere göre daha ideal bir tahmin modeli oluşturduğunu 

göstermektedir. Zaten diğer performans ölçülteri de bunu desteklemektedir.  
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Şekil 4.23. CART için kalibrasyon eğrisi 

Bir modelin klinik karar verme gücünü göstermek için en sık kullanılan ölçüt 

desicion cuve analizidir(DCA).  Daha önceden belirlenmiş bir olasılık aralığında model 

veya modellerin default(varsayılan) yöntemlere göre net klinik faydasını gösterir. DCA 

eğrisinde x ekseninde olasılık eşiği, y ekseninde net klinik fayda gözükmektedir. Şekilde 

mavi ile gösterilen CART için verilen DCA klinik karar verme konsusunda en iyi modelin 

CART ile oluşturulduğunu göstermektedir. (Şekil 4.23) 

 

 Şekil 4.24. CART, logistik regresyon analizi ve Rastgele Orman için DCA eğrisi 
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Şekil 4.25. Klinik sonlanım için CART ağacı 



 

59 

 

5. TARTIŞMA 

Bu tez çalışmasında CART, logistik regresyon analizi ve rastgele orman  

modellerinin dobutamin stres ekokardiyografi sonuçlarını yorumlama güçleri ve model 

performansları karşılaştırılmıştır. Çalışmamızda; 8 prediktör her üç regresyon modeline 

dahil edilerek modellerin güçleri ile ölüm, MI,  bypass ve PTCA öngördürücülükleri 

karşılaştırılmıştır. Her üç model de iyi düzeyde performans göstermiştir.  CART en iyi 

model performansı sağlarken rastgele orman en düşük düzeyde model performansı 

sağlamıştır. 

Klinik çalışmalarda araştırıcıların yaptığı iş bağımsız değişkenlerle bağımlı 

değişken arasında ilişki olup olmadığı ve bu ilişkinin klinik yansıması 

değerlendirilmesidir. Bundan dolayıdır ki çalışma dizayn edilirken istatistiksel metodun 

seçilmesi ve sonrasında çalışmanın yapılması temel kuraldır. Özellikle randomize 

çalışmalarda çalışma protokolü ve istatistiksel metod ilk tanımlanan parametrelerdir. 

Bağımlı değişkenimiz ejeksiyon fraksiyonu gibi sürekli bir değişken ise doğrusal 

regresyon modeli karşımıza çıkarken, diyabet ya da hipertansiyon gibi kategorik bir 

değişken olduğunda ise normal dağılım ilkesi bozulacağı için logistik regresyon modelleri 

karşımıza çıkmaktadır.  Lojistik regresyonda, normallik varsayımının bozulduğp için 

liner  regresyon analizine alternatif olarak kullanılabilir. Her iki regresyon modelinde ki 

temel farklılık ise lineer regresyon analizinde yapılan işi bağımlı değişkenin alacağı değer 

tahmin edilmeye çalışılır. Lojistik regresyon analizinde ise yapılan iş bağımlı değişkenin 

alma ihtimali olan değerlerden birinin gerçekleşme ihtimalini bulmaktır.  

Son yıllarda kardiyoloji alanındaki gelişmelere paralel olarak kardiyoloji 

dergilerinin sayısı ve makale sayısı artış göstermiştir. Kardiyovasküler hastalıkların uzun 

dönem etkileri yada verilen tedavinin etkileri etraflıca incelenmiş ve incelenmeye devam 

edilmektedir. Tüm bunların sonucunda  hem prognostik faktör arayışı hemde advers olay 
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tahmininde parametre arayışı istatistiksel metodların kullanımını kardiyoloji alanında 

yaygınlaştırmıştır.  

Bu bağlamda en fazla kullanılan analiz metodu lojistik regresyon analizidr. 

Lojistik regresyon analizinin kullanım kolaylığı ve yorumlanmasının kolay olması 

nedeniyle kardiyoloji alandında son zamanlarda çok sık tercih edilen bir istatistiksel 

metod olarak karşımıza çıkmaktadır.  

İster randomize isterse non-randomize çalışmalarda kardiyovasküler olay tahmini 

kritiktir ve yapılan büyük çaplı çalışmaların çoğusunda regresyon analizi kullanılmıştır.89-

92 Elenie ve arkadaşları atriyal fibrilasyon hastalarında oral antikoagulan yoğunluğunun 

stroke ve mortaliteye etkilerini araştırımış ve INR >2 olan hastalarda hem stroke hem de 

stroke nedenli ölümde azalma olduğunu lojistik regresyon modeli ile ortaya koymuştur.93  

Jonh ve arkadaşları ise yüksek volümlü anjiyoplasti merkezlerinde mortalite oranlarının 

daha düşük olduğunu regresyon modeliyle ortaya koymuştur.94 Son olarak gilles ve 

arkadaşları ise perkütan girişimlerde enoksaparin ile klasik heparin etkilerini regresyon 

analizi ile karşılaştırmış ve IV enoksaparin tedavisinin alternatif olabileceğini öne 

sürmüştür. 95 

Bilimsel çalışmaların sonucu ortaya çıkan sonuçların analizinde son zamanlarda 

CART kullanım alanı olarak sıklıkla kendine yer bulan bir istatistiksel metod olarak 

karşımıza çıkmaktadır. Çalışılan veri setinin hiçbir varsayım ihtiyacı olmaması  

nedeniyle, sınıflama ve regresyon ağaçları (CART) klasik  regresyon modellerine karşı 

avantajlı ve değerli bir  alternatif olarak ortaya çıkmıştır. CART kategorik ve  sürekli 

değişkenleri bir arada kullanarak sınıflama ve regresyon sorunlarının çözümünde karar 

ağaçlarını kullanan parametrik olmayan istatistiksel bir yöntemdir. Veri olarak kullanılan  

bağımlı değişken kategorik ise metod sınıflama ağaçları (Classification Tree), eğer 

bağımlı değişkenimiz sürekli bir değişken ise regresyon ağaçları (Regression Tree) olarak 
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adlandırılmaktadır. Bu tanımdan da anlaşılacağı üzere CART, çoklu regresyon analizini 

hem de bağımlı değişkenimizin kategorik olduğu durumlarda kullandığımız lojistik 

regresyon analizini içinde barındırmaktadır.25 

İstatistiksel araştırmalarda kullanılan CART algoritması, her basamakta ilgili 

kümeyi bir üst kümeden daha homojen olan iki alt kümeye bölerek ikili karar ağaçları 

ortaya çıkaran  bir dizayna sahiptir. Burada yapılmak istenen, hedef değişken hakkında 

mümkün olabilecek en homojen veri alt gruplarını oluşturmaktır. CART, yalnızca bağımlı 

değişken ile bağımsız değişken arasındaki ilişkinin biçimini irdelemekle kalmayıp, ek 

olarak  bağımsız değişkenlerin kendi aralarında olan  etkileşimlerini de araştırmayı 

amaçlayan bir yöntemdir. CART yönteminin,  bağımsız değişkenlerin bağımlı değişkenle 

olan ilişkisini ortaya koymada  ve model yapısındaki ilişki  yapısını çözümlemede çok 

önemli ayrıcalıkları bulunmaktadır. CART’ın temelin oluşturan varsayım, birbirlerine 

benzerlik gösteren değişkenlerin aynı alt ağaç düğümünde birikmesine dayalı olup, bu 

yöntemle oluşturulan, alt dalları bağımlı değişkenimizle başlayan kök düğüme bağlayarak 

son bulmaktadır.44 

Peacok ve arkadaşları kalp yetersizliği hastalarında artmış kardiyak troponin 

düzeylerinin mortaliteyle olan ilişkisini CART ile göstermiştir.96 Loise ve arkadaşları litik 

tedavi sonrası girişim gerekliliğinin prediktörlerini logistik regresyon ve CART modeli 

ile beraber araştırmış ve CART modelinin sonuçla ilişkili ana faktörleri daha iyi 

tanımladığını, regresyonun ise birden fazla etkenin sonuçlarını aynı anda 

değerlendirmeye imkan verdiğini öne sürmüştür.97  Janine ve arkadaşları ise dobutamin 

stres ekokardiyografi ile advers olay tahmini için CART analizi uygulamışlar ve pozitif 

SE nun yanı sıra stres EF, istirahat duvar hareketleri, stres ECG yanıtınında dikkate 

alınması gerektiği belirtilmiştir.87 Çalışmamızda CART modeli bu çalışmaya benzer 

olarak daha iyi model performansı gösterdi.. Lojistik regresyon eş zamanlı tüm 
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parametreleri değerlendirirken CART parametreleri kümelere ayırarak öngördürücü 

değişkenleri sırayla değerlendir ve bir sonraki değişkenin seçimi önceki değişkenlerin 

sonuçlarına bağlıdır. Sonuç olarak  CART bölünen dallanma kategorilerinin bir akış 

şemasını üretir ve  hastaları  farklı kardiyak olay  olasılıklarına sahip olma durumuna göre  

alt gruplara ayırır. Bu ayrım ise CART’ın gücünün temel kaynağıdır ve geleneksel 

regresyona olan üstünlüğü çalışmamızda da gösterilmiş olması literatür ile uyumludur. 

Ayrıca çalışmamızda CART modelindeki parametrelerin önemlilik sırası sırasıyla yaş, 

DSE ve bazal LVEF parametreleridir. CART modelinde DSE(6.11) ve Bazal LVEF(6.87) 

önemlilik sırasında ilk iki sırayı almıştır. Literatür incelendiğinde her iki parametrenin de 

aterosklerotik kardiyovasküler hastalıkların takip ve prognozunda önemli olduğu ve 

prognostik faktör olarak kullanılabileceği geniş çaplı çalışmalarda ortaya konmuştur. 

Çalışmamızda ki CART modelinin daha iyi performans ölçütü sunmasında ki temel 

etkenlerden biride bu durum olabilir. 

Logistik regresyon modelleri kardiyovasküler sistem  üzerine yapılan advers olay  

yada  prediktör araştırma çalışmalarında  en yaygın kullanılan istatistiksel metoddur. 

Diyabet yada hipertansiyon gibi nonparametrik değişkenleri modele dahil edilebilmesi 

onun yaygın olarak kullanılmasında ki temel etkendir. Zira kardiyovasküler olaylarda 

etkisi gösterilen yaş ve sistolik kan basıncı gibi parametrik değişkenler olduğu gibi 

diyabet, hipertansiyon, obezite gibi nonparamterik değişkenler de etkilidir. Bu 

parametrelerin hangi oranda kardiyovasküler hastalıklara etkili olduğu ya da riski ne 

kadar artırdığı araştırmacının ilk hedefidir ve bu durumda lojistik regresyon ilk akla gelen 

yöntemdir.31 Goligher ve arkadaşları COVID 19 hastalarında heparin tedavisinin kritik 

hastalarda mortaliteye etki etmediğini lojistik regresyon ile göstermişlerdir.98 Mancia ve 

arkadaşları COVID 19 hatsalarında ACEI ya da ARB kullanımının daha fazla olduğunu 

ancak bunun ilave risk getirmediğini lojistik regresyon modeli ile ortaya koymuştur.99 
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Bizim çalışmamızda regresyon modelimizdeki parametrelerin önemlilik sırası sırasıyla 

HT(2.3), DSE(5.3) ve bazal LVEF(3.5) parametrelerinden oluşmaktaydı. Her üç 

parametrede advers olaylarla etkileri iyi gösterilmiştir. Modelimizin etkinliği literatür ile 

uyumludur.  

Breiman ve arkadaşları tarafından yeni bir yöntem olarak tanımlanan  Rastgele 

orman yöntemi hem sınıflandırma yöntemine hem de neden-sonuç ilişkisine dayanan ve 

regresyon amaçlı da  kullanılabilen denetimli bir makine öğrenmesi yöntemlerinden 

birisidir. Rastgele orman birden fazla karar ağacını kullanıp daha uyumlu modeller 

oluşturarak daha isabetli tahminlerde bulunmaya yardımcı olan bir regresyon yöntemidir.  

Karar ağaçlarını kullanmasından dolayı belli bir aralıkta istenen tahminler için aynı 

sonuçları üretir yani kesikli değişkenlerdir.63 

Rastgele orman yönteminin avantajları olarak; hiperparametre kestirimi olmadan 

da daha uygun sonuçlar üretmesi,  hem regresyon hem de sınıflandırma sorunları için 

kullanılabilir olmasından dolayı son zamanlarda sık tercih edilen makine öğrenmesi 

yöntemleri olmuşlardır. 

Karar ağaçlarının en büyük problemlerinden biri olan overfitting problemi rastgele 

ormane çözülmüş gibi gözükmektedir. Rastgele orman modeli overfitting problemini 

çözmek için rastgele onlarca belki yüzlerce farklı altkümeler seçer. Bu şekilde yüzlerce 

karar ağacı oluşturulur ve her bir karar ağacı bir tahminde bulunur. Rastgele orman 

modelinde farklı veri setleri üzerinde model eğitildiği için varyans, diğer bir tabirle karar 

ağaçlarının en büyük problemlerinden olan overfitting azalır.  

Rastgele orman algoritması sınıflandırma sorunlarında genel geçer bir gerçek olan 

çoğunluğun haklılığı prensibine göre sınıflandırma yapar. Yani en çok tercih edilen, yani 

en çok oyu alan sınıf Rastgele orman’in tahminini ortaya koymaktadır. Regresyon 
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sorunlarında ise Rastgele orman’in tahmini ormanı oluşturan  bulunan bütün ağaçların 

ortalaması alınarak bulunur ve bir anlamda ismini de bu tanımdan almıştır.  

Venepally ve arkadaşları Nonbacterial thrombotic endocardit prediktörlerini 

araştırdıkları çalışmada rastgele orman modelini kullanmışlar ve hastane içi mortalitenin 

yüksek olduğunu belirtmişlerdir100. Ayrıca bu hasta grubunda ileri yaş, pulmoner emboli, 

sistemik emboli, mitral yetersizliği, antifosfolipid antikor varlığı da hastane içi 

mortaliteyi artıran durum olarak tespit edilmiştir. Walther ve arkadaşları kronik böbrek 

yetmezliği hastalarında vücut kitle indeksinin kalp yetmezliği benzeri semptom 

gelişimindeki öneminin rastgele orman ile ortaya koymuştur.101 Rastgele orman 

modelindeki parametrelerin önem sırası sırası ile revaskülarizasyon hikayesi (8.4), DSE 

(17.8) ve bazal LVEF (11.6) parametrelerinden oluşmaktadır. Her üç parametrede kötü 

kardiyak sonlanımla yakında ilişkilidir. Rastgele orman modelinin de iyi performans 

ölçütü sunmasında ki etken de bu durumdan kaynaklanma ihtimali vardır.  
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6. SONUÇ VE ÖNERİLER 

● Regresyon modelleri kardiyovasküler hastalıkların tanısında tedavisinde ve advers 

olay gelişimi tahmininde güvenle kullanılabilir. 

● Dobutamin stres ekokardiyografi CART modelinde ikinci, logistik regresyon 

modelinde birinci, rastgele orman modelinde ikinci önemli parametre olarak 

bulunmuştur. 

● Bazal LVEF CART modelinde birinci, logistik regresyon modelinde ikinci, random 

forest modelinde birinci önemli parametre olarak bulunmuştur. 

● Hipertansiyon logistik regresyon modelinde üçüncü önemli parametre olarak 

bulunmuştur. 

● Revaskülarizasyon hikayesi rastgele orman modelinde üçüncü önemli parametre 

olarak bulunmuştur. 

● Yaş CART modelinde ikinci önemli parametre olarak bulunmuştur. 

● Diyabet rastgele orman modelinde dördüncü önemli parametre olarak bulunmuştur. 

● HT tüm çalışma grubunda yüksek oranda tespit edilmiştir.  

● Tüm çalışma grubunun %16’sında kardiyak olay gelişmiştir.  

● Çalışmamızda en iyi model preformansı CART modeli ile elde edilmiştir. 

● Çalışmamızda en kötü model preformansı rastgele orman modeli ile elde edilmiştir. 

● DSE ve LVEF her üç regresyon modelinde ilk sıralarda kendisine yer edinmiştir. 

● DSE ve LVEF’nin klinik öngürdürücülükleri yüksektir. 

● Kardiyovasküler olay tahmininde geleneksel regresyon modellerine alternatif olarak 

CART modeli güvenle kullanılabilir.  

Çalışmamızın sınırlılıklarının ön önemlisi olarak belirteceğimiz husus ise çalışma 

grubumuzun hasta sayısı modelimizin klinik kullanımı için yeterli değildir. Buna karşın 

sonuçlarımız literatürde yer alan çalışmalarla benzerlik göstermektedir.  Mortalite ve 
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advers olay görülme sayısı yine literatürdeki çalışma verileri ile benzerdir. Sonuç olarak 

hem çalışmamızın model etki gücü yüksektir, hem de her üç regresyon modelinin 

performansını karşılaştırması bakımından değerlidir ve kardiyovasküler sonlanımları 

öngörme açısından ileriki çalışmalara yol gösterici olabilir. Hatta hasta sayısı artırılarak 

aynı temel üzerine yapılan modellemeler klinik uygulamalarda yol gösterici olabilir.  
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