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OZET

Yiiksek Lisans Tezi

DA-DA BOOST KONVERTOR iCIN KLASIK PI VE KESIiR DERECELI PID
KONTROLORLERININ TASARIMI VE PERFORMANS ANALIiZi
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Fen Bilimleri Enstitiisii

Elektrik Elektronik Miihendisligi Anabilim Dah

Tez Damismani: Doc. Dr. ibrahim ALISKAN
Ocak 2023, 75 sayfa

Bu calisma, Siirekli Iletim Modu (CCM) boost DA-DA déniistiiriicii i¢in parametreleri
Ziegler-Nichols Yontemi ile tasarlanan PI ve parametreleri Pargacik Siirii Optimizasyonu

(PSO) ile ayarlanan PID kontrolorlerinin performans analizini sunmaktadir.

DA-DA boost dontistiiriiciiler, elektrikli arag¢ sarj cthazlari, DC motor siiriiciisii, mobil cihaz
yenilenebilir enerji sistemleri ve fotovoltaik uygulamalar gibi bir¢ok gili¢ elektronigi
uygulamasinda kullanilmaktadir. Yiiksek giic seviyeleri, yiiksek verim, yiiksek gii¢
yogunlugu, diisiik maliyet ve kiiclik boyutlar1 onlar1 cazip kilmaktadir. Giincel yasamda pek
cok alanda kullanilan DA-DA doniistiiriiciiler bu nedenle kontrol calismalarinda her zaman

ilgi gérmiistiir. Bu ¢alismada da bu tiir bir konvertor ele alinmistir.



OZET (devam ediyor)

Oncelikle 5-15 V giris gerilim arahiginda ve 25 V ¢ikis gerilimi icin tasarlanan
dontstiiriiciiniin  lineer modeli stirekli iletim modunda c¢alismasina uygun olarak elde

edilmistir.

Ikinci olarak, nominal ¢alisma kosullar1 i¢in sistem modeli, durum uzay1 averaj modeli ve
kiiciik sinyal modeli yaklagimlari ile elde edilmistir. Daha sonra kontrolorler Ziegler Nichols
Metodu ve Parcacik Siirii Optimizasyonu ile tasarlanmistir. PSO, 10 ve 20 pargacikli olmak
tizere iki farkl sekilde gergeklestirilmistir. Daha sonra elde edilen oransal kazang, integral

kazanci, tiirevsel kazang parametreleri opamplar ile analog devre olarak sentezlenmistir.

ki farkli yontemle tasarlanan bu ii¢ PI ve PID denetleyicilerin performans analizleri,
PSIM’de gergeklenen simiilasyon ¢alismalarinin sonuglari kullanilarak sunulmustur. Ortalama
Karesel Hata (MSE), sunulan calismalar i¢in kontrol performans indeksi olarak kabul
edilmistir. Kontrolorler iist asim ve yerlesme zamani agisindan da degerlendirilmistir.
Sonuglar 20 parcacikli PSO algoritmasi ile gelistirilen PID kontroloriin  digerle
denetleyicilerden daha basarili oldugunu gdstermistir. Son olarak kontrolorler laboratuvar
ortaminda gerceklestirilmis ve benzetim calismalarindaki gibi performans verdigi

gozlemlenmistir.

Anahtar Kelimeler: Siirekli iletim Modu, Durum Uzay1 Averaj Modeli, Boost Déniistiiriicii,

PI Kontrolor, PID kontrolor, Ziegler-Nichols Methodu, Pargacik Siirli Optimizasyonu

Bilim Kodu: 608.01.05
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This study presents the performance analysis of Pl whose parameters are designed by Ziegler-
Nichols Method and PID controllers whose parameters are adjusted by Particle Swarm
Optimization (PSO) for Continuous Conduction Mode (CCM) boost DA-DA converter.

DC-DC boost converters are used in many power electronics applications such as electric
vehicle chargers, DC motor drive, mobile device renewable energy systems and photovoltaic
applications. Their high power levels, high efficiency, high power density, low cost and small
size make them attractive. For this reason, DC-DC converters, which are used in many areas
in current life, have always attracted attention in control studies. In this study, such a

converter is considered.



ABSTRACT (continued)

First of all, the linear model of the converter, which is designed for 5-15 V input voltage
range and 25 V output voltage, has been obtained in accordance with its operation in

continuous conduction mode.

Secondly, the system model for nominal operating conditions is obtained by state space
average model and small signal model approaches. Later, the controllers were designed with
the Ziegler Nichols Method and Particle Swarm Optimization. PSO was carried out in two
different ways with 10 and 20 particles. Then, proportional gain, integral gain, derivative gain

parameters were synthesized as analog circuit with opamps.

Finally, the performance analyzes of these three Pl and PID controllers designed with two
different methods are presented using the results of the simulation studies performed in PSIM.
Mean Squared Error (MSE) was accepted as the control performance index for the studies
presented. Controllers were also evaluated in terms of overshoot and settling time. The results
validated that the PID controller developed with the 20-particle PSO algorithm was more

successful than the others.

Keywords: Continuous Conduction Mode, State Space Average Model, Boost Converter, Pl
Controller, PID controller, Ziegler-Nichols Method, Particle Swarm Optimization
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BOLUM 1

GIRIS

DA-DA boost doniistiiriiciiler, DA motor siiriicii, fotovoltaik enerji kaynaklari, pil ve yakit
hiicreleri gibi ¢esitli uygulamalarda diisiik giris geriliminden yiiksek ¢ikis voltaji elde etmek
icin kullanilmaktadir [1-6]. Ancak degisken giris gerilimlerine karsi boost konvertorler tek
basma yeterli degildir. Degisken giris gerilimli konvertoriin agik ¢evrim konfigiirasyonu,
voltaj regiilasyonu ve dogru dinamik performanstan yoksundur. Bu tiir boost konvertorler

kontrol uygulamalarina ihtiya¢ duymaktadir [7-8].

Arastirmacilar, genis uygulama alanlari olan boost konvertérlerin kontrolii igin ¢esitli
caligmalar yapmustir [9-11]. Endiistri ve diger alanlarda yaygin olarak kullanilan boost
konvertoriin kontrolii tireticilerin kazanglar1 agisindan da 6nem arz etmektedir [8]. Dolayisiyla
en iyi kontrol yontemini bulmak igin kontrolorlerin karsilastirmali ¢alismalar1 6nemli bir

arastirma alani olmustur [10, 13-15].

Bu caligmada da iki farkli yontem (Ziegler-Nichols ve Pargacik Siirii Optimizasyonu) ile
tasarlanan kontrolorlerin kiyaslanmasi yapilmistir. Asagida otomatik kontrol teorisinin

tarihsel gegmisinden kisaca bahsedilmistir.

Otomatik kontrol yontemleri temelde {i¢ gruba ayrilmaktadir. Giiniimiizde yaygin olarak
kullanilan kontrol teorileri, klasik kontrol teorisi (geleneksel kontrol teorisi) modern kontrol
teorisi ve giirbliz kontrol teorisidir. Otomatik kontrol, herhangi bir miihendislik ve bilim
alaninda temel bir konu olmakla birlikte uzay araci sistemlerinin, robotik sistemlerin, modern
iretim sistemlerinin, sicaklik, basing, nem, akis vb. kontroliinii i¢ceren herhangi bir endiistriyel

islemin 6nemli ve ayrilmaz bir pargasidir [16].

Otomatik kontrol konusundaki ilk 6nemli ¢alisma, James Watt'in on sekizinci ylizyildaki bir
buhar motorunun hiz kontrolii i¢in yaptig1 merkezkag¢ denetleyicisidir [17]. Kontrol teorisinin

gelismesindeki diger onemli ¢aligmalarini Minorsky, Hazen ve Nyquist yapmistir. Minorsky



1922'de sistemi tanimlayan diferansiyel denklemleri elde ederek gemi diimeninde otomatik

kontrolorler ile stabilitenin nasil saglanacagini gostermistir [18].

1932 yilinda Nyquist'in kapali dongliniin kararliligin1 belirlemek igin nispeten basit bir
prosediir gelistirmistir. Hazen, 1934'te pozisyon kontrol sistemleri i¢in degisen bir girisi

yakindan takip edebilen servo mekanizmalarinin tasarimini tanitmistir [16].

Frekans tepkisi yontemleri (6zellikle bode diagrami ydntemi), miihendislerin performans
gereksinimlerini karsilayan dogrusal kapali dongii kontrol sistemleri tasarlamasint miimkiin
kilmistir. 1940'larda ve 1950'lerde birgok endiistriyel sistemde basing, sicaklik vb. kontrol
etmek i¢in gesitli kontrolorler kullanmistir [19].

1940'larin basinda Ziegler ve Nichols, Ziegler-Nichols ayarlama kurallar1 adi verilen PID
kontrolorlerinin elde edilmesi i¢in kurallar 6nermislerdir. Evans tarafindan 1940°dan 1950’ye
kadar kok yer egrisi yontemi tamami ile gelistirilmistir. Frekans cevabi ve kok yer egrisi

metodu klasik kontrol teorisinin temelini olusturmustur [16].

Kontrol tasarim problemlerinde, 1950’lerden itibaren c¢alisan bir¢cok sistemden birinin
tasarimina verilen 6nem tek bir optimalin tasarimina dogru kaymistir. Bir baska degisle artik

kontroldr tasarimi degil en iyi kontroloriin tasarimi1 6nem kazanmustir [16].

Modern bir kontrol sisteminin tanimi ¢ok sayida denklem gerektirmektedir. Birgok girdi ve
ciktiya sahip modern tesisler giderek daha karmasik hale geldikge, yalnizca tek girisli, tek
cikish sistemlerle ilgilenen klasik kontrol teorisi, ¢oklu giris, coklu ¢ikis sistemleri igin

yetersiz kalmaktadir [20].

1960"ardan beri, dijital bilgisayarlarin mevcudiyeti karmasik sistemlerin zaman domeni
analizini miimkiin kildig1 i¢in, zaman domeni analizine ve durum degiskenlerini kullanan
senteze dayanan modern kontrol teorisi, modern sistemlerin artan karmasikligi ile basa

¢ikmak i¢in gelistirilmistir [16].

1960'dan 1980'e kadar, hem deterministik hem de stokastik sistemlerin optimal kontrolii ve
karmasik sistemlerin uyarlanabilirligi arastirtlmistir [20]. 1980'lerden 1990'lara kadar, modern

kontrol teorisindeki gelismeler, giirbiiz kontrol ve ilgili konular etrafinda toplanmistir [16].



Modern kontrol teorisi, diferansiyel denklemin zaman domeni analizine dayanmaktadir. Bu
teori, gercek bir kontrol sistemi modeline dayandigindan kontrol sistemlerinin tasarimini daha
basit hale getirmistir. Ancak, sistemin kararligi, ger¢ek sistem ile modeli arasindaki hataya
kars1 duyarlilik gostermektedir. Bu, bir modele dayali olarak tasarlanan denetleyici gergek
sisteme uygulandiginda sistemin kararli olmayabilecegi anlamina gelmektedir. Bu durumdan
kaginmak i¢in, once olasi hatalarin aralifi ayarlanmakta ve ardindan denetleyici, sistemin
hatas1 varsayilan aralik ig¢inde kalacak sekilde tasarlanmaktadir. Eger sistem varsayilan
aralikta kalirsa tasarlanan sistem kararli olmaktadir. Bu prensibe dayanan tasarim yontemine
giirbiiz kontrol teorisi adi1 verilmektedir. Bu teori hem frekans tepkisi yaklasimini hem de

zaman domeni yaklagimini icermektedir [16].

Klasik PID kontroldrler dayanikli ve uygulanabilir olmasi nedeni ile endiistri ve literatiirde
¢okca kullanilmigtir [21]. PID parametrelerinin ayar yontemleri, geleneksel ve akilli
yontemler olarak siniflandirilabilir. Ziegler ve Nichols ve Simpleks yontemi gibi geleneksel
yontemler de kontrolor tasariminda kullanilmaktadir. Ancak bu yontemlerde optimal PID
parametrelerini belirlemek zordur. Genellikle iyi ayarlama yapmaya olanak saglayamamakta,
dalgalanma ve yiiksek asim iiretmektedir [22]. Dolayisiyla son zamanlarda, akilli yaklagimlar
da onerilmistir. Bunlar: genetik, parcacik siirlisii optimizasyonu, karinca kolonisi, gri kurt,

yapay ar1 kolonisi, benzetimli tavlama algoritmalar1 gibi yontemlerdir [22-28].

Eberhart ve Kennedy (1995), yakin zamanda bir siirii zekasi teknigi olan ve evrimsel
hesaplama algoritmalarindan biri olan pargacik siirii optimizasyonu (PSO) algoritmasini

onermislerdir. Bu algoritmanin son yillarda ¢okca ilgi gérmesi bir¢ok nedene dayanmaktadir.

Birincisi, PSO algoritmasin1 gergeklestirmek i¢in yalnizca birkag satir bilgisayar kodu
gerekmektedir. Ikincisi, gradyan bilgisini degil, ama¢ fonksiyonunun degerlerini kullanan
arama teknigi, onu kullanimi kolay bir algoritma haline getirmektedir. Ugiinciisii, bellek ve
CPU hiz1 gereksinimleri ¢ok diisiik oldugundan hesaplama agisindan ucuzdur. Dordiinciisti,
problemi verimli bir sekilde ¢6zmek igin dogrusallik, tiirevlenebilirlik, disbiikeylik,
ayrilabilirlik veya kisitlarin olmamasi gibi geleneksel deterministik yontemlerde yapilan giiclii
bir varsayimi gerektirmez. Son olarak ise, ¢oziimii, optimizasyon yaklagimlarina dayali
mihendislik tasarim problemlerinde biiyiik bir avantaj olabilecek parcaciklarin baslangic

durumlarma pek bagl degildir [29].



Kesirli dereceli PID (FOPID) denetleyicisi de 1999 yilinda Podlubny tarafindan onerilmistir
ve sembolik olarak PI*D* olarak yazilmaktadir. Burada A ve p integral ve tiirev dereceleridir
ve bunlar kesir sayilaridir. FOPID denetleyicisinin bes parametresi bulunmaktadir. Bunlar:

orantisal kazang, integral kazang, tiirev kazanci, integral derecesi Ve tiirev derecesidir [30].

Kesirli dereceli kontrol sistemi yaklagimi, kontrol sistemi performanslarini iyilestirmek igin
yaygin olarak kullanilmaktadir. Literatiirde gesitli kesir dereceli PID tipi kontrol sistemi
analiz ve tasarim yontemleri gelistirilmistir [31-34]. Ayrica (Genetik Algoritma) GA
Optimizasyonu, (Pargacik Siirli Optimizasyanu) PSO, (Gri Kurt Algoritmasi) GWA ve
(Karinca Kolonisi Algoritmasi) KKA gibi yontemler FOPID ve FOPI uygulamalarinda
kullanilmistir [10, 13-15].

Birgok arastirmaci, boost konvertoriin kontrolii i¢in bir klasik kontrol yontemi olan Ziegler-
Nichols ile PI [35-37] ve PID [38-40] kontrolorler gelistirmislerdir. Ayrica, genetik [41],
pargacik siiriisii optimizasyonu [42-43], karinca kolonisi [44], gri kurt [45-46], yapay ari
kolonisi [47], benzetimli tavlama [48] algoritmalar1 gibi akilli yaklasimlar ile DA-DA
yiikselticiler i¢in kontroldrler tasarlamistir. Bu yontemler kesir dereceli kontroldrler i¢in de

kullanilmistir ve galismalarda performans kiyaslamalart da yapilmistir [49-54].

Bu ¢alismada, tiim FOPID parametreleri (Kp, Ki, Kp, p Ve, X) pargacik siiriisii optimizasyonu
kullanilarak optimize edilmistir. Ayrica yer alan birinci kontrolor yukarida anlatilan klasik PI
yontemi olan Ziegler-Nichols yontemi ile tasarlanmustir. Ikinci kontroldr ise Kesir Dereceli

PID olarak tasarlanmistir. Sonrasinda bu iki yontem kiyaslanmustir.



BOLUM 2

BOOST KONVERTOR

Ideal bir boost DA-DA déniistiiriicii devresi Sekil 2.1°de gdsterilmistir. Boost Konverter
gerilimi daha yiiksek bir seviyeye ¢ikartmaktadir. Kararli durum caligsmasi igin ¢ikis voltaji
(Vo) her zaman giris voltajindan (Vi) daha yiiksektir. Doniistiiriici bir indiiktor (L), bir giig
MOSFET’i, bir diyot (D), bir filtre kapasitorii (C) ve bir yiik direnci (Rr) igermektedir. S
anahtari, anahtarlama frekansinda (fs = 1/T) doluluk orani ile (D = ton/T) anahtarlama yapar.

Burada ton anahtarin kisa devre durumundaki zaman araligidir.

Boost donistiiriicti indiiktor akimimin dalga bi¢imine bagli olarak iki moddan birinde
caligabilir: Siirekli iletim modu (CCM) veya siireksiz iletim modu (DCM). DCM'deki boost
doniistiiriicti, R = oo degerinde ¢alisir ¢linkii filtre kapasitoriiniin desarj yolu yoktur. Bu
calisgmada CCM boost converter ele alinmustir. Sekil 2.2 ve 2.3 CCM igin sirastyla S anahtari
kapali, diyot kesimde ve S anahtar1 agik, diyot iletimde iken boost doniistiiriiciiniin esdeger

devrelerini gosterir.

Akim ve gerilimin ideale yakin dalga formlari, boost doniistiiriiciiniin ¢alisma prensibini

aciklamak i¢in Sekil 2.4, 2.5, 2.6, 2.7, 2.8, 2.9, 2.10’da gosterilmistir.

Sekil 2.2’de 0 <t < DT zaman araligindaki durum gosterilmistir. Anahtar kapali ve diyot
yiikiin yoniine gore ters yonlii oldugundan iizerindeki voltaj Vp = —V, olur. Indiiktor
iizerindeki voltaj VL = Vi'dir ve indiiktdr akimi Vi/L oraninda dogrusal olarak artar. Boylelikle

manyetik enerji de artar.

Anahtar MOSFET’in G ve S uglar arasindaki voltaj ile agildiginda (t = DT aninda) anahtar
akimi indiiktdr akimina esittir. Indiiktdr bir akim kaynag1 gorevi goriir ve Sekil 2.3’deki gibi
diyot iletime gecer. Indiiktdr iizerindeki voltaj Vi = Vi =V, < 0'dir. Dolayisiyla, indiiktor

akimi (Vi —Vo)/L'lik bir egim ile azalir ve diyot akimi, indiiktor akimina esittir. Bu zaman



araliginda enerji indiiktor L'den filtre kapasitorii C ve yiik direnci Ri'ye aktarilir. t = T aninda,

anahtar tekrar kapanarak dongii sonlandirilir [55].

Sekil 2.3 Ideal boost konvertdr icin anahtarm acik devre diyodun kisa devre oldugu durumu

Sekil 2.1°deki boost doniistiiriiciiniin analizi asagidaki varsayimlarla baslar.
1) Giic MOSFET ve diyot ideal anahtarlardir.
2) Transistor ¢ikis kapasitansi, diyot kapasitansi ve iletken endiiktanslari (ve dolayisiyla
anahtarlama kayiplari) sifir.

3) Pasif bilesenler dogrusaldir, zamanla degismez ve frekanstan bagimsizdir.



4) Giris voltaj kaynag1 Vi'nin ¢ikis empedansi, hem DA hem de AA bilesenleri igin

sifirdir.

Zaman Arahg1 0 <t<DT

0 <t < DT, zaman aralig1 i¢in ideal bir esdeger devre Sekil 2.2'de gosterilmistir. Anahtar
kapali, Vp diyotundaki voltaj Sekil 2.10°da goriildiigi gibi yaklasik olarak —Vo'ya esittir. Sekil
2.8’de ve Sekil 2.9’da, Vs anahtarindaki voltajin ve diyot akiminin sifir oldugu gosterilmistir.

Bobin iizerindeki voltaj:

di,
V,=V,=L— 2.1
L l at ( )

Indiiktor akimi i; anahtar akimi ig olmak iizere
¢ ti
. o1 . 1 . Vi .
lg =1 = Zf VL dt + lL(O) = Zf Vi dt + lL(O) = Itl + lL(O) 'ti = DT (22)

0 0

burada i(0), t = 0 aninda ilk indiiktor akimidir. (2.2)'den, indiiktoriin akiminin tepe degeri

elde edilir.
V.DT

Asagida DA gerilim transfer fonksiyonunun My = V,/V; = 1;/I, = 1 /(1 — D) oldugu
kisaca gosterilecektir. Bu nedenle indiiktor dalgalanma akimiin tepeden tepeye degeri su

sekilde ifade edilir:

i,(DT) =

VifT +i,(0) (2.3)

VlDT VLDT VLD VOD
Aiy(DT) — i, (0) = ——+ i, (0) — i, (0) = —— == 0"
lL( ) lL( ) L + lL( ) lL( ) L f:gL MVDCf:S‘L

_ VoD(1-D)
== (2.4)



Vo, fs Ve L 'nin sabit degerleri igin,

04i;, VoD
oD  f.L

(1-2D) =0 (2.5)

Bu tiirevi sifira esitleyerek A4i; degerinin, D = 0.5 oldugunda maximum oldugu

gozlemlenebilir.

e _Ve05(1-08) _ Y,

(2.6)

Doluluk orant D, 0'dan 1'e yiikseltildiginde, tepeden tepeye indiiktor dalgalanma akimi 4i;,

sifirdan artmaya baslar, D = 0,5'te maksimuma ulasir ve sonra tekrar sifira diiser.

Diyot voltaji;

VD = _VO (27)

olarak verilir.

Indiiktér akimi I 'nin ortalama degeri, DA giris akimi Ii'ye esittir. Buradan anahtar akiminin

degeri en yiiksek noktasina ulasir.

Ai, 1, A
= = 2.8

t = DT zaman aralifinda anahtar siiriicli tarafindan agilir. MOSFET in iizerindeki kap1 kaynak
degisimi Sekil 2.4’de gosterilmistir. CCM igin Indiiktdr akimi i_ siirekli akar. Anahtar

acildiginda i sifir olmadigi igin, neredeyse bir akim kaynagi gibi davranir ve diyotu agar.

Indiiktorde depolanan manyetik enerji,

1, 1, 1 .,
WL(t) = ELLL + WL(O) = ELlL (t) +ELlL

- ) (2.9)
=_t 2412
> t +2LLL (0)



Indiiktdr manyetik enerjisindeki artis,
1 .2 2
AW, iny = 5 L[, (DT) — 1,7(0)] (2.10)

seklinde olur [55].
Zaman Arahgi: DT <t<T

DT < t < T zaman araliginda, anahtar agik ve diyot iletimdedir. Sekil 2.3 ideal bir esdegeri
gosterir. Bu zaman aralig1 i¢in doniistiiriicii devresi. Anahtar akimi1 is ve diyot voltaji Vp
sifirdir ve indiiktor bu zaman araliginda bosalir. Durumlar sirastyla Sekil 2.7, 2.10, 2.6’da

gosterilmistir.

Sekil 2.5°de verilen indiiktor izerindeki gerilim,

di
V.=V, -V, =L6_tL<0 (2.11)

bu da Vo > Vi oldugunu gosterir. Indiiktdr ve diyottan gegen akim su sekilde bulunabilir:

t

. .1
lD :lL:Zf

DT

v, —V,
= ‘L ® (t = DT) + i, (DT)

t
1
DT (2.12)

burada iL(DT), t = DT'deki baslangi¢ indiiktdr akimi i 'dir. Indiiktér dalgalanma akimmin
tepeden tepeye degeri:

Vo =V;)(1=D)T Vo,D(1—D)
L B fiL

Ai, = i,(DT) — i, (T) = (2.13)

Burada V; =V, (1—-D)



Anahtar iizerindeki gerilim,

Vs =V =Vsu

Tepe diyot akimi ve tepe anahtar akimi su sekilde verilir,

Ai, I, 4
Teng = Irny = I: =
sm = Ipy = I; + > ~1-D + >

A iLmax _ lomax A iLmax

Isymax = IpMmax = limax 2 ~1-D 2
max

(2.14)

(2.15)

Anahtar siiriicii tarafindan kapandiginda zaman araligi t = T'de sona erer. DT <t < T zaman

araliginda, L indiiktériinde depolanan manyetik enerjideki azalma,

1
AW, (ouy = 5 L[1,*(DT) — 1,*(T)]

olarak verilir.

(2.16)

Kararli durum igin, 0 <t < DT zaman araliginda indiiktorde depolanan manyetik enerjideki

artis, DT <t < T zaman araliginda indiiktdrde depolanan manyetik enerjideki azalmaya esittir.

VeV

DT T

Es}

Sekil 2.4 MOSFET in kapi—kaynak gerilim degisimi
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Vi)

DT| & T

Sekil 2.5 Bobin gerilimindeki degisim

2

)

L{&) A
% V-1
I, |—— .ﬂ__:I‘ _____ L ——
Ai ¥ ~
|
|
|
0 | |
DT T t(s)

Sekil 2.6 Bobin akimindaki degisim

M
is(A)
i
I'-n.| _ .r__
:[ ____________
L]
0 >
DT T t(s)

I
V()
G =Wy |
S
1] -
DT T t(s)

Sekil 2.8 Anahtar tizerindeki gerilim degisimi
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1,8 ]

II:-\!

DT T i(s)

Sekil 2.9 Diyot lizerindeki akim degisimi

v
T
0 e
DT T ©
V=V, .

Sekil 2.10 Diyot tizerindeki gerilim degisimi

DA Gerilim Transfer Fonksiyonu:

Durgun durum ig¢in indiiktor izerindeki voltajin ortalama degeri [55]:

T
1
VL(AV) = TJVLdt =0
0

V.DT = (V, — V))(1 — D)T

12

(2.17)

(2.18)

(2.19)

(2.20)



Kayipsiz bir boost dontistiiriicii icin Mypc degeri;

1< Mype £ o (2.21)
2.1 KESINTISiZ ILETIM MODUNDA BOOST KONVERTORUN TASARIMI

Devre elemanlar (R, L, C) tasarim kisitlar1 dikkate alinarak belirlenir. Doniistliriicii tasarim
kisitlari, maksimum ¢ikis giicii 30W, giris voltaji (Vin) aralig1 5-15V, ¢ikis voltaji (Vo) 25V

ve anahtarlama frekans1 20 kHz olarak secilmistir.

Maximum ¢ikis glici P, jpax = 30 = V,,. [y max, olarak yazilirsa maximum yiik akimi 1.2 A

olarak elde edilmistir.

Minumum yiik akimi, maximum yiik akiminin %35°1 kadar oldugu varsayilarak,

v
Rymin = —— = 20.833 Q (2.22)
Oomax
v
Rimax = I — = 416.66 O (2.23)
min

minimum ve maximum yiik direnci (Rymin, Rimax) €lde edilmistir. Verilen esitliklerde (1-2)
lymax, maximum yiik akimdir, /y;, minimum yiik akimidir. Ayrica DA voltaj i¢cin Mpcmin ,

Mpcmax asagidaki gibi sunulmustur.

V,
My pemin = ——— = 1.6666 (2.24)
Vinmax
MVDCmax - V. T 5 (2-25)
mmin

Konvertdriin verimi (1) %90 olarak diisiiniilmiistiir;

1 _ 046 (2.26)

Dpin =1— M
VDCmin
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_ 1 — o082 (2.27)

Dmax =1— M
VDCmax

R D,in (1 — Dpyin)?
Lmin — Lmax mlrésc mm) = 1.40 mH (2.28)
N

Indiiktor degeri (7)’de gosterildigi gibi 1.40 mH olarak elde edilmistir. Esitliklerde, D,,qy,
maximum doluluk orani, D,,;;,,, minimum doluluk orani, L,,;,, minimum indiiktor degeri, f;,

anahtarlama frekansi, C,,;,, minimum kapasitdr degeri ve V,. voltaj ripple faktoriidiir.

% < %1 (V. = 0.25) olarak segilmistir.
0

Vepp = 2=0.125 (2.29)
D \Y%
Coiy = ——220_ — 393.6 uF (2.30)
f:s‘RLminVCpp

Son olarak piyasadaki kapasitorler dikkate alinarak 470 pF'lik bir sigag secilmistir.

2.2 BOOST KONVERTERIN MODELLENMESI

2.2.1 Boost Konvertoriin Averaj Modeli

Boost doniistiiriictiniin anahtarlama dongiisii basina iki modu bulunmaktadir. Bu modlar
devrenin esas anahtar1 olan MOSFET’in durumuna gore adlandirilmaktadr. Anahtar kisa
devre modu: MOSFET iletimde ve diyot acik devredir. Anahtar agik devre modunda
MOSFET kesintide ve diyot iletimdedir. Kisa devre ve acgik devre modda parazitik eleman
iceren yiikseltici doniistiiriiciiniin, D.Ts ve (1-D).Ts zaman araliklar ile ilintili olarak esdeger
devresi sirayla Sekil 2.9 ve 2.10°de verilmistir [56]. D, iletim siiresinin anahtarlama

periyoduna (Ts) oranidir.
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RL

Vin

Sekil 2.11 Parazitik boost converter devresinde anahtarin kapali1 diyodun agik oldugu durum

Iki durum i¢in de durum uzayr denklemleri Kirchhoff'un Gerilim Yasas1 (KGY) kullanilarak
tiretilebilir. Anahtarin kisa devre durumu i¢in KGY denklemleri (2.31), (2.32) ve (2.33)'de

verilmistir.

Vo(D) =V, ey,
o(t) = C(t)_R+RC c(®
Vo(t) = Ve(t)

R+R,

Desarj akim1 — VOT(t)

Anahtar kapali iken kapasitor direng iizerinden bosalir.

dI, (¢t)
L ;t =Vin — IL(DR,

CdVC(t) _ =Ve(®)

d.  R+R,
drp(6) Ry,
de - T 0 IL Vin
= +| L
wveo|| o ——[lvel'[ g
d; C(R+Rc)

o= [0 77 | i
0AK ™ R+ RcllVe

(2.31)

(2.32)

(2.33)

(2.34)

(2.35)

(2.36)



A
w9

RC l 10
+
Vin + Load Vo
Vc -

Sekil 2.12 Paratizik boost converter devresinde anahtarin agik diyodun kisa devre oldugu durum

L dl;ft) =V —Vp— (RL + RRf;C) e i V.(t) (2.37)
¢ ch(i:t( 28 R f R, L0~ va(t;C (2.38)
Vo=ormVe(® +3 R;CIL(t) (2.39)
Vo = o (Ve(®) + Rel, (1)) (2.40)

Anahtarin agik devre durumu igin esitlikler durum uzayr formunda (2.41) ve (2.42)’de

sunulmustur.
[dIL(t)] [ RR: + (R + Ro)R,, R ] S

d | _| L(R+R¢) LR+ Re) | ] in — ¥D 2.41)
dVC(t) l R 1 J Ve é '

C(R + Rc) C(R + Rc)
RR; R I

= 2.42

Voas [R +Rc R+ Rc] [VC] (2.42)

Devre modlarinin durum-uzay formlarina (2.45)‘deki gibi averaj model yaklasimi

uygulanmustir.
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RL
LT o |
A, = )
0 " C(R+Ro)
_|T T I®+RO LR+RQ) |
2= R 1|
|  CR+Ro "CR+ RO

A=A,D+A,(1-D)

LRy |
T °
: o)
l C(R + Rc)
+} LR+Ry 7P "I®yry
I
1-D - 1
| t®Rerd ™D C(R + Ro)
A, D+A, (1-D)= Rip RRc
tu 2u L~ L(R+Re)
R RR R, R
—_—Ltp_ C _(1-D)——l4+-%
L~ L(R+Re) L L
RR R
=— C _(1-p)--t
L(R+ R¢) L
A, D+A, (1-D)=0 R__a
fz 212 ~ L(R+RQ)

R
A121D+A221(1_D)=0+ ( - )_

C(R+ Rg)

D)= —
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(R+Re)R,

(1=D)- L(R+Re)

L(R+Re)

- _(1-
C(R+R¢)

(2.43)

(2.44)

(2.45)

(2.46)

(2.47)

(2.48)

(2.49)



! » ! 1-D) = !
" C(R+Ro) _C(R+Rc)( -D)=

A122D + A222 (1 - D) =

v, Vin — Vp
By, D+By,,(1-D) = =D +——

(1-D)

_Vin VD Vin
= (1-D)-—(1-D)+—D

Vin Vin Vin VD VD
=—D+—-—D-—1-D)=——(1-D
L +L L L( ) L( )+

Vin
L

Blle + B221(1 - D) = O

C —[o R ]
1= R + Rc

_[RRC R ]
27 lR+Rc R+Rc

C=C,D+C,(1-D)

RR, RR,

C111D+C211(1_D):0+R+Rc(1_D):R+Rc

(1-D)
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" C(R+R0)

(2.50)

(2.51)

(2.52)

(2.53)

(2.54)

(2.55)

(2.56)

(2.57)

(2.58)

(2.59)

(2.60)



R D+ R (1-D) = L
(R+R¢) (R+Rc) ~ (R+Re) (2.61)

C112D + C212(1 - D) =

Yukarida, Al kisa devre durumu i¢in durum denklemidir, A2 agik devre durumu i¢in durum
denklemidir. Benzer bir yaklasim B1-B2 ve C1-C2 vektorlerine de uygulanirsa,
doniistiiriiciiniin averaj modeli (2.62) ve (2.63)’deki gibi elde edilebilir.

[dIL(t)] R, R

e | [ L(R+JQJ 1=D-7 __L(R—FRC)(l__D)l Q]
|ch(t | R 1 Ve

— | trrrot™D " TR+ Ro)

Vpo(1=D) V (2.62)
H 1t
0
— 9 _

°"(R+Rc)m' D) (R+RCJ[WJ (2.63)

2.2.2 Boost Konvertoriin Kiiciik isaret Modeli

PID denetleyiciyi elde etmek icin averaj modelin dogrusallastirilmas: gereklidir.
Dogrusallastirma islemi i¢in Euler yontemi uygulanir ve pertiirbasyonlar asagidaki gibidir
Kiiciik bir doluluk orani artis1 (Ad), kiiclik bir kapasitdr voltaj artis1 (Axz2) ve kiigiik bir

indiiktor akimi artis1 (Ax1) oldugu varsayilirsa.

X, = Xq + A%y (2.64)
X, = X, + A%, (2.65)
D=D+Ad (2.66)
Vo=y=y+Ay =V, + Av, (2.67)

19



RR

. . RL
Xy +Axq = (—L(TRC)(]. — (D + Ad)) — T)(Xl + Axq)
v v (2.68)
D in
LR RO (1— (D + Ad))(x, + Ax,) — 7(1 —(D+Ad) + -
¢, + A%, = RRc (1-D) + RR¢  pd—Rby +a
1+ 8% = CrRTRY L(R+Ro) RACIY
(——————(1-D) + ————Ad)(x, + Axy)) — @(1 -D)+ Yo \d
L(R+Re) L(R+R() L L
Vin
T (2.69)
+A RRe (1-D) RRe _ pdx, — L
AT T RYRY Mt IRRy ST T M
RRc (1 - D)Ax, + LAomx1 Ry —LAx, ——— (1 - D)x
L(R+R¢) L(R+R¢) L L(R+R() z
R R(lD)A+RAdA Y 1 -p
L(RTRe) 2 T L(R+Ro) %+ LRyRy M4~ (1= D)
D Vin
+Ad+ (2.70)
Denklem 2.70°de TRe AdAx1 ve ——— ( AdAx1 ifadeleri ihmal edilir.
RL Vp
X = (—m(l —D) - L) 1— _L(TRC)(l —D)x,)) —7(1 -D)
Vin
+T (2.71)
=(———=—(1-D) —E)Axl ———— _(1-D)Ax
L(R+R¢) L L(R+R¢) z
R(R¢xq +x3)
L(R+Ro) _)Ad (2.72)
%, + A%, = (1-(D+Ad)(x,+A ! +A
X2 Xy = C(R"‘Rc) X1 Xl) C(R+Rc) (XZ XZ)
=(————((1-D)—— A — _(1-
CRirg ™D ~tRyrg 29+ Grarg 7 DA 2.73)
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1
— A
C(R+RQ) 27 C(R+Rp) 2

——— _AdAx, —
C(R+Rg)

Denklem 2.73’de — AdAx, ifadesi ihmal edilir.

C(R Re)

¢y = (——(1—D)xy — ————
%2 = GRarg ¢~ D%~ CReRg 2
Ak, = ——(1-D)A A R Ad
*2 = C(R+RQ) T CRIRY) 2T C(RHRQ)
RR R
y+ Ay = R+R + Ax,)) i TR (x5 + AX,)
RRc (1-D) RRC \dx, + B (1-D)A RRe pda
R+R¢ T RIR ST T R¥R 1T RyR T
Rt Ax,
TR T T RIRG
Denklem 2.76'da — = ~C AdAx, ifadesi ihmal edilir.
C
_ RRe (1-D)x, +
Y= R+R, TR R 2
Ay = —= (1 —D)Ax, + R Ak, — SReXy g
Y = Rtrg T R¥Re 2T R+Rg
RR, 1Dy R, R (D)
AXl] L(RRc) L L(R + Rc) [AXl]
AXZ _p) 1 Ax,
C(R o C(R + Ro)
R(chl + Xz) VD
+| L(R + Ro) L|Ad
RI,
C(R + Ro)
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(2.74)

(2.75)

(2.76)

.77

(2.78)

(2.79)



RR R
(1-D)
R+Rc R+Rc

RRcX,
R+ R

Ay = ]Ax + ]Ad (2.80)

Kiigiik isaret modeli (2.79) ve (2.80)’deki gibi elde edilmistir. Boliim 2.1'de elde edilen

tasarim parametreleri, sayisal modeli elde etmek igin (2.79) ve (2.80) de kullanilmistir.

—74 —257.13

A= [765.919 ~10.637 (2.81)
_ 119766.9266

b= [ —796.981 (2.82)
_ [0.0036

c=["""] (2.83)

D = [0.003745] (280

Son olarak gelistirilen yiikseltici devresinin transfer fonksiyonu (2.85)’deki gibi bulunmustur.

Vo(s) 0.003745s? — 725.5s + 1.508e07

G(s) = =
®) =35 sZ + 84.64s + 1.977¢05

(2.85)
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BOLUM 3

DENETLEYIiCIi TASARIM CALISMALARI iLE KONTROLOR TASARIMI

3.1 ZIEGLER NIiCHOLS YONTEMIi

1942'de Ziegler-Nichols, zaman tepkisi ve deneyimlere dayanan bir ayar formiilii [57-58],
sunmustur. Ziegler-Nichols ayarlama yontemi, bir PID denetleyicisini ayarlamanin deneysel
bir yontemidir. Kontrolorlerin parametrelerinin belirlenmesi veya PID kontrol6rlerin

ayarlanmasi sistem iizerinde yapilan deneylerle elde edilmistir.

Ziegler-Nichols yontemi motor hiz kontrol uygulamalar1 [59-62] fotovoltaik giines enerji
sistemlerinin kontrolii [63-65] konvertorler [66-69] ve invertorlerin [70-72] kontrol

uygulamalar1 gibi bir¢ok gii¢ elektronigi uygulamalarinda ¢ok¢a kullanilmastir.

Ziegler ve Nichols, belirli bir sistemin gegici tepki 6zelliklerine bagli olarak oransal kazang,
integral zamani ve tlirev zamam degerlerinin belirlenmesi i¢in bazi denklemleri One
stirmiistiir. Bu degerlerin yer aldig transfer fonksiyonunu igeren kapali ¢evrim bir sistem
Sekil 3.1°de sunulmustur. Ziegler-Nichols ayar kurallari olarak adlandirilan iki yontem
bulunmaktadir. Bunlar, birinci yontem ve ikinci yontemdir. Asagida bu iki yontemin kisa bir

sunumu verilmistir.

Birinci yontem: Bu yontemde sistemin birim basamak cevabi deneysel olarak elde edilir.
Sistem ne entegrator(ler)i ne de baskin kompleks eslenik kutuplari igermiyorsa, birim
basamak tepkisi S sekline benzer sekilde olabilir. Boyle bir basamak cevabi deneysel olarak

ya da sistemin dinamik simulasyonlari ile olusturulabilir.
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\ 4

®

T'

Bu S sekilli egri iki sabit ile karakterize edilir: Gecikme zamani L ve zaman sabiti T. Bu

vy +

Y

1 2 .
R (ld—4T5s s Sistem
Ti S

Sekil 3.1 Kapali ¢evrim transfer fonksiyonu

parametreleri elde etmek igin S-sekilli egrinin biikiilme noktasindan teget bir ¢izgi ¢izilir, bu
cizginin zaman ekseni ve c(t)=K dogrusu ile kesisme noktalar1 belirlenir ve Sekil 3.2°de
gosterildigi gibi elde edilir. Tegetin zaman ekseni ile kesistigi noktanin sifir noktasina olan
uzaklig1 gecikme zamani olarak adlandirilir ve teget ile ¢(t)=K dogrusunun kesistigi noktanin
zaman eksenindeki izdiislimiiniin sifir noktasina olan uzakliginin L kadar eksigi de zaman

sabiti olarak adlandirilir.

Kivrilma

\ / noktasimdan
c(t) cizilen teget
K
0
t
> <>

Sekil 3.2 Birinci yontem i¢in bir sistemin birim basamak cevabi

Cizelge 3.1 Birinci yontem igin Ziegler-Nichols parametre ayarlama tablosu.

Kontrol Kp Ti Tq
Tipi
) T o) 0
L
Pl T L 0
T
PID 12 5 2L 0.5L

24



C(s)/U(s) fonksiyonu yaklasik olarak asagidaki gibi hesaplanir:

C(s) Ke™

U(s) Ts+1 31

Ziegler ve Nichols degerlerini Cizelge 3.1°deki gosterilmis olan formiile gore ayarlamayi

Onerdiler.

1.2
(s+1)
s

1 T 1

Buradan, PID kontrol6riin orjinde bir kutbu ve s=-1/L noktasinda da iki tane sifirt oldugu

goriiliir.

ikinci Method: Bu metodda ilk olarak T;=co (integral zamani) ve T4=0 (differensiyel zamani)
olacak sekilde ayarlanir. Sadece sekilde goriilen oransal kontrol kullanilir. Kp, 0'dan ¢iktinin
ilk olarak stirekli salimimlar gosterdigi Ker kritik degerine yiikseltilir. Eger ¢ikti, Kp'nin
alabilecegi deger ne olursa olsun siirekli salinimlar goéstermiyorsa, o zaman bu metod

uygulanamaz.

Sekil 3.4’de kritik kazang Kcr ve karsilik gelen periyot deneysel olarak belirlenir. Cizelge

3.2’ye gbre parametreler hesaplanir.

+ u(t) c(t)

(t) N@ " K, ' s Sistem

\ 4

Sekil 3.3 Oransal kontrolor ile kapali cevrim bir sistem
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c(t)
PCI’
’ '

LA AN
VU

Sekil 3.4 Siirekli osilasyonda Pcr 6l¢iimii

Cizelge 3.2 Birinci yontem i¢in Ziegler-Nichols parametre ayarlama tablosu

Kontrol Ko Ti Ty
Tipi
P 0.5K., co 0
PI 0.45K,, 1 0
Epcr
PID 0.6K., 0.5P,, 0.125P,,
4 2
GC(S)ZKp(l-l' ﬁ +TdS)=GC(S)=O.6Kcr(1+ rpcrs +O'125Pcrs):0'075Kcrpcr T (33)

Ziegler-Nichols’un ikinci yontemi ile tasarlanan PID’de orjinde bir kutup ve -4/Pcr
noktasinda iki tane sifir1 vardir. Sistemin bilinen bir matematiksel modeli varsa o zaman Kcr
kritik kazancini ve siirekli salinimlarin frekansint 0., bulmak i¢in kok-yer egrisi yontemini
kullanabiliriz, burada 2n/0,=P, ‘dir. Bu degerler jo ekseni ile kdk yer egrisinin kollariin
kesigme noktalarindan bulunabilir. Eger kok yer egrisinin kollarinin jo eksenini kesmiyor ise,

bu yontem uygulanamaz.

Ziegler-Nichols ayarlama kurallar1 kontrol sistemlerinde sistem dinamiklerinin tam olarak
bilinmedigi yerlerde PID kontrolorlerini ayarlamak i¢in yaygin olarak kullanilmistir ve uzun
yillar boyunca, bu tiir ayarlama kurallarinin faydali oldugunu kanitlanmistir. Ziegler-Nichols

ayarlama kurallar1 elbette dinamikleri bilinen sistemlerde de uygulanabilir [16].

Ikinci yontemde, kritik kazang Kcr ve siirekli salimimlarin frekans1 ocr 'yi bulmak igin root-

locus yontemi kullanilir. Bu ¢calismada bu degerler sirasiyla 0.017 ve 6.28 rad/s ‘dir.
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3.2 YAPAY ZEKA OPTIMIZASYON ALGORITMALARI VE PARCACIK SURU
OPTIMiZASYONU iLE PID KONTROLOR TASARIMI

Yapay zeka teknolojisi, 1950'lerde yiikselen yeni bir ¢alisma alani olmustur [73-74]. Sadece
teknolojiyi incelemekle kalmamis, ayn1 zamanda ilgili teknolojiyi iirlinlere uygular ve akilli
iiriinler gelistirmistir. Insanlarin ilgili faaliyetleri tamamlamasma ve insan zekasmn bir
kismin1 genisletmesine yardimecir olmak icin kullanilan, insana benzeyen veya kismen

benzeyen teknik bir disiplindir.

Yapay zeka algoritmasi temel olarak dogadaki bazi yasalari taklit etmektir ve insanlar
doganin bu kanunlarini, matematiksel problemleri ¢dzmek i¢in kullanmaktadir [75].
Bunlardan bazilari; yapay ari koloni, pargacik siirli, karinca koloni, genetik, benzetimli

tavlama, gri kurt gibi algoritmalardr.

Karmca Koloni Algoritmalar1 yeni bir biyonik algoritmadir [76-77] ve italyan bilim adam
Marco Dorigo, karincalarin yiyecek arama davranislarini inceleyerek temel prensibini
arastirmistir [75]. Marco Dorigo ve arkadaslari ilk olarak {i¢ karinca algoritmasi tanimlamistir.

Bu algoritmalari1 gezgin satici problemi tizerinde incelemistir [78].

Karincalar, yiyecek arama siirecinde gruplar arasinda bilgi aligverisinde bulunabilirler. Bu
iletisim daha ¢ok yolculuklar1 sirasinda agiga ¢ikan feromon denilen maddelerle gergeklesir.
Karincalar genellikle daha fazla feromon maddesinin bulundugu yolu seger. Elbette daha az
maddenin bulundugu yone dogru gitme ihtimalleri de vardir. Bu iletisim ayni zamanda
karincalarin yiyeceklerden en 1iyi ¢ikis yolunu bulmalarinin da saglar. Bu hayvanlar,
feromonlarii kullanarak yuvasindan yiyecege giden en iyi yolu tespit eder. Karinca koloni
algoritmas1 boyle bir besin arama mekanizmasini temel alarak gelistirilmistir [79]. Elbette
algoritmadaki karmncalar dogadaki karincalardan biraz farklidir. Bunlarin, hafizasi vardir ve

tamamen gormez degildirler [78].

Gri kurt optimizasyonu (GWO), Mirjalili ve arkadaslar tarafindan tanitilan yeni meta-sezgisel
optimizasyon algoritmalarindan biridir [80]. Gholizadeh, dogrusal olmayan davranisi goz
onlinde bulundurarak cift katmanl 1zgaralarin optimizasyon problemini ¢6zmek icin GWO

algoritmasini gelistirmistir. Sonuglar, GWO'un dogrusal olmayan ¢ift katmanli 1zgaralarin
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optimal tasarimimi bulmada diger algoritmalara daha etkin performans sergiledigini ortaya

koymustur [81].

GWO, sosyal hiyerarsiden ve gri kurtlarin akilli avlanma yonteminden ilham almistir.
Genellikle gri kurtlar yasam alanlarinda besin zincirinin en tepesinde yer alir. Gri kurtlar
cogunlukla 5-12 kisilik bir guruplar halinde yasar. Ozellikle bozkurtlarin hayatinda kat1 bir
sosyal hiyerarsi vardir. Sekil 3.5'de gosterildigi gibi, bir gri kurt siiriisiiniin (alfa) liderleri,
genellikle siirtileri i¢in uyku yeri, avlanma ve uyanma zamani gibi kararlardan sorumlu olan

erkek ve disi kurtlardir.

Sekil 3.5 Gri kurtlarin hiyerarsisi

Cogunlukla, siirliniin diger bireyleri, alfa tarafindan verilen karara uymak zorundadir.
Grubu yonetmek, alfanin ana roliidiir. Bir gri kurt siiriisiinde disiplin ve organizasyon en
onemli unsurlardir. Gri kurtlarin sosyal hiyerarsisinde alfa'nin yanindaki seviye beta'dir ve

beta'nin rolii alfaya karar vermede yardimci olmaktir.

Beta, erkek veya disi kurtlar olabilir ve beta, biri yaslandiginda veya 6ldiiglinde alfa icin en
1y1 ikame aday1 olabilir. Beta, alfa siralarini giiclendirir ve alfaya geri bildirimler verir. Bir gri
kurt siiriisiiniin en zayif seviyesi omega'dir. Alfa, beta ve omega disindaki kalan kurtlara alt

(delta) adi verilir.

GWO algoritmasinda gri kurtlarin sosyal hiyerarsisinin matematiksel olarak modellenmesi en

1yl ¢0zlimiin alfa (o) oldugunun diisiiniilmesiyle baglar. Diger en iyi ¢oziimler sirasiyla beta

28



(B) ve delta (&) olarak degerlendirilir ve son olarak omeganin () bir diger ¢6ziim oldugu

varsayilir. Gri kurt algoritmasinda optimizasyon a,  ve d ile yonlendirilir ve ® kurtlar1 onlart

takip eder [82].

Genetik Algoritmalar, Darwin'in dogada en uygun olanin hayatta kalmasi teorisini taklit eder.
GA, 1992'de J.H. Holland tarafindan 6nerimistir. GA'nin temel 6geleri, kromozom temsili,
uygunluk se¢imi ve biyolojikten ilham alan operatorlerdir. Holland ayrica, genellikle GA

uygulamalarinda kullanilan Inversion adli yeni bir 6geyi de tanitmistir [83].

GA, evrimden ilham alan bir modeldir. Bu algoritmalar, basit bir kromozom benzeri veri
yapist lizerinde ¢Oziim iiretir ve onemli bilgileri korumak icin bu yapilara rekombinasyon
operatorleri uygular. Genetik algoritmalarin kullanildigi problemler oldukga ¢esitli olmasina

ragmen, genetik algoritmalar genellikle fonksiyon optimize edici olarak goriiliir.

Genetik algoritmanin bir uygulamasi bir kromozom popiilasyonu ile baslar. Ardindan bu
yapilar analiz edilir ve ele alinan soruna daha iyi bir ¢oziim getiren bu kromozomlara, daha
zayif ¢oziimler olan kromozomlardan daha ¢ok “cogalma” olanagi verilecek sekilde iireme

firsatlar1 belirlenir. Bir ¢6zlimiin ne kadar iyi oldugu mevcut niifusa gore tanimlanir.

GA'lar, bir ilk ¢6ziim veya hipotez kiimesinden baslayarak ve ardisik ¢oziim "nesilleri"
tireterek evrimi simiile ederek arama yapar ve canlilarin dogada daha dayanikli bireylere
doniisme ¢abasin1 temel alir. Ana fikir, en uygun olanin, yani dogal secilimin hayatta

kalmasidir.

Genetik Algoritmalar, dogal seleksiyon ve dogal genetik kavramlarma dayanan arama
algoritmalaridir. Genetik algoritma, kromozomlar (canlinin yapisini kodlamak i¢in organik
cihazlar) tizerinde dogal evrimde gozlemlenen bazi siireglerin benzetimini yapmak igin
gelistirilmistir. Genetik algoritma, bir nokta popiilasyonu arasinda arama yapmasi ve
parametre degerlerinin kendisinden ziyade bir parametre seti kodlamasiyla caligmasi

bakimindan diger arama yontemlerinden farklidir.

Ayrica herhangi bir gradyan bilgisi olmadan amag¢ fonksiyonu bilgisini kullanir. Genetik
algoritmanin gecis semasi iki olasilikli iken, geleneksel yontemler gradyan bilgisini kullanir.

Genetik algoritmalar bu ozellikleri nedeniyle genel amagli optimizasyon algoritmasi olarak
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kullanilirlar. Ayrica diizensiz uzayda arama yapmak i¢in araglar saglarlar ve bu nedenle gesitli
fonksiyon optimizasyonu, parametre tahmini ve makine 6grenimi uygulamalarina uygulanirlar
[84]. Giig elektronigi uygulamalarinda da diger algoritmalarla kiyaslamalar1 ¢ok¢a yapilmistir
[85-88].

Yapay Arn Kolonisi algoritmasi, sayisal problemleri optimize etmek i¢in 2005 yilinda
Karaboga tarafindan tanitilan siirii tabanli bir meta-sezgisel algoritmadir. Bal arilarinin akill
yiyecek arama davraniglarindan ilham almistir [89]. Ayrica D. Karaboga, B. Akay ile birlikte
bu algoritmanin diger sezgisel algoritmalarla karsilastirllma c¢alismasini [90] ve modifiye
edilmis bir yapay ar1 algoritmasini da [91] sunmustur. Elektrikli ara¢ uygulamalar1 [92-93],
optimal enerji yonetim sistemleri [94], PV sistemler [95], filtre tasarimi [96-97] gii¢ iletim

dagitim uygulamalari [98-99] gibi ¢ok genis bir alanda kullanilmustir.

Algoritma, Ozellikle bal arist kolonilerinin yiyecek arama davranisi i¢in Tereshko ve
Loengarov (2005) tarafindan sunulan modeldir. Modeli ii¢ temel bilesen olusturur: Is¢i arilar,
toplayic1 arilar ve yiyecekler. Ilk iki bilesen, is¢i ve toplayici arilar, iiglincii bilesen olan
zengin besin kaynaklarin1 kovanlarina yakin yerlerde ararlar. Model ayrica, kendi kendilerini
organize edebilme ve miisterek hafiza i¢in gerekli olan iki 6nemli davranisi tanimlamaktadir.
Pozitif geri doniitle sonuglanan zengin besin kaynaklarina diger toplayicilarin kabul edilmesi

ve negatif doniislere sebep olan toplayicilar tarafindan kotii kaynaklardan uzaklagilmasidir.

Yapay ar1 kolonisi algoritmasnda, bir yapay toplayict ar1 (araci) kolonisi, zengin yapay besin
kaynak ya da kaynaklar1 (sorun igin en iyi ¢oziim ya da ¢Oziimler) arar. Algoritma'yi
uygulamak i¢in disiiniilen optimizasyon problemi 6ncelikle amag¢ fonksiyonunu minimize
eden en iyi ¢oziimii bulma problemine ¢evrilir. Sonrasinda, yapay arilar keyfi bir baslangi¢
¢oziim popiilasyonu elde ederler ardindan stratejileri uygulayarak bunlar tekrarlamali olarak
gelistirirler: Kot ¢oziimleri birakirken bir komsu arama mekanizmasi vasitasi ile daha iyi

¢oziimlere yonelirler [100].

Benzetimli tavlama, Kirkpatrick, Gelett ve Vecchi (1983) ve Cerny'de (1985) birkag yerel
minimuma sahip olabilen bir maliyet fonksiyonunun global minimumunu bulmak ig¢in

onerilen olasiliksal bir yontemdir. Bir katinin yavas yavas sogutuldugu fiziksel siireci taklit

ederek caligir [101].
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Benzetilmis tavlama edilmis tavlama, ayrik ve daha az Olgiide siirekli optimizasyon
problemlerini ele almak icin kullanilan, iyi c¢alisilmig bir yerel arama metasezgisel
algoritmadir. Algoritmanin temeli, kiiresel bir optimum ¢o6ziim bulma umuduyla tepe
tirmanma hareketlerine (yani, amag¢ fonksiyon degerini kotiilestiren hareketlere) miisade

ederek yerel optimumdan kagmak i¢in bir mekanizma saglamasidir.

Dogal fenomenleri cogaltmak icin kurallar ve rastgelelik kombinasyonu genellikle
metasezgisel algoritmalarda kullanilir. Bu fenomenler, Genetik Algoritmalar, Genetik
Programlama, Evrim Stratejisi (ve Diferansiyel Evrim gibi biyolojik evrim siirecini igerebilir
[102].

Ornegin bir etoloji fenomeni olarak hayvan davranislari, Karmca Kolonisi Optimizasyonu
,Parcacik Siiri Optimizasyonu ,Bakteri Toplayicilik Optimizasyon Algoritmalart ve Ari
Kolonisi Optimizasyonudur. Fizik olaylarinin 6rnekleri, benzetilmis Tavlama, Esik Kabul

Yontemi ve Mikro kanonik Tavlamadir [100].

Metasezgisel Algoritmalar li¢ ana amag¢ i¢in ¢alisir: problemi daha hizli ¢6zmek, biiyiik
problemleri ¢c6zmek ve saglam algoritmalar elde etmek. Ayrica esnektirler, tasarimi basittir ve

uygulanmasi zor degildir [103].

3.2.1 Parc¢acik Siirii Optimizasyonu

Parcacik siiriisii optimizasyonu (PSO), 1995 yilinda Dr. Eberhart ve Dr. Kennedy tarafindan
kus siiriilerinin veya balik siiriilerinin sosyal davraniglarindan esinlenerek gelistirilen

popiilasyona dayali1 stokastik bir optimizasyon teknigidir [104].

PSO birgok uygulama ve arastirma alaninda basariyla uygulanmistir. PSO'nun diger
yontemlere gore daha hizli ve ucuz bir sekilde daha iyi ¢iktilar verdigi gosterilmistir [105].
PSO'nun kullanish olmasinin bir diger iyi tarafi da ayarlanacak ¢ok az parametrenin

olmasidir. Kiigiik farkliliklar igeren bir siiriim, ¢ok ¢esitli uygulamalarda iyi ¢alisabilir [106].

PSO, pargacik kullanarak dogrusal olmayan fonksiyonlarin optimizasyonu igin siirii
metodolojisi kullanir. Ayrica Genetik Algoritmalar (GA) gibi evrimsel hesaplama

yontemleriyle birgok benzerlige sahiptir. Algoritma rastgele ¢oziimler popiilasyonu ile baslar
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ve nesilleri glincelleyerek optimumu arar. Ancak, GA'dan farkli olarak PSO, ¢aprazlama ve
mutasyon gibi evrim operatorlerine sahip degildir. PSO'da pargacik adi verilen muhtemel

cozlimler, mevcuttur ve optimum parcaciklari izleyerek problem uzayinda ugar.

Biitiin pargaciklar, belirli bir ana kadar elde ettigi en iyi ¢oziim (uygunluk degeri) ile iligkili
olan problem uzaymdaki koordinatlarini tutar. Yani uygunluk degeri de saklanir. Bu degere
Prest denir. Parcacik siiriisii optimize edici tarafindan izlenen diger bir "en iyi" deger, belirli bir
parcacigin komsularindaki rasgele bir parcacik tarafindan o ana kadar elde edilen en iyi
degerdir. Bu konuma lyest denir. Tiim popiilasyon topolojik olarak bir pargacigin komsulari ise

en iyi deger global en iyisidir ve gpest olarak adlandirilmaktadir.

Parcacik siiriisii optimizasyonu kavrami, her bir zaman araliginda, her bir pargacigin hizinin
Ibest V& Qhest’e dogru degistirilmesinden olusur ve Poest Ve lhest konumlarina dogru hizlanma igin

rastgele sayilar iretmektedir.

Her bir birey, kendi yer degistirmesine karar vermek icin ulasabilecegi en yakin komsularin
yer degistirmesiyle ilgili yerel bilgileri kullanmaktadir. Bu yontem, arama alaninda vektorler
seklinde hareket eden biiylik bir parcacik grubunu tasarlamaktadir. Her i parcacigi, konumu
x; ve pozisyon degisikligi vektorii v; (hiz) ile karakterize edilir. Her bir iterasyon igin
parcacigin hareketi: x;(t) = x;(t —1) +v;(t —1) olarak verilir. Yontemin 6zii her bir
iterasyondan sonra v;’nin segilme bi¢iminden olusur. Bireyler kendi son davraniglarindan ve
komsularimin hareketlerinden etkilenmektedir. Bu nedenle, pargaciklarin konumunun
giincellenmesi sunlara baglidir: hareketlerinin yonii, hizlari, dnceki en iyi konumlari (p;) ve

komsular arasinda en iyi konum (pg).

xi(t) = f (gt — D,v(t — 1),pipg) (3.4)

Her bir itererasyonda konumdaki degisiklik asagidaki sekilde uygulanir:

vi(t) = vt = D + o1 (i — %t — D) + 02 (pg — x:(t — 1)) x,(1) (3.5)

Xi(t) = xl-(t - 1) + 'Ui(t - 1), (36)
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@, parametreleri rastgele belirlenir, 9; ve ¢, sirasiyla bireysel deneyim ve sosyal
deneyimlerdir [107]. ¢, = c173, @, = c,1, olarak diistiniiliirse. ¢4, c,, bilissel sabit, 1, r, ise
[0,1] arasinda olusturulan rastgele sayilardir. PSO algoritmasi, sonlandirma kriterine ulagana

kadar calismaya devam etmektedir.

Bu calismada, sonlandirma kriteri olarak iterasyon sayisi secilmistir. Siirlideki pargaciklar,
belirlenen performans indeksine gore en iyi degeri elde etmeye calisirlar. PSO tabanl
optimizasyon c¢alismasinda parcacik sayist 10 ve 20 olarak alinmistir. Iterasyon sayist 20,
¢1=0.707, ¢,=0.707 olarak secilmistir ve maliyet fonksiyonu (IAE: Integral of the Absolute
Error) Sekil 3.6°daki gibi elde edilmistir. Son olarak, yukarida sunulan yontemlerle elde
edilen kontrolorlerin parametreleri Cizelge 4.1'de listelenmistir. PSO optimizasyon adimlari
Sekil 3.7°de gosterildigi gibidir, iterasyon devam ettikce pargaciklarin konumlar1 ve hizlari

giincellenir.

I
——10 pargacik| |
— 20 pargacik

o
)]
T

Maliyet Fonksiyonu
w B
w [6)] H €] )]
T T T T T
~
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1 1 L 1 1

N
3]
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|

N
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[
|

2 4 6 8 10 12 14 16 18
iterasyon

Sekil 3.6 10 Pargacikli ve 20 Pargacikli PSO i¢in maliyet fonksiyonu
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Baslanguc stiriisti,hizlart ve

pozisyonlart olustur.

v

Parcaciklarin uygunluk degerini

—» hesapla,parcacik en iyisi ve global en iyinin
yerini sapta

En iyi yerel degeri kiiresel en iyi yap

\ 4
Herbir parcacik icin hiz ve konumu
guncelle

HAYIR

Sonucu goster

Sekil 3.7 PSO Algoritma Semasi.

3.2.2 Kesir Dereceli Kontrol Sistemleri

Kesirli dereceli sistem, diferansiyel denklemlerle temsil edilen dinamik bir sistem olarak
tanimlanmaktadir. Tirevlerin dereceleri herhangi bir gercek sayr alabilir, tamsay1 olmasi
gerekmez. Analizin kesirli mertebelere genisletilmesi, analitik matematigin gelistirilmesinden
beri bilinmektedir ve 1695'te Leibniz ve L'Hospital arasindaki mektuplagsmalar konuyla ilgili
ilk referans olarak kabul edilir [104]. Kesirli analiz ile ilgili ilk ¢aligmalar Liouville (1832),
Holmgren (1864), and Riemann (1953) isminde birkag¢ arastirmaci tarafindan yapilmistir
[105]. Kesir dereceli hesabin uygulamalarindan biri olan kesir dereceli kontrol, elli yil dnce
biiyiik nesnelerin konum kontrolii i¢in Tustin tarafindan tanitilmistir [106]. Diger bazi

arastirmalar ise 1960'1 yillarda Manabe tarafindan yapilmistir [107]. Bununla birlikte, kesirli
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dereceli kontrol, temel olarak yeterli matematik bilgisinin olmamasi ve o sirada mevcut olan
sinirl hesaplama giicii nedeniyle kontrol mithendisligi caligmalarinda yer almamistir. Ancak
son birkag on yilda arastirmacilar, farkli uygulamalar igeren bilim ve mihendislik
alanlarindaki birgok problemi kesir dereceli modelleme teknikleri ile tartismistir [108-110].
Ayrica cesitli sistemleri kesirli mertebeden diferansiyel denklemlerle tamsayir mertebeli
olanlardan daha iyi bir sekilde modelleyebileceklerini ve Kkesirli dereceli diferansiyel
denklemlerin dinamik siiregleri agiklamak i¢in miikemmel bir yol sundugunu kesfetmislerdir
[111-113].

3.2.2.1 Kaesir Dereceli Sistemlerin Tanimlari

Analitik matematik, gesitli yaklasimlarla kesirli tiirevlerin ve integrallerin ¢esitli tanimlarini

ortaya koymustur [114].

dY

( o R(y)> 0
D=1 L () =0 37
l (do)77, Ry)< O

Burada, y, kompleks olabilen kesir derecesidir, a, baslangi¢ kosullarina iligkin sabittir. R (y),
kesir derecenin reel kismini ifade eder. Bu esitlik differansiyel ve integral kavramlarini tek bir
esitlik tlizerinde birlestirdigi i¢in Oldham and Spanier tarafindan differintegral olarak
adlandirilmigtir [115].

Kesir dereceli tiirev ve integralin en temel tanimi1 Grunwald—Letnikov tarafindan yapilmastir.

[(t—a)/h]
1 .
DLW =lmes > () fe—m (38)
j=0
Y\ _ riv+1)
(j) TTG+DIy—j+1) (3.9)
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Burada I'(x), gama fonksiyonu h, zaman artisi, f(t), fonksiyon’dur. Bu tanim, tamsayi dereceli
tirevlerin sonlu bir seriyi ifade ederken, kesir dereceli tiirevlerin sonsuz sayida terim

gerektirdigini ortaya koymaktadir.

Otomatik kontrol sistemlerinin analiz ve sentezinde yaygin olarak Laplace doniisiimii yontemi

kullanilmaktadir. Diferansiyel operatdr DY 'nin Laplace doniisiimii, asagidaki sekilde

verilmistir.

£DlF©) = [ et D00 = Fs), (a=0) (3.10)
n-1
D ST=1) DI F(E) g (3.11)
m=0

F(s) = L{f(t) }, normal bir Laplace doniigiimii, n, bir tam sayidir,n — 1 <y < n.
Eger,

oDV () leg ,m=0,1,2,...,n—1

ise

L{DYf() } = s¥ F(s) olur.

Dahasi, Fourier doniisimii, tipki tamsay: dereceli karsilig1 gibi, Laplace doniistimii formunda

s'yi jo ile degistirerek tam olarak elde edilmektedir.

Kesir dereceli bir sistem, kesir dereceli matematiksel modellerle daha iyi tanimlanir.
Geleneksel yaklasimin aksine, kesirli dereceli sistem keyfi bir ger¢ek mertebenin transfer

fonksiyonuna sahiptir.
Bir transfer fonksiyonu asagidaki sekilde diistintildiigiinde;

N(s) bpsPr + by_;sPr-1 + -+ bysP1 + bysPo _ Yiso b;shi

G(s) = = =
(s) D(s) aus%+ ap_15%-1+ -+ a;5% + qps® YT a; s%

(3.12)

Burada, a;, b;, f, > > B1 > Lo =0 ve a, > >a; > ay =0 reel sayilardir.
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Zaman domeninde, G(s), homojen olmayan kesirli dereceli diferansiyel denklemin (n + 1)

terimlerine karsilik gelmektedir.

o DUy (t) = > , DPiu(t) (3.13)
2O

Burada, y(t), sistemin ¢ikis u(t) ise sistemin girisidir.
3.2.2.2 Kesir dereceli PI* ve PI*D* Kontrol sistemeleri
Sekil 3.8’de genel bir kesir dereceli sistemi gostermektedir. Burada, y ¢iktidir, r referans

girigidir, e hata ve u kontrol sinyalidir. G(S) sistemin transfer fonksiyonu ve C(s), kesirli

dereceli PI* veya PI*D# tipteki kontroldriin transfer fonksiyonudur.

r + e d y
y@ s Cls) | Gls)
A
Kontrolor Sistem

Sekil 3.8 Kesir dereceli kapal1 gevrim bir sistem

Bu tip kontrolorlerle kontrol edilecek sistem hem kesirli hem de tamsayili olabilir.

Kontroloriin transfer fonksiyonu su sekildedir:

uls) _

‘=56

k;
k, +—+ kys*
Plgh e (3.14)

A ve u, degerleri (0, 2) aralifinda olan kesirli derecelerdir. Eger A > 2 veya p > 2 ise kontrolor,

PID yapisindan farkli formda daha yiiksek dereceli yapiya doniistiirtiliir.

Eger differansiyel eleman bulunmuyorsa bu durumda kontrol6r 3.15 formunda ifade edilir.
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ki
C(s) =——= ves) kp-l-s—}L

E(s) (3.15)

Denklem 3.14°’de A = 1 ve u = 1 alindiginda, klasik bir PID denetleyicisi elde edilir. A =1 ve p
= 0 bir PI denetleyicisi verir, L = 0 ve p = 1 bir PD denetleyicisi verir ve A = 0 ve p = 0 bir
kazang verir. Tiim bu klasik PID denetleyici tiirleri, kesirli PI*D* denetleyicinin 6zel
durumlaridir [116]. Bu nedenle, PI*"D# denetleyicileri, A mertebesinde bir entegratér ve p
mertebesinde bir tiirev alict igerdiginden, geleneksel PID denetleyicilerinin bir genellemesi
olarak diisiiniilebilir. Bununla birlikte, PI*D# denetleyicisi daha esnektir ve kesirli mertebeli

bir kontrol sisteminin dinamik 6zelliklerini daha iyi ayarlamay1 saglamaktadir [117].

PI* Kontrolor

Sekil 3.8'de gosterilen birim geri beslemeli kesirli dereceli kontrol sistemini goz 6niinde
bulunduruldugunda, burada G(s), kontrol edilecek tesistir ve C(s), Denklem (3.15) formuna

sahip bir PI* kontroloridiir.

y =eC(s)G(s) (3.16)

e=r-y (3.17)

y=(—=y)C(s)G(s) (3.18)
C(5)G(s)

BEOHOH (3.19)

Denklem 3.19’un paydasi, kapali ¢evrim sistemin kesir dereceli karakteristik polinomu olarak
adlandirilir ve 3.12, 3.15 ve 3.19 kullanilarak esitlik 3.21 elde edilmistir.

N(s)

P(s;kp ki, X) =1+ C(s)G(s) =1+ (k, + A)D()

= D(s) + (kp + A)N(s)

= D(s)s* + (kps* + k))N(s) (3.20)
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Ardindan, N(s) = Y%, b;sPi, D(s) = Y™, a; s% yazilirsa

n
= [aiS(aiJr}L) + kpbis(ﬁi-”l) + kibiS‘Bi (321)
=0

i

Eger P(S; kp,ki,A) denklemi, s-diizleminin sag tarafinda kok bulundurmuyorsa kapali

cevrim sistemin sinirh girig sinirh ¢ikis kararli bir sistem oldugu sdylenebilir.

Karakteristik polinom genel olarak asagidaki gibi verilebilir;
k

P(s) = pisT + P17+ o+ pysT 4 pos? = Z pis?
i=0

(3.22)

Burada, p;, katsay1 qi, kesir derecesidir. P uzay parametresindeki kararlilik ve kararsizlik

alanlar1 arasindaki sinirlar, asagidaki ti¢ durum tarafindan tanimlanar.

i) Reel kok smirt: Bir reel kok s=0 noktasinda sanal eksenin iizerinden gegiyorsa, denklem
3.22°deki P(s) polinomunda s=0 yerine yazilir. Kesir dereceli karakteristik polinomun
yalnizca en kiigiik mertebesinin (qo) degeri sifir, yani s?° = 1 ise, bu siir p, = 0 olarak

belirlenebilir.
ii) Komplex kok simiri: Bir ¢ift karmagik kok hayali eksen iizerinden s = jo noktasinda kesisir.
Bu nedenle, Denklem 3.22 kararsiz hale gelir, bu da bu denklemin gercek ve sanal

kisimlarinin ayni anda sifir oldugu anlamina gelir.

iii) Sonsuz kok sinirt: Reel bir kok sanal eksen iizerinde s = oo noktasinda kesisir. Boylece

sonsuz kok sinir1, Denklem 3.22'dan p;, = 0 alinarak karakterize edilebilir.

Yukaridaki agiklamalar Denklem 3.21°teki kesir dereceli karakteristik polinoma

uygulanirken, sfo = 1 icin i'den reel kok smirmin su sekilde belirlendigi sonucu ¢ikar: k; = 0.
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Bu sinir, Denklem (3.20)'de sfo = 1ve s = 0'!m yerine yazilarak ve sifira esitlenerek elde

edilir.
Komplex kok simirlari igin s = jw yazilir.

n
P(w; kprkir}\) = Z[adw(“i”‘) + kpbijw(ﬁim + k;b;jwbi

=0 (3.23)
=R{P(s)} +jI{P(s)} =0

Burada, R{P(s)} ve I{P(s)} kesir dereceli karakteristik polinomun sirasiyla reel ve imajiner

kisimlaridir.

T T
j¥ = cos(y ) +jsin(y 3) (3.24)

P(w; Ky, 2) = ) [a,0 ) (cos((a, + 1) 3) + jsin((a, + 1))

=0

+ kpbl-w(ﬁi”‘) (cos((B; + 1) %) + jsin((B; + 1) %) (3.25)

+libh (cos(8,5) + jsin(B,5))]

Ardindan gercek ve imajinar kisimlar sifira esitlenir.

E

I
o

T s
[a,0@*M cos((a, + 1) >+ kpbiw it cos((B; + 1) )

L

(3.26)
+hibiwP (cos(B, g)] —0

-

Il
o

s T
[a,0@*Y sin((a, + ?\E) + kpbiw BN sin((B, + 1) E)

l

(3.27)
T
+k;b;wPi sin(B, E))] =0
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Son olarak bu iki denklem ¢oziilerek ¢ozerek PI* denetleyici parametreleri su sekilde elde

edilir:

k. — 1 A1 (w)By(w) — Az(w)B;(w)
 whsin(g) BE(w) + B} (w)

ki = 1 Az (w)B3(w) — A1 (w)By(w)
L wxsin(kg) Bf (w) + B (w)

n

Ay(@) = D [aw @™ cos((a, + ) 3)

i=0

n

Ap(@) = ) [a0 @™ sin((@, +0)3)

i=0
n

i T

B;(w) = z b;wi cos(ﬁiE)
i=0

n

B,(w) = Z b;wi sin(B, g)

i=0

n

B3 (w) = Z biw®i*M cos((B; +X) %)

i=0

n

B,(w) = Z biw®™ sin((8, + X) %)

i=0

(3.28)

(3.29)

(3.30)

(3.31)

(3.32)

(3.33)

(3.34)

(3.35)

Sonsuz kok sinir1 ise sadece a,, = 8, oldugunda hesaplanabilir. Bu durumda kararlilik bolgesi

ky, = —a,/by ¢izgisi ile siirhdir.



PI*D* Kontrolor

PI*D*’in karakteristik polinomu esitlik 3.36’da verilmistir.

n
P(s) = Z[ais%”) + kgbisBitMH) 4 e bysBitN 4 k;b;sPi (3.36)

i=0

Reel kok sinir1:

sho=1, icin k; =0
3.37
sPo # 1, icin 0 ( )
Sonsuz kok siirt:
(a, = b, ) yada (an >p,veu>a — [)’n), icin kg=0
(an>p,veu>a —p,), icin k, = —a,/by (3.38)
(a,>p,vepu<a —p), icin 0

Eger esitlik 3.38’de a,,, B, ’den biiyiik ise PI*D* kontrol sistemi u’ya bagl olarak 3 farkli
kararlilik bolgesine sahiptir. Bu tasarimci i¢in kontrol parametrelerini se¢gme agisindan bir

serbestlik sunmaktadir.

2 boyutlu ti¢ bilinmeyenli denklemler asagidaki sekilde sunulmustur.

ky,B3(w) + k;B;(w) + kgBs(w) + A;(w) =0 (3.39)

kyBy(w) + k;By(w) + kygBg(w) + Az(w) =0 (3.40)

Bs(w) = z biw Pt cos((B, + A + ) g) (3.41)
i=0
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n
T
B,(w) = Z biw Bt sin((B, + A + p) E)

i=0

(3.42)

Esitlikliklerden daha fazla bilinmeyen bulundugu i¢in paremetrelerden bir tanesi rasgele

olarak seg¢ilebilir. Bu durumda kompleks kok smirt 3 farkli formda elde edilebilir. Bunlar:

sabit k; durumunda k, vek;’nin ayarlanmasi, sabit k; durumunda

ayarlanmasi ve sabit k,, durumunda k; ve kg4'nin ayarlanmasidir.

Eger k, rasgele secilir ve k; ve k4 elde edilmesi gerekir ise,

1
ki_

wM# sin ((7\ + ) %)

% Ay (w)Bs(w) — A1 (w)Bg(w) + kp [B4(w)Bs(w) — B3(w)Bg(w)]
Bf (w) + B} (w)

1
. T
wMH sin ((?\ + 1) 7)

% A1 (w)By(w) — A (w) By (w) + kp [B2(w)B3(w) — By (w)By(w)]
Bf (w) + B (w)

kd=

Goriilebilecegi gibi A + u=2 i¢in (3.43) ve (3.44) denklemlerin ¢6ziimii yoktur.

Eger k, rasgele segilir ve k,, ve k; elde edilmesi gerekir ise [97];
1

w™ sin ()\ %)

o A1(@)B; (@) = Ay (W) B, () + ka[B; (@) Bs (w) — By (w)Be(w)]
Bf (0) + B3 (w)

k, =

1

w? sin (?\ %)

y Az(w)B3(w) — A1(w)By(w) + kq[B3(w)Bs(w) — By(w)Bs(w)]
Bf(w) + B (w)

ki=

Eger k; rasgele secilir ve k,, ve k4 elde edilmesi gerekir ise;

43

ky, ve ks nin

(3.43)

(3.44)

(3.45)

(3.46)



1
wZMHE sin (u %)

o Az(w)Bs(w) — A1(w)Bs(w) + ki[By(w)Bs(w) — By (w)Bg(w)]

ky, =

B7(@) + B (0) o
e 1
T usin (u %)
 A1(@)B4 (@) = A(@)B5 (@) + ki[By (@)By() — By(@)Bs ()] (3.48)

Bf (w) + B3 (w)

Sonug olarak verilen esitliklerle 3 farkli durum i¢in parametreden bir tanesi rasgele segilir ve

diger 2 parametre elde edilir.
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BOLUM 4

BENZETIM CALISMALARI VE LABORATUVAR SONUCLARI

Klasik analog PI devresi i¢in Katsuhiko Ogatanin Modern Kontrol Engineering 3. Kisimda
yer alan ¢oziimleme yontemleri kullanilmistir [16]. Kesir dereceli kontrolor igin ise Kismi
kesir genigletme yontemlerine gore yaklasik transfer fonksiyon modellerinin temel transfer
fonksiyon terimleri toplamina ayristirilmasi uygulanarak analog devre ¢6ziimlemesi
yapilmustir [118-121]. Her bir kismi kesir terimi, filtreler ve yiikselticiler gibi temel elektronik
devreler kullanilarak gerceklestirilebilir. Tsirimokou, Psychalinos ve Elwakil gerilim ve akim
filtre formlarmma dayanan analog gerceklestirme yontemleri ve bunlarin uygulamalar igin
kapsamli bir arastirma sunmaktadir [122]. Integral eleman, endiistriyel elektronikte en ¢ok
kullanilan devrelerden biridir [110]. Bu ¢alismada da Matsuda'nin FO integral elemaninin
devre tasarimi sunulmaktadir. Olusturulan kontrolorlerin kapasitor ve direng degerleri Cizelge

4.1°de verilmistir.

Cizelge 4.1 Farkli kontrolor i¢in direng ve kapasitor degerleri

Parametreler Ziegler- Nichols FO-PID FO-PID
R (ohm) / C(Farad) Pl (10 pargacikli) (20 pargacikli)
R1 9145 2.16 2.083
R2 589087 52.36 497.73
Rs - 469.75 5223.56
R4 - 359590.25 240639.13
Rs - 100000 10000
Rs - 38.911 36.765
R7 - 100 10
Rs - 2419.2 2394
C1 470n 1u 0.1u
C, - 470u 10u

Ziegler-Nichols ve 10-20 pargacikli PSO ile elde edilen kontrolorlerin parametreleri Cizelge
4.2’de sunulmustur. Bu kontroldrler boost konvertdre uygulanmistir Sekil 4.1 ve 4.2°de

devrelerin PSIM goriintiileri verilmistir. Sekil 4.1 Ziegler- Nichols ile gergeklestirilen kontrol
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devresini igerirken Sekil 4.2 PSO ile tasarlanan bir PID kontrolér devresidir. Bu sistemde

nominal yiik 200 ohm ve nominal gerilimin 10 volt olarak modellenmistir.

Benzetim calismalarinda, konvertériin ¢ikis direnci sirasiyla 400, 200 ve 100 ohm’dur.
Konvertor 0 ile 0.7 saniye arasinda 400 ohm, 0.7 ile 1.0’1inc1 saniyeler arasinda 200 ohm ve
1.0 ile 1.4’lnci saniyeler arasinda da 100 ohm ile yiiklenmistir. Yiiklenme islemi birbirine
parelel olan 400-400 ve 200’luk direnglerin 0.7 ve 1.0’inc1 saniyelerde devreye alinmasi ile
saglanmistir. Devreler de 5, 10, ve 15 volt giris gerilimleri igin konverterin ¢ikisi

gbozlemlenmistir.

Ziegler-Nichols Yontemi ile tasarlanan PI kontrolor i¢in bahsedilen giris gerilimlerine karsi
konvertoriin ¢ikis voltaji Sekil 4.3, 4.4, 4.5’te gosterilmistir. Ayn1 sekilde 10 pargacikli PSO-
FOPID ile tasarlanan kontrolor igin yiikselticinin ¢ikis gerilimi Sekil 4.6, 4.7 ve 4.8’de 20
pargaciklt PSO-FOPID ise Sekil 4.9, 4.10 ve 4.11°de sunulmustur.

Cizelge 4.2 Herbir kontroloriin parametreleri

Parametreler Kp Ki Kb A n

Yontem

Ziegler-Nichols Methodu 0.01552 232.658

Parcacik Siirii

Optimizasyonu 0.0862 4.4778 0.007 0.98 0.7951
(10 Parcacik)
Parcacik Siirii

Optimizasyonu 0.045 11.4197 0.0704 0.5174 0.7908
(20 Parcacik)

N

T e
L

Sekil 4.1 Ziegler- Nichols yontemi ile tasarlanan PI kontroldriin devreye uygulanisi.
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Sekil 4.2 PSO ile tasarlanan PID kontroloriin devreye uygulanisi.
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Sekil 4.3 Ziegler-Nichols-PI ile kontrol edilen Devrenin 5 volt giris i¢in ¢ikis gerilimi.
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Sekil 4.4 Ziegler-Nichols-PI ile kontrol edilen devrenin 10 volt giris i¢in ¢ikis gerilimi.
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Sekil 4.5 Ziegler-Nichols-PI ile kontrol edilen devrenin 15 volt giris igin ¢ikis gerilimi.
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Sekil 4.6 10 pargacikli PSO-FOPID ile kontrol edilen Devrenin 5 volt girise karst ¢ikis
gerilimi.
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Sekil 4.7 10 parcacikli PSO-FOPID ile kontrol edilen Devrenin 10 volt girise karsi ¢ikis
gerilimi.
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Sekil 4.8 10 pargacikli PSO-FOPID ile kontrol edilen Devrenin 15 volt girise karsi ¢ikis

gerilimi.
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Sekil 4.9 20 parcacikli PSO-FOPID ile kontrol edilen

gerilimi.
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Sekil 4.10 20 pargacikli PSO-FOPID

gerilimi.
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Sekil 4.11 20 parcacikli PSO-FOPID ile kontrol edilen devrenin 15 volt girise karsi ¢ikis
gerilimi.

Cizelge 4.3 her bir kontroloriin farkli gerilim degerleri igin MSE indexi degerlerini
gostermektedir. Ortalama Karesel Hata (MSE), yukarida sunulan caligmalar igin kontrol
performans indeksi olarak kabul edilmistir. MSE sonuglarini elde etmek igin 6rnekleme frekansi
500 kHz olarak segilmistir. Denklem (4.1) hata hesabim gosterir ve (4.2) MSE’nin temel
denklemidir. Denklemde, n 6rnek sayisidir, i. 6rnekleme noktasi igin elde edilen hatadir. Ayrica

her bir kontrol i¢in iist asim ve yerlesme zamanlari Cizelge 4.4’te gosterilmistir.

e = referans deger — sistem ¢ikis degeri (4.1)
n
1 2
n« 4
i=

Cizelge 4.3 Kontrol caligsmalari i¢in MSE kontrol performans indeksleri.

Gerilim (V) 5 10 15

Ziegler-Nichols Methodu
ile Tasarlanan Pl 45.4664 15.5139 6.2332

PSO ile Tasarlanan PID
(10 Par¢acik) 26.9282 10.0792 4.1849

PSO ile Tasarlanan
PID 9.4534 2.7778 1.2277
(20 Pargacik)
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Cizelge 4.4 Gerilim degerlerine karsi tist asim ve yerlesme zamani.

Ust Asim (%) Yerlesme Zamani (s)
Giris Gerilimi (V) 5 10 15 5 10 15

Ziegler-Nichols Methodu

Tasarlanan PI 2.52 0.48 10 0.40 0.45 0.56
PSO ile Tasarlanan PID

(10 Parcacik) 2.4 0.16 0.8 0.32 0.28 0.36
PSO ile Tasarlanan PID

(20 Parcacik) 3.6 0.64 10.64 0.056 0.088 0.12
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BOLUM 5

UYGULAMA CALISMALARI

Sistem laboratuvar ortaminda denenmistir ve tasarlanan denetleyicilerin yiikseltici tip
konvertorii kontrol edip edemedigi gézlemlenmistir. Sistemin 6 ve 14 volt’da 350 ve 100 ohm
yiik direnglerinde ¢alisma durumuna bakilmistir. Sekil 5.1 ve 5.2 6 volt gerilim degeri i¢in
sirastyla 350 ohm ve 100 ohm yiike kars1 ¢ikis voltajini, MOSFET’in kapi isaretini ve bobin
akimini gostermektedir. Sekil 5.3 ve 5.4 ise 14 volt giris gerilimi igin sirasiyla 350 ohm 100
ohm yiike kars1 ¢ikislar1 sunmaktadir.

Giris gerilimi 6 volt ve ¢ikis direngleri 350 ve 100 ohm olan boost konvertére 10 pargacikli
FOPID uygulanmistir. Bu devrenin ¢ikis gerilimi, bobin akimi1 ve kapi isareti grafikleri Sekil
5.5 ve 5.6’da sunulmustur. Ayni devrenini giris gerilimi 14 volt olarak degistirilerek devre

tekrar ¢alistirilmistir. Bununla ilgili goreseller Sekil 5.7 ve 5.8°de sunulmustur.

20 parcaciklt FOPID icin de benzer bir sekilde 6 volt ve 14 volt giris gerilimleri ile devre
calistirlmustir. Ilgili gorseller Sekil 5.9, 5.10, 5.11, 5.12°de sunulmustur. Bu devrenin
performanst da 350 ve 100 ohm’luk yiiklerle denenmistir. Gorsellerde 1’nolu grafik ¢ikis
gerilimini, 2’nolu grafik kapi isaretini ve 3’nolu grafik bobin akimini goéstermektedir.
Sekillerden goriilecegi gibi konvertdriin ¢ikist 25 volt ¢ikis gerilimini saglamaktadir. Kapi

isareti devreye uygun olarak calismaktadir.
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Run Trig*d Muise Filter Off

Sekil 5.1 Ziegler- Nichols PI i¢in 6 volt giris gerilimi ve 350 ohm direng i¢in ¢ikis gerilimi
(sar1), bobin akim1 (mor) ve kapi isareti (mavi) grafikleri.

Run Trig"d

Sekil 5.2 Ziegler- Nichols PI i¢in 6 volt giris gerilimi ve 100 ohm direng i¢in ¢ikis gerilimi
(sar1), bobin akim1 (mor) ve kapi isareti (mavi) grafikleri.

Run Trig"d

[0

| [ 100y | _

Sekil 5.3 Ziegler- Nichols PI i¢in 14 volt giris gerilimi ve 350 ohm direng i¢in ¢ikis gerilimi
(sar1), bobin akimi (mor) ve kapi isareti (mavi) grafikleri.
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Fun Trig"d Muise Filter Off

500 Y . Jao. T : 000
|.‘Illllr|| 4,005
Sekil 5.4 Zlegler- Nichols PI i¢in 14 volt giris gerilimi ve 100 ohm dlreng i¢in glkls gerilimi
(sar1), bobin akim1 (mor) ve kapi isareti (mavi) grafikleri.

Moise Filter Off

ConY a0 s
|l qEE 100y 4,00 05

Sekil 5.5 10 pargacikla gelistirilen FOPID’in 6 volt giris ve 350 ohm yiik i¢in glkls gerilimi
(sar1), bobin akim1 (mor) ve kapr isareti (mavi) grafikleri.

Moise Filter Off

SO0y . "4|'||'||.|~. l
. |l qEE 100y 4,00 05
Sekil 5.6 10 pargacikla gelistirilen FOPID’in 6 volt giris ve 100 ohm yiik i¢in glkls gerilimi
(sar1), bobin akimi (mor) ve kapi isareti (mavi) grafikleri.

55



Moise Filter Off

o0 |[Looms o
|l qEE 100y 4,00 05

Sekil 5.7 10 pargacikla gelistirilen FOPID’in 14 volt giris ve 350 ohm yiik i¢in glkls gerilimi
(sar1), bobin akimi (mor) ve kapi isareti (mavi) grafikleri.

00y . .1 I[L . 5
! ll@minomy 400
Sekil 5.8 10 pargacikla gelistirilen FOPID’in 14 volt giris ve 100 ohm yuk i¢in glkls gerilimi

(sar1), bobin akim1 (mor) ve kapi isareti (mavi) grafikleri.

g0y . . Dorrs
| |.1llllr|| 4,00 08
Sekil 5.9 20 pargacikla gelistirilen FOPID’in 6 volt giris ve 350 ohm yuk i¢cin glkls gerilimi

(sar1), bobin akim1 (mor) ve kapr isareti (mavi) grafikleri.
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Moise Filter Off

o0 |[Looms o
|l qEE 100y 4,00 05

Sekil 5. 10 20 parcacikla gelistirilen FOPID’in 6 volt giris ve 100 ohm yiik i¢in glkls gerilimi
(sar1), bobin akimi (mor) ve kapi isareti (mavi) grafikleri

Moise Filter Off

500 Y \
|.1llllr||

Sekil 5. 11 20 pargacikla gelistirilen FOPID’in 14 volt giris ve 350 ohm yik icin ¢ikis
gerilimi (sar1), bobin akimi (mor) ve kapi isareti (mavi) grafikleri.

Moise Filter Off

& ooy

|..1||||n| A0
Sekil 5. 12 20 parcacikla gelistirilen FOPID’in 14 volt giris ve 100 ohm yuk i¢in glkls gerilimi
(sar1), bobin akim1 (mor) ve kap1 isareti (mavi) grafikleri.
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Ucgen dalganin Opamplarin beslenme
14 volt ¢ikig veren tiretildigi sinyal gerilimlerini ve referans gerilimi
DC kaynak lireteci saglayan DC kaynaklar

6 volt ¢ikis veren
DC kaynak

Boost konverter |5 | 100 ve 350 ohm ytikler B | Kontrol devresi

Sekil 5.13 Uygulama Devresi genel goriiniimii

Sekil 5.13, benzetim c¢alismalarinda kullanilan devrelerin laboratuvar ortamindaki bir
gorselini sunmaktadir. Boliim 2’de hesaplananan boost konvertdriin bobin degerini saglayan
indiiktorii elde etmek icin LCR metre kullanilmistir. Bobin 1.40 mH'lik degere ulasana kadar
sarim yapilmistir. Hesaplanan kondansator degeri ise piyasada bulunan bir iist degere
yuvarlanmigtir. 55N10 MOSFET, bir hizli diyot kullanilmistir ve delikli bir Kart {izerine
lehimlenmistir. Direngler 25 wattlik tas direnglerden segilmistir ve yiik degisimi bir anahtar

yardimu ile yapilmistir.

Kontrol devresi ve hata devresi i¢cin LM741 opamplari kullanilmistir. PWM’in (sinyal
geniglik modiilasyonu) elde edilmesi icin karsilastirma devresinde LM311 entegresi
kullanilmigtir. Entegrenin pozitif ucuna denetleyicinin ¢ikisi, negatif ucuna da sinyal
iretecinden 20kHz’lik tliggen dalga verilmistir. Bu DIP entegrelerin beslemesi gorselde
verilen DC kaynaklar ile yapilmistir. Konvertoriin girisine uygulanacak olan 6 volt ve 14
voltluk gerilimler Sekil 5.13’deki yiiksek akim verebilen DC kaynaklar ile tretilmistir.
Direng, kapasitor degerleri ve bazi gerilim degerleri multimetre ile 6lgiilmistiir. GorseldeKi
osiloskop yardimi ile ¢ikis gerilimi, MOSFET’in kapi isareti ve bobin akimi grafikleri

gozlemlenmistir. Akim 6l¢limii i¢in bir akim probu kaynak ile bobin arasina baglanmastir.
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BOLUM 6

SONUCLAR

Boost konvertdriin tasariminda maksimum gii¢ {izerinden maksimum yiikk akim degeri
bulunmustur. Minimum yiik akimmin, maksimum yik akimmnin %5’i kadar olacagi
varsayillmistir. Maksimum ve minimum yiik akimlar1 kullanilarak konvertoriin ¢alisabilecegi
maksimum diren¢ ve minimum diren¢ degerleri bulunmustur. Yikseltici tip konvertoriin
verimi de yine gergekgi bir varsayim ile %90 olarak se¢ilmistir ve bu segimle maksimum
doluluk orant ve minimum doluluk orani hesaplanmistir. Maksimum direng, minumum
doluluk oranit ve anahtarlama frekansi kullanilarak konvertdriin minimum bobin degeri
hesaplanmistir. Hesaplanan bobin degeri ile minimum kapasitdr hesab1 yapilmistir. Sonug
deger piyasada bulunan bir {ist kapasitor degerine yuvarlanmistir. BOylece bir boost

konvertoriin tiim bilesenleri elde edilmistir.

Yiikseltici tip konvertoriin modellenmesinde Oncelikle averaj model ardindan kiiclik isaret
modeli elde edilmistir. Averaj modelde anahtarin acik ve diyodun kisa devre oldugu durum
icin sonrasinda da anahtarin kapali ve diyodun agik devre oldugu durum i¢in Kirchoff Gerilim
Yasas1 uygulanmstir. Ardindan devrenin bu iki modu durum-uzayr formuna tasinmistir.
Dogrusallastirma islemi i¢in Euler yontemi kullanilmistir ve kiigiik isaretler durum uzayi
formunda elde edilmistir. Buradan da parametreler yerlerine yazilip transfer fonksiyonuna

doniigiim yapilmustir.

Kontrolorler i¢in Ziegler ve Nichols’un 2. yontemi, Kesir dereceli denetleyiciler i¢in de
Pargacik Siiri Optimizasyonu kullanilmistir. Ziegler-Nichols yonteminde dncelikle Ker, kritik
kazang ve Qcr, stirekli salinimlarin frekansi bulunmustur ve arastirmacilar tarafindan verilen
tablodan parametreler elde edilmistir. Kesir dereceli kontrolor igin ise Dr. Eberhart ve Dr.

Kennedy tarafindan sunulan optimizasyon kullanilmistir.
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MSE performans endeksinin diisiik olmasi, kontrol6riin daha basarili ¢alistiginin bir
gostergesidir. Pargacik sayis1 20 olan PSO-FOPID kontroloriin MSE degerleri her ii¢ gerilim
degerinde de diger iki kontrolciiden daha azdir. Bu da 20 parcacikla gerceklestirilen
kontroloriin her bir voltaj degeri i¢in daha iyi bir kontrol sagladigini gostermektedir. Ornegin
nominal gerilim (10 volt) i¢in her ii¢ denetleyicinin de MSE degeri goz Oniine alinirsa en
lyisinin 2.7778 ile 20 parcaciga sahip PSO-FOPID oldugu goriilmektedir. MSE degeri
10.0792 olan 10 pargacikli PSO-FOPID kontrolér ikinci en iyi kontrolii saglamigtir. Bu durum
parcacik sayisinin bu sistemin kontroliindeki 6nemini ortaya koymaktadir. 20 parcacikli kesir
dereceli kontrolor yerlesme zamani agisindan da daha iyi bir ¢6ziim sunmustur. Simulasyon
ortaminda gerceklestirilen devreler labarotuvar ortaminda da basarili bir performans

gostererek gerekli ¢ikis olan 25 volt degerini vermistir.

Ziegler-Nichols PI ve 10-20 pargacik kullanilarak yapilan PSO’nun simulasyon devreleri ile
laboratuvar ortamindaki devrelerin maximum akim degerleri her ne kadar ayni olmasa da
gercege yakin bir benzerlik gdstermektedir. Ornegin; Ziegler-Nichols devresi 6 volt giris
gerilimi i¢in simulasyon devresinde 350 ohm devrede iken bobin akimi 1.5 amper, 100 ohm
devrede iken bobin akimi 4 amperdir. Labarotuvar ¢alismasinda ise maksimum bobin akimi
degerleri sirastyla 0.5 amper ve 2 amperdir. 10 parcacik kullanilarak yapilan PSO igin 6 volt
girig gerilimi ve 350 ohm yiik icin 6 amper, 100 ohm yiik i¢in 20 amperdir. Labaratuvar
ortaminda ise bu degerler 4 amper ve 15 amperdir. 20 pargacik kullanilarak yapilan PSO 6
volt giris gerilimi ve 350 ohm yiik i¢in maksimum akim 2 amper, 100 ohm yiik i¢in 4 amper

ve labaratuvar ortaminda ise bu degerler 2 amper ve 6 amperdir.

PI ve kesir dereceli PID kontrolorlerin arasindaki temel fark tiirevsel kazang ifadesi ve onun
kesir derecesidir. Bu kazang ifadesinin sistemin yerlesme zamaninda iyilesme sagladigi
gorlilebilmektedir. Ek olarak kesir dereceli kontrolor i¢in kapi isaretine bakildiginda doluluk
orani siiresince belirli araliklarla yeniden atesleme yaptig1 goriilmektedir. Kesir dereceli PID
c¢ikis voltajini belirli bir bant igerisinde tutacak sekilde belirli bir zaman diliminde en yiiksek
doluluk oranin1 uygulamakta, geri kalan zaman diliminde birkag periyot boyunca sifir doluluk

orantyla calismaktadir.

Gelecekteki galismalarda Ziegler-Nichols veya Simpleks yontemi gibi bir baska klasik
kontroldr tasarlama teknigi ile tasarlanan bir kontroldr, yapay zeka algoritmasi ile tasarlanan

kontrolorler ile kiyaslanabilir. Ya da bu optimizasyon algoritmalar1 ile denetleyiciler
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tasarlanarak kendi aralarinda kiyaslama yapilabilir. ilerideki ¢alismalar icin bir baska dneri de
sudur; kesir dereceli analog devre sentezinde kullanilan matsuda fonksiyonu yerine crone gibi

bir fonksiyon kullanilarak kontrol performasi ile ilgili ¢esitli degerlendirmeler yapilabilir.
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