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ABSTRACT

CONTEXT- AND SENTIMENT-AWARE MACHINE LEARNING MODELS
FOR SENTIMENT ANALYSIS

Deniz-Kızılöz, Firdevsi Ayça

Ph.D., Department of Computer Engineering

Supervisor: Assoc. Prof. Dr. Pelin Angın

Co-Supervisor: Assist. Prof. Dr. Merih Angın

January 2023, 124 pages

With the advances in information technologies, the amount of available data on web

sources where people express their opinions increases continually. Sentiment analy-

sis supports decision-makers in gaining insights from massive heaps of data. It has

gained much attraction recently as it has proven to be a practical tool in a wide range

of areas, including monitoring public opinion. Nevertheless, sentiment analysis re-

search is still facing some challenges. One of the main challenges is the irrelevant and

redundant features in the data. Such features not only increase the search space enor-

mously but also disrupt the context awareness of the model. Another main challenge

is the lack of domain-agnostic models for the sentiment analysis tasks as an existing

model may not be the best fit for another domain in terms of context. Although deep

learning models provide high-performance results, they require a massive amount of

labeled data. However, obtaining a sufficient amount of labeled data is often imprac-

tical.

In this thesis, we propose four models to remedy the aforementioned drawbacks. Our

first model extracts the most informative features in the data for sentiment analysis.
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The second one constructs a context-refined word embedding model. The third model

transfers the knowledge in pre-trained models to a new domain without the necessity

of labeled data. The last one is a feature ensemble model that builds a pool of varying

features for sentiment analysis. To verify the effectiveness of our models, we held ex-

tensive experiments on three benchmark datasets. Moreover, we introduced two novel

datasets consisting of thousands of sentence and sentiment class pairs. Experiment

results demonstrated that the proposed models yield performance improvements.

Keywords: natural language processing, sentiment analysis, machine learning
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ÖZ

DUYGU ANALİZİ İÇİN BAĞLAM VE DUYGUYA DUYARLI MAKİNE
ÖĞRENMESİ MODELLERİ

Deniz-Kızılöz, Firdevsi Ayça

Doktora, Bilgisayar Mühendisliği Bölümü

Tez Yöneticisi: Doç. Dr. Pelin Angın

Ortak Tez Yöneticisi: Dr. Öğr. Üyesi. Merih Angın

Ocak 2023 , 124 sayfa

Bilişim teknolojilerindeki gelişmelerle birlikte insanların görüşlerini ifade ettikleri

web kaynaklarındaki mevcut veri miktarı sürekli olarak artmaktadır. Duygu analizi,

karar merciilerin büyük veri yığınlarından içgörüler elde etmelerini destekler. Kamu-

oyunun takip edilmesi de dahil olmak üzere çok çeşitli alanlarda pratik bir araç oldu-

ğunu kanıtladığı için son zamanlarda çok ilgi görmüştür. Buna rağmen, duygu analizi

araştırması hala bazı zorluklarla karşı karşıyadır. Ana zorluklardan biri, verilerdeki

ilgisiz ve gereksiz özelliklerdir. Bu tür özellikler, yalnızca arama alanını büyük öl-

çüde artırmakla kalmaz, aynı zamanda modelin bağlam farkındalığını da bozar. Diğer

bir temel zorluk, duygu analizi görevleri için etki alanından bağımsız modellerin bu-

lunmamasıdır, çünkü mevcut bir model bağlam açısından başka bir alan için uygun

olmayabilir. Derin öğrenme modelleri yüksek performanslı sonuçlar sağlasa da çok

büyük miktarda etiketlenmiş veri gerektirirler. Bununla birlikte, yeterli miktarda eti-

ketlenmiş veri elde etmek genellikle kolay bir süreç değildir.

Bu tezde, yukarıda belirtilen dezavantajları gidermek için dört model öneriyoruz. İlk
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modelimiz, duygu analizi için verilerdeki en bilgilendirici özellikleri çıkarır. İkincisi,

bağlamla rafine edilmiş bir kelime gömme modeli oluşturur. Üçüncü model, etiketlen-

miş verilere ihtiyaç duymadan önceden eğitilmiş modellerdeki bilgiyi yeni bir alana

aktarır. Sonuncusu, duygu analizi için çeşitli özelliklerden oluşan bir havuz oluştu-

ran bir özellik topluluğu modelidir. Modellerimizin etkinliğini doğrulamak için üç

adet tanınmış veri seti üzerinde kapsamlı deneyler yaptık. Ayrıca, binlerce cümle ve

duygu sınıfı çiftinden oluşan iki yeni veri seti oluşturduk. Deney sonuçları, önerilen

modellerin performans iyileştirmeleri sağladığını göstermiştir.

Anahtar Kelimeler: doğal dil işleme, duygu analizi, makine öğrenmesi
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CHAPTER 1

INTRODUCTION

1.1 Overview

The significant advances in data storage, communication, and processing technolo-

gies in recent years have given rise to the big data era, with a plethora of information

flowing in from various data sources at high speeds. The high volume of gener-

ated data is useful for providing insightful information to decision-makers in various

domains. However, it needs to be appropriately exploited with respect to the require-

ments.

With the evolution of Internet-based applications, people increasingly express their

opinions on social networks and other web sources. Sentiment analysis, a subfield of

Natural Language Processing (NLP), is one of the powerful tools that play an essential

role in analyzing public opinion, which guides businesses and researchers in their

decision-making processes [1, 2, 3]. It is also known as opinion mining since it aims

to identify the sentimental polarity of given content by providing automated extraction

of subjective opinions [4, 5]. It may be used to understand the opinions or sentiments

of people towards a specific entity, such as a product, a service, or an organization [6].

Accordingly, it provides low-cost solutions with respect to monitoring public opinion

in terms of preferences [7]. As a result, it has attracted a wide range of communities,

such as researchers, organizations, governments, and businesses.

Sentiment analysis has been gaining more attention in the past two decades, as it is

a significant element of many real-world applications, including but not limited to

recommendation systems [8, 6, 9], analysis of product reviews [10, 11, 12], quality

assessment [13, 14], terrorist organization tracking [15], detection and analysis of
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critical events [16, 17, 18, 19], real-time observation of public opinion [20], election

prediction [21], social media monitoring [22, 23], finance [24, 25, 26], tourism [27],

and healthcare systems [28, 29, 30, 31, 32]. Therefore, it remains an effective tool to

convey information between policymakers and public opinion [7, 33].

Sentiment analysis can be defined as a polarity classification problem [34, 35]. In

this problem, there might be a different number of classes (binary or multi-class)

that represents varying degrees of sentiment scores (positive, negative, or neutral)

depending on the domain.

According to Liu [4], a sentiment or an opinion comprises five elements: entity, as-

pect, sentiment, author, and time. Sentiment analysis can be considered the art of

gathering insights from unstructured data collected from several sources. It can be

applied in four levels [36]: document-, sentence-, aspect-, or comparative-based. Re-

cently, aspect-based sentiment analysis has gained attention as a text may contain

multiple aspects having different sentiments [37, 38].

At a high level, there exist three approaches to address the sentiment analysis task

[39]: lexicon-based, machine learning-based, and hybrid.

Lexicon-based approaches rely on dictionaries that contain token and sentiment pairs

[40]. This way, the sentiment of a sentence can be calculated using the sentiments

of each word, combined with different techniques such as aggregation (e.g. majority

voting). Although lexicon-based methods are easy to apply, and hence offer a simple

solution in a timely manner, they suffer from the lack of domain-specific dictionar-

ies [41].

Machine learning-based approaches examine the historical data to make predictions

on the new data. They are generally grouped under two main categories: supervised

and unsupervised. Supervised ones predict the unknown label by training on the la-

beled data. Fundamentally, they utilize a function, y = f(x), that maps the data

features (x) to a sentiment value (y). In contrast, the unsupervised ones discover

hidden patterns in the data by analyzing the association within the features. In gen-

eral, the supervised methods perform better than the unsupervised ones. However,

obtaining labeled data regarding the target domain may be a challenging task.

2



Even though machine learning-based approaches do not require external dictionaries

like lexicon-based approaches, they require feature engineering for NLP tasks [42],

regardless of the selection of supervised or unsupervised methods. More specifically,

free-form textual data must be translated into a standard representation (vectorization)

that the machine learning techniques can interpret. It is crucial to extract features that

represent the data properly as it affects the prediction quality [43]. On the other hand,

feature engineering is a labor-intensive task, and it should be obviated where possible

by discovering valuable information automatically from the data itself [44]. Once the

feature engineering step is complete, machine learning-based approaches generally

perform better than lexicon-based ones [45].

Hybrid approaches combine lexicon-based and machine learning-based methods to

take the best advantage of both methods for sentiment analysis [46].

Recent research on sentiment analysis has mainly focused on deep learning architec-

tures [47, 48, 49, 50, 51, 52]. The advances in hardware technologies and the increase

in easily accessible data amount pave the way for deep learning studies upon the out-

standing success of neural networks. These architectures provide better performance

than legacy methods, as they provide semantic information intrinsically through their

hierarchical learning process [53]. Moreover, deep learning models are generally

reusable in multi tasks such as question answering or sentiment classification. They

generally contain hundreds of layers, e.g. one of the well-known language models,

Bidirectional Encoder Representations from Transformers (BERT), had 340 million

parameters [54]. Additionally, they require a huge amount of training data to cre-

ate accurate models, e.g. BERT was trained on 3.3 billion tokens. Accordingly, this

amount of data and models need a huge computational power. Nevertheless, they

have limitations. First of all, they are very data-hungry. To learn from data, they

require very high computation resources. Other than that, they can be easily fooled

by adversarial examples. In general, they are considered uninterpretable black boxes,

which means they lack transparency. And finally, it is not easy to incorporate prior

knowledge into the deep learning models.

Besides, expert knowledge may be required to determine the ideal parameters of a

deep learning model. However, in some domains, such as hate speech detection, the
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acquisition of expert knowledge may be lacking. For example, Madukwe et al. [55]

proposed utilizing a genetic algorithm as a remedy to decide the optimal architecture

and select the best set of hyperparameters for fine-tuning BERT.

1.2 Challenges and Opportunities

There exist different application strategies for sentiment analysis tasks. These strate-

gies have their own challenges, hence, their own opportunities for improvement. In

this section, we spotlight various challenges of sentiment analysis.

Challenge 1: Sentiment analysis faces challenges due to the existence of slang words,

spelling mistakes, and ironic remarks in documents [56]. One of the main challenges

in sentiment classification is the high amount of data that contains irrelevant or re-

dundant features [57], which adversely affect the performance of machine learning

models [58].

Opportunity 1: Feature selection is one of the effective preprocessing techniques to

eliminate features that have low or no contribution to the classification task [59]. It

plays a major role in minimizing the data with the most informative representatives,

especially for the domains having a huge amount of features such as NLP tasks.

Challenge 2: When applying a machine learning-based sentiment analysis model, it is

possible to vectorize the free-form textual data using word embeddings. There exists

a list of word embedding models pre-trained on large datasets such as Wikipedia1,

which are commonly used in NLP tasks. However, these pre-trained word embed-

dings may not be the best fit for the data in terms of the context when a domain-

specific sentiment analysis task such as movie reviews is in question [60]. Moreover,

especially for the sentiment analysis task, word embedding models such as Global

Vectors for Word Representation (GloVe) lack the sentiment information of the words

and the context they appear. Words having dissimilar sentiments, e.g. happy-sad or

good-bad, may have similar semantics and consequently have similar vector repre-

sentations [61].

Opportunity 2: Sentiment analysis may benefit from infusing different word embed-

1 Available at http://dumps.wikimedia.org/enwiki/latest/
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ding models with sentiment information. It has also been shown that such hybrid

methods applied for word embeddings perform better than single ones [62].

Challenge 3: There exist pre-trained language models2 that have been fine-tuned for

the sentiment analysis task using well-known public datasets. Therefore, they can

determine the sentiments of the sentences in these datasets well. However, the classi-

fication performance drops due to the rule of generalization on less popular domains

or datasets. Yet, it may still provide an acceptable accuracy depending on the dataset.

Opportunity 3: In general, pre-trained models can correctly identify the sentiment of

the content with high accuracy if its confidence score is high. Diffusing the informa-

tion inherited from high-confidence predictions could be valuable for the model.

To sum up, sentiment classification can be considered a domain-dependent task since

the content’s sentiment may contradict in different contexts [63]. Therefore, a model

trained for a domain may not be suitable to be applied to another domain. However,

obtaining a sufficient amount of labeled data for every domain is often impractical.

Therefore, the research on domain-independent methods becomes worthwhile to han-

dle the limited resources.

1.3 Objectives

Although there exist different word representation methods, language models, and

sentiment dictionaries, which are separately reported to be effective in certain do-

mains, there is no domain-independent method that integrates the context and senti-

ment information efficiently for the sentiment analysis task, handles unknown words,

and does not require hyperparameter tuning.

In light of the information provided in the previous section, we set our first objective

as systematically investigating the mentioned opportunities to alleviate their associ-

ated challenges. Then, we aim to leverage the information gained from these in-

vestigations to build domain-independent models for the sentiment analysis task that

incorporate the context and sentiment information in various ways.

2 Available at https://huggingface.co/
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1.4 Contributions

Our contributions are as follows:

• We propose a new hybrid multiobjective feature selection model for the senti-

ment analysis task, which harnesses the power of an entropy-based metric, i.e.,

Information Gain, and an evolutionary algorithm, i.e., Non-dominated Sorting

Genetic Algorithm II (NSGA-II). Experiments with different machine learn-

ing and feature extraction techniques on varying types of datasets demonstrate

that our proposed model improves the learning performance of the sentiment

analysis task considerably.

• In an effort to address the shortcomings of existing word embeddings for sen-

timent analysis tasks, we propose a model that effectively combines context

and sentiment information when building a text representation. The proposed

model refines word vectors with immediate context information without rely-

ing on any specific domain and can be employed with any pre-trained word em-

bedding models. It further integrates sentiment scores obtained using a lexicon-

based method when building the final word vectors of sentences to be classified.

The model achieves significantly higher sentiment classification accuracy than

baseline word embedding models commonly used in sentiment analysis.

• To alleviate the drawbacks of available pre-trained models on less popular data-

sets, we build a sentiment classification method that does not depend on feature

engineering and works domain-independent. The method leverages existing

pre-trained BERT models without relying on its training domain. We find out

the sentences that the pre-trained model is the most confident with and propa-

gate its classification result to other sentences with respect to how similar those

sentences are to the confident ones. Our model does not use the actual label

during the classification phase; hence, it is also applicable to datasets with no

labeled instances. The ablation study results confirm that our method enhances

the performance of unsupervised sentiment analysis.

• We propose a novel feature ensemble model for sentiment analysis that gener-

ates a feature pool of distinct types. Our model exploits the intrinsic properties
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of the data with the help of different techniques. Fundamentally, we first extract

baseline features and apply a feature selection method to remove the irrelevant

and redundant data. By using these fine-grained features, we generate a graph

representation of the word relationships to capture the context of the words.

Then, we project the graph vertexes onto a low-dimensional space to feed them

into our machine learning algorithm. In addition to these features, we include

classification results of a pre-trained language model as another feature to take

advantage of common existing knowledge on NLP. Moreover, we include sen-

timent polarity scores of the content into our feature pool to include the valence

information. The final model becomes highly portable to other domains and

languages as it does not require any linguistic or domain knowledge. Compre-

hensive experiments on datasets with different domains present the efficiency

of our proposed model.

Implementations of the models are publicly available on GitHub3.

1.5 Paper Organization

The rest of this thesis is organized as follows.

In Chapter 2, we provide background information about the methodologies utilized in

the proposed models in two sections: lexicon- and machine learning-based sentiment

analysis. We further explain the second part in three subsections: text representation,

pre-trained language models, and feature selection.

In Chapter 3, we describe the experimental environment. First, we introduce the

datasets utilized in the experiments. Then, we share the preprocessing steps employed

on the datasets. After that, we provide the applied machine learning techniques and

the evaluation metric. Finally, we give the experimental settings.

We present our proposed models in Chapters 4 to 7 as follows:

Chapter 4: Feature selection for sentiment analysis

3 https://github.com/faycadnz
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Chapter 5: Enhancing word embeddings for sentiment analysis

Chapter 6: Unsupervised learning for sentiment analysis

Chapter 7: Feature ensemble model for sentiment analysis

Each chapter mainly consists of three sections. First, we provide related studies that

focus on the main subject of the model. Then, we describe the proposed model in de-

tail. In the final section, we provide parameter settings specific to that study, followed

by the experiment results along with discussions.

In the final chapter, Chapter 8, we share concluding remarks and potential directions

for future work.
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CHAPTER 2

BACKGROUND

In this chapter, we provide background information on the technologies utilized in

various steps of this thesis study.

2.1 Lexicon-Based Sentiment Analysis

The lexicon-based approaches calculate the sentiment from the semantic orientation

or polarity of the phrases. Therefore, they depend on dictionaries (token-sentiment

pairs) that are created manually or automatically using seed phrases. The sentiment of

a sentence can be calculated using the sentiments of each word, combined with differ-

ent techniques such as aggregation (e.g. majority voting). Some of the well-known

lexicon-based sentiment analysis tools are SentiStrength [64], SentiWordNet [65],

and VADER (Valence Aware Dictionary and sEntiment Reasoner) [66].

In two of the proposed models, we utilized sentiment scores provided by VADER1.

It calculates four ratio values (positive, compound, neutral, and negative) for a given

text. A sample output is as follows: ‘positive’: 0.706, ‘compound’: 0.9469, ‘neu-

tral’: 0.294, ‘negative’: 0.0. The calculation of the compound score consists of three

steps. First, the valence scores of all words in the text are summed. Then, the result

is adjusted using different rules, e.g., the existence of a booster word increases or

decreases the intensity of the score. Finally, the score is normalized between -1 and

1, which indicates strongly negative and strongly positive, respectively. As suggested

by the original paper, we set the label of the content as positive when the compound

score is greater than 0.05, we set it as negative when it is less than -0.05, and the rest

1 https://github.com/cjhutto/vaderSentiment
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becomes neutral.

Lexicon-based approaches generally provide an initial result in a short time; how-

ever, machine learning-based approaches perform better in terms of classification ac-

curacy [45].

2.2 Machine Learning-Based Sentiment Analysis

For efficient sentiment classification, it is important to obtain a low-dimensional and

non-sparse vector representation to feed the machine learning models.

2.2.1 Text Representation

Supervised learning algorithms require feature engineering for the training part of

their nature. Therefore, arbitrary data (or content) must be translated into a vector

representation so that the machine learning techniques can interpret it. There ex-

ist various techniques for representing the text to be classified in sentiment analysis.

One-hot encoding is one of the primitive text representation techniques. It converts

arbitrary texts into fixed-length vectors. It assigns a number to each unique word in

the text corpora, which makes the length of each word vector equal to the number

of unique words. To represent a piece of text, 1 is assigned to the corresponding

word of the vector if a word is present in the text, and 0 otherwise. Bag-of-Words

(BoW) is another basic and well-known text representation technique [67]. It builds

on one-hot encoding by storing the count of the words in the text rather than only

containing the existence information. These methods do not consider word ordering

when generating the features. Hence, the syntactic and semantic relationships are

lost [68]. However, word order can be effective when deciding the sentiment class

of a sentence. Term Frequency–Inverse Document Frequency (TF-IDF) is another

technique that is based on the BoW model [69]. It is a statistical method that assesses

the importance of a word for a document in a set of documents. TF-IDF vectorization

resembles the BoW structure, but it uses the TF-IDF value of words instead of their

counts. It calculates the relevance of a word for a document considering the set of all

documents. However, similar to its predecessors, context information is not retained
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as each word is handled individually. To overcome these problems, n-grams are uti-

lized [42]. Briefly, the concatenation of n-neighbor words constitutes the n-grams of a

document. However, n-grams can cause another problem, i.e., data sparsity. Sparsity

increases as the n increases.

We elaborate on BoW, as it is used as a baseline text representation technique in our

experiments. In BoW, each sentence is represented as a vector s = <x1, x2, . . . , xn>

where xi denotes the number of occurrences of the i-th token and n is the total number

of unique tokens in all sentences. The following example shows that syntactic and

semantic relationships are lost in this method as it does not consider word orders.

Assuming there are two sentences in the dataset: (i) ’I love tea, but I hate coffee’, and

(ii) ’I love coffee, but I hate tea’. The unique tokens (features) for this dataset will be

{’I’, ’love’, ’tea’, ’but’, ’hate’, ’coffee’}. Although the two sentences have different

meanings, their vector representations with BoW will be identical: <2, 1, 1, 1, 1, 1>.

Despite its weaknesses, BoW is one of the simple yet powerful text representation

techniques.

In our studies, every unique word in the dataset represents a feature, and each sen-

tence has a vector representation where the values are constructed by the number of

occurrence information.

2.2.2 Pre-trained Language Models

As a remedy to the drawbacks described in the previous section, pre-trained mod-

els have become prevalent recently as they have shown great success in various NLP

tasks, including sentiment analysis. Word embeddings have paved the way to demon-

strate the effectiveness of pre-trained models [70]. A word embedding can simply be

described as representing each word of a document with a vector of latent features of a

specific length, where words with similar meanings have a similar representation. The

real-valued feature vectors are calculated via training a neural network using a mas-

sive number of documents. Each dimension of this vector represents an underlying

feature of the word. This training process utilizes word positions in the documents.

As a result, it is possible to capture semantic relations with word embeddings [52]. A

famous example that demonstrates the existence of semantic relations is as follows:
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Having the feature vectors of the words King, Queen, man, and woman; if we subtract

man from King and add woman to it, the result becomes the feature vector of the word

Queen, demonstrating the semantic closeness of King and Queen in the vector space.

This example shows that the model automatically learns the male/female relationship.

In the last decade, Word2Vec [71] and GloVe [72] were the pioneers in terms of the

pre-training methodology. One problem with these embeddings is that they may not

consider the context [51]. For example, the words beetle as a car and beetle as an ani-

mal are represented with the same vector [51]. While some recent word embeddings,

including BERT [54] and ELMo (Embeddings from Language Model) [73], operate

in context-sensitive mode [74], pre-trained word embeddings with these models may

not be the best fit for the studied domain or the language (dialect) [75].

GloVe was trained on the Wikipedia dataset by using word co-occurrence statis-

tics [72]. It consists of vectors for four hundred thousand tokens with an option

of varying dimensions (50, 100, 200, and 300)2. Each dimension of these vectors

represents a feature. There exist different approaches to aggregate the word vectors

to construct the vector representation of a sentence, such as concatenation or aver-

aging. For example, the words ’I’, ’love’, and ’tea’ have the following vectors in

50-dimensional GloVe: <0.118, 0.152, ..., 0.921>, <-0.138, 1.140, ..., 0.289>, and

<-0.449, -0.002, ..., -0.902>, respectively. Consequently, the vector representation of

’I love tea’ will be as follows when concatenated: <0.118, 0.152, ..., 0.921, -0.138,

1.140, ..., 0.289, -0.449, -0.002, ..., -0.902>.

Similarly, Word2Vec was trained on the Google News dataset by using continuous

BoW architecture [71]. It consists of vectors for three million tokens3.

Other than these pre-trained word embeddings, pre-trained language models are used

to determine the initialization parameters for specific tasks or domains. The lan-

guage models trained on vast corpora enable fine-tuning with a smaller amount of

task-specific data as they have already acquired a significant amount of knowledge

necessary for language processing. Therefore, these models help perform new tasks

using the gained knowledge instead of learning from scratch. Moreover, pre-trained

models come in handy, especially when there is a lack of labeled data. Many pre-

2 https://nlp.stanford.edu/projects/glove/
3 https://code.google.com/archive/p/word2vec/
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trained language models, such as BERT [54], ELMo [73], or GPT [76], are shared

publicly through artificial intelligence communities, such as Kaggle4 and Hugging

Face5. NLP studies have gained acceleration, especially with the effects of easily

sharing code, models, and datasets through these artificial intelligence communities.

Researchers worldwide can access an existing model, improve it in a certain way, and

publish their findings over the same channel to allow others to use them directly or

to improve them even further. For example, BERT pre-training has been successfully

applied in various domains, some of which are provided below:

. FinBERT [77] (financial services)

. SciBERT [78] (biomedical and computer science literature)

. ClinicalBERT [79] (clinical notes)

Moreover, language models can be adapted to different languages. Farahani et al. [80]

presented ParsBERT, a monolingual BERT for the Persian language. Similarly, Chouikhi

et al. [81] proposed a BERT tokenizer specialized for Arabic texts.

In our study, we utilized pre-trained BERT models to take advantage of available lan-

guage knowledge. There exist many pre-trained BERT models that are fine-tuned for

the text classification task [82]. For example, the distilbert-base-uncased-finetuned-

sst-2-english model is a well-known sentiment classification model that classifies sen-

tences as positive or negative with a confidence score. The confidence score is a value

between 0 and 1 for the predicted class.

2.2.3 Feature Selection

The classification task is one of the fundamental problems in knowledge discovery.

The accuracy of classification highly depends on the quality of the data. Therefore,

it is vital to preprocess the data to extract valuable information. Especially in real-

world applications, the data amount is generally high, and there exist many redundant

or irrelevant features that have no contribution to the classification task.

Feature selection is an important preprocessing step for classification. It aims to find

the most informative features that can represent the data. Through feature selection,

4 https://www.kaggle.com/
5 https://huggingface.co/
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the training time of the model is also reduced. Moreover, the learning performance

of the model improves as unnecessary features will not clutter the model. However,

the feature selection task can be challenging, as it is a combinatorial optimization

problem.

Feature selection requires optimizing two objectives, minimizing the number of fea-

tures and maximizing the classification performance. This optimization task can be

formally defined as follows:

min obj1

max obj2

subject to

obj1 = |d|

obj2 = performance(d)

where d ⊆ D

(2.1)

where D is the data with all features, and d is the selected feature subset of D. In this

equation, obj1 and obj2 indicate the first and second objectives, respectively. Regard-

ing these objectives, we aim to reduce the number of features, i.e., obj1, while we try

to improve the classification performance, i.e., obj2. The classification performance

could be measured with any performance metric, such as Accuracy, F1 score, or Area

Under the Curve score. For instance, when the performance metric is accuracy, an

ideal solution would have a 100% classification accuracy using only one feature ac-

cording to the feature selection definition.

In a multiobjective optimization problem, there might be a solution set instead of only

one solution. The reason is that one solution might be good at achieving one objec-

tive, while another solution is good at achieving another. To illustrate, in Figure 2.1,

we provide sample solutions for a feature selection task in which the two objectives

defined above are optimized. In this figure, the solutions in green fit on a Pareto

curve. These solutions are called non-dominated solutions, as they are not dominated

by any other solution in both objectives. On the other hand, the red-colored solutions

are dominated in both objectives by at least one other solution. For example, solution
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Accuracy

Number of features

S3

S1

S2

obj2(S2) ≺ obj2(S1)

obj1(S1) ≺ obj1(S2)

Figure 2.1: Sample solutions fitting to a Pareto curve for the two objectives of the

multiobjective feature selection problem.

S1 is better than solution S3 in both objectives as it has fewer features and higher

accuracy, as given by the inequalities below:

obj1(S1) < obj1(S3)

obj2(S1) > obj2(S3)
(2.2)

As a result, S1 dominates S3, as represented below:

S1 ≺ S3 (2.3)

With a similar comparison, it can be seen that solution S1 cannot dominate solution

S2. The number of features in S1 is less than the number of features in S2, but the

accuracy of S2 is higher than the accuracy of S1. Hence, they are non-dominated

solutions as they have better results in different objectives. As a result, these non-

dominated solutions are presented as the final solution set for the problem.

There are three approaches for feature selection: filter-based, wrapper-based, and
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embedded [83]. Filter-based feature selection relies on statistical metrics (e.g. Chi-

square, Information Gain, Gini index) that calculate the significance of features, and

they are known for their fast executions [84]. Wrapper-based methods employ heuris-

tic search algorithms (e.g. Genetic Algorithm). Such search algorithms tend to

achieve better results than the filter-based approaches, yet, they require an exces-

sive amount of time [85]. Finally, embedded methods perform feature selection while

training the model, as they combine feature selection with the construction of the

machine learning models.
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CHAPTER 3

EXPERIMENTAL ENVIRONMENT

In this chapter, we describe the experimental environment by introducing the datasets,

preprocessing and machine learning techniques, evaluation metric, and experimental

settings.

3.1 Datasets

We evaluated the performance of our models on five datasets: three benchmark and

two new datasets. The specifications of all datasets are provided in detail in the fol-

lowing subsections. We note that the language of the examined texts in all datasets is

English.

3.1.1 Benchmark Datasets

3.1.1.1 Stanford Sentiment Treebank

Stanford Sentiment Treebank (SST) was presented in 2013 by Socher et al. [86],

and since then, it has been one of the most commonly used datasets for sentiment

analysis tasks in the literature [49, 51, 52]. In the dataset, there exist more than

10,000 movie reviews, and they are split into the train, test, and validation sets. The

dataset contains sentiment scores between 0 and 1 for each review (sentence). Sample

instances from the SST dataset are provided in Table 3.1. We converted the sentiment

scores into classes using threshold values. We labeled the sentences as positive when

the sentiment score is greater than or equal to 0.7, and we labeled them as negative

17



Table 3.1: Sample instances from the SST dataset.

Sentence

Train (1),

test (2) or

validation (3)

Sentiment

score

"If you enjoy more thoughtful comedies with interesting conflicted characters; this one is for you." 3 0.91667

"So original in its base concept that you can not help but get caught up." 1 0.88889

"I have two words to say about Reign of Fire." 1 0.5

"Scene-by-scene, things happen, but you’d be hard-pressed to say what or why." 2 0.31944

"The most offensive thing about the movie is that Hollywood expects people to pay to see it." 1 0.18056

"Plodding, poorly written, murky and weakly acted, the picture feels as if everyone making it

lost their movie mojo."
1 0

Table 3.2: Number of instances for each sentiment class in the SST dataset.

Sentiment
Number of instances

Train set Test set

positive 2469 996

neutral 2526 892

negative 3122 1281

Table 3.3: Statistics of the sentences in the SST dataset.

Description
Before

preprocessing

After

preprocessing

total count of sentences 7868 7868

total count of unique tokens in all sentences 14,420 15,334

average number of tokens in all sentences 16.1 9.3

standard deviation of the number of tokens in all sentences 8.2 4.7

minimum number of tokens in all sentences 1 0

25% percentile (lower quartile) of the number of tokens in all sentences 10 6

50% percentile (median) of the number of tokens in all sentences 15 9

75% percentile (upper quartile) of the number of tokens in all sentences 22 12

maximum number of tokens in all sentences 50 28
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Table 3.4: Sample instances from the MR dataset.

Sentence Sentiment

"a comedy that swings and jostles to the rhythms of life ." positive

"two badly interlocked stories drowned by all too clever complexity ." negative

Table 3.5: Number of instances for each sentiment class in the MR dataset.

Sentiment Number of instances

positive 5331

negative 5331

when the sentiment score is less than or equal to 0.4. Furthermore, in Table 3.2,

we share the total number of instances for each sentiment in training and test sets

separately. As seen from the table, we obtained 7868 positive and negative labeled

sentences. Moreover, we report statistics of the sentences in the dataset in Table 3.3.

3.1.1.2 Movie Reviews

Movie Reviews (MR) is another well-known source for sentiment analysis tasks[87,

88]. It was presented by Pang and Lee [89]. The dataset consists of 10,662 sen-

tences retrieved from movie reviews. Some samples are presented in Table 3.4. The

sentences are labeled as positive and negative. In Table 3.5, we present the number

of instances for each class. Finally, the statistics of these sentences are provided in

Table 3.6.

3.1.1.3 Sentiment 140

Sentiment 140 (S140) is another well-known dataset for sentiment analysis studies

[90, 91]. It contains 1,600,000 tweets retrieved from Twitter, along with their sen-

timent labels [92]. We present sample instances from this dataset in Table 3.7. The

dataset consists of separate training and test instances. We present the total sentence
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Table 3.6: Statistics of the sentences in the MR dataset.

Description
Before

preprocessing

After

preprocessing

total count of sentences 10,662 10,662

total count of unique tokens in all sentences 18,330 20,320

average number of tokens in all sentences 18.1 10.6

standard deviation of the number of tokens in all sentences 8.5 4.8

minimum number of tokens in all sentences 1 1

25% percentile (lower quartile) of the number of tokens in all sentences 12 7

50% percentile (median) of the number of tokens in all sentences 18 10

75% percentile (upper quartile) of the number of tokens in all sentences 24 14

maximum number of tokens in all sentences 50 39

Table 3.7: Sample instances from the S140 dataset.

Sentence
Train (1)

or test (2)
Sentiment

"ow, i can’t move my neck or my back hurts too much and i don’t know why D:" 1 negative

"making the best cupcakes EVER.. and eating them as I go" 1 positive

"blah, blah, blah same old same old. No plans today, going back to sleep I guess." 2 negative

"Malcolm Gladwell might be my new man crush" 2 positive

Table 3.8: Number of instances for each sentiment class in the S140 dataset.

(a) All dataset.

Sentiment
Number of instances

Train set Test set

positive 800,000 182

negative 800,000 177

(b) Used dataset.

Sentiment
Number of instances

Train set Test set

positive 5000 182

negative 5000 177
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Table 3.9: Statistics of the sentences in the S140 dataset.

Description
Before

preprocessing

After

preprocessing

total count of sentences 10,359 10,359

total count of unique tokens in all sentences 19,181 20,456

average number of tokens in all sentences 12.5 7.8

standard deviation of the number of tokens in all sentences 6.6 3.9

minimum number of tokens in all sentences 1 0

25% percentile (lower quartile) of the number of tokens in all sentences 7 5

50% percentile (median) of the number of tokens in all sentences 12 7

75% percentile (upper quartile) of the number of tokens in all sentences 18 11

maximum number of tokens in all sentences 30 25

count for each label in Table 3.8 with two subtables. The first subtable contains

information about all instances of the dataset. Since the dataset is very large, we

downsampled it when using it in the experiments. So, the second subtable contains

information about the utilized dataset. Moreover, the statistics of these utilized sen-

tences are given in Table 3.9.

3.1.2 New Datasets

We introduce two new datasets1, details of which are provided in the following sub-

sections.

3.1.2.1 International Monetary Fund Executive Board Meeting Minutes

The International Monetary Fund (IMF) is an international organization that is collec-

tively managed by 190 countries2. Its main purposes are providing financial stability

and cooperation, reducing unemployment and poverty, and facilitating trade between

countries. IMF monitors the financial policies of the member countries and suggests

modifications where necessary. Moreover, it provides loans to member countries to

help them recover from financial problems.
1 Datasets are available at MA-Computational Social Science Lab: https://ma-cssl.com/
2 https://www.imf.org/en/home
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Table 3.10: Sample instances from the IMF dataset.

Country Year Sentence Sentiment Author

Bulgaria 2004 "Mr. Mozhin and Mr. Lissovolik submitted the fol-

lowing statement:"

0 Mr Lissovolik;Mr Mozhin

Bulgaria 2004 "We thank the staff for a comprehensive and lucid

paper."

0 Mr Lissovolik;Mr Mozhin

Bulgaria 2004 "Bulgaria is making important progress in consol-

idating the achievements of its economic reforms,

which in recent periods have been duly rewarded

by upgrades of credit rating agencies."

1 Mr Lissovolik;Mr Mozhin

Bulgaria 2004 "At the same time the staff report rightly notes

that on some of the fronts vulnerabilities have in-

creased, most notably this concerns the high level

of the external gap."

-1 Mr Lissovolik;Mr Mozhin

Bulgaria 2004 "On the whole, however, we were pleased to learn

from the statement by the staff representative on

Bulgaria that the prior actions for the stand-by re-

quest have been met."

1 Mr Lissovolik;Mr Mozhin

El Salvador 1990 "Ms. Powell made the following statement:" 0 Ms Powell

El Salvador 1990 "The staff notes that in the last five years, economic

growth in El Salvador averaged around 1.5 percent

a year, and the external position deteriorated–a re-

sult of armed conflict, adverse external develop-

ments, and political uncertainty."

-1 Ms Powell

El Salvador 1990 "The new authorities in El Salvador should, there-

fore, be congratulated for the initiative they are tak-

ing to reduce imbalances and secure stronger eco-

nomic growth in that country."

1 Ms Powell

El Salvador 1990 "By their recent actions, which included a tighten-

ing of monetary policy and the unification of the

exchange rate, the authorities have shown a strong

commitment to this process, and the program they

have outlined for 1990 and 1991 deserves our sup-

port."

1 Ms Powell

El Salvador 1990 "It is clear that the ability of the authorities to suc-

cessfully implement this program will depend crit-

ically on a resolution of the military conflict."

0 Ms Powell
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Research studies have been leveraging IMF reports to analyze the effects of decisions

made. Couharde et al. [93] argued that the Regional Economic Outlook reports pub-

lished by IMF have a significant reflection on the stock market. Similarly, Breen et

al. [94] revealed the incoherence in regime complexes by analyzing the sentiments of

IMF and European Union surveillance documents.

We collected 611 files that contain IMF Executive Board meeting minutes between

1983 and 2015 for 127 countries. These files consist of 35,911 pages. The sentences

in these files are labeled as positive (1), neutral (0), or negative (-1) regarding the

performance of the borrowing country (the design and implementation of IMF pro-

grams). Sample annotations are provided in Table 3.10. Every document has been

labeled by two different annotators. If two annotators agree on the label of the sen-

tence, then the final label is directly set. Otherwise, if one of the annotator’s label

is neutral, the final label of the sentence is set as the other annotator’s label. In case

there is a conflict between the annotators, i.e., one label is negative, and the other

one is positive, then the conflict is resolved when processing the documents using a

weighted randomized selection with the reliability score of each annotator. In order

to calculate the reliability scores, we initially asked the annotators to label the same

document, which was labeled by two experts beforehand. We set every annotator’s

reliability score with respect to the accurate labeling percentage of this document.

When a conflict occurs between two annotators, we resolve it by setting the final

label using a roulette wheel selection in order to give a chance to each annotator’s

labeling. For example, if the reliability scores of the two annotators are 96% and

92%, then their labels will be selected with the probabilities of 96/188 and 92/188,

respectively.

We present the total sentence count for each label in Table 3.11 with two subtables.

The first subtable consists of information about the whole dataset. Around 50% of

the sentences are labeled as neutral, 30% of them are labeled as positive, and the

remaining 20% are labeled as negative. The second subtable presents the number

of used instances in the experiments. Moreover, the statistics of these instances are

given in Table 3.12.

We anticipate that modeling the sentiment information within this dataset is more
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Table 3.11: Number of instances for each sentiment class in the IMF dataset.

(a) All dataset.

Sentiment Number of instances

positive 86,934

neutral 144,625

negative 57,106

(b) Used dataset.

Sentiment Number of instances

positive 6174

neutral 0

negative 3826

challenging than other datasets, such as Twitter or reviews data, for two reasons. First

of all, many technical terms are used during these meetings, as the target audience is

not the public but the representatives of other countries. Besides, speakers may aim

to disguise their true feelings for bureaucratic purposes.

Initial Analysis

In order to gain a good understanding of the data, we held initial experiments using

different feature extraction methods, machine learning techniques, and neural net-

work language models [95].

Accuracy results achieved by three feature extraction methods, BoW, N-gram, and

TF-IDF, along with two machine learning techniques Logistic Regression (LR) and

Support Vector Machines (SVM), are given in Table 3.13. The first subtable contains

results for the whole dataset. We encountered an out-of-memory problem as the num-

ber of features in the whole dataset is 61,953. Therefore, we removed the tokens that

appear only once in the documents to shrink the number of features. We were able to

achieve maximum accuracy of 86.1% with 17,187 features by the BoW method using

LR as the classifier. Although we applied the same method to N-gram, we could not

get a result as its number of features reached almost 200,000. The second subtable

presents results for a portion of the dataset used in the experiments. The maximum

accuracy, 81.3%, is achieved by the BoW method using LR as the classifier. The

BoW is followed by TF-IDF and N-gram, in respective order, in terms of accuracy.

N-gram extracts more features than BoW and TF-IDF, which affects the classifica-

tion performance adversely and increases the execution time. When we compare
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Table 3.12: Statistics of the sentences in the IMF dataset.

(a) All dataset.

Description
Before

preprocessing

After

preprocessing

total count of sentences 288,665 288,665

total count of unique tokens in all sentences 43,415 61,953

average number of tokens in all sentences 25.4 14.5

standard deviation of the number of tokens in all sentences 12.3 7.1

minimum number of tokens in all sentences 1 0

25% percentile (lower quartile) of the number of tokens in all sentences 17 10

50% percentile (median) of the number of tokens in all sentences 24 13

75% percentile (upper quartile) of the number of tokens in all sentences 32 18

maximum number of tokens in all sentences 259 171

(b) Used dataset.

Description
Before

preprocessing

After

preprocessing

total count of sentences 10,000 10,000

total count of unique tokens in all sentences 8758 9640

average number of tokens in all sentences 24.9 14.4

standard deviation of the number of tokens in all sentences 11.3 6.6

minimum number of tokens in all sentences 1 0

25% percentile (lower quartile) of the number of tokens in all sentences 17 10

50% percentile (median) of the number of tokens in all sentences 23 14

75% percentile (upper quartile) of the number of tokens in all sentences 31 18

maximum number of tokens in all sentences 164 94

machine learning techniques, LR stands out with the achieved maximum accuracy,

and it achieves better accuracy values in two out of three methods.

In Table 3.14, we present the accuracy results achieved by two pre-trained BERT

models, namely RoBERTa-large (siebert/sentiment-roberta-large-english) and Fin-

BERT (ProsusAI/finbert). Moreover, we fine-tuned the RoBERTa-large model on

our data. We share the prediction results in the last row. Similar to the previous ta-

ble, we present the results in two subtables for the whole (a) and used (b) datasets.

RoBERTa-large achieves the maximum accuracy of 82.4% among pre-trained mod-
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Table 3.13: Accuracy results of all feature extraction methods on the IMF dataset.

(a) All dataset.

Method
Number of

features

Accuracy

LR SVM

BoW 17,187 0.8612 0.8609

N-gram 194,859 out of memory

TF-IDF 17,187 0.6035 0.6035

(b) Used dataset.

Method
Number of

features

Accuracy

LR SVM

BoW 9640 0.8128 0.8116

N-gram 86,286 0.7176 0.7212

TF-IDF 9640 0.8090 0.8089

Table 3.14: Accuracy results of BERT models on the IMF dataset.

(a) All dataset.

Model Accuracy
Execution

time (min.)

RoBERTa-large 0.8243 253

FinBERT 0.6082 72

Fine-tuned BERT 0.9672 5483

(b) Used dataset.

Model Accuracy
Execution

time (min.)

RoBERTa-large 0.8216 17

FinBERT 0.6085 5

Fine-tuned BERT 0.9700 217

els for the original data. When we fine-tune the BERT model with randomly selected

80% of our data, we achieve 96.7% accuracy in the remaining test data. We observe

similar results for the used dataset. RoBERTa-large achieves the maximum accuracy

of 82.2% among pre-trained models. Fine-tuned BERT model outperforms others by

obtaining 97.0% accuracy. For both versions of the dataset, fine-tuning increases the

performance significantly; however, the execution time of it is much more than ap-

plying the pre-trained models. The fine-tuned model is available on Hugging Face in

binary3 and multi-class4 forms.

Experiment results show that highly accurate results are only achieved when the train-

ing data includes data annotated specifically for the domain in question in addition to

the data of more generic pre-trained models. This is most likely due to the usage

3 https://huggingface.co/faycadnz/IMFBERT_binary
4 https://huggingface.co/faycadnz/IMFBERT_multi
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Table 3.15: Sample instances from the WHO dataset.

Sentence Sentiment

"This marked one of the greatest public health achievements of all time." positive

"That is when you can clearly see what works, what doesn’t and what you need to improve." neutral

"However, the COVID-19 pandemic hurt momentum as polio and immunization efforts were suspended." negative

Table 3.16: Number of instances for each sentiment class in the WHO dataset.

Sentiment Number of instances

positive 5355

neutral 2718

negative 2002

of technical terminology specific to the domain (IMF in this case) and the different

usage of language to maintain political correctness.

3.1.2.2 World Health Organization Director-General’s Speeches

This dataset consists of the speeches of the World Health Organization (WHO)5

Director-General during the emergence of the COVID pandemic (between February

2020 and November 2020) [96]. After collecting the data, we labeled the sentences in

the same manner as the IMF dataset. Sample instances from the WHO dataset are pre-

sented in Table 3.15. The dataset contains a total of 10,075 sentences. In Table 3.16,

we share the total number of instances for each sentiment category. Moreover, we

report statistics of the sentences in the dataset in Table 3.17.

Initial Analysis

In order to gain a good understanding of the data, we held the same initial experiments

as the IMF dataset.

5 https://www.who.int/
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Table 3.17: Statistics of the sentences in the WHO dataset.

Description
Before

preprocessing

After

preprocessing

total count of sentences 7357 7357

total count of unique tokens in all sentences 6801 7028

average number of tokens in all sentences 18.7 10.1

standard deviation of the number of tokens in all sentences 9.3 5.4

minimum number of tokens in all sentences 1 0

25% percentile (lower quartile) of the number of tokens in all sentences 12 6

50% percentile (median) of the number of tokens in all sentences 18 10

75% percentile (upper quartile) of the number of tokens in all sentences 24 13

maximum number of tokens in all sentences 70 57

Table 3.18: Accuracy results of all feature extraction methods on the WHO dataset.

Method
Number of

features

Accuracy

LR SVM

BoW 7028 0.8603 0.8612

N-gram 42,069 0.8073 0.8105

TF-IDF 7028 0.8441 0.8448

In Table 3.18, we present the number of features and accuracy values for various

feature extraction methods applied to the WHO dataset. We observe a maximum ac-

curacy of 86.1% with 7028 features by the BoW method using SVM as the classifier.

Other feature extraction methods achieve similar results with BoW. However, N-gram

requires more features (42,069), whereas TF-IDF uses the same amount of features

as BoW.

In Table 3.19, we present the performance of the pre-trained language models and

the fine-tuned model as we did for the IMF dataset. RoBERTa-large achieves the

maximum accuracy of 82.9% among pre-trained models for the original data. It is

clear that FinBERT is not a good fit for the WHO dataset as it underperforms. When
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Table 3.19: Accuracy results of BERT models on the WHO dataset.

Model Accuracy Execution time (min.)

RoBERTa-large 0.8293 12

FinBERT 0.3476 3

Fine-tuned BERT 0.9769 137

we fine-tune the BERT model with randomly selected 80% of our data, we achieve

97.7% accuracy in the remaining test data. As expected, fine-tuning increases the per-

formance significantly; however, the execution time of it is much more than applying

the pre-trained models.

3.2 Preprocessing

Preprocessing is a crucial phase that affects the performance of classifiers [97]. With

this step, the redundant data in the raw dataset are filtered out, as they do not have

a meaningful contribution to the classification task. Moreover, reducing the dimen-

sionality of the data speeds up the training process. We utilized the NLTK6 library

for preprocessing operations. In our proposed models, the preprocessing phase is

three-fold:

Conversion to lowercase

In this step, all the words in all sentences are converted to lowercase. Without this

operation, the model treats a word with a capital letter differently from the same

word without any capital letters, which could increase data sparsity and decrease the

prediction accuracy of the model.

6 https://www.nltk.org
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Punctuation removal

In this step, we removed all non-alphanumeric characters and punctuation marks

except parentheses, commas, exclamation marks, question marks, and apostrophes.

Similar to the previous step, the aim is to lower data sparsity, as the model cannot

discriminate between punctuation and other characters.

Stop words removal

Stop words are the words that occur in texts with high frequencies but do not add a

specific meaning to the text, such as a, an, the, of, etc. Therefore, in this step, stop

words are removed so that only significant words are left for the training part.

The effects of preprocessing can be seen in Tables 3.3, 3.6, 3.9, 3.12, and 3.17, where

we share the descriptive statistics of all datasets before and after preprocessing. The

tables show that the total count of unique tokens increases after the preprocessing

steps are applied. With the punctuation removal phase, two-word tokens separate,

which increases the token count, e.g., machine-learning becomes machine and learn-

ing. However, the average number of tokens in sentences decreases after the pre-

processing. The main reason for that is the removal of the stop words. Converting

all words to lowercase may also have an effect as tokenization is case-sensitive, e.g.,

Machine and machine are two different tokens before preprocessing.

3.3 Machine Learning Techniques

There exist many effective machine learning techniques for classification tasks. We

evaluated the performance of our models using two machine learning techniques

which are briefly described below. We utilized the scikit-learn7 implementation of

these techniques.

7 https://www.scikit-learn.org
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3.3.1 Logistic Regression

Logistic Regression (LR) builds a probabilistic classification model [98]. It is known

as an easy-to-use and efficient classifier [98]. It uses the Sigmoid function to generate

a probability value for each instance belonging to a class as follows:

P (Y = 1 | X, θ) =
1

1 + e−θX
(3.1)

where X is the input data, θ is the coefficient values for the input, and Y is the

probability of an item belonging to class 1.

3.3.2 Support Vector Machines

Support Vector Machines (SVM) builds a linear classification model [99]. It generates

a hyperplane between two classes by positioning it as far as possible from the closest

data points of each class, called support vectors, with regard to the equation below:

minimize ||w|| in (w, b)

subject to

yi(w
Txi + b) ≥ 1 for i = 1...N

(3.2)

where w, b, x, and y are the weight, bias, input, and output vectors, respectively, and

N is the number of instances.

3.4 Evaluation

We used accuracy as the performance metric to evaluate the performance of the mod-

els. Accuracy is the ratio of correctly predicted instances over all instances. It is

calculated as follows:

Accuracy =
TP + TN

TP + FP + FN + TN
(3.3)
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where TP, TN, FP, and FN indicate the number of true positive, true negative, false

positive, and false negative instances, respectively.

3.5 Experimental Settings

In this section, we share the common parameter settings of all used algorithms and

techniques. The model-specific settings are provided in the model’s chapter.

Implementation

We carried out the experiments on a computer with Intel Core i7-9700K Eight-Core

Processor with a 3.6 GHz clock rate and 16 GB of main memory. For the neural

network models, we utilized the high-performance computers of the Turkish National

e-Science e-Infrastructure (TRUBA)8 with a 28-core of 2.70 GHz clock rate and 192

GB of memory.

We used Python for implementation.

We used bigrams when the text representation technique was n-grams. We set the n

as 2 to capture the two-word sequence of words.

Datasets

We focused on sentence-level polarity classification.

For IMF and S140 datasets, we randomly selected 10,000 sentences to be used in the

experiments as they had a huge amount of instances.

We filtered out the neutral-labeled instances from all datasets as we applied binary

classification.

For the SST and S140 datasets, the instances were split into the train and test sets in

the original data. Therefore, we utilized the predefined test data in the testing part

of our study. For the other datasets, we performed k-fold cross-validation to prevent

bias, as there were no predefined splits.

8 https://docs.truba.gov.tr/
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Machine learning techniques

For LR, we set the solver parameter as lbfgs and the multi_class parameter as ovr

since we perform binary classification. Other than that, we set the maximum number

of iterations used to converge, max_iter, as 1000.

For SVM, the regularization parameter, i.e., C, is an important parameter for per-

formance. When it increases, training error decreases, whereas computation time

massively increases as it tries to find a smaller-margin hyperplane that separates the

classes. Therefore, we set C as 0.1 in our implementation. We kept it small to avoid

redundant computation to find smaller-margin hyperplanes.

We retrieved the pre-trained neural network language models from Hugging Face.

We used Trainer API to fine-tune BERT. We set the learning rate parameter as 1e-5,

the number of epochs parameter as 3, and the batch size parameter as 8.
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CHAPTER 4

FEATURE SELECTION FOR SENTIMENT ANALYSIS

The big data era, with a high volume of data generated by a variety of sources, has

provided enhanced opportunities for utilizing sentiment analysis in various domains.

In order to take the best advantage of the high volume of data for accurate sentiment

analysis, it is essential to clean the data before the analysis, as irrelevant or redundant

data will hinder the extraction of valuable information. In this chapter, we present

a hybrid feature selection algorithm to improve the performance of sentiment analy-

sis tasks. Our proposed approach builds a binary classification model based on two

feature selection techniques: an entropy-based metric and an evolutionary algorithm.

The proposed feature selection model is shown to achieve significant performance

improvements in all datasets, increasing classification accuracy for all utilized ma-

chine learning and text representation technique combinations. Moreover, it achieves

over 60% reduction in feature size for all datasets, which provides efficiency in com-

putation time and space.

4.1 Related Work

Although sentiment analysis has been extensively studied in the literature, new studies

continue to emerge as available data continually grow and become more complex. It

is crucial to select the optimal feature subset for sentiment analysis to achieve high

performance [100]. Therefore, feature selection is an indispensable preprocessing

step, alleviating the burden caused by the high-dimensional data.

Feature selection has been widely used for sentiment analysis in various domains and

has proven to enhance the performance of sentiment classification [101]. Recently,
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Madasu and Elango [102] presented a detailed evaluation of different feature selection

methods for sentiment analysis. They reported that feature selection methods, espe-

cially the ones that utilize ensemble techniques, obtain superior results by boosting

the sentiment analysis performance. Ahmad et al. [103] reviewed feature selection

methods used for sentiment analysis. They identified and presented the advantages

and disadvantages of these methods. The authors suggested that metaheuristic algo-

rithms perform well when selecting the optimal features for sentiment analysis. Shang

et al. [104] presented a binary-based Particle Swarm Optimization (PSO) for feature

selection in the sentiment analysis domain. Their algorithm was built to overcome

the shortcomings of the traditional PSO algorithm, such as the update formula of ve-

locity. Similarly, Kumar et al. [105] proposed a Firefly Algorithm for optimizing the

feature sets to be used in sentiment analysis. They applied their algorithm to Hindi

and English texts using SVM as the classifier. Gokalp et al. [106] proposed another

wrapper-based feature selection method for sentiment analysis. The proposed model

is based on a Greedy Algorithm that utilizes six different filter-based metrics, includ-

ing Chi-square and ReliefF, in the construction of the model. Experiments on many

public datasets showed that the model is more effective than conventional filter-based

feature selection methods.

Recent literature on feature selection has mainly focused on wrapper-based feature

selection methods as they generally perform better than filter-based methods [107].

However, these methods are expensive in terms of computation time and space, as

wrapper-based feature selection is an NP-hard problem [108]. Metaheuristic algo-

rithms are known to be very efficient for NP-hard problems [109]. They have been

utilized by many researchers for feature selection in recent years. Al-Tashi et al. [110]

presented a detailed review of multiobjective feature selection techniques and chal-

lenges. Kiziloz et al. [111] proposed three variants of multiobjective Teaching Learn-

ing Based Optimization algorithm for the feature selection task. Similarly, Sihwail

et al. [112] proposed an improved version of Harris Hawk Optimization for the fea-

ture selection task. They presented three new search strategies to enhance the explo-

ration capability of the hawks. Hu et al. [113] proposed a fuzzy cost-based Particle

Swarm Optimization algorithm for multiobjective feature selection. Similarly, Zhang

et al. [114] presented novel operators for the Artificial Bee Colony algorithm to tackle

36



cost-sensitive multiobjective feature selection problems. Zhang et al. [115] employed

differential evolution to improve the search operation of multiobjective feature selec-

tion tasks.

There exist studies that combine multiple feature selection methods to enhance the

efficiency of the sentiment analysis task. Rasool et al. [41] proposed a hybrid fea-

ture selection method for sentiment classification. They selected promising features

using different wrapper approaches and transferred them to the population of their

Genetic Algorithm. Similarly, Ansari et al. [116] proposed another hybrid method

for sentiment classification. They first applied two filter-based methods and extracted

the most valuable features obtained by both methods. Then, they fed these features

to two wrapper-based methods separately, namely, PSO and Recursive Feature Elim-

ination, and reported that feature selection improves the classification performance

tremendously. Pandey et al. [117] introduced another metaheuristic method, namely

Cuckoo Search Algorithm, for sentiment analysis tasks. They utilized K-means to

enhance the initialization process of their algorithm for faster convergence and better

solution sets. Recently, Tubishat et al. [118] proposed an improved version of the

Whale Optimization Algorithm (WOA) for sentiment analysis in Arabic texts. They

combined Differential Evolution with Elite Opposition-Based Learning to boost the

performance of WOA. Moreover, they utilized a filter-based feature selection method

to feed valuable features to their algorithm. Hassonah et al. [119] introduced a hybrid

feature selection method for sentiment analysis. Their method consists of a filter- and

wrapper-based approach. They analyzed the extracted features to find out which type

of features (subjective, objective, or emoticons) are more valuable in the sentiment

analysis task.

As a result, previous studies mainly focused on filter [120] and wrapper [121] based

feature selection methods. Although there exist feature selection methods that com-

bine filter- and wrapper-based approaches for sentiment analysis [118, 119], all of

them approach the problem from a single objective perspective. To the best of our

knowledge, applying a multiobjective hybridized feature selection method to the sen-

timent analysis task has not been investigated yet.
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Figure 4.1: Proposed feature selection model.

4.2 Model

The flowchart of the proposed feature selection model is depicted in Figure 4.1. The

algorithm begins by applying preprocessing to the raw data (see Algorithm 1). After

preprocessing is completed, features are extracted. There exist many feature extrac-

tion techniques to translate free-form textual data into a standard representation that

machine learning techniques can interpret. In order to show that our model is viable

regardless of the feature extraction technique, we tested it with different techniques

separately. In this work, we utilized two feature representation techniques, BoW and
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Algorithm 1: Algorithm of the data cleaning process.

Input: the sentences as separate instances: instances

Output: preprocessed sentences: instances

Function CleanData(instances):

instances← RemovePunctuation(instances);

instances← RemoveExtraWhitespaces(instances);

instances← ConvertToLowercase(instances);

instances← RemoveStopWords(instances);

return instances

GloVe, which have different strengths and weaknesses, as mentioned in Chapter 2. As

soon as the features are ready, the feature selection process begins. Feature selection

in our model comprises two parts: filter- and wrapper-based. With this process, the

most promising features for the sentiment classification task are extracted. The steps

of our feature selection algorithm are explained in detail in the subsections below.

Filter-based feature selection

Fundamentally, the value of features can be measured with different filter-based meth-

ods. In the filter-based feature selection part of our model, we opted for Information

Gain [122], a widely recognized metric with a straightforward implementation. It

measures the information amount that a single feature carries in a set of features.

Information Gain of a feature F is calculated with the following formula:

IG(D,F ) = Entropy(D)−
∑
u∈U

|Du|
|D|

Entropy(Du) (4.1)

where D is the data with all features and instances, F is the particular feature, U is the

set of all the unique values for the related feature, and Du is a subset of D, having the

instances in which the value of F is u. |D| and |Du| are the number of instances in D

and Du, respectively. The entropy of a subset S of the data is calculated as follows:
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Entropy(S) = −
∑
c∈C

pclog2 pc (4.2)

where C is the set of all classes in the dataset and pc is the ratio of the number of

instances in the c-th class over the number of all instances in S.

In the literature, it is common to filter out the words that occur only once as they

do not provide any predictive power [123]. By building on this idea, we filter out

the words whose Information Gain value is below a certain threshold. However, it

is not easy to choose a generic threshold value that would work well for all datasets.

For this reason, we leverage information conveyed by the dataset itself to determine

the threshold value. Consequently, in our model, we first calculate the Information

Gain value of each feature in the dataset. Then, we compute the median value and

set it as the threshold. Finally, we filter out the features whose values are less than

the threshold as their predictive power is low. We call this procedure Information

Gain Filtering (IGF) (see Algorithm 2). Choosing a smaller threshold value (e.g. first

quartile value) would lead to the elimination of discriminative features for sentiment

analysis. On the other hand, selecting this value larger (e.g. third quartile value)

would prevent most features with low predictive power from being filtered out, which

Algorithm 2: Algorithm of the information gain filtering.

Input: information gain values of the features: ig_values,

threshold value to filter features: threshold

Output: indexes of selected features: selected_features

Function InformationGainFiltering(ig_values, threshold):

D ← length(ig_values);

selected_features← {};

for i=1,...,D do

if ig_values[i] ≥ threshold then

selected_features← selected_features ∪ i;

return selected_features
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would worsen the learning performance.

Wrapper-based feature selection

In the wrapper-based feature selection part of our model, we apply the Non-dominated

Sorting Genetic Algorithm II (NSGA-II) [124]. NSGA-II is a well-known and effi-

cient multiobjective optimization algorithm. With regard to the evolutionary nature of

this algorithm, every possible solution is represented with a chromosome/individual,

I , which equals to [f1, f2, ..., fN ] where N is the total number of features in the dataset

and fi is the i-th feature in the dataset. A sample chromosome is also depicted in Fig-

ure 4.2. Each chromosome’s length is the total number of features in the dataset. The

value of each segment can be either 1 or 0, indicating that a feature is selected or not,

respectively, as given below.

fi = {0, 1} for i = 1...N (4.3)

In the figure, features two, three, five, and eight are selected. Accordingly, the first

objective (number of features) for this chromosome becomes four. In order to calcu-

late the second objective (accuracy), the remaining features (one, four, six, and seven)

are filtered out, and only the selected features are used to train a classifier.

The NSGA-II algorithm in our study executes as follows. First, an initial population

that consists of randomly generated chromosomes is generated. Then, the values

of both objectives are calculated for every individual in the population. With the

determination of the population, the first generation begins. Similar to a standard

genetic algorithm, crossover and mutation operators are applied to randomly selected

1 1 1 10 0 00

selected features

Figure 4.2: Sample chromosome in the proposed feature selection model.
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individuals (parents) to create new individuals (children) as many as the population

size. With crossover and mutation operators, we aim to increase the diversity in the

population.

We utilized the half-uniform crossover operator in our study. Let C1 and C2 be two

chromosomes in the population. Two new chromosomes, C3 and C4, are generated

using the crossover operation between C1 and C2, respectively. The equation below

depicts the generation of C3:

C3i =

C1i, if C1i = C2i

rand(0, 1), otherwise
∀i ∈ C1 (4.4)

where C3 is the new chromosome and C1i, C2i, and C3i are the i-th features in the

chromosomes C1, C2, and C3, respectively. C4 is generated over C2 in a similar

fashion.

For mutating the newly generated chromosomes, we utilize the bit-flip mutation op-

erator. The bit-flip mutation alters the chromosome as given in the equation below:

C ′
i = {1− Ci : P (i) ≥MP} ∀i ∈ C (4.5)

where C ′ is the mutated chromosome, C ′
i and Ci are the i-th features in the chro-

mosomes C ′ and C, P (i) is the randomly generated probability that the feature i

is mutated, and MP is the predefined mutation probability which is shared in Sec-

tion 4.3.1.

After crossover and mutation operations are applied in the population, all new indi-

viduals are evaluated in terms of both objectives. Particularly, NSGA-II is an elitist

algorithm. Therefore, the new individuals do not necessarily replace the existing in-

dividuals, but rather all individuals are combined in a pool, doubling the population

size. To continue its execution, NSGA-II selects the better half of the pool as the next

generation. However, due to having two objective values, selecting the better half is

not a straightforward process. For this purpose, we use the non-dominated sorting al-

gorithm, a methodology to compare the individuals in a multiobjective environment.
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Algorithm 3: Algorithm of the non-dominated sorting.

Input: population: P

Output: fronts: F

Function NonDominatedSort(P):

i = 1;

while P ̸= ∅ do

Fi = ∅;

foreach p ∈ P do

n = 0;

foreach q ∈ P do

if q ≺ p then
n = n + 1;

if n = 0 then
Fi = Fi ∪ {p};

P = P \ Fi;

i = i + 1;

return F ; // F consisting of all fronts {F1, F2, ...}

The non-dominated sorting algorithm (see Algorithm 3) divides the individuals into

multiple fronts, as many fronts as required according to the dominance relationship.

All the individuals that are not dominated by any other individual constitute the first

front. Similarly, all the individuals that are dominated only by the individuals in the

first front but not dominated by any other individuals constitute the second front. This

operation is repeated until all the individuals are assigned into a front. In comparison,

any individual assigned to a front with a smaller front number is better than any

individual that is assigned to a front with a larger front number.

Crowding distance is used to compare the individuals within the same front. The

crowding distance values of the individuals are determined considering their neigh-

bors. The half perimeter of the rectangle including the nearest left and right neighbor

individuals in the same front denotes the crowding distance of the related individual.

The crowding distance value of an individual (solution), S, is calculated as follows:
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CD(S) =
∑
o∈O

|So+1 − So−1|
|fmax

o − fmin
o |

(4.6)

where O is the set of all objectives, So+1 and So−1 are the o-th objective values of

the immediate neighbors of S, and fmax
o and fmin

o are the maximum and minimum

values obtained for the o-th objective. The two extreme individuals, one individual

having the maximum accuracy value and the one individual having the minimum

number of features, are provided with the maximum crowding distance values for

the specific front. Once all the individuals are assigned a crowding distance value,

the individual having a higher crowding distance is considered better. Application of

the non-dominated sorting algorithm for the determination of the better half as the

next population concludes the generation. The algorithm iterates for a predetermined

number of generations and finally reports the non-dominated solutions of the final

population as the result.

For clarity, we also provide the algorithm of our proposed model in Algorithm 4. As

can be seen from the algorithm, the number of generations and population size are

two main components contributing to the time complexity. The dataset size and com-

plexity of the selected machine learning technique are other factors in the equation.

Our model naturally supports multi-class datasets. The only difference between bi-

nary and multi-class classification would be the selected machine learning technique

used for the fitness value calculation.

4.3 Experiments

4.3.1 Settings

Deniz et al. [125] report that the NSGA-II algorithm achieves better results as the

population size and the number of generations grow larger. Furthermore, they suggest

that an increase in population size negatively affects the computation time more than

an increase in the number of generations. Therefore, considering the sparsity of NLP

datasets, in this study, we selected the population size as 100 and the number of

generations as 200. As the NSGA-II algorithm is elitist in its nature, it keeps a copy
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Algorithm 4: Algorithm of the proposed feature selection model.

instances: input data

FE: feature extraction technique

ML: machine learning technique

// apply preprocessing

instances← CleanData(instances); // Alg. 1

// extract features

features← ExtractFeatures(instances, FE);

// apply filter-based feature selection

ig_values← CalculateInformationGain(features, labels); // Eq. 4.1

threshold←Median(ig_values);

feature_indexes← InformationGainFiltering(ig_values, threshold); // Alg. 2

// apply wrapper-based feature selection

population← GeneratePopulation(feature_indexes);

population← CalculateFitnessValues(population, ML);

for (g← 1 to number_of_generations) do

for (p← 1 to population_size) do

parent1, parent2← SelectParents(population);

child← Crossover(parent1, parent2); // Eq. 4.4

child←Mutation(child); // Eq. 4.5

child← CalculateFitnessValues(child, ML);

population← population ∪ child;

// population size is doubled, keep better half

fronts← NonDominatedSort(population); // Alg. 3

fronts← CalculateCrowdingDistance(fronts); // Eq. 4.6

population← KeepBetterHalf(fronts);

print (fronts1); // most valuable feature subsets
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of the parents in the pool of individuals for the next generation. Therefore, we set the

crossover ratio as 100% to increase the diversity inside the population. Moreover, we

set the mutation ratio as 2% to increase the exploration space of the algorithm.

For IGF, we set the threshold value as the median of information gain values of the

features. All features having an information gain value less than the median were

filtered out, as they have less predictive power.

We employed 50-dimensional GloVe vectors. When using GloVe as the feature ex-

traction technique, we represented each sentence with the same vector size. There-

fore, the sentences having fewer tokens than the threshold value were padded with

empty vectors, and the sentences having more tokens were cut off from the threshold

value. We set the threshold, i.e., the maximum token count for each sentence, as the

upper quartile value of the number of tokens in all sentences.

For the IMF, MR, and WHO datasets, we applied a 5-fold cross-validation technique

in our experiments as there was no specification for the train and test sets in the

original data. For the other ones, we used the train and test sets provided by the

original data in our experiments.

4.3.2 Results and Discussion

Table 4.1 presents the accuracy and number of features achieved by various algo-

rithms combined with feature extraction and machine learning techniques in all data-

sets. Baseline results (preprocessed data) are given in the first row. In the second row,

the results when only IGF is applied (preprocessed data + IGF) are shared. In the

next row, the results when only NSGA-II is applied (preprocessed data + NSGA-II)

are given. The results for the combined model (preprocessed data + IGF + NSGA-II)

are presented in the last row of the table. It can be clearly seen that the proposed

model achieves a significant increase in accuracy with much fewer features as com-

pared to the baseline.

When we compare feature extraction techniques, BoW achieves higher accuracy val-

ues than GloVe. In terms of decreasing the number of features, both techniques man-

age to achieve a reduction of around 70%. We note that the results of GloVe might
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Table 4.1: Experiment results of the proposed feature selection model with other sub-

methods in terms of accuracy and number of features for all datasets.

(a) The SST dataset.

Model

BoW GloVe

LR SVM LR SVM

# of

features
Accuracy

# of

features
Accuracy

# of

features
Accuracy

# of

features
Accuracy

baseline 15334 0.8100 15334 0.8120 600 0.7418 600 0.7463

IGF 7669 0.8474 7669 0.8487 300 0.7302 300 0.7296

NSGA-II 7013 0.8455 7018 0.8603 177 0.7791 168 0.7830

IGF + NSGA-II 3344 0.8686 3314 0.8796 96 0.7740 94 0.7830

(b) The MR dataset.

Model

BoW GloVe

LR SVM LR SVM

# of

features
Accuracy

# of

features
Accuracy

# of

features
Accuracy

# of

features
Accuracy

baseline 20320 0.7563 20320 0.7534 700 0.6781 700 0.6796

IGF 15458 0.8017 15458 0.8034 350 0.6625 350 0.6632

NSGA-II 9154 0.7641 9253 0.7624 240 0.6956 174 0.6981

IGF + NSGA-II 7358 0.7989 7132 0.7955 96 0.6750 84 0.6750

(c) The S140 dataset.

Model

BoW GloVe

LR SVM LR SVM

# of

features
Accuracy

# of

features
Accuracy

# of

features
Accuracy

# of

features
Accuracy

baseline 20456 0.7716 20456 0.7744 550 0.7131 550 0.7159

IGF 17769 0.7939 17769 0.7967 275 0.7047 275 0.7019

NSGA-II 9258 0.8969 9356 0.9164 189 0.8662 159 0.8691

IGF + NSGA-II 8191 0.9192 7648 0.9415 85 0.8495 85 0.8523
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(d) The IMF dataset.

Model

BoW GloVe

LR SVM LR SVM

# of

features
Accuracy

# of

features
Accuracy

# of

features
Accuracy

# of

features
Accuracy

baseline 9640 0.8128 9640 0.8116 900 0.7227 900 0.7233

IGF 4867 0.8287 4867 0.8303 450 0.7309 450 0.7291

NSGA-II 4347 0.8279 4420 0.8218 262 0.7512 297 0.7541

IGF + NSGA-II 2043 0.8337 2151 0.8368 155 0.7472 162 0.7476

(e) The WHO dataset.

Model

BoW GloVe

LR SVM LR SVM

# of

features
Accuracy

# of

features
Accuracy

# of

features
Accuracy

# of

features
Accuracy

baseline 7028 0.8603 7028 0.8612 650 0.8117 650 0.8116

IGF 4038 0.8694 4038 0.8707 325 0.8168 325 0.8161

NSGA-II 3072 0.8697 2868 0.8722 191 0.8342 157 0.8370

IGF + NSGA-II 1683 0.8744 1615 0.8790 100 0.8287 88 0.8306

improve if a longer representation is chosen rather than the 50-dimensional GloVe

vectors. Nevertheless, we can clearly see an improvement in accuracy over the base-

line with our proposed model, even for this version of GloVe.

In Figure 4.3, we present the non-dominated solutions obtained through the gener-

ations on a two-dimensional plot. In the subfigures, the number of features and ac-

curacy values are given on the x- and y-axis, respectively. We report the results up

to 200 generations, in intervals of 50. Significant improvements in terms of both the

number of features and accuracy are observed as the number of generations increases.

For example, initially, the number of features is about 2000, and the accuracy is about

83% for the WHO dataset. With the proposed model, the number of features goes

down to about 1450, and accuracy goes up to about 87%.

We provide the initial and final populations in Figure 4.4 to show that the proposed

model evolves to approximate the optimal solution. The figures show that the initial

population improves throughout the generations and gets closer to the ideal point, i.e.,
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(b) The MR dataset.
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(e) The WHO dataset.

Figure 4.3: Evolution of the non-dominated solutions through generations with the

proposed feature selection model.

the point where the number of features is one and the accuracy is 1.00. The individuals

in the initial population are more scattered. In contrast, the non-dominated solutions

in the final population fit a Pareto-like curve as suggested in the problem definition of

Feature Selection (see Section 2.2.3).

In Figure 4.5, we share the improvements in terms of the number of features, accuracy,

and execution time after the proposed algorithm is applied with the LR classifier on

BoW representation. The percentages above the bars in the subfigures present the

amount of improvement in the related category and dataset. The figures show that the

proposed algorithm decreases the number of features in the SST dataset by 78%. As

the amount of data decreases, computation time reduces as well. We observe an 81%

gain in the execution time of the classifier. Moreover, the proposed algorithm boosts

accuracy by around 6%. Similar improvements are observed for the other datasets in

the figure.
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(b) The MR dataset.
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Figure 4.4: Initial population and the non-dominated solutions in the final population

of the datasets with the proposed feature selection model.

In order to verify the effectiveness of the proposed model, we compared our results

with off-the-shelf feature selection methods [84]. Table 4.2 presents the accuracy re-

sults for seven well-known feature selection methods along with the proposed model’s

accuracy with BoW. The feature size parameter of these methods is set the same as

our proposed model (e.g., 3344 for LR in the SST dataset) to obtain a fair comparison.

The results show that the proposed model outperforms all feature selection methods in

all datasets regardless of the machine learning technique. As stated in the Introduction

section, wrapper-based methods generally perform better than filter-based methods,

with an additional computation cost in return. Our model achieves up to 20% more

accuracy than the other techniques, as it exploits the power of wrapper-based methods

for high prediction accuracy.

There exist many optimization algorithms for feature selection; however, the skills of

these algorithms may change based on the problem they are applied to. According to

the No Free Lunch theorem [126], there is no superior algorithm that prevails over ev-

ery other algorithm in every domain. In this study, we developed a new multiobjective
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Figure 4.5: Improvements in the number of features, accuracy, and execution time

after the proposed feature selection model is applied.

feature selection algorithm for the sentiment analysis domain.

In BoW, the informative words are selected with the feature selection process as the

features are the words. Therefore, the sentiment-oriented vocabulary of the dataset

is decided with this representation. The classification accuracy increased with this

sentiment-oriented vocabulary for all datasets, respectively. Similar to BoW, the pro-

posed model decreased the number of features significantly and increased the accu-

racy noticeably with the GloVe representation. However, the semantics of feature

selection with these two representations are different. A word embedding represents

each word with a vector of latent features. Therefore, each dimension of the vector

carries different hidden information. In GloVe, each dimension of the 50-dimensional

word vectors represents one feature in our study. In addition, since the vectors are

concatenated based on the words’ order in the sentence, the word’s position in the

sentence also becomes important. As a result, the algorithm may select a different

number of features from different word positions in the sentences to improve the sen-
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Table 4.2: Comparison of the proposed feature selection model with off-the-shelf

feature selection methods for all datasets.

Method
SST MR S140 IMF WHO

LR SVM LR SVM LR SVM LR SVM LR SVM

Fisher score 0.7594 0.7589 0.7607 0.7620 0.7688 0.7716 0.8172 0.8118 0.8514 0.8503

ReliefF 0.6907 0.6916 0.6865 0.6866 0.7493 0.7437 0.7826 0.7827 0.8391 0.8391

Trace ratio 0.7329 0.7339 0.7604 0.7602 0.7688 0.7716 0.8138 0.8125 0.8495 0.8501

Chi-square 0.7339 0.7339 0.7629 0.7626 0.7772 0.7772 0.8140 0.8116 0.8506 0.8510

F-statistics 0.7325 0.7339 0.7599 0.7608 0.7688 0.7716 0.8136 0.8120 0.8489 0.8499

Gini index 0.7637 0.7579 0.7593 0.7610 0.7604 0.7577 0.8151 0.8112 0.8503 0.8502

T-score 0.7363 0.7397 0.7606 0.7612 0.7688 0.7660 0.8146 0.8135 0.8535 0.8532

Proposed model 0.8686 0.8796 0.7989 0.7955 0.9192 0.9415 0.8337 0.8368 0.8744 0.8790

timent classification performance. With this approach, our model infers which words

and their hidden features contribute more to the sentiment classification task. More-

over, representing texts with word embeddings has become a de facto standard in the

NLP literature [51]. Once sentences are built using word embeddings, they are fed

into deep learning architectures, such as Convolutional Neural Networks or Long-

Short Term Memory networks, as input. These networks determine the weights of

each feature in the input separately, hence, possibly approximating the weights of

some features to zero. Even though our model does not utilize a neural network ar-

chitecture, it employs a similar idea and nullifies the weights of non-selected features.

There are many reasons why our proposed algorithm can obtain competitive results.

Even though evolutionary algorithms evolve through generations and approximate

the optimal solution, their computation cost increases excessively as the chromosome

size increases. NLP tasks, such as sentiment analysis, are known to have enormous

data sizes. As we target to improve the sentiment classification task, we employ an

intelligent technique, i.e., filter-based feature selection based on information gain val-

ues, on our data before we run our evolutionary algorithm. With this approach, we

shrink the chromosome size for our evolutionary algorithm, which boosts the per-

formance in return. In addition, many algorithms depend on an extensive parameter

tuning step to achieve better results. On the other hand, our proposed model does

not rely on parameter tuning before execution, making it a compelling approach for
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sentiment classification problems.
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CHAPTER 5

ENHANCING WORD EMBEDDINGS FOR SENTIMENT ANALYSIS

Word embeddings have become the de-facto tool for representing text in NLP tasks,

as they can capture semantic and syntactic relations, unlike their precedents, such

as BoW. Although word embeddings have been employed in various studies in re-

cent years and have proven to be effective in many NLP tasks, they are still imma-

ture for sentiment analysis, as they suffer from insufficient sentiment information.

General word embedding models pre-trained on large corpora with methods such as

Word2Vec or GloVe achieve limited success in domain-specific NLP tasks. On the

other hand, training domain-specific word embeddings from scratch requires a high

amount of data and computation power. In this chapter, we target both shortcomings

of pre-trained word embeddings to boost the performance of domain-specific senti-

ment analysis tasks. We propose a model that refines pre-trained word embeddings

with context information and leverages the sentiment scores of sentences obtained

from a lexicon-based method to further improve performance. Experiment results

show that the proposed model significantly increases the accuracy of sentiment clas-

sification.

5.1 Related Work

In an effort to improve the accuracy of sentiment analysis, recent work in NLP liter-

ature has focused on creating better word embedding models for text representation.

Tang et al. [62] developed several neural networks which encode context and sen-

timent information into word embeddings. However, their approach cannot handle

unknown words. Similarly, Liu et al. [127] stated that most word embeddings do
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not discriminate words that have the same phonetics but different meanings. To ad-

dress this problem, they presented a topic-specific word embedding technique. They

utilized Latent Dirichlet Allocation to extract topics and Collapsed Gibbs Sampling

to match each word with the topics. Experiment results demonstrated that the pro-

posed model outperforms off-the-shelf word embeddings. However, they noted that

the necessity of defining the topic number in advance is a limitation of the study. Bo-

janowski et al. [128] proposed a method that learns word representations by utilizing

character n-grams. They aimed to enhance word embeddings by considering the mor-

phology of the words. Kamkarhaghighi and Makrehchi [129] introduced a method to

enhance document representation using two well-known word embeddings, GloVe

and Word2Vec. They created a content tree-based word embedding technique by tun-

ing the values of the available word vectors via the correlation information between

words. Yu et al. [61] proposed updating the positions of words in existing embed-

dings according to their ten closest words and their valence (sentiment) scores. They

moved each word towards the positive or negative field, according to their neighbors.

Their proposed method improves the accuracy of the sentiment analysis task when

compared with GloVe, Word2Vec, and HyRank. Recently, Rezaeinia et al. [51] pro-

posed enhancing word vectors with extra information and named it Improved Word

Vector. The method combines the vectors retrieved from Word2Vec/GloVe, lexicons,

POS tagging, and word position algorithm. Then it uses this final (combined) vector

as the input to their deep learning model. The effectiveness of the proposed method

was verified on the well-known movie and customer review datasets.

Although these word representation methods are reported to be effective, there is no

method that integrates the context and sentiment information efficiently for the sen-

timent analysis task, handles unknown words, and does not require hyperparameter

tuning.

5.2 Model

Our proposed model for word embeddings refines word vectors obtained using ef-

fective pre-trained models in two steps: contextual refinement and valence addition.

Figure 5.1 shows a graphical representation of how the model works.
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The contexts of words, which are constituted by surrounding words [62], carry critical

information for the sentiment analysis task [130]. In our model, we aim to add context

information via the preceding and following words. For this purpose, we update every

token’s vector values by averaging the word vectors of its preceding and following c

tokens. In addition to context, this approach helps with the unknown words (words

that do not exist in the dictionary of pre-trained word embeddings) as these words

may be represented through their neighbors’ vectors.

Let a sentence s consist of n tokens as follows:

s = [t1, t2, ..., tn]. The word vector w∗
i of a token ti is calculated as below:

w∗
i =

∑i+c
i−c wi

2c+ 1
(5.1)

where wi is the pre-trained word vector of the i-th token, c is the neighbor radius, and

w∗
i is the refined word vector. The selection of neighbor radius depends on the dataset

specifications. In order to choose the optimal c value, we performed a preliminary

study, details of which are given in Section 5.3.2.

A sample context refinement for a sentence is shared in Table 5.1. The table presents

the GloVe pre-trained word embeddings for each word and their context-refined ver-

sions. The sample sentence, “This is a truly truly bad movie.”, is retrieved from

one of our benchmark datasets, SST. The neighbor radius value, c, is set as 2 in this

sample. Accordingly, the refined word embedding of the first appearing ‘truly’ is

calculated by averaging the pre-trained vectors of ‘is’, ‘a’, ‘truly’, ‘truly’, and ‘bad’.

For instance, the first dimension of the refined word vector for ‘truly’ is computed

as follows: ((-0.175) + (-0.297) + (0.267) + (0.267) + (0.309))/5 = 0.074. When

there are fewer words than c in the neighborhood, the maximum number of available

neighbors is considered in the calculation. For example, the refined word embedding

of the word ‘this’ is calculated by averaging the vectors of ‘this’, ‘is’, and ‘a’ since

the neighbor radius is 2. Similarly, the refined word embedding of ‘is’ is calculated

by averaging the vectors of ‘this’, ‘is’, ‘a’, and ‘truly’. In GloVe, every word has one

specific corresponding vector without concerning the context of the word, e.g., the

word ‘truly’ appears twice with the same vector in the sample. After our proposed
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Table 5.1: Sample context refinement in the proposed word embedding model.

Word Plain word embeddings Context-refined word embeddings

this [-0.204, 0.164, 0.042, -0.137, -0.298, . . . ] [-0.225, 0.163, 0.065, -0.229, -0.202, . . . ]

is [-0.175, 0.230, 0.249, -0.205, -0.123, . . . ] [-0.102, 0.131, 0.100, -0.264, -0.056, . . . ]

a [-0.297, 0.094, -0.097, -0.344, -0.185, . . . ] [-0.028, 0.112, 0.121, -0.285, 0.032, . . . ]

truly [0.267, 0.035, 0.206, -0.369, 0.383, . . . ] [0.074, 0.053, 0.097, -0.260, 0.062, . . . ]

truly [0.267, 0.035, 0.206, -0.369, 0.383, . . . ] [0.082, -0.017, 0.048, -0.221, 0.113, . . . ]

bad [0.309, -0.127, -0.078, -0.011, -0.146, . . . ] [0.176, -0.045, 0.085, -0.190, 0.188, . . . ]

movie [-0.138, -0.122, 0.005, -0.010, 0.131, . . . ] [0.146, -0.071, 0.044, -0.130, 0.123, . . . ]

model is applied, the two appearances of ‘truly’ are represented with different vec-

tors since context information is integrated into the vectors according to the word’s

position in the sentence and neighbors.

Moreover, we hypothesize that adding sentiment information along with contextual

information would improve prediction accuracy. Therefore, in the second step of

our model, we add sentiment predictions retrieved from VADER (see Section 2.1 for

details) to our model. The sentiment vector is filled with positive labels when the

compound score of VADER is greater than or equal to 0.05. When the compound

score is less than or equal to -0.05, we use negative. The scores between -0.05 and

0.05 are considered neutral.

Finally, the combination of the contextually refined word vectors and sentiment pre-

dictions constitutes the proposed domain-specific word embeddings. The combina-

tion is performed through a concatenation operation, i.e., the final word embedding is

generated by end-to-end concatenation of the context-refined word embeddings and

the vector of lexicon-based sentiment scores. Then, model training is carried out with

these refined word embeddings.

This algorithm’s time complexity is equal to the multiplication of the maximum num-

ber of tokens of all sentences, neighbor radius, and the number of instances.

We note that our model can also be applied on both binary and multi-class datasets
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(e.g. positive, negative, and neutral). For this purpose, the categorization regarding

the VADER’s compound score should be adjusted according to the label classes.

5.3 Experiments

5.3.1 Settings

For the SST and S140 datasets, the instances were split into the train and test sets in

the original data. Therefore, we utilized the predefined test data in the testing part

of our study. On the other hand, we performed 10-fold cross-validation on the other

datasets, as there were no predefined splits.

For the word embeddings, we initialized the unknown words (not present in the dic-

tionary of pre-trained word embeddings) with random numbers between -0.25 and

0.25 to comply with the variance of the available word embeddings.

In this study, differently from other models, the solver parameter of LR is set to

liblinear, and the regularization parameter, C, of SVM is set to 0.01.

5.3.2 Results and Discussion

We held a preliminary study to find out the most promising context window, i.e.,

c. Experiments for this study were carried out on different dimensions of GloVe

using both LR and SVM as the classifiers for various c values. Table 5.2 presents the

accuracy results of the experiments for the SST dataset without applying any cleaning

operation.

In the table, the accuracy consistently increases as the GloVe dimension increases.

Therefore, we opted for 300-dimensional word embeddings in the experiments car-

ried out to test the proposed model. In 300-dimensional embedding results, we de-

tected high accuracy values when c = 5 for both LR and SVM. Therefore, we selected

the c value as 5. This choice is in line with the theory as smaller values of c could risk

not capturing the context, while larger values could lead to overlapped contexts.
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Table 5.2: Preliminary study results to find the most promising context window (c)

for the proposed word embedding model.

Neighbor

radius

GloVe dimension

50 100 200 300

LR SVM LR SVM LR SVM LR SVM

c = 1 0.6907 0.6936 0.6916 0.6931 0.6964 0.6936 0.6859 0.6830

c = 2 0.6763 0.6763 0.6859 0.6888 0.6979 0.6931 0.7037 0.7022

c = 3 0.6772 0.6763 0.6960 0.6921 0.7032 0.7003 0.6931 0.6931

c = 4 0.6883 0.6854 0.6988 0.6955 0.7080 0.7075 0.7137 0.7123

c = 5 0.6849 0.6835 0.7037 0.7003 0.7118 0.7109 0.7277 0.7277

c = 6 0.6902 0.6902 0.6993 0.6984 0.7128 0.7109 0.7075 0.7075

c = 7 0.6768 0.6763 0.7008 0.6984 0.7142 0.7113 0.7109 0.7118

c = 8 0.6787 0.6806 0.7027 0.7012 0.7262 0.7205 0.7214 0.7233

c = 9 0.6830 0.6825 0.7032 0.7012 0.7181 0.7171 0.7253 0.7257

c = 10 0.6796 0.6806 0.7070 0.7037 0.7277 0.7219 0.7229 0.7286

Table 5.3 presents the experimental results of the proposed model for all datasets. In

the table, we provide accuracy results for two pre-trained word embeddings (GloVe

and Word2Vec) on two different machine learning architectures (LR and SVM). More-

over, we present the incremental results as we build our model: ‘Plain’ provides the

baseline model accuracies, ‘Context-refined’ provides the results of the model with

context-refined word embeddings, and ‘Sentiment & context-refined’ provides the

results for our proposed model. The results show that context-refined word embed-

dings increase the accuracy for all word embedding and machine learning models

when compared with the baseline model. The only exception to that phenomenon is

the S140 dataset when the text representation technique is GloVe.

Our proposed model outperforms the baseline model regardless of the word embed-

ding or dataset when executed with either machine learning technique. For the SST,

it increases the classification accuracy by approximately 5% for both text representa-

tion and machine learning techniques. The gained performance percentage is similar
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Table 5.3: Accuracy results of the proposed word embedding model for all datasets.

(a) The SST dataset.

LR SVM

GloVe Plain 0.7592 0.7605

Context-refined 0.7772 0.8062

Sentiment & context-refined 0.7991 0.8255

Word2Vec Plain 0.7894 0.7927

Context-refined 0.8294 0.8442

Sentiment & context-refined 0.8319 0.8461

(b) The MR dataset.

LR SVM

GloVe Plain 0.6682 0.6795

Context-refined 0.7204 0.7364

Sentiment & context-refined 0.7219 0.7418

Word2Vec Plain 0.7052 0.7210

Context-refined 0.7504 0.7659

Sentiment & context-refined 0.7516 0.7717

(c) The S140 dataset.

LR SVM

GloVe Plain 0.6797 0.6769

Context-refined 0.6212 0.6657

Sentiment & context-refined 0.6964 0.7493

Word2Vec Plain 0.7382 0.7298

Context-refined 0.7521 0.7855

Sentiment & context-refined 0.7660 0.8273
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(d) The IMF dataset.

LR SVM

GloVe Plain 0.7391 0.7472

Context-refined 0.7772 0.7942

Sentiment & context-refined 0.7849 0.7474

Word2Vec Plain 0.7618 0.7733

Context-refined 0.8015 0.8120

Sentiment & context-refined 0.8080 0.7847

(e) The WHO dataset.

LR SVM

GloVe Plain 0.8268 0.8259

Context-refined 0.8399 0.8480

Sentiment & context-refined 0.8434 0.8508

Word2Vec Plain 0.8431 0.8512

Context-refined 0.8593 0.8604

Sentiment & context-refined 0.8604 0.8569

in other datasets. The proposed model increases the classification accuracy by up

to 7%, 10%, 5%, and 3% for the MR, S140, IMF, and WHO datasets, respectively.

Therefore, it is obvious that integrating context and sentiment information into the

pre-trained word embeddings has merit in enhancing the performance of sentiment

classification.
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CHAPTER 6

UNSUPERVISED LEARNING FOR SENTIMENT ANALYSIS

Supervised learning algorithms developed for sentiment analysis have significantly

improved recently. However, unsupervised learning algorithms could be more practi-

cal in many settings, especially when there is a lack of experts to perform the label-

ing. In this chapter, we present a sentiment-aware unsupervised model that utilizes

the confidence scores provided by pre-trained BERT models and propagates the sen-

timent information through similarity information. We present empirical results that

illustrate the improvements achieved in different domains by the proposed model.

6.1 Related Work

Research on sentiment analysis is rapidly evolving, especially in terms of supervised

learning algorithms. Various approaches have been proposed to build sentiment clas-

sification models, including feature-based [34] or neural-network-based [131] mod-

els. Many studies improve the performance of their approach by incorporating inter-

nal or external knowledge into existing models, such as sentiment-aware BERT [74]

or knowledge-enabled BERT [132].

Although supervised learning algorithms generally provide high-performance solu-

tions, they require experts for data annotation and too much computation power to

ignore for the training. Therefore, in many settings, unsupervised learning algorithms

could be more convenient than supervised ones. Moreover, sentiment classification

can be considered a domain-dependent task since the sentiment of the content may

contradict in different contexts [63]. Therefore, a model trained for a domain may not

be suitable to be applied to another domain. However, a sufficient amount of labeled
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data for every domain is often impractical. Therefore, the research on unsupervised

learning methods becomes worthwhile to handle the domains with limited resources.

Pre-trained language models, such as BERT [54] or ELMo [73], have shown great

success in various NLP tasks [133, 134]. Many studies utilized pre-trained mod-

els by fine-tuning them for various tasks such as question-answering [135], machine

translation [136], and sentiment analysis [137]. For the unlabeled datasets, however,

pre-trained language models might not be effective, especially when the domains of

the training data and target data are not similar [138]. Nonetheless, they provide a

good basis for the evaluation of unlabeled datasets. Inspired by the existing studies,

we aim to improve the performance of existing pre-trained language models on unla-

beled datasets by utilizing the intrinsic properties of the data with the help of different

similarity metrics.

Unsupervised learning studies mostly focus on statistical approaches that use lexicon-

sentiment pairs. Some of the well-known lexicon-based sentiment analysis tools are

SentiStrength [64], SentiWordNet [65], and VADER [66]. Other than the lexicon-

based approaches, BERT provides an off-the-shelf language model that does not

necessarily require labeled data, which makes it appealing for unsupervised NLP

tasks [139]. However, it is still essential to find a pre-trained model whose training

material aligns with the target domain. Other than that, when training is not possi-

ble, self-training may boost pre-training [140]. There exist many studies that improve

unsupervised learning performance via self-training [141, 142, 143]. Although they

perform better than the lexicon-based approaches, they execute slower due to the na-

ture of the training process [45]. There also exist studies that utilize co-occurrence

information to improve the performance of the classification task [144, 145, 146].

For example, Angin and Bhargava [147] proposed a model that identifies objects in

highly complex scenes. The model first extracts the objects with the most confident

estimates. Then, they propagate this information according to the co-occurrence re-

lations and identify the other objects in the scene in an iterative fashion. In our study,

we employ a similar strategy by propagating sentiment information retrieved from a

pre-trained BERT model from the most confident estimate to the least in a recursive

way.
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6.2 Model

Our approach consists of two stages, as presented in Figure 6.1. The first stage in-

volves the utilization of a pre-trained BERT model fine-tuned for the sentiment clas-

sification task to predict all sentences as positive or negative. Then, we determine a

threshold value based on a predetermined percentile. We assume that all instances

having a confidence score larger than this threshold are correctly identified by the

pre-trained model and assign their predicted values as their final predictions. This

assignment concludes the first stage.

In the second stage of our algorithm, we propagate the information within the sen-

tences having final predictions onto the sentences that are yet to be finalized. For this

purpose, we employ the k-Nearest Neighbors (kNN) algorithm to assign the final pre-

dictions of the non-finalized instances. In our implementation, the pre-trained BERT

model’s prediction is considered the first neighbor regardless of its confidence score.

The remaining k − 1 neighbors are selected among the finalized instances. Addition-

ally, at the beginning of the second stage, we sort each sentence based on its confi-

dence score in descending order. The reason for sorting is to process the sentences

with higher confidence scores first. Accordingly, those instances may contribute to

the prediction of sentences with lower confidence scores.

In order to apply the kNN algorithm to propagate the information to similar sentences,

we need to be able to calculate the similarities between them. For this purpose, we

leverage two measurements.

BERT does not map sentences to a vector space considering the common similarity

measures, such as cosine similarity. In other words, the cosine similarity of two

sentences does not imply any meaningful information in terms of how similar they

semantically are. To overcome this issue, Reimers and Gurevych [148] proposed

Sentence-BERT (or SBERT), which fine-tunes BERT in this regard. In our proposed

model, we utilize SBERT to calculate the similarities between sentences. The cosine

similarity between the vector embeddings of the sentences constitutes the first metric.

We use SentiWordNet [65] as the second metric to calculate the distances between the

sentiments of the sentences. For this purpose, we find all the nouns, adjectives, and
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Figure 6.1: Proposed unsupervised learning model.
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adverbs in the sentences and filter out the rest. Then, we lemmatize each word and

query it over WordNet [149]. If the lemma exists in WordNet, we retrieve the positive

and negative sentiment scores of its most common definition from SentiWordNet. We

sum the positive and negative scores of all lemmas separately and concatenate both

values into a vector as <positive_score, negative_score>. The cosine similarity

between these vectors constitutes the second metric.

Once we obtain both similarities, we simply use their average as our similarity metric

within the kNN algorithm. A single pass over all the non-finalized sentences allows

us to finalize their predictions.

We emphasize that the proposed model never uses the actual labels for classification.

The actual labels are only utilized to calculate the performance of the proposed model.

The time complexity of the algorithm highly depends on the selected BERT models’

inference times and dataset size.

Although we used a pre-trained model that provides predictions for two classes (pos-

itive and negative) in the experiments, we note that our model can also be applied

on multi-class datasets (e.g. positive, negative, and neutral). For this purpose, a pre-

trained BERT model providing multi-label predictions should be employed in the first

stage of our model. The rest of our model would handle multi-class datasets grace-

fully as it uses sub-methods that are automatically applicable for multi-class datasets.

6.3 Experiments

6.3.1 Settings

The SST and S140 datasets consist of predetermined train and test sets. In this study,

we only used the train set instances of these datasets.

For initial sentiment classification, we used the pre-trained distilbert-base-uncased-

finetuned-sst-2-english BERT model.

To calculate sentence similarities, we used the pre-trained bert-base-nli-mean-tokens
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SBERT model for sentence embeddings. We provided the tokenizer with three param-

eters, as follows. Both padding and truncation are set to True, and the max_length

parameter is selected as 512.

6.3.2 Results and Discussion

In Figure 6.2, we present the changes in accuracy as the pre-trained BERT model’s

confidence level varies. The results are similar for the S140, IMF, and WHO datasets:

it is larger than 0.97 accuracy for the instances in the top 1% confidence rankings.

It linearly drops down to a range between 0.70 and 0.80, as the instances with lower

confidence rankings are included in the calculation. This finding shows that our initial

assumption is correct, i.e., generic pre-trained models perform well for at least a

specific portion of the dataset, even though it was not trained specifically for that

domain.

We observe that the results for the SST and MR datasets are not in line with the re-

maining three datasets. The reason for that is the utilized pre-trained distilbert-base-
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Figure 6.2: Change in accuracy of finalized instances with varying confidence score

percentiles for all datasets.
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positive
negative

Figure 6.3: PCA plot of the instances within the top 10% confidence scores and their

actual labels in the IMF dataset.

uncased-finetuned-sst-2-english BERT model was fine-tuned on the SST dataset1.

Therefore, the model has already overfit the SST data. Moreover, SST and MR

datasets share the same domain, i.e., movie reviews. Hence, the MR dataset lies

in between SST and the datasets from other domains. Accordingly, in our following

analysis, we will include the results for all the datasets, but we will focus on the re-

sults of S140, IMF, and WHO datasets, which conform to the nature of unsupervised

learning better.

In light of the information gathered from the figure, we select the instances in the top

10% confidence rankings as the initial finalized set of instances in the following part

of this study.

In Figure 6.3, we present the sentences of the IMF dataset in the top 10% confidence

rankings plotted with Principal Component Analysis (PCA). PCA is useful for reduc-

ing the dimensionality of the dataset into two, thus making it suitable for plotting.

The colors represent the actual labels of the sentences. The green color represents

the sentences with a positive sentiment, and the red color indicates that its respective

1 https://huggingface.co/distilbert-base-uncased-finetuned-sst-2-english
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Table 6.1: Accuracy values for varying number of neighbours (k) for all datasets.

k SST MR S140 IMF WHO

3 0.9149 0.8241 0.7255 0.8188 0.8105

5 0.8989 0.8086 0.7286 0.8278 0.8241

7 0.8929 0.8014 0.7301 0.8314 0.8285

9 0.8882 0.7950 0.7299 0.8342 0.8347

11 0.8852 0.7916 0.7297 0.8346 0.8393

13 0.8830 0.7915 0.7287 0.8322 0.8402

15 0.8784 0.7872 0.7277 0.8329 0.8414

17 0.8771 0.7864 0.7283 0.8331 0.8416

19 0.8768 0.7846 0.7277 0.8320 0.8436

21 0.8735 0.7834 0.7282 0.8328 0.8450

sentence has a negative sentiment. It is clear from the figure that the two classes are

almost perfectly separable. This is the main reason our proposed model, which uti-

lizes the information within these separated instances in determining the classes of

less confident sentences, should boost the classification performance.

In Table 6.1, we present the changes in accuracy with varying numbers of neighbors

(k) voting for the final prediction of each sentence. For the IMF dataset, the optimum

k value is 11. For the S140 dataset, the accuracy is close to the maximum value

when k is 11. For the WHO dataset, the accuracy increases as the k value increases.

However, the amount of increment decreases for growing k values. Therefore, in the

rest of our study, we select the k value as 11.

We present the experiment results in Table 6.2. This table also presents the ablation

study that reflects the effects of including each step in our proposed model. From

the table, we see that the lexicon-based SentiWordNet has the lowest accuracy, and

it performs merely better than random guessing. The pre-trained BERT model sub-

stantially outperforms SentiWordNet. The positive effect of propagating the senti-

ment information from highly confident instances to the neighboring low confident

instances is clearly seen on the third line, i.e., the proposed model without initial sort-
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Table 6.2: Accuracy results of the proposed unsupervised learning model for each

dataset.

Method
Accuracy

SST MR S140 IMF WHO

SentiWordNet 0.6308 0.5902 0.5707 0.6368 0.5710

Pre-trained BERT model 0.9946 0.8914 0.7093 0.7845 0.7771

Proposed model without initial sorting 0.8707 0.8321 0.7239 0.8293 0.8257

Proposed model 0.8851 0.7916 0.7297 0.8346 0.8393

Table 6.3: Comparison of the proposed unsupervised learning model with the state-

of-the-art methods for the S140, IMF, and WHO datasets.

Method S140 IMF WHO

Htait and Azzopardi [139] 0.7146 0.8088 0.7253

Gupta et al. [142] 0.6818 0.8023 0.8120

Proposed model 0.7297 0.8346 0.8393

ing. However, it is outperformed by our proposed model, which sorts and processes

the unlabeled sentences in descending order according to their confidence scores. Our

proposed model achieves the highest accuracy for the three datasets in discussion, i.e.,

S140, IMF, and WHO. For SST and MR, the highest accuracy is obtained with the

pre-trained BERT model. As discussed before, this outcome is expected as the BERT

model was fine-tuned with data from this domain.

Additionally, we compare the accuracy results of S140, IMF, and WHO datasets

with state-of-the-art unsupervised sentiment analysis methods in Table 6.3. The first

method [139] is an unsupervised sentiment analysis framework that leverages exist-

ing lexicon and word embedding models. The second one [142] is an unsupervised

sentiment analysis method that employs self-training after labeling the data with an

off-the-shelf pre-trained language model. Our proposed model outperforms the other

methods in all three datasets.
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negative to positive

Figure 6.4: PCA plot depicting the changes from the pre-trained BERT model’s initial

prediction to the final prediction on the IMF dataset.

Finally, in Figure 6.4, we utilize PCA again to plot all the sentences of the IMF

dataset. In this figure, the colors depict the change in the predicted labels for the

sentences. A transparent orange and turquoise color are used for the instances with

unchanged positive (positive to positive) and negative (negative to negative) predic-

tions, respectively. If the prediction changes with our proposed model, the color

becomes less transparent. The change from positive to negative is presented with

a black color, and the change from negative to positive is depicted with a magenta

color. This figure is especially useful to see how the proposed model changes the

false predictions deep in the positive and negative regions into the correct labels, e.g.,

the magenta-colored instances on the left or the black-colored instances on the right.

These changes provide an improvement in the overall classification performance.
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CHAPTER 7

FEATURE ENSEMBLE MODEL FOR SENTIMENT ANALYSIS

One of the biggest challenges in sentiment analysis is context change. Many deep

learning studies overcome this issue through their multi-layered learning process.

However, they generally require a high amount of labeled data to train. Although

there exist pre-trained language models as a remedy, it is still essential to find a

model whose domain aligns with the target domain. Therefore, we explore a domain-

independent method for the sentiment analysis task. In this chapter, we present a

feature ensemble model that leverages context and sentiment information extracted

from the data. To this end, we build a graph-based representation of the data to ex-

ploit contextual information. Additionally, we use off-the-shelf language models to

support our model in terms of sentiment information. We present empirical results

that illustrate the effectiveness of the proposed model in different domains.

7.1 Related Work

The natural language processing field has undergone revolutionary changes in recent

years [150]. Especially sentiment analysis is a rapidly growing research field due

to its wide range of application areas. Although it has been broadly studied in the

literature, novel methodologies continue to emerge as sentiment analysis shows its

effectiveness in new fields.

One of the biggest challenges in sentiment analysis is the context changes [151]. To

mitigate the drawbacks of non-contextual word embeddings, Deniz et al. [138] pro-

posed a refined word embedding model for sentiment analysis. Their model included

context by updating the word vectors according to their positions in the sentence. On
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top of this model, they included valence information in the vectors with the help of a

lexicon-based sentiment analysis tool. Similarly, Dashtipour et al. [152] proposed a

context-aware sentiment analysis framework for multimodal datasets having textual,

audio, and visual features. Other than these, researchers have mostly focused on deep

learning architectures recently [47, 48, 50] as they provide contextual information in-

trinsically via their gradual learning process [53]. On the other hand, they require a

huge amount of data to train the models [150].

Researchers utilize various techniques to disambiguate the polarity of the words in

different contexts, such as co-occurrence patterns of the words or graph representa-

tions. Daudert [153] approached the sentiment analysis task as a time series problem.

They generated a graph representation of the texts along with their timestamps. They

stated that BERT’s performance was enhanced when concatenated with the proposed

graph representation followed by fully connected layers. Castillo et al. [144] pre-

sented a frequency of co-occurrence vector to construct a sentiment classification

model. Their model first generated a co-occurrence graph where the nodes repre-

sented the words and edges represented the co-occurrence counts of the words within

a predefined window. Before converting the graph into vectors, they applied data re-

duction by identifying the most valuable nodes using some common closeness mea-

sures. Devi Sri Nandhini and Pradeep [154] proposed an algorithm that detected

implicit aspects for the aspect-based sentiment analysis tasks. First, they set the ad-

verb and adjectives as sentiment words and nouns as explicit aspects. Then, they built

a co-occurrence matrix for these sentiment and aspect words. Finally, they identified

the hidden aspects by using the frequency of the sentiment words. Pinto et al. [155]

presented a feature selection approach that extracted valuable features/words via a

graph that consisted of the relation between the words and their corresponding part-

of-speech tags.

Ensemble models have been widely utilized in the literature. Studies apply ensemble

techniques to different layers of the process, such as feature extraction, preprocess-

ing, or classification. Ensemble learning combines several models using aggregation

methods such as averaging, majority voting, or concatenation in order to obtain better

generalization performance.
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Ensemble techniques have also been shown to be effective in sentiment analysis tasks.

Some studies propose feature ensembles that apply ensemble techniques to feature

extraction methods. Ghosh and Sanyal [156] combined feature subsets extracted by

three feature selection methods: information gain, chi-square, and Gini index. Simi-

larly, Al-Twairesh and Al-Negheimish [157] proposed a feature ensemble model that

incorporated manually selected features and word embeddings, which they named

surface and deep features, respectively. Phan et al. [158] presented a feature ensemble

model that concatenated various feature vectors extracted utilizing different aspects

of texts such as part-of-speech tags, negation words, word positions, and sentiment

polarity of words. Onan [159] analyzed feature ensemble models that utilized var-

ious combinations of psycholinguistic features, categorized as linguistic processes,

psychological processes, personal concerns, spoken categories, and punctuation.

In addition to feature ensembles, classifier ensembles are known to enhance classifi-

cation performance as they combine the predictive powers of various classifiers [83].

Fouad et al. [160] proposed a method that applied majority voting on the decisions of

three classifiers: SVM, Naive Bayes, and LR. Even though majority voting provides

favorable performance, Saleena et al. [161] presented the superiority of weighted ma-

jority voting over majority voting using four classifiers: Naive Bayes, Random Forest,

SVM, and LR.

Some studies apply ensemble techniques in multiple layers. Görmez et al. [162]

concatenated the features extracted by different methods: TF-IDF, Continuous Bag of

Words, and Skip-gram. Then, they fed these features to SVM along with predictions

of two classifiers: LR and Multi-layer Perceptron. Similarly, Araque et al. [163]

proposed ensembles of classifiers and features for the sentiment analysis task.

7.2 Model

Context information has a critical importance for sentiment analysis [130] as a word

may have different meanings along with different sentiments in different contexts, e.g.

an increase in inflation vs an increase in the gross domestic product (mostly known

as GDP). In this work, we built a feature ensemble model that leverages context and
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Algorithm 5: Algorithm of the proposed feature ensemble model.

Input: the sentences as separate instances: sentences,

sentiment labels of sentences: labels,

co-occurrence range: context_range

Output: feature vector: vector

// feature extraction & selection

cleaned_data← CleanData(sentences); // Alg. 1

bow_embeddings← ExtractFeatures(cleaned_data);

filtered_bow_embedding←
SelectFeatures(bow_embeddings, labels); // Alg. 6

// graph-based representation

graph← BuildGraph(filtered_bow_embedding, labels, context_range);

n2v_word_embeddings← Node2Vec(graph);

n2v_sentence_embeddings←
VectorizeSentences(sentences, n2v_word_embeddings); // Alg. 7

// pre-trained language models

bert_sentiment_predicted_label, bert_prediction_confidence←
BERT(sentences);

// lexicon-based sentiment analysis

vader_sentiment_predicted_label← VADER(sentences);

// proposed ensemble model

vector← filtered_bow_embedding ++ n2v_sentence_embeddings;

vector← vector ++ bert_sentiment_predicted_label;

vector← vector ++ bert_prediction_confidence;

vector← vector ++ vader_sentiment_predicted_label;

// vector is ready for the machine learning techniques

valence information to improve classification performance.

Algorithm 5 presents our proposed model. Fundamentally, the model creates an en-

semble by combining various feature types. This process involves several steps as
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Algorithm 6: Algorithm of the feature selection process in the proposed

feature ensemble model.

Input: Bag-of-Words embeddings of sentences: bow_embeddings,

Sentiment labels of sentences: labels

Output: Bag-of-Words embeddings of selected features:

filtered_bow_embeddings

Function SelectFeatures(bow_embeddings, labels):

V ← CalculateInformationGain(bow_embeddings, labels);

D ← length(V );

threshold← ThirdQuartile(V);

selected_features← InformationGainFiltering(V, threshold); // Alg. 2

filtered_bow_embeddings← [ ];

foreach embedding in bow_embeddings do

filtered_embedding ← [ ];

for i=1,...,D do

if i in selected_features then

filtered_embedding ← filtered_embedding ++

embedding[i];

filtered_bow_embeddings←
filtered_bow_embeddings ∪ filtered_embedding;

return filtered_bow_embeddings

follows. First, we generate vector representations of the sentences using BoW after

we clean them with common preprocessing steps (see Algorithm 1). With this repre-

sentation, every unique word becomes a feature. To eliminate uninformative features,

we employ a filter-based feature selection technique (see Algorithm 6). Simply, we

calculate the information gain values of all features and select the third quartile value

as the threshold. Then, we remove all the features whose IG values are lower than this

threshold. The filtered vectors constitute the first part of our feature pool. We also

utilize these vectors in the second step of our algorithm, where we involve the con-

text information of the words. At this point, we build a network from the features by
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calculating their co-occurrence relation within a specified window, also called their

context range, as the contexts of words are built around their surrounding words [62].

In this graph, nodes represent words, and edges represent the sentiment intensity be-

tween the two words. If two words appear together within the context range in a

sentence, their relation increases or decreases by one unit regarding the sentence’s

sentiment, positive or negative, respectively.

To provide a clear understanding of this procedure, we present the graph of a sample

dataset in Figure 7.1. Our sample dataset consists of the following four sentences:

* The reduce in the budgetary wage bill increased

unemployment. (Negative)

* Consolidating into one basic wage also increased

transparency. (Positive)

* Inflation has increased to more than 50

percent. (Negative)

* Reforms to increased fiscal transparency are

welcome. (Positive)

To keep the graph simple, we set the context range as two. The nodes in the graph

represent the words in the sentences after the data-cleaning process. The edges be-

tween the nodes carry the sentiment-oriented relation. The sign of the edge weights

represents the polarity of the sentiment, while the magnitude represents how strong

the relationship is. For example, the edge weight between the nodes increased and

transparency indicates a strong relationship towards the positive sentiment. Other

than that, the relationship between the nodes increased and wage is noteworthy with

its weight of zero. The reason for this is that there exist two sentences with con-

tradicting sentiments in our sample dataset that have both of the words within their

context range. Accordingly, the relation between these nodes does not carry con-

clusive sentiment information for this domain. As seen from the sample figure, we

obtain a domain-specific representation that contains sentiment-oriented relationship

information.

We aim to obtain encoded relationships of the words by projecting this graph into
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Figure 7.1: Sample graph-based representation of the proposed feature ensemble

model.

low-dimensional space with Node2Vec. Node2Vec is a recent technique for embed-

ding graph-like data into machine learning models [164]. It takes a graph as input,

analyzes the existences and weights of edges between the vertices in the graph, and

produces a fixed-length vector for each vertex of the graph as its output. Finally, we

compute the sentence vector by averaging the vectors of all words in the sentence (see

Algorithm 7).

After incorporating the context information, we also include valence information in

our model. For this purpose, we first execute a pre-trained BERT model [165] on

our original sentences. Then, we convert the labels and confidence scores provided

by the model into features. In addition, we include the VADER score in our feature

pool in order to enrich our feature ensemble model in terms of valence information.

The addition of this score concludes the external computation required for the feature

pool. As the final step, we combine the vectors in the feature pool by concatenating

them and provide this combined vector as input for the machine learning techniques.
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Algorithm 7: Algorithm of the vectorization process in the proposed feature

ensemble model.

Input: the sentences as separate instances: sentences,

Node2Vec word embeddings: n2v_word_embeddings

Output: sentence vectors: sentence_embeddings

Function VectorizeSentences(sentences, n2v_word_embeddings):

// vector size is equal to the length

// of each vector in n2v_word_embeddings

xempty ← ⟨0, 0, . . . , 0⟩;
i← 0;

foreach sentence in sentences do
i← i+ 1;

counter ← 0;

xi ← xempty

foreach token in sentence do

if token in n2v_word_embeddings then

xi ← xi + n2v_word_embeddings[token];

counter ← counter + 1;

if counter > 0 then

xi ← xi/counter;

sentence_embeddings[i]← xi

return sentence_embeddings

The two main components contributing to the time complexity of this algorithm are

Node2Vec learning time and BERT’s inference time. The dataset size and the selected

context range are other factors in the equation.

Our model can also be applied on multi-class datasets (e.g. positive, negative, and

neutral). For this purpose, a pre-trained BERT model providing multi-label predic-

tions should be employed. Similarly, VADER’s compound score should be adjusted

according to the label classes. Finally, building the graph may need a rework as the
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weights of the edges depend on the labels of the sentences.

7.3 Experiments

7.3.1 Settings

For the IMF, MR, and WHO datasets, we applied a 5-fold cross-validation technique

in our experiments as there was no specification for the train and test sets in the

original data. For the other ones, we used the train and test sets provided by the

original data in our experiments.

For Node2Vec, we set the walk_length to 30, num_walks to 200, workers to 4, window

to 10, min_count to 1, and batch_words to 4.

We set the threshold for IG as the third quartile value.

As the pre-trained language model, we used the pre-trained siebert/sentiment-roberta-

large-english BERT model with the sentiment-analysis task.

7.3.2 Results and Discussion

Tables 7.1, 7.2, 7.3, 7.4, and 7.5 present the experiment results for all datasets; SST,

MR, S140, IMF, and WHO, respectively. All the tables involve two sub-tables. The

first one gives the ablation study results, i.e., the performance results after including

each feature type of our proposed model one by one for varying feature vector sizes

(64 and 128) and machine learning techniques (LR and SVM). The included feature

types are as follows. We begin with the Bag-of-Words results as the baseline method

(BoW). Then, we present the results after applying feature selection with information

gain (IG). The third row (Node2Vec) is for the feature vectors obtained from our

context-aware graph-based representation utilizing Node2Vec. The following row

gives the accuracy results after concatenating the feature vectors of IG and Node2Vec.

In the fifth row, we include the BERT features into our feature pool. Finally, in the

last row, we enhance the pool with the VADER features. The second sub-table shares

the comparison results with off-the-shelf methods employed in our proposed model;
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Table 7.1: Experiment results of the proposed feature ensemble model for the SST

dataset.

(a) Ablation study results.

Method

Node2Vec vector size

64 128

LR SVM LR SVM

BoW 0.8139 0.8184 0.8139 0.8184

IG 0.8609 0.8667 0.8609 0.8667

Node2Vec 0.8667 0.8674 0.8738 0.8738

IG + Node2Vec 0.8809 0.8815 0.8835 0.8822

IG + Node2Vec + BERT 0.9569 0.9549 0.9562 0.9562

IG + Node2Vec + BERT + VADER (Proposed model) 0.9607 0.9588 0.9601 0.9562

(b) Comparison with off-the-shelf methods

employed in the model.

Method Accuracy

BERT 0.9498

VADER 0.5892

Proposed model 0.9607

(c) Comparison with state-of-the-art studies.

Method Accuracy

Biesialska et al. (2021) [166] 0.9140

Xiang et al. (2021) [167] 0.9470

Zhang et al. (2021) [168] 0.9400

Proposed model 0.9607

BERT and VADER. In addition to these, Tables 7.1, 7.2, and 7.3 consist of a third

sub-table that presents the comparison results of the respective dataset with state-of-

the-art studies since SST, MR, and S140 are well-known and widely used datasets for

the sentiment analysis task.

In Table 7.1, the maximum accuracy, 96.1%, is achieved by our proposed model

with the Node2Vec feature vector size of 64 and the LR classifier. It is clear from Ta-

ble 7.1a that the accuracy consistently increases as we introduce new features into our

feature pool, regardless of the selected Node2Vec feature vector size or classifier. Ta-

ble 7.1b shows that our proposed model achieves higher accuracy than off-the-shelf

methods. Finally, in Table 7.1c, we compare our proposed model with the follow-
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Table 7.2: Experiment results of the proposed feature ensemble model for the MR

dataset.

(a) Ablation study results.

Method

Node2Vec vector size

64 128

LR SVM LR SVM

BoW 0.7536 0.7555 0.7536 0.7555

IG 0.8165 0.8180 0.8165 0.8180

Node2Vec 0.8100 0.8092 0.8145 0.8135

IG + Node2Vec 0.8373 0.8386 0.8369 0.8379

IG + Node2Vec + BERT 0.9109 0.9114 0.9109 0.9115

IG + Node2Vec + BERT + VADER (Proposed model) 0.9112 0.9113 0.9112 0.9115

(b) Comparison with off-the-shelf methods

employed in the model.

Method Accuracy

BERT 0.9109

VADER 0.5403

Proposed model 0.9115

(c) Comparison with state-of-the-art studies.

Method Accuracy

Cheng et al. (2021) [88] 0.8530

Perikos et al. (2021) [87] 0.8051

Xiang et al. (2021) [167] 0.9070

Proposed model 0.9115

ing state-of-the-art studies. Biesialska et al. [166] proposed a multilingual sentiment

classifier that uses a self-attention neural network model and contextual embeddings.

Xiang et al. [167] presented a data augmentation method that takes advantage of part-

of-speech tags to identify lexical substitution points. Zhang et al. [168] introduced a

transformers-based neural network model that leverages feature-based and fine-tuning

methods. The results in Table 7.1c show that our model outperforms these studies.

The ablation study results in Tables 7.2a, 7.3a, 7.4a, and 7.5a are in line with the

results in Table 7.1a, i.e., extending the feature pool with new feature vectors con-

sistently increases the classification performance. There are two exceptions to this
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Table 7.3: Experiment results of the proposed feature ensemble model for the S140

dataset.

(a) Ablation study results.

Method

Node2Vec vector size

64 128

LR SVM LR SVM

BoW 0.7660 0.7855 0.7660 0.7855

IG 0.8050 0.8078 0.8050 0.8078

Node2Vec 0.8301 0.8301 0.8357 0.8384

IG + Node2Vec 0.8357 0.8329 0.8301 0.8217

IG + Node2Vec + BERT 0.8830 0.8886 0.8942 0.8942

IG + Node2Vec + BERT + VADER (Proposed model) 0.8914 0.8886 0.8914 0.8914

(b) Comparison with off-the-shelf methods

employed in the model.

Method Accuracy

BERT 0.8858

VADER 0.6908

Proposed model 0.8914

(c) Comparison with state-of-the-art studies.

Method Accuracy

Al-deen et al. (2021) [169] 0.8217

Basiri et al. (2021) [90] 0.8182

Kamyab et al. (2021) [91] 0.8712

Proposed model 0.8914

phenomenon. The first one is in Table 7.2a, where the Node2Vec vector size is 64,

and the classifier is SVM; and the second one is in Table 7.3a, where the Node2Vec

vector size is 128. Adding VADER features to the pool of IG, Node2Vec, and BERT

features slightly decreases the accuracy by 0.01% and 0.28%, respectively, yet the

proposed model’s obtained result is still greater than all other methods in the respec-

tive setting.

Similarly, the comparison results with off-the-shelf methods employed in our study

in Tables 7.2b, 7.3b, 7.4b, and 7.5b are in line with Table 7.1b, i.e., the proposed

model achieves better classification performances than the existing methods. More-
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Table 7.4: Experiment results of the proposed feature ensemble model for the IMF

dataset.

(a) Ablation study results.

Method

Node2Vec vector size

64 128

LR SVM LR SVM

BoW 0.8212 0.8212 0.8212 0.8212

IG 0.8331 0.8345 0.8331 0.8345

Node2Vec 0.8193 0.8188 0.8241 0.8232

IG + Node2Vec 0.8378 0.8391 0.8388 0.8393

IG + Node2Vec + BERT 0.8687 0.8690 0.8696 0.8698

IG + Node2Vec + BERT + VADER (Proposed model) 0.8696 0.8704 0.8704 0.8714

(b) Comparison with off-the-shelf methods employed in the model.

Method Accuracy

BERT 0.8131

VADER 0.6545

Proposed model 0.8714

over, the performance increases in Tables 7.4b and 7.5b are more notable than those

in Tables 7.1b, 7.2b, and 7.3b. We believe that the reason for this is the domain of the

datasets. Since the SST, MR, and S140 datasets are widely known datasets, they or

their domains were used in the training of BERT vectors. Therefore, the pre-trained

BERT vectors already achieve high performance in those domains. Nonetheless, our

proposed algorithm improves the classification performance. On the other hand, the

pre-trained BERT vectors may have never seen the economy (IMF) or health (WHO)

domains when training. Hence, the improvement provided by our proposed model is

more visible in comparison.

Finally, similar to Table 7.1c, our model outperforms all the state-of-the-art studies

listed in Tables 7.2c and 7.3c. We briefly mention these studies as follows. Cheng
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Table 7.5: Experiment results of the proposed feature ensemble model for the WHO

dataset.

(a) Ablation study results.

Method

Node2Vec vector size

64 128

LR SVM LR SVM

BoW 0.8641 0.8626 0.8641 0.8626

IG 0.8720 0.8721 0.8720 0.8721

Node2Vec 0.8702 0.8687 0.8728 0.8717

IG + Node2Vec 0.8811 0.8832 0.8820 0.8834

IG + Node2Vec + BERT 0.8885 0.8894 0.8885 0.8903

IG + Node2Vec + BERT + VADER (Proposed model) 0.8887 0.8902 0.8892 0.8907

(b) Comparison with off-the-shelf methods employed in the model.

Method Accuracy

BERT 0.8293

VADER 0.5722

Proposed model 0.8907

et al. [88] and Al-deen et al. [169] proposed a deep learning architecture that uses

a multi-head attention mechanism. Perikos et al. [87] introduced Hidden Markov

models for sentiment analysis tasks. Xiang et al. [167] presented a data augmenta-

tion method that takes advantage of part-of-speech tags to identify lexical substitution

points. Basiri et al. [90] and Kamyab et al. [91] proposed attention-based deep learn-

ing models. The former utilized Convolutional Neural Networks and Bidirectional

Long Short-Term Memory in their model, while the latter leveraged Convolutional

Neural Networks and Recurrent Neural Networks.

We held additional experiments to examine the effects of parameter selection in our

proposed algorithm. Figure 7.2 provides the classification performance results on the

MR dataset with varying context ranges. It can be seen from the figure that the classi-
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Figure 7.2: Effects of context range on the classification performance in the proposed

feature ensemble model for the MR dataset.
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feature ensemble model for the MR dataset.
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Figure 7.4: Effects of vector size on the classification performance in the proposed

feature ensemble model for the MR dataset.

fication performance increases as the context ranges increase for both LR and SVM.

However, the amount of improvement decreases as the context range gets larger: the

difference between 5 and 7 is more significant than between 7 and 9. We can infer

that it is essential to choose the context range wisely, as small ones may not capture

the context, and big ones could cause overlapped contexts.

The question of removing or not removing stop words in the preprocessing step is

common in NLP studies [170, 171]. Therefore, we included this analysis for our

model in Figure 7.3. In this analysis, the results of “without stop words” are collected

from our proposed model. For the “with stop words” part, we updated our data clean-

ing code and discarded the stop word removal part, and kept everything else the same.

The obtained results show that the removal of the stop words has a positive effect on

sentiment classification.

Finally, we analyzed the effect of changing the vector size of Node2Vec features in

Figure 7.4. We began from 64 and doubled the vector size up to 1024 for this anal-

ysis. According to the figure, the classification performance increases as the vector

size increases for both LR and SVM classifiers. We believe that a larger vector size
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Figure 7.6: Improvements in the execution time for all datasets after the proposed

feature ensemble model is applied.

95



captures the relationship within the graph more accurately; hence, the performance

increases.

As a final analysis, we present the improvements in the number of features and ex-

ecution time after applying the proposed model in Figures 7.5 and 7.6, respectively.

In this experiment, we collected the results under the following settings: the con-

text range is set to 5, the vector size is set to 64, and the classifier is set to LR. It is

clear from the figures that the proposed model requires less execution time than the

baseline (BoW) for all datasets as it tremendously decreases the number of features.
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CHAPTER 8

CONCLUSION

Recent developments in data acquisition and storage technologies along with machine

learning techniques have enabled NLP to make great progress. Sentiment analysis is

one of the NLP tasks that lead decision-making processes. Its applicability to a wide

range of areas has made it even more popular.

We identify the challenges of sentiment analysis research as follows. The first chal-

lenge is the data in the NLP domain is generally huge and is often bloated with out-

of-context information. The irrelevant or redundant data makes it harder to build a

model that correctly identifies the underlying sentiment. A second challenge is the

generalization problem. It is possible to fine-tune a model for a specific domain.

Although transferring knowledge into another domain is possible, it is often cumber-

some. Moreover, the lack of sufficient labeled data in particular domains makes the

process almost impossible.

Our attempts to overcome these challenges are four-fold. In all four attempts, we held

extensive experiments with three well-known benchmark datasets and two real-world

datasets we have formed. The summary of our studies is as follows.

First, we proposed a hybrid multiobjective feature selection algorithm to improve

the performance of the sentiment classification task in various domains. Our model

combines a filter-based and a wrapper-based approach. Experiment results showed

that our proposed model significantly improved learning performance. It increased

the accuracy by up to 15% and decreased the number of features by up to 79% over

baseline sentiment classification models, which eventually reduced computation time

and space. We presented the progression of our algorithm using both textual and vi-
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sual representations of the results in a multiobjective fashion, including both accuracy

and feature size. Moreover, we verified the effectiveness of our model by comparing

our results with off-the-shelf feature selection techniques. The results showed that

the proposed model is promising to improve sentiment classification performance in

datasets of different domains in terms of accuracy and computation costs by selecting

the most informative features.

Second, we proposed a model to enhance the effectiveness of available pre-trained

word embeddings used for the sentiment analysis task. The proposed model con-

sists of refined word embeddings with context-based information and lexicon-based

sentiment scores. The context information is obtained from the neighbors of each

word while we leverage VADER for the sentiment score. Experiments were carried

out using two off-the-shelf word embeddings, i.e., GloVe and Word2Vec. The results

showed that the proposed model improves the performance of the sentiment clas-

sification task regardless of the word embeddings or machine learning techniques.

Nearly 10% increase in the prediction accuracy indicates that integrating context and

sentiment knowledge into the word embeddings has merit in enhancing sentiment

classification performance.

Third, we proposed a model that uses the information within pre-trained BERT mod-

els to boost the sentiment classification performance on unlabeled datasets. For this

purpose, we determine the instances where the pre-trained BERT model is highly

confident about its prediction. Then, we propagate this information to the instances

where the model is less confident. The propagation strategy is based on sentence

similarity, and we utilize two metrics to determine the similarity between sentences.

Our experiment results showed that the proposed model improves the classification

performance of the pre-trained BERT model by up to 7% for the datasets from un-

seen domains. Moreover, comparison results with the state-of-the-art models verify

the model’s efficiency.

Finally, we proposed a feature ensemble model for the sentiment analysis task. The

model essentially builds a context- and sentiment-aware feature pool representing the

data. To include context awareness, we generate a graph-based representation of the

data and convert the graph into fixed-length vectors. For sentiment awareness, we
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take advantage of the existing language models. We held extensive experiments on

different datasets to verify that our model improves the classification performance

independently from the dataset domain. The results showed that our model boosts

the classification performance regardless of the domain compared to the traditional

and state-of-the-art methods. Moreover, it remarkably reduced the number of fea-

tures, leading to less execution time. In fact, the feature ensemble model provides the

maximum performance improvement among all models, by up to 16% increment in

accuracy. The main reason for this is it benefits from the power of diversity.

To sum up, we approached the sentiment analysis task as a binary classification prob-

lem and developed various models to improve its performance. In future work, we

plan to analyze multi-class classification performance including the neutral-labeled

sentences in the model. Moreover, we intend to enhance our feature ensemble model

by adding a high amount of various context and sentiment-related features.
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