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Saghk Sektoriinde Miisteri Kayip Analizi ve Veri Madenciligi ile Bir Uygulama

Isletmeler siireklilikleri icin yeni miisteriler edinirken, miisteri portfoylerini de
tutundurmaya calismaktadirlar. Agizdan agiza pazarlamanin, sosyal medyanin
mutsuz-kayip miisterilere kazandirdig1 etki alani, yeni bir miisteri edinmenin
mevcut miisterileri elde tutmaktan 5 ila 10 kat daha maliyetli olusu, Miisteri
Kayip Analizinin (MKA) o6nemini arttirmistir. MKA c¢alismalari, miisteri
aboneligi, siirekliligi bulunan sektorler icin sikca yer alirken saghk sektoriinde
uygulamalan pek gorillmemektedir. MKA’nin saghk sektoriinde yapilabilmesi
icin oncelikle, hizmet alicilarimin hangi durumlarda devamh ve kayip kabul
edildigini belirleyecek olciitler gereklidir.

Cocuk hastalar iizerine yapilan bu calismada, yilhk yaklasik 5.000.000 hasta
basvurusu olan bir 6zel saghk kurumunun 2011-2018 yillar1 arasindaki 496.847
cocuk hastaya ait 3.400.000 basvurusu incelenmistir. Oncelikle, ilgili yazin ve
saghk kurulusunun biiyiik veri tabani incelenmis, kurulusun uzmanlan ile yari
yapilandirilmis miilakat yontemi ile goriismeler yapilmis, secilen ¢ocuk hastalar
grubu i¢cin devamh ve kayip hasta kabul edilme élciitleri yapilan nitel calisma
sonucunda belirlenmistir. Veri madenciligi uygulama kisminda; ¢ocuk hastalarin
yaslari, sosyal giivenceleri ve basvuru siklhiklar: ile kayip hasta kabul edilme
durumu, ilgili hastalarin sisteme kayith sikayetleri ile kayip hasta kabul edilme
durumlan arasindaki oriintiiller Karar Agaci algoritmalarindan CHAID ve
CART ile analiz edilmis ve tahminleme modelleri kurulmustur. Anket
sorularinda Net Tavsiye Skorunu (NPS) etkileyen soruya verilen puanlandirma
ile kayip hasta kabul edilme durumu arasindaki oriintiiler Ki-Kare testi ile
incelenmistir.

Yas, sosyal grup ve basvuru sikhiklarina gore kayip hasta tahminlemesinde
kullanilan Veri Madenciligi teknikleri sonuclar: karsilastirilmis ve yas gruplarina
gore 0-1, 1-2 yas grubunda CHAID algoritmasinin, 2-6 ve 6-10 yas gruplarinda
CART algoritmasmin, sikiyetler ve kayip hasta tahminlemesinde ise CHAID
algoritmasinin daha basarili sonuclar verdigi gozlenmistir. Ayrica, en yiiksek
Kayip hasta (churn) orammma sahip 2-6 yas cocuk hasta grubunu en iyi
aciklayan/boliinmeyi veren degerin c¢ocuk hastalarin 5-6 yas arahgindaki
basvurular1 arasindaki maksimum giin farki oldugu ve ilgili farkin 177 giinden
fazla olmas1 durumunda kayip hasta oranmmn c¢ok daha belirgin oldugu
saptanmistir.

Anahtar kelimeler: Miisteri Kayip Analizi, Miisteri Iliskileri Yonetimi, Veri
Madenciligi, Karar Agaclari, Saglik Hizmetleri Sunumu
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Churn Prediction in Healthcare and an Application with Data Mining

While businesses aim to acquire new customers, they also focus maintaining
existing customers. With increased impact of word-of-mouth and social media on
unhappy-churned customers and as acquiring new customers costs 5-10 times
more than retaining existing ones, increased the importance of churn analysis.
While churn prediction is frequently used in sectors with customer subscription
basis, examples in healthcare are very limited. To apply churn analysis in
healthcare, firstly criteria for profiling regular and churned patients need to be
defined.

3,400,000 visits of 496,847 pediatric patients between 2011-2018 in a private
hospital chain, which has approximately 5,000,000 patient-visits annually, were
examined. Firstly, literature and database of the hospital were reviewed,
subsequently, via qualitative techniques / semi-structured interviews were
conducted with the experts to define criteria for regular and churned patients. In
the data-mining; patterns between age, social security and admission frequency
of the pediatric patients and churned-patient status, the complaints of the same
patients registered in the system and the churned- patient status were analyzed
with decision tree algorithms CHAID, CART and predictive models were
established. The patterns between the question affecting Net Promoter Score in
surveys and churned-patient status were examined via Chi-Squre Test.

The results of the techniques were compared and it was observed that CHAID in
the 0-1, 1-2 age groups, CART in 2-6 and 6-10 age groups for social security, age
groups, frequency of visits vs. churn and CHAID for complaints vs. churn showed
better results in predicting churned patients. Also, 2-6 years old group which has
highest churn rate is explained best by maximum day difference between
admission on the 5-6 years old, it was seen that when the maximum difference
between 2 visits are more than 177 days, churn rate has a significant increase.

Keywords: Customer Churn, CRM, Data Mining, Decision Trees, Provison of
Healthcare Services
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GiRiS

Gunumuzdeki teknolojik gelismeler ve kulturel degisimler, isletmelerin ¢alisma
ortam ve bigimini etkilemis, isletmelerin basarisi igin ekosistemlerinin verimliligi
¢ok onemli olmus ve sorunlar ortak deger tabanli gelecegi inga etmeye yonelik is
modelleri ile ¢dzulur hale gelmistir. Teknoloji ve musteri yonetimi ile ilgili yeni
bircok kavram is yazininda yerini almig, igletmeler ise bu kavramlara dayali is
modelleri igin aksiyon agsamasina ge¢mislerdir. isletmeler igin biyimenin ya da
hayatta kalmanin en temel faktorlerinden birisi, hizmet sunumuna yeni musterileri
eklemek ya da mevcut musterilerini koruyabilmektir. Yapilan aragtirmalarda; yeni
musteri kazanmanin, mevcut musteriyi mutlu edip elde tutmaya gore bes ile on
kat daha maliyetli oldugu saptanmistir (Kotler ve Amstrong, 2017). Beal (2014),
yeni musteri kazanmanin mevcut musteriyi elde tutmaktan yedi kat daha maliyetli
oldugunu ve memnuniyetsiz ayrilan magterilerin %96’sinin sikayet bagvurusunun
olmadigini fakat deneyimlerini en az 15 kisi ile paylastiklarini ortaya koymustur.
Genellikle, memnun ayrilan bir masteri ise goruslerini, onerilerini ¢evresindeki
sadece iki-u¢ kisi ile paylagmaktadir. Nilsen (2012), raporunda
musterilerinin %92’sinin agizdan agiza pazarlamay! diger pazarlama-iletisim
kanallarini kullanmaya tercih ettiklerini, tanidiklarindan duyduklari ya da musteri
bloglarindan okumus olduklari musteri deneyimlerini daha guvenilir bulduklarini
paylasmistir. Ozellikle, hizmet sektériindeki misterilerin memnuniyetsizliklerini
dile getirmedeki yatkinligi da g6z onunde bulunduruldugunda, agizdan agiza
pazarlama kanali olan mevcut mugteriler, bireysel bagliliklarinin yani sira
isletmenin buyumesinde etkin bir rol almaktadirlar. Sernovitz (2012) ve Ruby’nin
(2015) yaptigi calismalar, memnuniyetsiz—sorunu ¢ozulmemis bir musterinin
potansiyel etkisini kaldirmak i¢in yaklasik 12 tane yeni musteri kazaniimasi ya da

12 tane olumlu yorum alinmasi gerektigini gostermektedir.

AQizdan agiza pazarlama kanalini olusturan mevcut musterilerin memnuniyet ve
sikayetlerini dile getirme sekli, sosyal medyanin yayginhgi, hizi ve rakipler
arasinda musteri kaymasi uzerindeki gucu, mevcut mugterileri elde tutmayi ¢ok
daha 6nemli hale getirmistir. Bu gergegin farkinda olan birgok hizmet sektoriinde

calisan igletme ise satis kanallarini arttirmayi hedeflemekle birlikte, mevcut



musteriyi mutlu etmenin ya da elde tutmanin yollarina daha fazla odaklanmaya
baglamistir. Dolayisiyla, isletmeler icin yeni musteri kazanmanin maliyeti, mevcut
musteriyi memnun etmenin maliyeti ile kiyaslanan ve takip edilen kritik bir
performans gostergesi konumuna gelmeye baslamistir. isletmeler, musteri
kayiplarini minimize etmek igin kimlerin kayip musteri olabilecegini dnceden
tahmin edebilmelidirler. ilgili tahminlerin yapilabilmesi icin ise éncellikle hem
hizmet alimina devam eden musterilerin hem de bagka bir hizmet sunucusuna
gecgen kaybedilen musgterilerin profil yapilari, segmentleri, talepleri, davranis ve
egilimlerinin iyi anlagilmis olmasi gerekmektedir. Pazarlama ve musteri iligkileri

yonetimi birimleri koordineli galisarak kayiplari dnlenmeye ¢alismalidirlar.

Yazinda ve pratik uygulamalarda ise bu ihtiyacin Misteri Kayip Analizi (MKA) ile
saglanabilecedi gézlenmistir. Yazinda, musteri yipranmasi (customer attrition),
musteri caymasi (customer turnover), musteri kagmasi (customer defection) gibi
terimlerle de iligkili olsa da en kapsayici tanim kayip musteri (customer churn)

olarak gorulmustar.

MKA; genellikle telekomunikasyon, bankacilik ve sigortacilik gibi musgteri
surekliligi bulunan sektorlerde uygulanmaktadir. Bu tarz arzin yogun oldugu
sektorlerde musteriler, ellerindeki alternatifler dogrultusunda kolaylikla hizmet
sunucusu degisikligine gidebilmektedir. Yeni musteri bulmanin maliyeti de goz
onunde bulunduruldugunda, mevcut musterilerin elde tutulmasi, yani hizmet
aliminin devam etmesi, sirketlerin surdurdlebilirligi agisindan kritik bir rol
almaktadir. Dolayisiyla, mevcut mausterilerin tercih ve egilimleri yakinen
izlenmelidir. Temelde isletmeler, veri madenciligi teknikleri ile ellerindeki daginik
veriyi anlamli hale getirmeye ve gecmisteki musteri edilimleri ile karsilagtirarak,
masgteriler i¢in kritik hizmet sunucusu degistirme noktalarini saptamaya
calismaktadirlar. Bu galisma sonucunda da mausterilerinin hizmet alim yasam
déngllerini belirlemeye ¢alismaktadirlar. isletmeler ile ilgili siniflandirma ve
tahmin modelleri yapildiginda, musterilerinin olasi kaybedilme durumu oncesi
cesitli tutundurma faaliyetleri Uzerinden olasi tahminlenen kaybi 6nlemeye

calisabilmektedirler.



Yapilan bu ¢calismada ise amag; bankacilik, telekomUnikasyon ve sigortacilik gibi
sektorlere gore nispeten kurumsal olarak daha az gelismis saglik ve 6zellikle
hastane sektorinde bir uygulama Ornegdi Uuzerinden kayip mausterileri
tanimlayabilmek, tutum-egilimlerini saptayacak, gelecekteki egilimlerini tahmin
edebilecek bir model kurgulamak ve musteri kayiplarini onlemeye calisacak
aksiyon planlarina 1sik tutmaktir. Dinya genelinde saglik sektorinde MKA
uygulanmasinin ¢ok nadir olmasi ve Turkiye’de ise bu uygulamanin yazin
taramasinda saptanmamasi c¢alismayi farkli kilan unsurlardandir. Ayrica bu
calisma ile (kayip mdusterilerinin nedenleri ile tanimlanip, yeni kayiplarin
Onlenmesinin) bircok acidan saglik hizmeti sunucusuna ve hastalara (hizmet
kalitesi ve toplum saghgi gibi) olumlu katkilarinin olacagi yeni ¢alismalara 1s1k

tutmasi amacglanmaktadir.

Ayrica, galisma kapsaminda asagidaki bazi sorulara da yanitlar aranacaktir:

e Saglik sektorinde hasta mi musteri mi daha kabul edilir bir tanimlamadir?

e Saghk sektorinde surekli hizmet alicisi ve kayip hizmet alicisi
tanimlanabilir mi?

e MKA her hastaya uygulanabilir mi?

o Saglik sektdrinde hastalarin hizmet sunucularini degistirmekteki egilimleri,
abonelik, mugteri surekliligi bulunan diger sektorlerde oldugu gibi MKA ile
degerlendirilip dnleyici faaliyetlerde bulunabilinir mi?

e Hastalarin gelis sikliklari ve kayip hasta kabul edilme durumlari arasinda
bir iligki var midir?

e Hastalarin ayrilma nedenleri hasta gruplarina gore degisiklik gdsterir mi?

o Hastalarin gikayetleri ile kayip hasta kabul edilme durumlari arasinda bir
iligki var midir?

e Hastalarin Net Tavsiye Puanini (NPS) etkileyen anket sorusuna verdigi
cevaplar ile kayip hasta kabul edilme durumu arasinda iliski kurulabilir mi?

e Hastalarin hizmet sunucusundan ayrilmalari tahminlenebilir mi?



Bu dogrultuda; calismanin ilk iki boluminde yazin taramasi ile Musteri Kayip
Analizi’'nin ve Veri Madenciligi’nin kavramsal ¢ergcevesi uygulama ornekleri ile
incelenmistir. Uclinct boliimde, saglik sektéri ve Veri Madenciligi ele alinmigtir.
Musteri-hasta, devamli-kayip hizmet alicisi gibi kavramlar ve alanda yapilan
calismalar, yazin ve sektorel bilgi 1siginda irdelenmistir. Dorduncu bolumde,
¢alismanin amag, yontem ve asamalari paylagiimistir. Besinci bolumde, yapilan
galismanin analiz bulgulari paylagilmistir. Ozel bir saglik grubunun 500 bine
yakin hastasinin 3 milyona yakin hizmet alim basvurusu Uzerinden Veri
Madenciligi tekniklerinden CHAID (Chi-Squared Automatic Interaction Detector)
ve CART (Classification And Regression Trees) algoritmalari araciligi ile MKA
yapilmis, modeller karsilastiriimis ve bulgular degerlendirilmigtir. Ayrica, ¢ocuk
hastalara ait sikayetler ve kayip hizmet alicisi kabul edilme durumu yine CHAID
ve CART ile kargilastiriimal olarak degerlendirilmistir. Calismanin uygulama
boliumunde son olarak, anketler ve kayip hizmet alicisi kabul edilme éruntuleri Ki-
Kare testi araciligi ile incelenmistir. Son bdlimde ise; ¢alismanin ¢iktilar saglik
sektorinin yapisi, pazarlama bilimi ve kdltirel pencereden degerlendiriimis ve

gelecekteki olasi ¢alismalara dnermeler ile tamamlanmistir.



1. BOLUM
MUSTERIi KAYIP ANALiZi

1.1. Miisteri ve Miisteri iliskileri Yonetiminin Kavramsal Gergevesi

Bu bdélimde musteri ve musteri iligkileri yonetimine ait kavramsal cergceve

paylasiimigtir.

1.1.1. Miisteri Kavrami

Sirketlerin devamliliklari igin Urettikleri, sunduklari mal ya da hizmetlere surekli
olarak alici bulmalari gerekmektedir. Buradaki alicilar; musteri olarak aniimakta,
en basit tanimlama ile belirli bir mal veya hizmet sunucusunda duzenli aligveriste
bulunan ya da yapma niyetinde olan kigiler olarak tanimlanmaktadir (Baris ve
Odabasi, 2002). Simmons (2014)a gore mausteri, mal ve/veya hizmet
sunucusuna satin aldiklari mal ve/veya hizmet ile gelir saglayan kurum ya da
insanlardir. Musteri kavrami, alinan hizmet ya da malin ayni zamanda son
kullanicisi olundugu durumlar disinda tuketici kavrami ile ayrismaktadir. Kotler
ve Keller (2009), tuketiciyi intiyaclarini kargilamak amaci ile bir Grin veya hizmet
icin Ucret 6deyen belirli kisi veya taraf olarak tanimlamigtir. Dolayisi ile her ne
kadar musteri ve tuketici, intiyag ve isteklerini karsilamak igin aligveris yapan
kisiler olarak tanimlansa da, bir supermarketten aligveris yapan restorant musteri
iken, restoranda alinan malzemelerle yapilan yemegi yiyenler yani nihai

kullanicilar ise tiketici olarak tanimlanmaktadir (Majava, vd., 2013).

1.1.2. Miisteri Tatmini, Sadakati ve Davraniglari

Kotler (2000) tarafindan musteri tatmini-memnuniyeti; bir kisinin bir Grandn
algilanan performansi ile kendi beklentilerini kargilastirmasindan kaynaklanan
zevk veya hayal kirikhgr duygulari olarak tanimlanmistir. Hansemark ve
Albinsson (2004)’a goére ise "memnuniyet; bir hizmet saglayiciya yonelik genel

bir masteri tutumu veya bazi ihtiyaglarin, hedeflerin veya arzularin yerine



getirilmesi ile ilgili olarak musterilerin, bekledikleri ile deneyimledikleri arasindaki
farkla ilgili duygusal bir tepkidir". Bir baska tanimlama ile masteri memnuniyeti;
arzu edilen, beklenen mal ya da hizmetin aliciya sunulmasi ve alici tarafindan
satin alinmasi sonrasi beklentinin karsilanmasidir (Pekmezci, vd., 2008).
Musterilerin tatmin olmasi, isletmeden mal ve hizmet alimina devam edilmesi
anlamina gelmektedir. Yapilan c¢alismalarda, mevcut mdusteriyi elde tutma
oranindaki %9%’lik bir artisin birgok sektdrde musterilerin net mevcut degerlerinde
%25 ile %85 arasinda artisa olanak tanidigi paylasiimaktadir (Reichled ve
Sasser, 1990; Reicheld, 1996). Bu dogrultuda, memnuniyetsiz musterilerin birim
olarak kaybinin yani sira mahrum kalinan muhtemel dmur boyu katkilari ve
deneyimlerini  paylasarak  etkileyecekleri  potansiyel —mdugsteri  kitlesi
dUsundldugunde, masteri tatmini-memnuniyeti dlgtlen ve yakin takip edilen bir
konu haline gelmistir. Saglanan misteri tatminini firmalara, ingilizce yazinda

“customer loyalty” olarak gecen musteri sadakati konusunu glindeme getirmistir.

Dick ve Basu (1994), sadakati musterinin markaya baglihgr veya markaya
yaklasimi (hizmet, Urlin kategorisi vb.) olarak tanimlamigtir. Sadakat, belirli bir
marka ile iliskiyi sirdirme beklentisi olarak da yorumlanmaktadir. Aeker'e (1991)
gore marka sadakati, "musterinin bir markaya duydugu baglihk" olarak

tanimlanmaktadir.

Musgteri sadakati olusturabilmek icin musteri tatminini saglamak, musteri tatmini
icin de musteri davraniglarinin anlagilmasi gerekmektedir. MUsteri davranislari,
genel olarak bireylerin, gruplarin ve kuruluglarin ihtiya¢ ve isteklerini kargilamak
icin mallari, hizmetleri, fikirleri veya deneyimleri nasil sectigi, satin aldigi,
kullandigi ve elden ¢ikardigi olarak tanimlanabilmektedir (Kotler ve Keller, 2009).
Dolayisiyla, mugterilerin davraniglari iyi anlagiimali, olasi musteri kaybi 6nceden
tespit edilmeli, engellenmeli, memnuniyetleri saglanmali ve sadakat duzeyleri

uzerine galisiimahdir.



1.1.3. Miisteri Yasam Boyu Degeri

ingilizce yazinda Customer Lifetime Value (CLV) olarak yerini bulan Misteri
Yasam Boyu Degeri (MYBD), bir isletmenin musterisi ile bagindan ileride
kazanacagi  degerin, bugunki zamanda maddi karsiligi  olarak
tanimlanabilmektedir (Yorik ve Esmekaya, 2018). Bir bagka tanim da; bir sirketin
kazanglarinin ve dolayisi ile dederinin, musterilerin sirkete sagladig1 gelecekteki
karlarin iskonto edilmis degeri olarak tanimlanmis toplam MYBD olarak yer

bulmustur (Gupta ve Lehmannand, 2004).

MYBD’nin amaci; sirket icin mdasgterilerinin  her birinin finansal degerini
belirlemektir. MYBD geg¢misteki verilerden yararlanarak ¢ikarim yapmakta ve
gelecekte musterinin firmaya saglayacagi degeri tahmin etmektedir (Jain, Dipak
ve Siddhartha, 2002). Bu acgidan, ge¢misteki verilerin Odl¢liimesi ve
degerlendiriimesi ile saptanan musteri karlih@i birbirinden ayrilmaktadir. Yapilan
calismalarla ulasilmak istenen, musgterinin gelecekteki olugturmasi beklenen
toplam gelirleri ve ilgili mUsterinin tutundurulmasi igin toplam maliyet arasindaki
farkin bugunklu degeridir. MYBD = Toplam Mausteri Gelirleri — Toplam Musteri

Maliyetleri seklinde formule etmek mumkunddr.

1.1.4. Miisteri iligkileri Yonetimi

Musteri iligkileri Yénetimi (MiY), yabanci yazinda Customer Relationship
Management (CRM) olarak gecgen, etkili musteri iligkileri ve etkilesimleri
gelistirerek ve surdurerek musteri memnuniyetini, baglihgini ve karliligini
artirmay! amagclayan yenilikgi bir teknoloji olarak tanimlanmaktadir (Hung S.-Y,
vd., 2010). MiY sistemi; bir isletmenin musterileri hakkinda ayrintili ve anlamli
bilgi edinmelerini saglayacak yazilim ve donanima sahip olmasi ve bdylece
musterilerine daha kapsaml, hedef odakli ve kisisellestiriimis pazarlama
sunabilmeleri anlamina gelmektedir (Tokay, 2019). MiY, misteriler hakkinda en
ayrintih bilgileri edinmek, musterileri ¢ok kuguk kesimler ile bolimlendirmek
(mikro segmentasyon), ilgili segmentleri karliliklarina goére ayristirmak, her
segmente ait musteriye ayri ve 6zel pazarlama stratejisi uygulamak olarak da
tanimlanabilmektedir (Kirnm, 2001). Bir diger tanima goére de, musteri degerinin
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artisini ve degerli musterilerin yagsam boyu sadik kalmasini saglayarak tekrar
satin almaya yonelmesini saglayan, dogru araclari kullanmayi mumkuin kilan bir
alt yapidir (Dyche, 2002). MiY yaklagimi ile genel olarak musteri tatmininin,
sadakatinin arttirilmasi, masterinin elde tutulmasinin gelistiriimesi, musteri
iliskilerinin karh hale getiriimesi, farklilagsmayi ve kisisellestirmeyi saglama,

musteri memnuniyeti oranin artisi amacglanmaktadir (Seymen, 2022).

MiY, 1970'lerde (Buttle, 2004) sirketlerdeki satis glicli otomasyonunu yonetmek
ve optimize etmek igin yeni bir arag olarak ortaya ¢ikmigtir. Sadece satis ve
pazarlama amaglari i¢in degil, ayni zamanda daha etkili musteri etkilesimi (King
ve Burgess, 2007) ve musteri bilgi yonetimi icin kullanilan en populer araclardan
biri haline gelmistir. Chen ve Popovich (2003), MIY’ini, bir sirketin misterilerini
mumkun olan en iyi sekilde anlamaya g¢aligan, sureglerin, insan sermayesinin ve
teknolojinin entegrasyonu olarak tanimlamaktadir. Ayrica, 6zellikle musteriyi elde
tutma ve iliskiyi ydnetmeye odaklanilirsa, MiY iligki ydnetimi icin mevcut en yeni
butunsel yaklasimdir. Geligimi incelendiginde; dnce 1990’l1 yillarin basinda birinci
nesil fonksiyonel olarak MIY satis giicli otomasyonu, satis éncesi islevleri igeren
ve satis sonrasi iglevleri ele alan musteri hizmetleri ve destegi olarak bulundugu
gérilmistir. 1996’dan sonra ikinci nesil MiY; misteriye doénik yaklasimi
benimsemistir. Tamamen musteri deneyimine yonelmis, satis guici otomasyonu
ve satis sonrasi hizmetleri birlestirmis ve musteri deneyimini tUm musterilere
ayrimsiz uygulamayi benimsemistir. 2002’li yillara geldigimizde MiY stratejik bir
form almistir. MuUsteri portfoyline stratejik yaklasim, gelirlerin arttirilmasi,
maliyetlerin azaltiimasi irdelenmeye baslanmis ve internet teknolojileri ile MiY
guglendirilmistir. 2008 sonrasindan ginimiize kadar ise stratejik MiY, cevik ve
esneklik 6zelligi kazanmig, uzun doénemli, surdurilebilir musteri iligkileri
kurgulanmis, sosyal medya, E-MiY giindeme gelmeye baglamistir (Kumar ve
Reinartz, 2018). MiY boyutlari agisindan; analitik, operasyonel ve stratejik olarak

uc baslikta degerlendirilebilmektedir.

Operasyonel MiY; misteri ile yiiz yiize, telefon, faks, e-posta gibi birebir
iletisimin getirdigi sirecleri kapsamaktadir. MiY sistemi ile birgok birim kendi

alanina ait musteri bilgilerini izleyerek aksiyon almakta ve pazarlama planini



olusturmaktadir (Demir ve Kirdar, 2007). Operasyonel MiY kendi biinyesinde;
musterilerin mal/hizmet alim déngulsu iginde satis dncesi ve pazarlama asamasi
MiY, satis alaninda MiY ve satis sonrasi MIY olarak Ug farkli alt baslikta
incelenebilmektedir. Satis dncesi ve pazarlama asamasi; kampanyalar, mevcut
iliskilerin guclendiriimesi, satis alani asamasi; musteri ile mal/hizmet satisi igin ilk
iligkiden satisin olumlu yada olumsuz olusuna degin surecgteki yasananlari, satis
sonras! ise; memnuniyet Olcumleri ve sikayet yoOnetimleri gibi basliklari
icermektedir (Amuso, 2000).

Analitik MiY; misterilere ait ayrintili verinin toplanmasi, depolanmasi (veri
ambarlari), islenerek analize hazir hale getiriimesi, veri madenciligi araclari ile
analiz edilmesi, tahminlenmesi ve raporlamasi islemlerini kapsamaktadir
(Payne,1993). Bagka bir tanimlama ile verinin temini, kayit altina alinmasi,
derlenmesi-islenmesi, bélumlendiriimesi, raporlanmasi, analiz ve tahminlemeye
olanak taniyacak siireglerdir (Buttle ve Maklan 2015). MiY’in entegrasyon ve
operasyon Ozellikleri Uzerine analiz ve raporlama olanaklari olunca; musteri,
masteri iletisimleri, mUsterinin ticari faaliyetleri ile ilgili tim verilerin yorumlanarak
musteri iliskilerinin diizenlenmesi icin yapilan analiz calismalari analitk MiY

basldi altinda toplanabilmektedir.

Stratejik MiY; temelde, katma degeri olan misterileri tutundurmaya ve benzer
durumdaki yeni musterileri sisteme dahil etmeye calisildigi musteri odakli bir
yaklagimdir. Stratejik MiY’in amaci yukaridaki tanima ilave olarak isletmelerin
tutundurmak istedikleri musterilerinin yasam boyu degerinin maksimize eden
pazarlama prensiplerini uygulamaktir (lriana ve Buttle, 2007). Dolayisiyla,
stratejik MiY musterilerin farkli segmentlere ayrildigi, misteri degeri kavraminin
analizinin yapildigi, segment-musteri bazli yasam boyu deger hesaplamalarinin
yer buldugu, pazarlama — satig yatirimlarin maliyet etkinliginin ¢alisilabildigi,
kayip musterilerin gelisiminin ve zaman igindeki degisiminin tespiti ve olasi
kayiplarin ve/veya Uretilecek degerlerin tahminlenebilmesinde kullanilabilen bir
yontemdir (Saputra, vd., 2019).



1.1.5. Miisteri Memnuniyeti Olgiimii ve Teknikleri

isletmeler, dzellikle karli misterileri ellerinde tutmak, Uretecekleri yasam boyu
degerden faydalanabilmek igin MIY sureglerini etkin bir sekilde gergeklestirmeleri
gerekmektedir. MYBD igin musteri sadakatinin, mugsteri sadakati igin de musteri
memnuniyetinin saglanmasi gerektigi yapilan birgok calismada goérulmustir
(Genoveva, 2015; Kotler, vd., 2003; Denk, vd., 2010).

Giris bolumunde deginildigi Uzere; Beal (2014), yeni mugteri kazanmanin mevcut
musteriyi elde tutmaktan yedi kat daha maliyetli oldugunu ve memnuniyetsiz
ayrilan mdasterilerin = %96’sinin  sikdyet basvurusunun olmadigini  fakat
deneyimlerini en az 15 kisi ile paylastiklarini ortaya koymustur. Genellikle,
memnun ayrilan bir musteri ise goruslerini, onerilerini gcevresindeki sadece iki-ug¢
kisi ile paylasmaktadir. Nilsen (2012) raporunda; mausterilerinin %92’sinin
agizdan agiza pazarlamayi diger pazarlama-iletisim kanallarini kullanmaya tercih
ettiklerini, tanidiklarindan duyduklari ya da musteri bloglarindan okumus olduklari
musteri deneyimlerini daha glivenilir bulduklarini paylasmistir. Ozellikle, hizmet
sektorundeki musterilerin memnuniyetsizliklerini dile getirmedeki yatkinhdr da
g6z onunde bulunduruldugunda, agizdan agiza pazarlama kanali olan mevcut
musteriler, bireysel bagliliklarinin yani sira isletmenin buyumesinde etkin bir rol
almaktadirlar. Sernovitz (2012) ve Rubynin (2015) yaptigi c¢alismalar,
memnuniyetsiz—sorunu ¢6zulmemis bir masterinin potansiyel etkisini kaldirmak
icin yaklasik 12 tane yeni musteri kazanilmasi ya da 12 tane olumlu yorum
alinmasi gerektigini gostermektedir. Ayrica, yapilan ¢alismalar musterilerden
gelen sikayetlerin dogru yonetiimesinin genel muisteri memnuniyetine olumlu
etkisinin oldugunu gdstermektedir (Uzun ve Ozgdz, 2022). Bu dogrultuda
isletmeler hizmet/mal sunduklari masgterilerinin memnuniyetlerini dlgmek igin
oncelikle ylz-yuze, basili anket, telefona kisa anket mesaiji, telefona karekod, e-
posta, canl sohbet, sosyal medya yorumlari gibi gesitli veri toplama metotlari
gelistirmistir. Sonrasinda ilgili veriler; Musteri Memnuniyet Puani (CSAT), Masteri
Efor Puani (CES) ve Net Tavsiye Skoru (NPS) gibi belirlenen metrikler
dogrultusunda olcilmeye baslanmistir. ilgili metotlara asagida kisaca
deginilmigtir.
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Miisteri Memnuniyet Puani (CSAT); yaklasiminda igletmeler, musterilerinin
alinan mal/hizmet sonrasi farkli adimlardaki deneyimlerini 6lgcmek icin yonelttikleri
tek bir soru Uzerinden “son derece memnun degil” ile “son derece memnun”
arasinda bir skalaya gore yanit toplamaktadirlar. CES ve NPS'den farkli olarak
CSAT puani, bir musterinin bir girket ile belirli bir etkilesimden sonra yasadigi
memnuniyet derecesini 06lgtigd icin  mal/hizmet sunum sdrecinin  farkh
adimlarindaki deneyimi analiz etmek igin CSAT anketlerini kullanir. isletmeler,
“Bizden tekrar mal/hizmet almayi ne kadar dugunur muasunuz?” 1 pek olasi degil,
5 blyuk ihtimalle veya “Aldiginiz hizmetten ne kadar tatmin oldunuz?” 1 son
derece memnuniyetsiz, 5 son derece memnun gibi anketler ile mdisteri
memnuniyet oranini tanimlamaktadirlar. ligili yéntemde memnuniyet orani
temelde, memnunum ve son derece memnunum degerlendirmesinde

bulunanlarin toplam yanit veren musterilere orani olarak hesaplanmaktadir.

Miisteri Efor Puani (CES); musteri efor ya da ¢aba puani, alinan hizmetten
duyulan memnuniyet ya da hizmet sunucusunu baskalarina 6nerip 6nermeme
durumundan ziyade musterinin problemini ¢ézmek i¢in ne kadar efor sarfettigini
Olcmeye yonelik bir anket sorusudur. Genellikle, “Sorununuzu ¢ézmek igin ne
kadar ugrastiniz? Sorununuz kurumumuzda ¢ézmek ne kadar kolaydi? Kurum
sorunumun ¢oézumunu benim igin kolaylastirdi” tarzinda sorulur ve 1-5 skalasina
tekabll eden 1 cok kolaydi, 5 ¢ok zordu ya da Likert skalasi 1-7 arasinda
degerlendirme yapilmasi istenir. Birden fazla hesaplama yontemi olsa da temelde
kolay ve ¢ok kolay isaretleyenlerin toplam anket katilmcisi oranindan, zor ve ¢ok
zor isaretleyenlerin oraninin ¢cikariimasiyla tespit edilmektedir. isletme, yiiksek bir
CES puanina sahipse musgteriler igin deneyimi kolaylastirdigini, eger CES puani
dusukse mauasteri deneyimini iyilestirmek icin acgik bir alan oldugunu
yorumlayabilmektedir. Clnku, yapilan bir calismada dustk bir CES puani olmasi
durumunda, her ne kadar CES ile CSAT arasi korelasyon yuksek olmasa da ilgili
deneyimin genel musteri memnuniyetine negatif etki yaptigini, NPS’yi etkiledigini
gOstermekte ve nihai olarak musterinin mal/hizmet sunucusunu degistirmesine

sebebiyet verebildigi gorilmektedir (Bleuel, 2019).
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Net Tavsiye Skoru (NPS); Harvard is Okulu profesérlerinden Fred Reichheld’in
2003 yilinda yazina kazandirdigi, musterilerin hangilerinin igletmenin aleyhine,
hangilerinin pasif ve hangilerinin lehine aktif rol oynayacaklarini 6lgmeye yonelik
olarak geligtirmistir. isletmemizi bir yakininiza tavsiye eder misiniz sorusunu 0-
10’luk skala tzerinden 0 en dusuk, 10 en yuksek ihtimalle tavsiye ederim dlgutleri
ile degerlendirmektedir. Musterilerin cevaplari eger 0-6 ise kotuleyenler, 7-8
pasifler, 9-10 destekleyenler olarak gruplanmaktadir. NPS, destekleyenlerin
yuzdesinden, koétuleyenlerin yuzdesini gikarmakla hesaplanmaktadir. EGer NPS
skoru sifirin altinda ise igletmenin misteri memnuniyeti Gzerine ciddi ¢alismalar
yapmasi gerektigini gostermektedir. 0-50 arasindaki sonuclar her ne kadar sektor
pazar bazh diger sirketlere gore kiyaslamada farklilik gosterse de iyi bir sonug
olarak, 70 Uzeri ise musterilerin aslinda birer pazarlama elamani gorulebilecegi
olarak yorumlanabilmektedir. NPS, dlgimlemesi gunumuizde sirketler icin kritik
bir gdsterge konumundadir. isletmeler artan sosyal medya giiciinii, agizdan
agiza iletisime olan ylksek glvenin etkisi ile NPS puanini dikkatle takip
etmektedirler. Diger yandan denetlenmeyen ve isletmelerin kendilerince
bildirdikleri ve popdularitesi artan NPS’nin, bazi pazarlarda yeni musteriyi
etkilemek icin de paylasildigi, musterilerce ulasilabilir olmasinin NPS'yi
zedeleyecek sekilde yanlis yonlendirmelere ve suistimallere yol actig
goruimustir. Bu dogrultuda Fred Reicheld ve Bain Company’den Darnell ve
Burns (2021) yazina, kazanilan bliyiume orani (earned growth rate) yani mevcut
musterilerin tekrar hizmet alimlarinin ve refere ettiklerinin olusturdugu gelir olarak
NPS’ye ek bir parametre tanimlamislardir (Reichheld vd, 2021). Giincel bir
gelisme olan bu yaklagsimin pratik uygulamada yerini yeterince bulabilmesi igin
isletmelerin topladiklari veri tipini ve toplama yontemlerini de gézden gegirmeleri

gerekmektedir.

Gunumuzde sosyal medyanin is ve sosyal hayatimizdaki artan yeri ile sosyal
medya metrikleri de mugsteri memnuniyetini 6lcme ve degerlendirmede yerini
almaya baslamaktadir. Musterilerin  yorumlari google alerts, mention,
socialmention gibi yazilimlar araciligi ile sosyal medya taramalari yapilabilmekte
ve musterilerimizin ve/veya potansiyel kitlenin isletmeler hakkindaki yorumlari

toplanabilmektedir. Benzer sekilde, igsletmeler SMS hizmeti almak istemeyen
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musteriler, reklamlari web Uzerinden engelleyen potansiyel mugsteriler hakkinda
veri toplamak, analiz etmek ve bilgiye donusturme sonrasi aksiyon planlarini

sekillendirme imkani bulabilmektedirler.

Masgteri memnuniyeti Gzerine yapilan c¢alismalar, isletmelere, musterilerin
aldiklari mal/hizmet karsiligindaki hissiyatlarini élgme, mal/hizmet sunumunda
nerelerde iyilestirme yapilmasi gerektigini anlamada ve musterilerin yagsam boyu
degerini korumak icin hangi oruntuler Uzerinde calisiimasini dnceliklendirme de
yardimci olmaktadir. Bir hizmet isletmesi g6z o6ninde bulunduruldugunda,
calisanlarin tutum ve davranislarinin musterilerin aldiklari hizmet algisinda
onemli rol aldigi, ¢alisanlarin memnuniyetlerinin ise tutum ve davraniglarini
etkileyen en 6nemli unsurlardan oldugu bilinmektedir (Turk, 2005). Boylelikle,
MIY calismalari ile is sireglerinin daha iyi anlagiimasi ve ilgili sunumun

musterilerdeki yansimasinin degerlendiriimesi saglanabilmektedir.

1.1.6. Pazarlama Karmasi

isletmelerin pazarlama is akislarini etkin yonetilebilmesi adina gelistirilen
pazarlama karmasi, adini dort temel bilesenden alir ve 4P olarak adlandirilir.
1964 yilinda McCartthy tarafindan yazina kazandirilan, ingilizce Product (Uriin),
Price (Fiyat), Promotion (Tanitim), Place (Dagitim) bas harflerinden
olusmaktadir. Firmanin hedef pazardaki pazarlama gayelerini gerceklestirmek
icin kullandig1 pazarlama araglari seti ve pazardaki ilgili muagsterilere nasil
davraniimasi gerektigine yardimci olan bir yaklagim olarak tanimlanmaktadir
(Peppers ve Rogers, 2016). Buradaki trln bileseninde; Uretiimekte olan trtinler
ile magterilerin istek ve ihtiyaglari karsilanabilmekte midir sorusuna cevap
aranmakta, fonksiyonellik, kalite, gérinim, marka, satis sonrasi hizmet gibi
unsurlar on plana c¢ikmaktadir. Fiyat bileseninde; musterilerin satin almak
istedikleri Grtin/hizmet icin ne kadarlik bir 6deme yapmayi distndukleri sorusuna
cevap aranmakta ve fiyatlar, indirimler, 6deme ydntem/kolayliklari 6n plana
cikmaktadir. Tanitim bileseninde; hedef musteri kitlesinin igletme ve Urunleri
hakkinda ne kadar bilgi sahibi olduklari degerlendiriimekte, reklam, satis ve

pazarlama unsurlari 6n plana ¢ikmaktadir. Dagitim bileseninde ise; UrUnlerin
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dogru zamanda, dogru yerde ve dogru miktarda musterilere sunulup sunulmadigi
sorgulanmakta, yer, lojistik ve depo ydnetimi dnem kazanmaktadir (Kotler ve
Keller, 2005).

Gelisen ve degisen ihtiyaglar dogrultusunda pazarlama karmasina People
(insan), Process (Sirec¢) ve Physical Evidence (Fiziksel Kanit) bilesenleri
eklenmistir (Booms ve Bitner, 1982). insan bileseninde; bir sirketin calisanlari,
mugterilerle etkilesim kurarken, sorularini, sipariglerini ve sikayetlerini, sahsen,
cevrimi¢i sohbet yoluyla, sosyal medyada veya ¢agri merkezi araciligiyla alip
isleme koyarken on plandadir. Yolculuklari boyunca musterilerle etkilesime
girmekte ve musteri icin kurulusun "yGzUu" haline gelmektedirler. Sure¢ bileseni;
uretim ya da hizmetin gergeklestigi, 6deme sistemleri, dagitim prosedurleri,
masteri iligkilerini yonetmek gibi tim sureci tanimlamaktadir. Gergek prosedurleri,
mekanizmalari ve akislari barindirmaktadir. Fiziksel kanit bileseni; marka
bilinirligini etkileyecek, sirketin sundugu deneyimin kalitesine dair somut ipuglari
saglayan etmenlerdir. Bir kurumdaki kiyafet kodu, dokimanlari, kartvizitleri,
magazanin kullandigi dekorlar, bir kafenin koltuklari, olusturdugu atmosfer ve

benzeri fiziksel durumlardir.

1.2. Musteri Kaybi (Churn) Analizi

Musgteri kaybi, musterinin hizmet aldigi sunucusundan vazge¢mesi ve baska bir
hizmet sunucusuna ge¢mesi ile kaybedilme durumunu ifade etmektedir (Girsoy,
2009). isletmelerin temelde miisterilerini kaybetme nedenleri, alinan riinin ya
da hizmetin deneyimi, kalitesi, fiyati, musteri ihtiyaclarinin degismesi ve mevcut
kurum tarafinca sunulamamasi, rekabet ortamindaki promosyonlar vb. oldugu
saptanmigstir (Blattberg, vd., 2008). Musteri kaybi ise isletmeler igin, gelir kaybi,
musgterinin yagsam boyu degerinden yararlanamama, agizdan agiza pazarlama
firsatlarini kaybetme ve negatif pazarlama sonucu yeni musteri arayisina girme

ve daha fazla maliyete katlanma gibi ciddi sonuglar getirmektedir (Kotler, 2000).

Deneyimlerinden algiladiklari  beklentilerini  kargilayamayan mdusgterilerde
memnuniyetsizlikler ve buna bagl olarak sikayetler baglamaktadir. Musteri
sikayetleri giderilmediginde ise memnuniyetsizlik tatminsizlige ve kayba
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donusmektedir. Sikayetleri giderilen masterinin ise baglihgi yenilemekte ve tekrar
satin alma gergeklesmektedir. Genellikle arzin yogun oldugu hizmet
sektorlerindeki musgteriler, ellerindeki segenekler dogrultusunda kolaylikla hizmet
sunucusu degisikligine gidebilmektedir. Hizmet sunucusundan ayrilan musteri,
kaybedilen musteri (churn) grubuna dahil edilmekte ve bu durum alan yazininda
“Churn oldu” olarak ifade edilmektedir. MKA ise musterilerin hizmet
sunucusundan ayrilis nedenlerini inceleyen analitik ve sistematik bir yaklagimdir.
Bu analizle; bircok veri madenciligi ve yapay zeka aracindan yararlanilarak
potansiyel musteri kayiplarinin tahmini yapilmaya c¢alisiimaktadir. Bu analizi
yapan bir igletmenin, kendisini terk etmis musterilerini ve terk etme nedenlerini
saptama, bu mdusteri tiplerinin 06zniteliklerini belirleme, terk etmesi olasi
masgterilerin kimler oldugunu tahmin etme, onlari takip etme ve kendilerinin
yapacaklari aksiyonlari belirleme gayreti, kisaca mevcut mugterilerini elinde

tutabilme gayreti icinde oldugu soylenebilmektedir (Cicek ve Arslan, 2020).

Mevcut musterilerin hizmet alimlarinin devam etmesi, yeni musteri bulma
maliyetleri agisindan kritiktir. Bu musterilerin bugln olusturdugu kar ile birlikte
ilerideki karlari ve bliyimeye etkileri de beraber géz énune alinmali ve MYBD’nin
degerlendiriimesi gerekmektedir. MKA’nin finansal etkisinin degerlendiriimesinde
hem kaybedilen (churn olan) mdusterinin Grettigi kari hem de kaybedilen
musterinin etkisini giderebilmek i¢in ayni segmentteki yeni musteri bulmanin ve
sisteme dahil etmenin maliyetinin g6z énunde bulundurulmasi gerekmektedir. Bu

nedenle, mevcut musterilerin tercih ve egilimleri yakinen izlenmelidir.

MKA ile igletmeler ellerindeki daginik veriyi anlamli hale getirmeye ve gegmisteki
magsteri egdilimleri ile karsilagtirarak, masgteriler igin kritik hizmet sunucusu
degistirme noktalarini saptamaya calismaktadirlar. Isletmeler, bu calismalarin
sonucunda da maugterilerinin  hizmet alim yasam donguleri belirlemeye
calismaktadirlar. Musteri geri bildirimleri, sikayetler, teknik destek geri donusleri,
musteri memnuniyet anketleri, fatura itirazlari ve anlagsmazliklari gibi durumlar
tahmin modelleri icin 6Gnemli veriler icermektedir (Seker, 2016). Saglik sektérinde
ise hastalardan gelen gikayetlerin ve uygulanan anketlerin analiz sonugclari

calisma icin onemli destek saglamaktadir.
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1.2.1. Miigteri Kayip Cesgitleri

Masteri kayip cesitleri gonalli kayip (voluntary churn) ve gonulstiz kayip

(involuntary churn) olarak iki farkli baslik altinda degerlendirilebilmektedir.

Goniillu kayip; musterilerin kendi istekleri ile mevcut hizmet sunucusundan
vazgecerek farkh igletmelerin hizmetlerinden yararlanmayi tercih etmesi
durumudur. Bagka bir ifade ile rekabet nedeni ile masterinin firmayi tercih etmeyi
birakmasi olarak da tanimlanabilmektedir (Nettleton, 2014). Goénulli kayip,
MKA'’ya konu olan gruptur. Ornegin; abonelik tarzindaki hizmet alim stirekliligine
dayali bir telekomUnikasyon musterisinin hattini baska bir sunucuya tagimasi, bir
banka musterisinin bagka bir bankadan hizmet almaya baglamasi ya da bir
internet kullanicisinin baska bir sunucuya gegmesi durumunda musteri kaybi
gonulli olarak yasanmistir denilebilmektedir. Bu durum genelde, musterinin
kendisi i¢cin daha avantajli olduguna inandigi ya da mevcut sunucunun

hizmetinden memnuniyetsizlik duydugu sartlarda gerceklesmektedir.

Goniilsliz kayip; musterinin kendi tercihlerinin disinda gelisen ve genelde
cevresel sartlardan etkilenen kayip durumudur. Gonulstiz kayip masterinin
hizmet sunucusundan yararlanma sansini ortadan kalktigi durumlari
tanimlamaktadir (Seker, 2016). Musterinin farkl bir Glkeye tasinmasi, saglik
problemleri, vefati vb. durumlar érnek gosterilebilmektedir. Bu grup, kontrol
edilebilir ya da onlenebilir bir kayip olmadigi icin MKA’nin odaginda olan bir
¢alisma alani degildir. Bu tarz kayiplarin géz ardi edilmesinin sebebi genelde
musteri kaybinin dnlenemez olmasidir. Modellemede yaniltici ¢ikti Uretecedi igin
model disinda birakilmaktadir. Cogu MKA calismalarinda, gonulstiz kayiplar
kolaylikla saptanamadidi i¢in genellikle zaman serisi seklinde gonulstz kayiplar
tahmin edilmeye ve istatistiksel olarak modele eklenilmeye calisiimaktadir (Seker,
2016).

Kayip misteri orani- kayip analizi hesaplamasi
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Kayip musteri orani (churn orani), belirli bir zaman dilimi igerisinde hizmet alimini
durduran musteri oranini tanimlamaktadir. Kayip musteri orani- Kayip analizi

hesaplamasi asagida verilmigtir;

(Donem Basindaki Miisteri Sayis1 — Donem Sonundaki Miisteri Sayisi)

D& lik K 0 %) =
onemlik Kayp Orami (%) Doénem Basindaki Miisteri Sayisi

(1.1)

Bu oran bir drnek ile acgiklanirsa; bir telekomunikasyon sunucusunun dénem
(aylik) basindaki aktif musteri sayisi 10 milyon ve dénem sonundaki musteri

sayisi 9.5 milyon olsun. Bu firmanin aylik misteri kaybi orani;

(10.000.000— 9.500.000)
10.000.000

Doénemlik Kayip Orani (%) = =5% (1.2)
olarak hesaplanmaktadir. Bu firmanin ayhk 5%’lik musteri kaybi yasadigini
gosterir. Kaybedilen musterilerden dogan gelir kaybi hesaplanmak istendiginde;
ornegin, sunucunun Ocak ay! basindaki aylik tekrarli gelir (her seferinde satig
yaparak kazanilanlar degil aylik abonmanlik vs gibi her ay tekrari olmasi
beklenen gelirler) 10.000.000 pb, Mart ay1 sonunda ise 8.500.000 pb olsun. Bu

durumda; sunucunun donemsel (¢ceyrek bazlh) gelir kaybi;

Doénemlik Kayip Orani (%) = (10'0001'20000_0 S:OOO'OOO) =15% (1.3)

olarak hesaplanir. Diger yandan burada g6z 6nunde bulundurulmasi gereken bir
nokta hizmet alimina devam eden musterilerin ek gelir Uretip Uretmedigidir. Eger
mevcut musteriler ek paket alimlari ile 1.250.000 pb lik ek bir gelir Gretirse bu

durumda firmanin dénemsel kaybi;

(10.000.000— 8.500.000+1.250.000) _
10.000.000

Donemlik Kayiwp Orant (%) = 2,5% (1.4)
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olarak hesaplanacaktir. Bu durumlar bir telekomunikasyon firmasinda ek paket
alimlari ya da satig fiyatlarina yapilan zam gibi degerlendirilebilir. Bir baska aci
ise; eger bu ek paket kullanimlarindan bir satis maliyeti olustu ise ilgili gider

yukaridaki gelir kaybina da eklenmelidir.

1.2.2. Miigteri Kayip Tahmini

Yeni musteri bulma ve mevcut muisteriyi elde tutma arasindaki finansal farklilik,
mutsuz ayrilan musterinin deneyimlerini birgok mecrada mutlu olan musteriye
nazaran c¢cok daha fazla kisi ile paylasmasi, MKA'y1 isletmenin surekliligi
acisindan kritik bir calisma haline getirmistir. Yeni musteri kazanmanin yuksek
maliyeti, isletmeler icin olasi kayiplarin dnceden dogru olarak tahmin edilmesi
geregini 6n plana g¢ikarmistir. Bu c¢alismanin yapilabilmesi igin ise hangi
musterinin devamli musteri oldugu ve hangi musterinin hangi durumda kayip

musteri oldugu etmenlerinin gok iyi degerlendirilip belirlenmesi gerekmektedir.

Blyuk musteri portféyu olan ve dijitallesme aksiyonlarini tamamlayan isletmeler,
kayiplari 6nceden tahmin edebilmek amaci ile veri madenciligine dayanan
uygulamalar gelistirmektedir. BUyuk veri icinden devamh musteri olarak
tanimlanan ve belirli bir donem icerisinde kayip musteri olarak kabul edilen
musterilerin segmentler halinde ve zaman serileri ile kayip musteri olma
oruntuleri incelendiginde, gelecekte hangi musterinin hangi durumlarda kayip
musteri olma riski barindirdigi, veri madenciligi modelleri aracilhigi ile tahmin
edilebilmektedir. Veri madenciligi kapsaminda geligtirilen ilgili modeller;
siniflandirma ve regresyon, kimeleme ve birliktelik kurallarinca Ug¢ farkli

kategoride degerlendirilmektedir (Ozkan, 2013).

Siniflandirma ve regresyon, oOnceden tanimlanmis etiketleri, 6gelerin
drneklerine atamak igin kullanilan denetimli bir 6grenme teknigidir. Ornegin, bir
bankada musgteri veri tabaninda yuksek gelirli masteriler, yiksek karli musteriler,
dusuk karli musteriler, banka hizmetlerini aktif kullananlar vb. tanimlamalarda
kullaniimaktadir. Siniflandirmada en yaygin olan kullanilan teknikler; Karar

Agaclari (Decision Trees), Yapay Sinir Aglari (YSA, Artificial Neural Networks),
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Rassal Orman (RO, Random Forest), Destek Vektér Makinaleri (DVM, Support
Vector Machines), Lojistik Regresyon (LR, Logistic Regression), K-En Yakin
Komsgular (KNN, K-Nearest Neighbors), Bayes Aglari ve Genetik Algoritmalardir
(Han, Kamber ve Pei, 2012).

Kumeleme, benzer 6rnekleri 6zelliklerine gore gruplandirmak igin kullanilan,
gruplar arasinda oruntd bulunmasini saglayan denetlenmeyen bir analiz
teknigidir. Bu modellerde genellikle, Kohonen Aglari, K-ortalama (K-means)

yontemi ve iki Adimli (Two Step) Kiimeleme teknikleri kullaniimaktadir.

Birliktelik Kurallari, buyuk veri kUmeleri arasindaki ayni zamanda
gerceklestirilen birliktelikleri saptamak igin kullaniimaktadir. Bu c¢alismalarda,
ornegin bir giyim alisveris merkezindeki ya da supermarketteki musterinin ayni
zaman diliminde satin aldiklari arasindaki oruntiyu saptama, Pazar/Market
Sepeti Analizi ve musterinin satin alma davranis paternini anlamlandirmak
amaclanmaktadir. Bu modellerde; AIS, GRI, CARMA ve Apriori seklinde kural
belirleme teknikleri yer bulmaktadir (Ers6z, 2015). MKA’'da yazininda ve pratik

uygulamada siklikla kullanilan bu teknikler takip eden bolimde paylasiimistir.

Yapilan tahminler sonrasinda, kayip musteri olma riski barindiran musteriler igin
isletmeler indirim, hizmet sunumu ya da kapsam degisimi gibi tutundurma
faaliyetleri 6nem kazanmakta ve kayip muisteri olma durumunu Onleyici

faaliyetlerine agirlik vermektedirler.
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2. BOLUM
VERi MADENCILiGi KAVRAM VE YONTEMLERI

Bu bdlimde, bu calismanin konusu olan MKA’da kullanilan Veri Tabanlarinda
Bilgi Kesfi (VTBK) ve Veri Madenciligi (VM) sureci teorik gercevede incelenecektir.
VTBK ve VM genel olarak ele alinirken, ilerki bélimlerde gerceklestirilecek olan
saglik sektorinde MKA uygulamasinda kullanilacak VM yontem ve algoritmalari

ise ayrintili olarak incelenecektir.

2.1. Veri, Enformasyon, Bilgi ve Bilgelik Kavramlari

Yazinda sikga karsimiza cikan ve bazen birbirinin yerine kullanilan veri,
enformasyon, bilgi ve bilgelik kavramlarina agiklik getirmek, aralarindaki
hiyerarsiyi incelemek onemlidir. Milan Zeleny (1987), makalesinde bu bilgi
yonetimi hiyerargisini irdelemistir. Calismasinda; veri, enformasyon, bilgi ve
bilgelik kavramlarini know-nothing, know-what, know-how, know why, Turkce
sirasi ile hicbir sey bilmemek, ne oldugunu bilmek, nasil oldugunu bilmek ve
neden oldugunu bilmek olarak siniflandirmistir (Zeleny, 1987). Oncii 6rgitsel
donugum kuramcilarindan Russell ve Ackoff (1989) da, ilgili bilgi yonetimi
hiyerarsisine anlamak kismini eklemis ve bu hiyerarsiyi veri, enformasyon, bilgi,
anlamak ve bilgelik seklinde siniflandirmistir. Buradaki ilk dért asama gecmis ile,

besinci agsama ise gorus igerdigi icin gelecek ile iligkilidir.

Veri; s6zlik anlami ile olgu, kavram veya komutlarin, iletigsim, yorum ve islem igin
elverigli bicimde gosterimi olarak TDK’ da yer bulmustur. Veri, kendi basina
anlam ifade etmeyen, ham, islenmemis gézlemlere ait nitelikleri, olaylari ve iliskili
cevreleri tanimlayan sembollere, sorunu ¢bézmemize ya da karar vermemize
yardimci olan sayi, renk, durum vb. her tirlG olgu ic¢in yapilan tanimlamadir
(Kogdar, 2018). Enformasyon (Information); kdkeninde Latince ve ingilizce;
taslak, gorus, dusunce ve haber verme anlamlarina gelmekte, Turkge sozluk
anlami ile ise danigma, tanitma, malumat, haber alma ve haber verme gibi
anlamlar tasimaktadir. Bilisim alaninda ise kurallardan yola c¢ikilarak veriye

yoneltilen anlam, verinin organize edilmesi ve siniflandiriimasi dogrultusunda
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elde edilen anlamlandirilir veri olarak tanimlanmaktadir (Ozcan, 2014). Bilginin
tanimi ise verinin donustirdlmesi ve analizi sonucunda anlamli hale gelmesi, bir
soruya cevap verecek veya karar vermeyi destekleyecek bir baglamda sunuldugu
form olarak verilebilir (Kogdar, 2018). Enformasyondan farkli olarak bilgi; bilen
tarafindan ic¢sellestiriimekte genellikle kisisel ve 6znel olarak tecribe ve algilari
tarafindan  sekillendiriimektedir.  Bilgelik ise ileriyi go6rebilme, saglikli
degerlendirme ve karar verme konusunda bilginin nasil kullanilacagina iliskin

anlayis kazanma durumu olarak tanimlanabilmektedir (Durmus, 2020).

Bilgi hiyerarsisi, ingilizce’de data, information, knowledge, wisdom olarak gecen,
Turkge de sirasi ile veri, enformasyon, bilgi, bilgelik olarak yer bulan verinin

bilgelige olan dontusimu asagidaki Sekil 2.1.’de gosterilmigstir (Bruyckere, 2018).

Baglantilihk
A Bilgelik
A
/
" Kurallarranlama
Bilgi
Pl
///DUzenf anlama
Enformaéyon
b

/
-

lliskileri anlama

-
-
-~

Veri » Anlayis

Sekil 2.1.: Veri, Enformasyon, Bilgi ve Bilgeligin Baglantililigi

Kaynak: Bruyckere , https://theeconomyofmeaning.com/2018/06/29/the-difference-
between-data-information-knowledge-and-wisdom/

Ozetle, saglanan veriler arasindaki iligkileri anlama asamasi ile enformasyon,
veriler arasindaki egilimler, trendler ve dizenin anlagilmasi ile bilgi, prensiplerin,
kurallarin anlagilmasi, alinacak kararlarin ve ileriye yonelik tahminlemeye olanak

tanimasi ile bilgelik saglanmaktadir.
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2.2. Veri Tabanlari

Veri tabanlari; birbirleri ile baglantisi olan verilerin dijital ortamda depolandigi,
saklandigi alanlardir. Veri tabanlari barindirdigi bayuk gaptaki veriyi yapisina
uygun bicimlerde kaydetmeye, guncellemeye ve bu veri Uzerinde gelismis
sorgulamalar yapmaya olanak saglayan yapilardir. Bir veri tabani, genellikle bir
bilgisayar sisteminde elektronik olarak depolanan yapilandiriimis bilgi veya

veriden olusan duzenli bir koleksiyondur (Zygiaris, 2018).

Veri tabanlari, genellikle birVeri Tabani Yoénetim Sistemi (Database
Management System) ile kontrol edilmektedir. Veri, Veri Tabani Yonetim Sistemi
(VTYS) ve ayni zamanda bunlarla iligkili uygulama yazilimlari bir araya
getirildiginde siklikla, yalnizca veri tabani olarak kisaltilan Veri Tabani Sistemi
(VTS) olarak ifade edilmektedir (Zygiaris, 2018). Toplanan iligkili cok sayidaki veri,
veri tabanlarinda farkl tablo gruplari halinde depolanmaktadir. iigili tablolarin
mantiksal bir iliski icerisinde tutuldugu veri tabanlarina iligkisel veri tabani
denilmektedir. iligkisel veri tabani olusturulmasi ve yénetilmesi icin iliskisel Veri
Tabani Yonetim Sistemlerine (Relational Database Management System) ihtiyac
duyulmaktadir. Bu veri tabanlarinda ingilizcesi ile Structured Query Language
(SQL), Turkgesi Yapisal Sorgu Dili kullaniimaktadir. SQL aracilidi ile veri tabani
uzerinde arastirma amacli sorgulamalar yapilabilmekte, kayitlardan listeler

olusturulabilmekte, veri eklenip degistirilebilmektedir.

Veri tabanindaki bu cok sayida veri, ingilizce yazinda Big Data olarak gegen
Blyuk Veri'den ayrismaktadir. Veri tabanindaki veri, sisteme dahil etmek
isteyerek isledigimiz veriyi temsil ederken, Blylk Veri (BV) ise iliskisel veri
tabanlarinda tutulan yapisal verinin diginda kalan, son donemlere dek ¢ok da
kullanilmayan, yapisal olmayan veri yidinlarini temsil etmektedir. Yapilacak farkl
analizler ile buradaki degisik veri yiginindan 6nemli enformasyon ve bilgi

uretilebilmektedir.
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2.3. Veri Ambarlan

Ingilizce yazinda Data Warehouse olarak gegen ve 1991 yilinda William H. Inmon
tarafindan yazina kazandirilan Veri Ambari (VA) kavrami; analiz amacl
sorgulamalar yapmak igin birgok farkli veri tabanindan alinarak birlestirilen verinin
toplandigi 6zellikli depolardir. GUnumuzde yaygin olarak kullaniimaya baglanan
VA'lari gunlik kullanilan veri tabanlarinin birlestiriimis ve igslemeye daha uygun
bir 6zetini saklamayi amaclamaktadir (Tirker, vd., 2020). iliskisel veri tabanlari,
olaylar ve iglemler ile ilgili verileri saklar ve surekli bir veri giris ¢ikisi gerektirirler.
Dolayisiyla, guncel veriyi igerirler. Veri Ambarlari ise ilgili veri tabanlarindaki veri
ile diger dig kaynaklardan toplanan veriyi belirli araliklarla derleyip
arsivlemektedir. Bu dogrultuda isletmeler icin 6nem arz eden donemsel
analizlerin yapilmasina olanak saglamaktadir. Veri Ambarlari degerlendirilirken,
analiz-sorgu kisminda OLAP (On-line Analytical Processing - Cevrimici Analitik
Isleme) ve OLTP (On-Line Transaction Processing - Cevrimici Islem

Gergeklestirme) kavramlari uygulamada yer almaktadir.

OLTP, gevrim ici ¢alisan, veri degisimi islemlerinin ¢cogunlukta oldugu, strekli ve
anlik degisen operasyonel veri tabanlarindaki islemleri kapsamaktadir. OLAP,
1993 yiinda Dr. E.F. Codd tarafindan geligtiriimis ve veriler arasinda fark
edilemeyen iligkileri bulup cikartma, ayni veriyi ¢ok boyutlu inceleme, veri
iliskilerini daha iyi gorUntllemek icin grafiksel sunum ve trend analizlerini
gOsterebilmektedir. Ayrica, bazi fonksiyonlari ile anlik karar destek
mekanizmalarini gucglendirmektedir. Veri tabanlarinda yapilan sorgular, gunluk
veya haftalik satiglar, cinsiyete gére en az / en ¢ok satilan Grlnler seklindedir.
OLAP ise; iligkisel veri tabanlarini, rapor yazmayi ve VM’'ni de kapsayan, daha

ayrintilh ve tahminlemede kullanabilen bir is zekasi taradur.

2.4. Veri Madenciligi

isletmelerin igletim sistemlerinde toplanan veri ¢ogaldikca, isletmeler igin
kaydedilen verinin iglenmesi, ellerindeki verinin anlamlandiriilmasi 6nem
kazanmis ve karar almada yararlaniimasi igin ingilizce’de “Data Mining” olarak

gecgen Veri Madenciligi kavrami ortaya ¢ikmistir. Veri Madenciligi buyuk hacimli,
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belirgin olmayan verilerden, énceden bilinmeyen fakat potansiyel olarak kullanigh
bilgi ve éruntulerin ¢ikariimasi olarak tanimlanmigtir (TUrker vd., 2020). Bir diger
tanimlamada VM; oOnceden bilinmeyen, veri icinde gizli, anlamh ve yararl
oruntulerin buyuk olgekli veri tabanlarindan otomatik bigcimde elde edilmesini
saglayan veri tabanlarinda bilgi kesfi sureci icindeki bir adim olarak
tanimlanmistir (Provost ve Fawcett, 2013). Han, Kamber ve Pei (2012) goére VM;
buylk miktarlardaki veri arasindan, gelecegi tahminlemeye katki saglayacak,
anlamli ve faydali oruntu ve kurallarin bilgisayar yazilim programlari yardimi ile
analizi olarak tanimlanmistir (Han vd, 2012). Capri (2015) ise, VM farkli daginik
veri tlrlerinden cesitli algoritmik uygulamalar ile kullanigh bilgi treten yaklasim

olarak tanimlanmisgtir.

2.4.1. VM Tarihsel Gelisimi

VM’nin kdkeni 1946 yilinda tanitilan ilk sayisal bilgisayara (ENIAC - Electrical
Numerical Integrator And Calculator) kadar dayanmaktadir. 1950’li yillarda basit
duzeydeki sayma, aritmetik iglemler gibi konularda c¢alisabilen ilk bilgisayarlar
geligtirilmigtir. Bilgisayarlarin yaygin kullanimda yer bulmasi ve veri toplanmaya
bagslanmasi ile 1960’h yillarda veri tabani ve verilerin depolanmasi gibi kavramlar
ortaya ¢cikmaya baslamistir. 1960°li yillarin sonlarina dogru veri tabanlari, veri
depolamanin yani sira artan islem yapma Kkabiliyetleri dogrultusunda da
kullaniimaya baglanmig, bilgisayar tabanli basit 6grenme algoritmalari
kullaniimaya baglanmigtir. Minsky ve Papert (1969), yaptiklarn galismalarda,
gunumuzde yapay sinir aglari olarak bilinen perseptronlarin basit duzeydeki

kurallari 6grenebileceklerini gostermislerdir.

1970’li yillara gelindiginde bilisim dinyasi Codd (1970)’un, iligkisel veri tabanlari
lUzerine yayinlanan makalesi ile iliskisel veri tabanlar ve lliskisel Veri Tabani
Yénetim Sistemleri (IVTYS) ile tanismustir. ilgili ddnemde; yapisal bir sorgu dili
olan SQL, Sistem R ve Sybase gibi sorgulama dilleri gelistirilmis, 1980’li yillarda
SQL standart dil olarak kabul gérmustiur. Bu yillarda VTYS’lerin isletmelerin
gelisen ihtiyaclarinda kullanimi yayginlagsmistir. 1990’11 yillara gelindiginde Visual

Basic, Excel, Access gibi programlar is dunyasinin hizmetine sunulmustur.
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Verinin katlanarak artmasi sonucu faydali bilginin mevcut sorgu ve raporlama
sistemleri ile elde edilemeyecegdi gortlmis ve 1989 yilinda Gregory Piatetsky-
Shapiro’nun oOnderliginde ilk Uluslararasi Veri Tabanlarinda Bilgi Kesfi
(Knowledge Discovery in Databases) galigtayl gerceklestiriimistir. 1991 yilinda
VTBK caligtayinin sonug bildirgesi sayilabilecek “Knowledge Discovery in Real
Databases: A Report on the IJCAI-89 Workshop” makalesi VTBK ile ilgili temel
tanim ve kavramlari ortaya koymustur. Takibinde, VTBK i¢in ilk VM yazilimi 1992
yihinda gergeklestiriimistir. 1990’1 yillarda web ortaminin hayata girmesi ile birlikte
2000 yili ve sonrasinda VM ciddi bir sekilde tim alanlarda kullanimi
yayginlagsmistir. Fortune 500 sirketlerinin ve devlet mercilerinin alana yaptiklari

blayuk yatinmlar, ilgili alana olan ilgiyi daha da arttirmistir (Dolgun, 2014).

2.4.2. Veri Madenciligi Uygulama Alanlari

VM calismalari, buylk veri setlerinde veri kayitlari arasi iligkisel-nedensel
baglarin belirlenmesine, anlamlandiriimasina ve karar verme slrecine ihtiyac
duyuldugu tum alanlarda kullanilabilmektedir. Veriden bilgiye olan donusumde
yer alan VM, pazarlama, finans, saglik, bankacilik, MiY, egitim gibi is sahalarinda
kullanilabilmektedir. Pazarlama alaninda; musterilerin satin alma aligkanliklarinin
belirlenmesi, Pazar Sepet Analizi (hangi Grlnleri birlikte aldi§i), pazar arastirmasi
ve satiglara—musterilere yonelik tahminlemeler yapilabilmektedir. Ornegin;
bankacilikta kredi kartt kullanim aligkanliklarina gbére  musterilerin
siniflandiriimasinda, sigortacilikta sigorta risk gruplarinin saptanmasinda ve

tazminat prim oranlarinin tahminlemesinde kullanilabilmektedir.

MiY kapsaminda; VM misteri sadakatinin arttirilmasi, etkin pazarlama ve miisteri
tutundurulmasi faaliyetlerinde sikga yer almaktadir. Saglk alaninda da
laboratuvar testleri ve hastalik riskleri, kalp verileri Gzerinden kalp krizi riskleri,
genetik yatkinliktan kaynakh kanser riskleri gibi VM uygulamalarindan siklikla
yararlanilmaktadir. Makine 6grenmesi, yapay zeka geligimleri ile iyice guglenen
tele-tip, tele-monitérizasyon VM c¢alismalari ile risk altindaki hastalara anlk

gonderi ile destek saglayabilmektedir. Ayrica, veri- karar verme surecinin oldugu
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her sektorde veri tabani analizi ve karar verme destegi, yonetim karar destek

sistemleri VM araciligi ile yapilabilmektedir (Lezki, 2019).

2.4.3. Veri Tabalarinda Bilgi Kesfi ve Veri Madenciligi Siireci

VTBK; veriden faydali bilginin, anlaml orantulerin kesfedilmesi surecinin
tamamini ifade ederken, VM bu slrecin bir adimina karsihk gelmektedir.
Standard bir VM slreci; verinin guraltlli ve tutarsiz veriden temizlenmesi, verinin
bircok veri kaynagini birlestirerek buttnlestiriimesi, analize konu olacak verinin
secilmesi ve bir VM tekniginin kullanabilecek hale donuasturdimesi, kayitli ve
secilen veriden oOruntulerin c¢ikariimasi igin VM yontemlerinin uygulanmasi,
oruntulerin degerlendiriimesi ve kullaniciya bilginin sunulmasi asamalarini
kapsamaktadir (Clifton, 2022). Sekil 2.2.’de VTBK slreci; verinin segimi, 6n
islemesi, donusturalmesi, oranttlerin VM araciligi ile ¢ikarilmasi ve sonuclari
yorumlama- degerlendirme ile bilgiye donusturulmesi slreci olarak verilmigtir
(Fayyad vd., 1946, 41).

Yorumlama ve
Degerlendirme
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Sekil 2.2: Veri Madenciligi Bilgi Kesfi Sureci

Kaynak: Fayyad, vd., 1996.

VTBK surecinin, VM’nde yaygin kullanilan CRISP-DM (Cross Industry Standard
Process Model for Data Mining) ve SEMMA (Sample, Explore, Modify, Model and

Assess) olarak iki sure¢ modeli bulunmaktadir.
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2.4.3.1. CRISP-DM

CRISP — DM, VM surecinin standartlagtirilabilmesi icin 1996 yilinda tasarlanmisg,
1997 yilinda ESPRIT (European Strategic Programme on Research in
Information Technology) tarafindan Avrupa Birligi projesine haline gelmis,
Daimler, Ingetral Solutions gibi oncu firmalarin da destegi ile 1999 yilinda ilk
metodolojisi hazirlanmigtir. 2008 yilinda ise CRISP-DM, SIG (Special Interest
Group) 2.0 olarak guncellenmigtir (Plumed vd., 2019).

Enduistriler Arasi Standart isleme —VM olarak, Tiirkge yazinda yer bulan CRISP-
DM; is problemlerinin veri tabanli ¢ozimler ile nasil ¢ézumlendigini anlatmak ve
is uygulamalarinin verimliligini arttirmak amaci ile kullanilan standartlastiriimis bir
metodoloji ve sure¢ modeli olarak tanimlanmaktadir. CRISP-DM sure¢ modeli
temelde; isin anlasilmasi (business understanding), verinin anlasiimasi (data
understanding), verinin hazirlanmasi (data preperation), modelleme (modelling),
degerlendirme (evaluation) ve uygulama-yayma (deployment) asamalarindan
olusmaktadir (Sekil 2.3).

— s
is'i anlamak Veriyi anlamak
s'i anlamal riy

N\

Veri hazirhgi
p— a * ‘
Modelleme

Degerlendirme

Sekil 2.3. : CRISP-DM Modeli
Kaynak: Chapman vd., 2000.

ilk asama olan igin anlasilmasinda; yapilacak veri madenciligi calismasinin

neye katki saglamasinin amaclandigi, proje hedefinin ne oldugu, problemin
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tanimi ve 6n plani belirlenmektedir. Bir banka érnegi verilirse; problem tanimi ile
eldeki gegcmis veri Uzerinden potansiyel Mulsteri Kayip Analizi yapmak mi,
pazarlama faaliyetlerine yon verebilmek igin benzer davranig gosteren ya da
benzer 06z nitelikteki musterilerini siniflandirmak mi gibi sorulara netlik
kazandiriimaktadir. isin amaci belirlendikten sonra mevcut durum
degerlendirmesi, donanim, kayitli veri ve yazilim gibi mevcut kaynaklar ve riskler
degerlendiriimektedir. Sonrasinda isin anlasiimasi asamasinda VM hedefleri

belirlenmekte ve proje plani gelistiriimektedir (Olson ve Delen, 2008).

ikinci asama olan verinin anlagilmasinda; proje kapsaminda kullanilacak verinin
kalite, sayi, ulasilabilirlik, guvenlilik, gegerlilik gibi ag¢ilardan hangi durumda
oldugu degerlendiriimektedir. Temelde bu slreg, veriyi tanimak, veri kalitesini ve
sorunlari belirleme adimlarindan olusmaktadir. Verinin taninmasi asamasinda;
eldeki verilerin dagilimi, ortalama degerleri veya varsa veriler arasindaki
korelasyon hakkinda saptamalar yapilmakta ve veri kalitesinin dogrulanmasi
asamasinda eldeki verinin yeterli olup olmadigi, olasi farkhlasan durumlari
kapsama durumu, eksik ve yanlis verilerin miktari saptanmaktadir. Bu asamada
farkh veri tabanlarindaki veriler arasinda 6riintli aranacaksa, olasi entegrasyon

sorunlarinin giderilmesi gerekebilir.

VM surecinde en fazla zaman alan asamalardan biri olan verinin
hazirlanmasinda; 6nceki asamada verilerde saptanan eksik veriler, hatalar
duzeltilir ve veri model olusturma asamasi i¢in hazirlanir. Bu asama; verinin
islenmesi, sorun teskil edebilecek eksik verilerin tahminlenerek giderilmesi,
verinin ortak bicimde yapilandirilarak donusturdlmesi, entegrasyonu,

modellemelere uygun sekle getirilmesi adimlarindan olugsmaktadir.

Modelleme asamasi; VM’nin dogrudan dahil oldugu kisimdir. Bu asamada
tanimlanan problem ve veri kaynaklari Uzerinde yapilmak istenen ise en uygun
makine oOgrenmesi modeli veya istatistiksel model geligtirilir. Modelleme
asamasinda eldeki veri, mevcut kaynaklar ve proje hedefi dogrultusunda
siniflandirma, kimeleme, birliktelik kurallari ile mi ¢aligilacagi, eger siniflandirma
caligilacaksa karar agaglari mi, yapisal sinir aglart mi kullanilacagi, karar agaclar
ise CHAID, CART, Cb5.0 gibi algoritmalardan hangisinin kullanilacagi
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belirlenmektedir. Sonrasinda, modelin kalitesinin, basarisinin hangi testler ile
dogrulanacagi, karsilastirma yapilacaksa hangi algoritmalarin VM agisindan
daha basarili sonuclar verecegi vb. incelenmekte ve hedefe en uygun olani
secilmektedir (Seker, 2018).

Modelleme evresindeki sonucglarin VM acgisindan degerlendiriimesi sonrasi
CRISP-DM degerlendirme asamasinda, cikan sonuglar isin anlasiimasi
asamasinda belirlenen is amaglari dogrultusunda incelenmektedir. Buradaki
ciktilar, is sahipleri yani yapilan ¢alismayi kullanacaklar tarafindan is hedeflerini
kargilama durumuna gore degerlendiriimekte, baglangi¢ta belirlenen basari
kriterlerince test edilmekte ve hedeflerin kargilanmasi durumunda, yapilacak son
kontroller sonrasi model gercek kosullarda kullanilmak (zere uygulama

asamasina gecilmektedir.

Modelin son asamasi olan uygulama-yayma; problemin ¢dézimune yonelik
olusturulan modelin performansinin 6nceden belirlenen basari kriterlerini
saglamasi ve gercek hayata uygunlugunun testi-degerlendiriimesi sonrasi
modelin canliya alinmasi, gunluk hayatta kullanilmaya baslamasi asamasidir.
Ornegin, bir sigorta sirketinde hangi musterilerin hizmet sunucusu degistirme
ihtimalinin yuksek oldugunun belirlenmesi neticesinde, saptanan potansiyel kayip
musterilere promosyon, satis sonrasi servis, ek uUrin vb. gesitli tutundurma

faaliyetleri uygulanabilmektedir.

2.4.3.2. SEMMA

Sample(Ornekleme), Explore(Kesfetme), Modify(Degistirme), Model(Modelleme)
ve Assess(Deger Saptama- Degerlendirme) kelimelerinin  bas harflerinden
olusan, kesifsel istatistiksel ve gorsellestirme tekniklerini uygulayan, énemli
tahmin edilen degdiskenleri, segmeyi, donustirmeyi, sonuglari ortaya ¢ikarmak
icin degiskenleri kullanarak bir model olusturan ve dogrulugunu kontrol etmeyi

kolaylastiran oldukca yinelemeli bir sire¢ yonetim modelidir.

Kronolojik olarak CRISP- DM’den 6nce ilk ¢gikan yontem olan ve SAS Institute

tarafindan gelistirilen stre¢ modeli SEMMA, sire¢ adimlari ile CRISP-DM ile
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oldukga benzerlik gdstermektedir. Aslinda SEMMA yoénteminin, bir anlamda
CRISP-DM igin gegis slreci oldugu ve CRISP-DM’e doénastugu ifade
edilebilmektedir. SEMMA, veri iglemenin kisitli imkanlar ile yapildigi, verinin farkli
amaclara yonelik olarak bir seferde islenmesi amaci ile geligtirilen bir gegis
modeli olarak gorulmektedir (Seker, 2018). CRISP-DM’den farki, CRISP-DM tim

projenin metodolojisi iken SEMMA VM yapilan kismin metodolojisidir.

Sample
(Generate a representative
sample of the data)

Assess
(Evaluate the accuracy and
usefulness of the models)

Explore
(Visualization and basic
description of the data)

Model Modify
(Use variety of statistical and (Select variables, transform
machine learning models ) variable representations)

Sekil 2.4.: SEMMA Modeli
Kaynak: Aliyeva, 2023.

Ornekleme asamasi veri 6rnekleme, modelleme icin veri segimini
kapsamaktadir. Kegfetme asamasinda; beklenen ve beklenmeyen degiskenler
arasinda iligkileri ve hatalari kesfederek verinin anlasiimasi hedeflenir.
Degistirme agsamasinda; modelleme surecine hazirlik amaci ile veri gurilti/hata,
artik, eksik veri gibi sorunlardan temizlenerek, modelde kullaniimak Uzere
donustaralir. Model agamasinda; egilim, oruntuleri, tahminleri en iyi saglayacak
model kurulup veriye uygulanmaktadir. SEMMA’nin son asamasi olan Deger
saptama- degerlendirme agamasinda; uygulanan modelin planlanan hedeflere

uygunlugu degerlendiriimektedir.
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2.4.4. Veri Madenciliginde Karsilasilabilen Problemler

VM uzmanlari buyuk 6lgekteki veri iceren veri tabanlarinda galisirken eksik, atik,
aykiri, belirsiz veri gibi bazi sorunlarla karsilasabilmektedirler. Basarili bir veri
madenciligi uygulamasi icin muhtemel sorunlarin gideriimesi gerekmektedir.
Sistemlere veri girisi esnasinda yapilan yanhs girislerden kaynaklanan ya da veri
toplanmasi sirasinda olusan sistem digi hatalara, veri Ozellikleri ya da
siniflarindaki hatalara gurulti adi verilir. Veri tabanlarindaki eksik bilgi ve
yanliglardan dolayr VM amacina tam olarak ulasamayabilir, ilgili gurultilerin
duzeltiimesi ya da temizlenmesi gerekebilmektedir. Veri tabanlarindaki gegersiz
veriler de sorun teskil edebilmekte; dederi birincil tanimlamada yer almayan
herhangi bir niteligin degeri gegersiz ise o nitelik bilinmeyen ve uygulanamaz bir
degere sahip olmaktadir. Bir baska potansiyel sorun, artik verilerdir. Verilen veri
kimesi, eldeki probleme uygun olmayan, érneklem kiimesi igin gereksiz nitelikler
icerebilir. Kurumsal ¢evrim igi veri tabanlari dinamik oldugu igin veri igerigi surekli
degisebilmektedir, bu durum bilgi kesfi icin riskler barindirmaktadir. Kayip
degerler, veri toplanmasi asamasinda yanlis islenen veri vb. durumlar calismalari
etkilemektedir. Sadece sembolik ve kategorik degil tamsayi, kesirli sayilar,
cografi bilgi vb. farkl tipteki verilerin ele alinmasi agamasinda da sorunlar ortaya
cikabilmektedir. Veri tabani boyutu da c¢alismalar etkileyebilen unsurlardandir
(Albayrak, 2009).

2.5. Veri Madenciligi Yontemleri

VTBK ve VM isleyisindeki sure¢ yonetim metotlari degerlendirildiginde, VM'nin
asil dahil oldugu asama modelleme asamasidir ve burada farkl stratejiler,
yontemler ve algoritmalar bulunmaktadir. Veri Madenciliginde, Denetimli
(Supervised) ve Denetimsiz (Unsupervised) yéntemler kullaniimaktadir. ilgili bu
yaklagimlar; veriyi analiz etme ve modelleme metodolojisini belirmede
kullaniimaktadir. Temel olarak, VM’'nde Onceden net bir sekilde belirlenmis
ulasiimak istenen bir hedef oldugunda Denetimli (supervised), elde edilmesi
istenen sonug i¢in 0zel bir tanimlama yapilmamigsa veya belirsizlik s6z konusu
ise Denetimsiz (unsupervised) yontemlerden yararlaniimaktadir (Hastie, vd.,
2001).
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Denetimli yontemler, kayitl veriden énceden belirlenen hedef dogrultusunda
bilgi ve sonug ¢ikarmaya yonelik kullaniimaktadir. Bu yontemlerde, veri Gzerinden
her bir sinifa iliskin ozellikler ve ilgili 6zelliklerin kurallar halinde tanimlamasi
yapiimaktadir. Ornegin, bir telekominikasyon sirketinde, gegmisteki veri
nitelikleri ve onlarin nihai olarak devamli musteri ya da kayip musteri olma
durumlarinin analiz edilmesi ile kaybediime olasiligi ylksek mugsteriler
listelenebilmektedir. Bu yontemlere, Karar Agaglari, RO, DVM ve YSA 0Ornek

verilebilir.

Denetimsiz yontemler, 6zel bir tanimlama yapiimamigsa, elde edilmesi istenilen
sonug¢ net degil ya da belirsiz ise kullaniimaktadir. Bu yontemlerde ¢ok sayidaki
verinin gozlenmesi ve Ozellikleri arasindaki benzerliklerden hareket ederek
siniflarin tanimlanmasi amaglanmaktadir. Bu yontemlerde girdi ile ¢ikti arasinda
mantiksal bag kurulabilecek bir amaclanan deger, cikti olmadigi igin veri igindeki
benzer patern gosterenler arastiriimaktadir. Denetimsiz yontemlere ise
Hiyerargik Kimeleme, K-Ortalamalar gibi kimeleme ve Apriori, CARMA gibi

birliktelik kurallari 6rnek verilebilir.

VM modelleri, amaglari ve gordukleri iglevlere goére temelde tahminleme ve
tanimlama olarak iki ana amac¢ altinda incelenmektedir. Tahminleyici veri
madenciligi modelleri de Siniflama (Classification) ve Regresyon (Regression)
olarak ikiye ayrilmaktadir. Tanimlayici VM modelleri de Kimeleme (Clustering)
ve Birliktelik Kurallari (Association Rules) olmak Uzere iki alt baglk altinda
toplanabilir (Ozekes, 2003). Her ne kadar modellerin kullanim alanlari cok genis

olsa da genel olarak kullanimlari Tablo 2.1.’"de paylasiimistir (Karabulut, 2021).
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Tablo 2.1..: Veri Madenciligi Modelleri ve Kullanim Alanlari

Modeller Kullanim Alanlari

Kayip musteri tahmini

Satis tahminleri

Uretim igin siparis tahminleri
Dolandiricilik tespiti
Segmentasyon

Kimeleme Saglik alaninda cografi risk faktorleri
Uriin satig profili

Pazar sepet analizi
Birliktelik Promosyon analizi

Katalog ve yerlesim dizeni

Siniflandirma & Regresyon

VM’nin veri tabanlarindan saglanan blyuk veri ile calisabilmesi, yukarida
deginilen tahminleyici, tanimlayici yontemlerin uygulanabilmesi igin ¢esgitli veri
madenciligi yazilimlarina ve programlarina ihtiya¢c duyulmaktadir. Endustride
farkh programlar bulunsa da yazinda yapilan birgcok ¢alismada IBM SPSS
Modeller, WEKA, Clementine, RapidMiner, Knime, Keel, ve Orange gibi
paketlerin kullanildigr géralmustur (Yildiz ve Seker, 2016).

2.5.1. Siniflandirma ve Regresyon Modelleri

Siniflandirma ve regresyon modelleri, sonuglari bilinen verilerden hareket
edilerek bir model geligtiriimesini ve kurulan modellerden vyararlanilarak,
sonuglari bilinmeyen veri kimeleri igin sonu¢ degerlerinin tahmin edilmesini
amaclanmaktadir. Ornegin bir banka, dnceki ddnemlerde vermis oldugu kredilere
iligkin verilere ait kredi alan musterilerinin o6zellikleri ve geri 6deme durumu
arasindaki oruntuyu inceleyip, yeni kredi bagvurusunu degerlendirirken, modelin
tahminlemesi ile ilgili musterisinin geri 6deme durumunu tahminleyebilmektedir.
Tahminleyici VM yontemleri arasindaki Siniflandirma ve Regresyon
modellerindeki temel fark, bagimli degiskenin surekli veya kategorik 6zellik
barindirmasidir. Siniflandirmada  tekniklerinden  kategorik  degerleri,
regresyondan sureklilik 6zelligi tasiyan degerleri tahminlerken yararlaniimaktadir

(Oztiirk, 2014). Asagida siniflandirma tekniklerinden Karar Adaglari (¢calismada
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kullaniimistir), YSA, LR, RO, DVM, Bayes Aglari, K-En Yakin Komsu ve Genetik

Algoritmalara daha ayrintili yer verilmistir.

2.5.1.1. Karar Agaclari

Karar Agaclari, belirlenen bir amaca ulagsma olasiligi en yuksek olan stratejiyi
belirlemeye, tercihlerin, risklerin ve kazanglarin tanimlanmasina yardimci
olabilen, birbirini izleyen bagl olaylar arasinda oruntuleri tespit edebilen ve
tahminlemede kullanilan bir ydntem olarak tanimlanmaktadir. Karar veriye, karar
verirken hangi faktorlere dikkat edilmesi gerektiginin anlasilmasinda ve her bir
faktoran kararin farkh ciktilari ile gegmiste nasil bir érantisinin oldugunun
tespitinde yardimci olmaktadir (Bounsaythip ve Esa, 2001). Karar Agaclari kok,
dugum ve yapraklardan olusur. En iyi bolen kestirici — kok hucre ile dallanma
baslayip, bu islem belirlenen amaca, terminal dugume ulasilincaya kadar tekrar

edilmektedir.

Sekil 2.5.: Ornek Karar Agaci Modeli

Siniflandirma ve Regresyonda kullanilan karar agaci, Yoneylem Arastirmasi’nda
kararlarin silsile olarak siralanmasini ve bu kararlarin sonuglarini gosterme
olarak tanimlanmaktadir. Karar agaclari siniflandirma igin kullaniliyorsa
Siniflandirma Agaci, Regresyon igin kullaniliyorsa Regresyon Agaci olarak
adlandiriimalidir (Rokach ve Maimon, 2008).
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Karar agaclari ¢ozumlemelerinin genellikle asagidaki amaclar i¢in kullanildigi
goOrilmektedir (https://www.ibm.com/docs/tr/cloud-paks/cp-data/4.5.x?topic=

palette-decision-tree-nodes, 2023):

* Belirli bir sinifin muhtemel (yesi olacak &gelerin saptanmasinda
(segmentation),

* Cesitli vakalarin risk gruplarnn gibi farkh kategorilere atanmasinda
(stratification),

« Ongori amaci ile gelecekteki olaylarin tahmin edilebilmesi icin kurallar
olusturulmasinda,

+ Tahmine dayah Oznitelikleri surekli bir degigskenin degerlerinde
iliskilendirmede,

* Veri azaltmada yani parametrik modellerin kurulmasinda kullaniimak
uzere c¢ok miktardaki degisken ve veri kimesinden yararli olmasi
beklenenlerin secilmesinde,

+ Sadece belirli alt gruplara 6zgu olan iligkilerin tanimlanmasinda,

« Kategorilerin birlegtiriimesinde ve surekli degiskenlerin kesikli degiskene
en az bilgi kaybina neden olacak sekilde donusttrilmesinde kullanildigi

gorulmektedir.

Karar Agaci yontemi ile verinin siniflandirilmasi 6grenme ve siniflama olmak
lzere iki asamada yapiimaktadir (Han ve Kamber, 2000). Ogrenme adiminda
onceden belirli bir egitim verisi kullaniimaktadir. Siniflama asamasindaki test
verisi, siniflama kurallarinin veya karar agacinin dogrulugunu ortaya ¢ikarmak
amaci ile kullaniimaktadir (Boyaci, vd., 2018). Temelde, Karar Agaci bir 6grenme
kimesi olusturur, belirlenen hedefi en iyi bolen kestirici yani 6grenme kimesini
en iyi ayiran nitelik belirlenir ve agacin ilk digumu olusturulur. Bu digimden ayni
mantikla, yeni olusan dugum en iyi bolen kestirici ile dallanir ve dallar da ayni
mantikla yapraklara ayrilir. Bu asamalar, kalan érneklerin hepsinin ayni sinifa ait
olmasi, ornekleri bolecek nitelik kalmamasi ve kalan niteliklerin degerini

tasiyacak 6rnek olmamasi durumuna kadar devam etmektedir.
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2.5.1.1.1. Karar Agaclari Avantaj ve Dezavantajlari

Denetimli siniflandirma tekniklerinden Karar Agaclan c¢esitli avantajlar ve

dezavantajlar igermektedir. Bazi avantajlar asagidaki sekilde listelenebilmektedir
(Schmid, 2013; Celik, vd., 2017):

Hem siniflandirma hem de regresyon problemlerinde kullanilabilir,
Dogrusal olmayan iligkileri yakalayabilir, dogrusal olarak ayrilamayan
verileri siniflandirmak igin kullanilabilir,

Karar Agacinda normallegtirme gerekmez ve hem sayisal hem de
kategorik verilerle galisabilir,

Anlagilmasi ve yorumlamasi kolaydir, model sonucu g¢ikan agagclar
gorsellestirilerek desteklenebilir,

Kullanilan agacin maliyeti, agaci egitmek icin kullanilan veri degiskenlerinin
sayisl ile logaritmiktir,

Verilerdeki eksik degerlere sahip olabilecek veri kimelerini isleme
yetenegdine sahiptir,

Cok ciktili problemleri ele alabilir,

statistiksel testler kullanilarak bir modelin dogrulanmasi mimkuinddir.

Bazi dezavantajlari asagidaki sekilde listelenebilmektedir (Schmid, 2013; Celik
vd., 2017):

Veriyi iyi bir sekilde agiklamayan asir karmasik agaclar uretilebilir. Bu
durumda karar agaci ¢ok buyuk olacagi igin dallanmasi takip edilemeyebilir,
Over-fitting (ezbere 6grenme) olarak gegen, sistemin asiri egitimesi
sonucunda esnekligini kaybetmesi ve gereksiz ayrintt bulundurma
durumun ortaya c¢ikabilir. Modelin parametrelerinde kisittamalar ya da
budama yontemi ile iyilegtirilebilir,

Veri setinde birkag benzer 6zellik tanimli ise basarili performans sergileme
egilimindedir. Diger yandan, karmasik birka¢c etkilesim varsa

performansinda dusus gozlenmektedir. Bu durumun sebeplerinden birisi,
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diger siniflandiricilarin, temsili zor olacak bir siniflandiriciyi kompakt
olarak tanimlayabilmesidir,

« Surekli degiskenleri tahmin etmede daha az kullanighdirlar. Cok sayida
surekli degisken ile galigsilmasi gereken durumlarda diger yontemlere gore
hesaplama maliyeti daha fazladir,

* Degisken girdi miktarinin az olmasi durumunda agag¢ yeterli bilgiyi

saglayamayabilir.

Karar Agaglari algoritmalarinda karsilasilan sorunlardan biri olan agiri 6grenme
(over-fitting); modelin ezbere 6grenmesi, esnekligini kaybedip gereksiz ayrintilar
bulundurmasi ve algoritmanin egitim verisi Uzerinden en alt kirlhma kadar ¢alisip,
sonuglari ezberlemesi ve sadece o veriler Uzerinde basari elde edebilmesidir. Bu
test verisi Uzerinde benzer basarinin saglanamamasi durumu olarak
tanimlanmaktadir. Bu tarz sorunlar icin budama (pruning) islemi devreye
girmektedir. Budama temel olarak siniflandirma iginde gereksiz ya da tekrarl
yerlerin ¢ikarilmasi iglemidir. Dallar budanarak en yalin yapiya ulagsmak
amaclamaktadir. Bu yaklagimda, Karar Agaci’nin daha sade ve anlasilir olmasi
amaclanmaktadir. Bir karar agaci olusturuldugunda, dallarin barindiracagi
gurdlta veya aykiri degerler egitim verilerindeki anormallikleri yansitacagi igin en
az guvenilir dallan kaldirmak amaci ile istatistiksel yontemler kullanmaktadir.

Budama; 6n budama ve sonradan budama olarak ikiye ayrilmaktadir.

On budama (pre-pruning) islemi, agacin olusum asamasindadir. Ornegin, belirli
bir dugumdeki egitim kimelerinin alt kimesini, daha fazla bolmemeye karar
vererek “budar” ve agac yapisinin disinda birakir, ilgili digum yaprak olur. Diger
yaklasim olan sonradan budama (post-pruning) ise tamamen blyumuis agdac
uzerinden, belirli bir dugumdeki bir alt agag, dallari ¢ikarilarak ve bir yaprakla
degistirilerek budanir. Yaprak, degigtirilen alt aga¢ arasinda en sik kullanilan

sinifla etiketlenir ve bdylelikle budama gergeklestiriimis olur (Duran, 2022).

2.5.1.1.2. Bélme Kriterleri

Karar agaci yonteminde, dallandirmaya ilk hangi degiskeni baz alarak
baglanacagi 6nemli bir husustur. Karar Agaci alt kimelerine dallanirken, en iyi
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kestirici, en iyi bdlen nitelik tarafinca islem gormektedir. Bu dogrultuda
algoritmalar baglangicta bazi degerler hesaplamakta ve sonuglara gore agag
olusturma surecine girismektedirler (Kuzey, 2012). Buradaki en iyi bolen niteligin
seciminde Gini indexi, Twoing, Bilgi Kazanci (Information Gain), Kazang Orani
(Gain Ratio), Ki-Kare (Chi-Square) testi, F-Testi, Olabilirlik Oran Sinanmasi Testi
(Likelihood Ratio Test) ve DKM kritertleri rol oynamaktadir. ilgili kriterlerden

bazilari asagida paylasiimistir.

2.5.1.1.2.1. DKM Kiriteri

Sinif 6zniteliginin ikili olmasi durumunda kullanilan DKM bdlinme kriteri, adini
1996 yilinda kesfedicileri olan Dietterich, Kearns, ve Mansour'dan almaktadir.
DKM kriteri safsizlik tabanli (impurity based) bir bélinme kriteridir ve Esitlik
(2.1)'deki gibi tanimlanmaktadir.

DKM(S,,) = 2,/p1-p2 (2.1)

Burada; y secilen nitelik-degiskenini, Sy=di; secilen niteligin y = di durumunda
iken S veri kimesinin alt kiimelerini, i secilen niteligin durum sayisini, j ise
siniflara ayirmak istenilen niteligin sinif sayisini belirtmektedir. p1, secilen nitelikte
didurumu igin ilk sinifin gergeklesme olasiligini, pz ise ikinci sinifin gergeklesme

olasiligini gostermektedir.

Rokach ve Maimon (2014); DKM élgiitiiniin, Bilgi Kazanci ve Gini indeksine gore
belirli bir dogruluk seviyesi elde etmek i¢in daha kuguk bir agag yapisina ihtiyag

duydugunu paylagsmiglardir.

2.5.1.1.2.2. Bilgi Kazanci

Bilgi Kazanci (Information Gain) kriteri bir veri kimesindeki Ozniteligin
siniflandirmaya ne dizeyde katkida bulundugunu anlatan bir élguttir ve 0-1
arasinda deger almaktadir. Bilgi kazanci degerinin hesaplanmasi entropi
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kavramina dayanmakta ve entropi bir sistemdeki dlizensizligin ya da belirsizligin
Olgusunu, rastgeleligi, belirsizligi, beklenmeyen durumun ortaya ¢ikma olasilhigini
gostermektedir. Bir olayin olusma olasiliklarina goére, veri setinin homojenligini
hesaplayan Entropi, 0-1 arasinda bir deger almaktadir. Veri kimesindeki entropi
degeri yuksek olan 6znitelikler siniflandirma problemlerindeki sinif etiketlerini
belirlemede diger 6zniteliklere gore daha ¢ok belirsizlik ve karasizlik icermektedir,
dolayisiyla agacin kdkinde Entropi 6lgUsu en az olanlar yani Kazanim Degeri en
yuksek olanlar kullaniimaktadir (Bilgin, 2018). Kazanim orani, Esitlik 2.2 ‘de ki

gibi hesaplanabilmektedir;

E{("|di le{.rr;t J)x Zp((‘ |ﬂ'1 j)log, p(c:f|a;|.1j} (2.2)

Jj=1

Burada; E(C/Ak) = Ak alanin siniflama 6zelliginin Entropi degerini, p(ak,j) = ax
alaninin j degerinde olma olasiligini, p (ci\ ak, j) = ak alani j degerinde iken sinif
degerinin ci olma olasiligini, Mk = ak alaninin icerdigi degerlerin sayisi; j=1, 2, ...,
Mk, N = farkli siniflarin sayisi; i = 1, 2, ..., N, K=alanlarin sayisi; k=1, 2, ... , K
ifade etmektedir.

Eger bir S kimesindeki elemanlar, kategorik olarak C1, Cz2, Cs, .. ., Cisiniflarina
ayristirihrlarsa, S kimesindeki bir degiskenin sinifini saptamada Esitlik 2.3

kullaniimaktadir;
}_' PllCIQ +pg 092@334“ .t +P]092{P” (2.3)

Bu formulde pi, Ci sinifina ayrilma olasiligidir. Entropi hesaplamasi ise Esitlik (2.4)

deki gibi gosterilebilir;

E(A)= z S ||xI{S ) (2.4)
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Boylelikle, A alani kullanilarak yapilacak dallandirma adiminda, bilgi kazanci
Esitlik 2.5 deki sekilde belirlenmektedir:

Kazang (A) = | (S)- E(A) (2.5)

Kazang (A), A alaninin dederini bilmekten kaynaklanan entropideki azalmadir.
Akis olarak Bilgi Kazanci kriterinde; tum bagimsiz degiskenler i¢in kazanim
degeri hesaplanip birbirleri ile kiyaslanmakta ve en yuksek kazanim degerine
sahip bagimsiz degisken kdk diglim kabul edilmektedir ve siniflara ayrilmada en
iyi bolen kabul edilmektedir (Calis, vd., 2014).

2.5.1.1.2.3. Kazang Orani

Bilgi Kazan¢ Orani (Gain Ratio), bilgi kazaniminin normalize edilmis halidir. C4.5,
C5.0 da kullanilmaktadir. En yuksek bilgi kazanim oranina sahip olan bagimsiz
degisken, kok digum olarak segcilerek agactaki dallanma baslatiimakta ve Esitlik
2.6 da gibi formule edilmektedir (Aggarwal, 2015).

InformationGain(a;, S)
Entropy(a;, S) (2.6)

GainRatio|(a;,S) =

Burada payda yani entropi degeri 0 oldugunda, siniflandirma olanagi yoktur ve
Kazang¢ Orani tanimsiz olup kullanilamamaktadir. Diger yandan payda degeri
disuk oldugunda degiskenler-6znitelikler lehine egilim gosterebilmektedir. Bu
dogrultuda Kazan¢ Oraninda oOncelikle tim degdiskenler icin bilgi kazanci
hesaplanmakta, sonrasinda en iyi kazan¢ oranini saglayan 0znitelik
secilmektedir. Quinlan, yaptigi calismalarda Kazan¢ Oraninin, Bilgi Kazanci
kriterine gore dogruluk ve siniflandirma kolayhdi acisindan daha iyi bir

performans sergiledigini paylasmistir (Rokach ve Maimon, 2014; Demir, 2021).
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2.5.1.1.2.4. Gini indeksi

1912'de Corrado Gini tarafindan gelir dagilimlarinin istatistiki 6lgimu Uzerine
gelistirilen Gini indeksi yayginlikla kullanilan bir béliinme kriteridir. Temelde ayni
populasyondan rastgele secilen iki degiskenin ayni sinifta olma olasiligini
hesaplamaktadir (Berry ve Linoff, 2004). Gini indeksi, hedef Ozniteliklerin
degerlerinin olasilik dagilimlari arasindaki farkhliklari dlgen safsizlik tabanli bir

kriterdir (Ercan, 2016: 29). Gini indeksi hesaplamasi esitlik 2.7 de verilmigtir.

2
Gini(y,S) = 1 — Z |U”|;|js|) 2.7)

ciedom(y)

ai Ozniteligini se¢mek icin degerlendirme kriteri Esitlik 2.8 deki gibi

tanimlanmaktadir;

Ta,_,. S
GiniGain(a;, S) = Gini(y,S) — %.Gmi(}', aﬂm[_lj_S} (2.8)

ViledDm(ﬂi}

GUrultala (aykir) veriler igin basaril sonuglar Ureten Gini indeksi, CART
algoritmalarinda da boltinme kriteri olarak yer almaktadir (Aggarwal, 2015). Gini
indeksi, dugumler saf hal geldiginde, Karar Agaci maksimum derinlige
ulastiginda ya da minimum dugum boyutuna ulasildiginda tum veri setlerinde
basarili sonug vermeyebilmektedir. Bunun sorunlarin Ustesinden gelmek icin ise
Esitlik (2.9) daki islemler uygulanabilmektedir. Oncelikle ilgili degiskenin-niteligin

sol ve sag Gini degeri hesaplamasi yapilmaktadir.
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. S
Gini_, ZI_Z[T—I] (2.9)

. . R :
G, =1- :
- ZL T.. J

Burada, k: siniflarin sayisini, T: Dugumdeki 6rnek sayisini, Tsol: sol taraftaki
orneklerin sayisini, Tsag: Sag taraftaki érneklerin sayisini, Li: sol taraftaki i
kategorisindeki orneklerin sayisi ve Ri: sag taraftaki i kategorisindeki orneklerin
sayisini simgelemektedir. Sonrasinda bir degiskenin-niteligin Gini deger Esitlik

2.10 daki sekilde saptanmaktadir.

+| T,

saf

| Gini,, ) (2.10)

sol

1
Gini, = —(| T,, | Gini
n

Gini degeri her bir degisken icin hesaplandiktan sonra, en kiguk olani segilmekte
ve bolinmeye ilgili degiskenden baglanmaktadir. Geriye kalan veri seti Uzerinde
ilgili adimlar yinelenmekte ve diger bolinmeler saptanmaktadir (Adak ve Yurtay,
2014).

2.5.1.1.2.5. Twoning

Twoning, Siniflandirma ve Regresyon Agaclari (CART) uygulamalarinda, ¢ok
sinifli problemlerin ¢éziimunde kullaniimaktadir. Hedef 6zniteligin alani nispeten
genis oldugunda Gini indeksi bazi problemlerle karsilasabilmektedir. Bu
dogrultuda Twoing'in  Gini Indeksine alternatif olarak  gelistirildigi
sdylenebilmektedir. Twoing algoritmasinda egitim kiimesi her adimda iki pargaya
bélinmektedir (tsol Ve tsag). Sonrasinda, her bir bélim igin ayri ayri olasiliklan
hesaplanmaktadir. Uglincii adimda aday béliinmesinin  uygunluk degeri

asagidaki sekilde hesaplanmakta ve en yuksek olani segilmektedir.
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P(jlt,)-P(lt,,) (2.11)

.....

i=1)

Sonrasinda, ilk adima donllerek agacin alt kimesine ayni iglemler

uygulanmaktadir.

2.5.1.1.2.6. Ki-Kare Testi

Karl Pearson tarafindan 1912'de kesfedilen Ki-Kare (Chi-Squared) testi, iki veya
daha fazla degigskenin-niteligin birbiri ile bagimsizlik durumu arastirmakta
kullaniimaktadir. Yapilan bu tez c¢alismasinda da kullanilan Ki-kare testi
uygulama kolayhidi nedeni ile calismalarda tercih edilmektedir (Suner ve
Demirarslan, 2021). CHAID algoritmasinda da Ki-Kare, en iyi bélen kestiricinin
belirlenmesinde kullaniimistir. En énemli kosul verilerin kategorik olmasi ve

gruplarin birbirinden bagimsiz olmasidir.

Ki-Kare testi temelde gdzlenen ve beklenen frekanslar arasindaki farkin anlamli
olup olmadigi temeline dayanmaktadir. Genellikle iki ya da daha cok grup
arasinda fark olup olmadiginin testinde, iki degisken arasinda bag olup
olmadiginin testinde, gruplar arasi homojenlik testinde ve orneklemden elde
edilen dagilimin istenen herhangi bir teorik dagilima uyup uymadiginin testinde
(uyum iyiligi testi) kullaniimaktadir. Niteliksel olarak belirtilen verilerin analizinde
kullaniimaktadir. Ki-Kare testi gozlenen frekans degeri ile beklenen frekans

degerlerinin karsilastirlmasina dayanir.

Ki-kare testinde; (HO) Sifir Hipotezi: iki kriterin bagdimsiz oldugunu, (HA)
Arastirma Hipotezi: iki kriterin bagimh oldugunu ifade eder. Formul Esitlik 2.12

verilmigtir.

X2 — Z{G—BBF (2.12)

Burada G gozlenen degeri, B ise beklenen degeri sembolize etmektedir. Ki-Kare
degerinin anlamli bir fark olup olmadigini anlamak igin serbestlik degerine ihtiyag

duyulur. Serbestlik degeri kategorik degiskenlerin kategori sayilarindan 1
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cikartilarak bu sayilarin birbiriyle carpilarak hesaplanmaktadir. Serbestlik
derecesia satir sayisi ve b sutun sayisi olmak Uzere (a-1)x(b-1) olarak

hesaplanabilmektedir (Kasim, 2022).

2.5.1.1.3. Karar Agaci Algoritmalari

Algoritma, belirlenen bir problemi ¢ozmek veya belirli hedefe ulagsmak amaci ile
tasarlanan yol, baglangi¢ durumundan bagladiginda, agik¢a belirlenmis bir son
durumunda sonlanan, sonlu islemler kimesi olarak tanimlanmaktadir. Bir baska
ifade ile mantiksal adimlar igeren ¢6zim yoludur. VM'de algoritmalarin temelde
bayUk veri yigini arasindan anlaml éruntllere ulasmayi saglayacak kurallari
olusturmayi hedeflemektedir. Model basarisini nemli dlgtide etkileyen algoritma
secimi, modelin ve veri setinin Ozelliklerine baghdir. Algoritmasina gore
degismekle birlikte, algoritmalar nicel, nitel ve 0-1 degerlerinden olusan veri

setlerinde calismaktadirlar (Gedleg ve Yilmaz, 2020).

1970’li yillarin baglarinda Morgan ve Sonquist tarafindan gelistiriien Otomatik
Etkilesim Belirleme (Automatic Interaction Detector- AID), Karar Agaci bazl
algoritma olarak yazindaki yerini almistir. AID’i, Breiman vd. (1984) tarafindan
yazina kazandirilan Siniflandirma ve Regresyon Agaclari (CART) takip etmistir.
Quinlan (1986), karar agaclarina yeni bir algoritma eklemis ve entropi ve bilgi
kazancina dayali Yinemeli ikilici Agac (Iterative Dichotomiser 3- 1D3)
algoritmasini  geligtirmigtir. Bu algoritma C4.5 ve C5.0'in temellerini
olusturmaktadir. 1980 yilinda Kass tarafindan gelistirilen bir diger algoritma ise
Ki-Kare Otomatik Etkilesim Detektdéri (CHAID) olmustur. Onlan SLIQ
(Supervised Learning in Quest), SPRINT (Scalable Parallelizable Induction of
Decision Trees), QUEST (Quick, Unbiased, Efficient Statistical Tree), MARS
(Multivariate Adaptive Regression Splines) ve Exhaustive CHAID gibi
algoritmalar takip etmistir (Emel ve Taskin, 2005). Karar agaglari algoritmalari
kok, dugum ve dallanma Olgltlerinin belirlenmesinde benimsenen yaklagim
acisindan birbirinden farklilagmaktadir. Tablo 2.2.’de genel yaklasimlar
paylasiimigtir (Palmer, vd., 2011). Diger yandan, calismada kullanilan CHAID,

CART ve ayrica C5.0 algoritmalari daha ayrintl incelenmistir. .
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Tablo 2.2.: Karar Agaci Algoritmalari ve Ozellikleri

Girdi Cikt Dal

Algoritma Tahmin TG Balonme Olgitd
Defiskeni | Degiskeni Sayi s
Kategorik, | Kategorik, Simiflandirma, Ki Kare, F-Test,
CHAID ==2 o _
Sayisal Sayisal Regresyon Likelihood Ratio
Gini Indeksi.
Kategorik, | Kategorik, Simflandirma, _
CART =2 Twoing, En Klgdk
Sayisal Sayisal Regresyon _
Kare Deviasyonu
C4.45 Kategorik, _
Kategorik Regresyon ==2 Kazang Orani
&CH0 Sayisal
Kategorik, _ _
QUEST Kategorik Regresyon =2 Ki Kare, F
Sayisal

Kaynak: Palmer vd., 2011 : 379

2.5.1.1.3.1. CHAID Algoritmasi

1980 yilinda Kass tarafindan gelistirilen Ki-Kare Otomatik iterasyon Detektori
(CHAID) hem regresyon hem de siniflama amaci ile kullanilmaktadir. CHAID,
kategorik bagimli degiskenler icin gelistiriimis AID analizinin uzantisi olarak kabul
edilmektedir. CHAID algoritmasindaki temel mantik, her bir bagimsiz degiskenin
bagdimli degiskenle iligkisinin Ki-kare testi ile olguldigu ve tum gozlemlerin
homojen kalana dek surecin devam ettigi dallanma kurallari olusturmaktir
(Depren, vd., 2017). CHAID algoritmasi buyuk veri kimelerinin kolay ve anlasilir
sekilde yorumlanabilmesi icin bagimsiz degiskenlerle bagimh degdiskeni alt
gruplara ayirmaya calismaktadir. Dolayisiyla, buradaki amag¢ veriyi daha
homojen olan bir alt gruba ayirmaktir. Algoritmanin tercih edilme nedenlerinin
basinda kategorik ve surekli tim degisken tipleriyle galisabilmesi ve agactaki her
digumu ikiden gok alt pargaya bolebilmesi gibi nedenler yer almaktadir (Pehlivan,
2006). Degiskenler arasi 6runtu dogrusalliktan daha karmasik ise veride gizli olan
iligkileri saptayabilmek igin verinin belli kisimlarini eleme teknigi olarak CHAID
kullaniimaktadir. “Ki-kare” ismini almasinin nedeni algoritmasinda birgcok ¢capraz

tablonun kullaniimasi ve istatistiksel Gnem oranlari ile galismasidir.
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Bir niteligi—degiskeni birden fazla bélmesi CHAID’i, CART dan farklilastirmaktadir.
Siniflandirma galismalarinda, her adimda, digimde, en iyi bolinmeyi belirlemek
icin Ki-Kare’den yararlanmaktadir ve dallarin sayisi iki ile tahmin edicinin kategori
sayisI arasinda degismektedir. Regresyon galismalarinda, yani hedef degiskenin
surekli oldugu durumlarda, en iyi bolinme agamasi i¢in F-Testi kullaniimaktadir
(Nisbet, vd., 2009). Nominal degdiskenler icin Pearson Ki- Kare kriterleri, Sirali-
Rank degigkenleri icin Olabilirlik-Oran testi kullaniimaktadir (Ercan, 2016).

CHAID analizi, cok kategorili de@iskenlerin yer aldigi buyuk bir veri kiimesini,
benzer kategorileri Dbirlestirip, onemli sayillan degiskenlere gore bdlerek
sadelegtirmektedir. Her bir bagimli degigken igin kategorilerin anlaml bir sekilde
birlestirimesinden sonra, badimh degiskene gobre kontenjans tablolari
olusturularak, Bonferroni p degerleri ile x? istatistikleri hesaplanmaktadir.
Aciklayici degiskenler birbirleri ile kargilastirilip, en kiigik Bonferroni p degerine
sahip olan aciklayici degiskenin kategorilerine gore, veriler alt gruplara
ayrilmaktadir. CHAID analizinde her bir agiklayici degisken igin en iyi bolinme
tespit edilmektedir. Daha sonra agiklayici degiskenler en iyi secilene kadar
kargilagtirarak ve secilen en iyi aciklayici degiskene gore yeniden bdlinmeler
yapiimaktadir. Tim alt boliumler bagimsiz olarak yeniden analiz edilip, her bir
aciklayici  degigsken kategorilerini  izin  verdigi mumkin  bolinmeler
gercgeklestirilerek x? testindeki 6nem derecesine gore kontenjans tablolari

olusturulmaktadir.

ikili Karar Agaci sentezinin durdurulmasi maksimum agdac¢ derinligine
ulasildiginda, buatun terminal dugumlerin belirlenen esik degerinin altinda sayilari
icerdiginde ve kayip degisken degerleri ayri grupta birlestirebildiginde
gerceklesmektedir (Donskoy, 2013).

CHAID; her bir girdi 6zniteligi, bagimh degiskeni i¢in hedef 6zniteligine gbre en
az anlamli derecede farkh olan degerler cifti saptamaktadir. Anlamh farkhlik bir

[{el)

istatistik testinden elde edilen “p” degeri yolu ile dlgulmekte ve belirlenen her bir
cift icin, elde edilen “p” degerinin belli bir birlestirme esik degerinden blyuk olup
olmadigini kontrol edilmektedir. Eger buyuk ise, degerleri birlestirir ve ilave

potansiyel ciftleri birlestirmek icin arama yapmaktadir. Bu stre¢ anlamli ciftler
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bulunamayana kadar tekrarlanmaktadir (Ercan, 2016). Bu sayede mevcut
dugumu en iyi bolecek olan bagimli degisken tespit edilmektedir. Eger en iyi
bagimli degiskeninin duzeltiimis “p” degeri belli bir bdlme esik dederinden kiguk
degil ise bolme gergeklesmemektedir. CHAID, eksik degerlerin hepsine tek bir
gecerli kategori gibi muamele ederek islem vyapar ve budama islemi

gerceklestirmemektedir (Kuzey, 2012: 77-78).

Bu tezde yapilacak saglik sektorinde MKA galismasinda da kullanilan CHAID
algoritmasinin; hizli olmasi, genis karar agaglari olusturabilmesi, tek dala bagh
¢cok sayida terminal dugum noktalari Uretebilir olmasi ve kolay anlasilir olmasi
gibi avantajlari bulunmaktadir. Diger yandan her bir teknikte oldugu gibi, bagimli
degiskenleri birden fazla bélme ile alt kategorilere ayirmasindan dolayi, guvenilir
sonuglar elde edebilmek i¢in buyuk miktarda veriye ihtiyag duymaktadir. Ayrica
coklu bolinmenin gercek is ortami iliskilendiriimesinin zor olmasi nedeni ile
yorumlamasi zor olan ¢ok kisa tablolar da Uretebilmektedir (Nisbet vd.,
2009:147).

2.5.1.1.3.2. CART Algoritmasi

Classification and Regression Trees, CART ya da C&RT olarak yazinda gegen
Siniflandirma ve Regresyon Agaclari algoritmasi, Breiman, vd. (1984) yilinda

Friedman, Olshen ve Stone tarafindan gelistiriimis ve yazina kazandiriimistir.

CART algoritmasinda, karar agacini olustururken her bir digimde ve agsamada
ilgili grup, kendinden daha homojen iki alt gruba ayriimaktadir. En iyi dallara
ayirma, en iyi bdlen kestiriciyi belirlemede ID3, C4.5 ve C5.0’da oldugu gibi
entropiden yararlanmaktadir. Diger yandan her asamada, kendisinden daha
homojen iki alt grup olusturarak, bolinerek ¢alismasi CART’I farklhilastirmaktadir.
Bu islemlerde en iyi bdlen kestirici secilirken, bagimli degiskenleri kategorik ise
Gini indeksi ve Twoing, stirekli degiskenler ise En Kiigiik Kare Sapmasi (Least-
Squaered Deviation) kullaniimaktadir (Atilgan, 2011). Ayrica eger bagimli
degiskenler kategorik ise CART algoritmasi siniflandirma agaci, eder bagimli
degiskenler surekli ise regresyon agaci olusturmaktadir (Yohannes ve Hoddinott,
2018).
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CART algoritmasinda 6rnegin, bagimli degiskenin kategorik oldugu, Gini indeksi
ile en iyi kestiricinin saptandigi durumda, isleyis olarak ilk once dallanmasi
muhtemel her bagimli degisken ve degiskene ait kategorileri igin, agacin aday
ikili alt gruplari belirlenmektedir. ikinci adimda; en disik Gini dederine haiz aday
bolunme tespit edilmekte ve ilgili bolinmeye ait bagimsiz degisken dallanarak iki
alt dugum olusturmaktadir. Bu asama, olugan alt dugumlerin homojenlige
ulasarak siniflandirilamayacak duruma gelinceye kadar devam etmektedir. Son
adimda, homojen ve siniflandirilamayan dugume ulasildiginda, digum terminal
dugum olarak etiketlenmekte ve aga¢ sonlanmaktadir. Bu sure¢ agacin tim alt
digumleri terminal olarak etiketleninceye kadar devam etmektedir. Calisma
sirasinda budama iglemi yapilabilmektedir. Bu asamada en yuksek tahmin hata
oranli dallar belirlenip, karmasikhdi azaltmak ve tahmin basarisini arttirmak igin

temizlenmektedir (Sezer, vd., 2010).

CART, glnumuzde firmalar tarafindan analiz hizi yiksek oldugu igin siklikla
kullanilmaktadir ~ (Hadden, 2008). CART algoritmasinin  avantajlari
degerlendirildiginde, aykiri (gurultl) degerlerden etkilenmeyen, kategorik, surekli
badimli degiskenlerle ve bilesimleriile galisabilen, eksik verileri isleyebilen ve ¢cok
karmasik éruntileri analiz edebilen bir algoritma olarak kabul gérmektedir (Nisbet
vd., 2009).

2.5.1.1.3.1. C5.0 Algoritmasi

ID3 algoritmasi barindiran, C.4.5'un bir gelismis versiyonu olan C5.0 Quinlan
tarafindan 1993 yilinda yazina kazandiriimistir. ilk versiyonlari kategorik veri
turleri ile sinirli iken, C5.0 surekli veri tarleri Uzerinde de uygulama olanagi
saglamaktadir.  BUyuk veri tabanlarinda  kullanimi amaglanmigtir.
Tahminlemedeki basarisindan dolayr siklikla kullanilan karar agaci

algoritmalarindandir.

C5.0'1n igerdigi ID3 algoritmasi bir veri kimesi igindeki belirsizligi ve rastgeleligi
Olcebilen entropi araciliiyla degiskenler arasindan siniflamada en ayirici
Ozellige sahip degiskeni bulmay hedeflemektedir (Dunham, 2003). Analize konu

masteri grubunun 6rnedin ayni sosyodemografik gruba mensup oldugu ve ayni
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davraniglari sergiledigini dusunuldagunde entropi degeri 0, bir rastgelelik,
duzensizlik yani duzensiz ve sistematik olmadigi durumda, veriler

sayisallastirildiginda 0-1 arasinda bir deger almaktadir.

C5.0 her islem adimda bitin 6zellikler kontrol edilmektedir. ilk olarak veri
setindeki tim girdi gézlemlerine ait entropi degeri hesaplanmaktadir. ikinci
adimda, dallanmasi olasi bagimsiz degigkenler icin Bilgi Kazan¢ degeri ve
Kazang Oranlari hesaplanmaktadir. Uglincii adimda, en yiiksek kazanim oranli
bagdimsiz degisken, kendi kategorisi kadar dala ayriimakta ve alt dugumlerini
olugturmaktadir. Dorduncu adimda, eger olusan alt dugumler tekrar
siniflandirilabilecek homojen olmayan yapida ise, ilgili digumlerdeki gézlemler
icin tekrar entropi degeri hesaplanmakta ve islem ikinci adimdan itibaren
yinelenmektedir. Geriye kalan digumler homojen yapida olduklari i¢in terminal
dugum olarak belirlenmektedir. Algoritma agacin tium dugumleri igin terminal

digum saptanincaya kadar devam etmektedir (Bardi ve Can, 2021).

C5.0 cok sayidaki veri uUzerinde hizli islem yapip analizleri sunabilmektedir.
Yaptigi1 analizler ve kullandigi agag¢ yapisi, YSA gibi diger yontemlere nispeten
cok daha kolay anlasilabilmekte ve yorumlanabilmektedir. Siniflandirma
asamasinda boosting, isabet oranini arttirnci glcglendirme fonksiyonelligi
bulunmaktadir. Basari orani yuksek ve hizli ¢alisgan bir algoritma yapisi
bulundugundan dolayr en c¢ok kullanilan Karar Agaci algoritmalarindandir
(Ruggieri, 2002). Regresyon ve YSA gibi modeller sadece kategorik ya da
sadece sayisal verilerle calisirken, C5.0 kategorik ve sayisal verileri birlikte
calisabilmektedir. Herhangi bir eksi veri olsa da tahmin yapip karar agaci

olusturabilmektedir (Gorunescu, 2011).

2.5.1.2. Yapay Sinir Aglari

Yapay Sinir Aglari (Artifical Neural Network, YSA) insan beyninin 6grenme
prensiplerini baz alarak geligtirilmis, yaygin kullanilan kestirimsel Veri Madenciligi
yontemlerinden birisidir. Tahmin, siniflandirma, veri iligkilendirme gibi amaglarla

kullanilmaktadir. insanlarda tipki biyolojik sinir aglarinda gdézlemlendigi gibi
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YSA'da da temel 6grenme ve slre¢ elemani olarak yapay sinir hicresi olan
noronu kullanmaktadir. Her bir néron galisma sonucunda bir agirliklandirma
aracihgiyla birlegtirilen girdi setini barindirmaktadir (Tolon, 2007). Bu algoritma
hem kategorik hem de surekli bagimli degiskenler icin kullanilabilmektedir. YSA
genel olarak lineer yapida olmayan ve girdi-¢iktl eslestirmesi baz alinarak galisan
kullanigh bir siniflandirma teknigidir. YSA, kalite kontrol, finansal-ekonomik
tahminleme, kredi derecelendirme gibi alanlarda siklikla kullaniimaktadir. Sinir
aginin girdi katmani, gizli katman ve c¢ikti katmani olmak Uzere U¢ katmani
bulunmaktadir (Sekil 2. 6).

Girdiler Gkt

Girdi Ara Cikts
Katmani Katman Katmans

Sekil 2.6.: Yapay Sinir A§1 Katmanlari

Kaynak: Kutlu ve Badur, 2009.

Girdi katmaninda bagimsiz degiskenler yer almaktadir ve mevcut veri seti sinir
agdlari ile eslenerek sisteme dahil edilmektedir. Burada girdi degerlerinde herhangi
bir islem yapilmamaktadir. Ara katmanda yer alan her bir dugim kendinden
onceki katmandan gelen degiskenler veya dugumlerin degisik agirliklarla
birlesmis kombinasyonlarini igermektedir. Girdi katmanindan gelen bilgileri
isleyerek Cikti Katmana iletmekle yukumludur. Cikti katmani ise ara katmandan
gelen bilgileri igler, girdi katmanindaki veriler i¢in uygun c¢ikti bilgisi Uretip,

raporlama sorumluluklarini tagimaktadir (Karabulut, 2021).
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Yapay sinir hucreleri katmanlar halinde birlegserek yapay sinir aglarini
olusturmaktadirlar. Olusturulan yapay sinir agi, veri setindeki yapiylr édrenip
beklenen sorumlulugun yerine getirmek igin genellestirmeler yapmaktadir. llgili
olayin ornekleri ile egitilerek aga genelleme yapabilme yetisi kazandirmakta ve
benzer olaylarin c¢ikti setlerini belirlemektedir. Ogrenme islemi saglandiktan
sonra yeni gelen bir verinin, hesaplanmis agirliklar yardimiyla bagh oldugu sinif
hesaplanip tanimlanabilmektedir (Atalay ve Celik, 2017). Yapay sinir aglari
modelleri Tek Katmanl, Cok Katmanli algilayicilar ve ileri, Geri Yayiliml yapay

sinir aglari olmak tzere dort farkli grupta incelenebilmektedir.

2.5.1.3. Lojistik Regresyon

Hosmer ve Lemeshow tarafindan 1989 yilinda gelistirilen Lojistik Regresyon
(Logistic Regression- LR), muisteri kayip yonetimi ve musteri degeri gibi
calismalarda siniflama islemlerinde, iki veri faktort arasindaki érantiyu bulmada
ve ayirt edici olasilikli siniflandirma igin yaygin olarak kullanilan bir istatistiksel
modelleme teknigidir. LR, gerceklesen onceden belirlenmis bir olayin olasiligini
tahminlemektedir. Bir web aligveris sitesi 6rnegi dusunuldigunde, mugterilerin
gecmisteki ziyaretlerinin suresi, sepete attiklari Grin sayisi ile satin alma
isleminin gerceklesmesi durumunu analiz edip, olasiliklar dogrultusunda
gelecekteki musgterilerin davranis kaliplari tahminlenebilmektedir. LR, bagimli
degiskenlerinin tahmini degerleri igin olasilik hesaplayip uygun siniflama
yapabilme olanagi tanimaktadir (Gorunescu, 2011). Dogrusal regresyonda
kesikli bagimli degisken ile tahmin degiskeni arasindaki iligkiye bakilmaktadir ve
eger bagiml degiskenin kategorik, ikili veya ¢oklu oldugu problemlerde dogrusal
regresyon yetersiz kalacagi igin agiklayici degiskenlerle neden-sonug iliskisini
saptamada LR’dan faydalaniimaktadir (Larose, 2006). Dogrusal regresyondan
ayrildigi bir diger nokta ise normal dagilim ve sureklilik varsayimi 6n sartini
gerektirmemesidir (Cokluk,2010). Genel anlamda LR, bagimli (yanit) ve bagimsiz
(aciklayicl) her iki degiskenin ge¢mis veri degerlerine bakarak bagimsiz

degiskenlerin bir bagimli degigkeni nasil etkiledigini arastirmaktadir.
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LR fonksiyonu, matematikte iki faktdér arasindaki iligkinin bulunmasinda

matematikten, logit fonksiyonundan yararlanan istatistiksel bir modeldir.

1
1 _|_ e (2.13)

fla) =

olarak ifade edilmektedir. Denklem bir grafik Gzerinde gorsellestirildiginde Sekil
2.7’de oldugu gibi, dogrusal regresyondaki dogrunun aksine S gérinumlu bir egri

elde edilmektedir.

s
0.5
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Sekil 2.7.: Lojistik Regresyon Edrisi
Kaynak: https://aws.amazon.com/tr/what-is/logistic-regression

Bu fonksiyon bagimsiz degigkenin degerlerinden bagimsiz olarak, bagimli
degisken icin yalnizca O ile 1 arasindaki degerleri olusturmakta ve LR bagimli
degiskenin degerini bu dogrultuda tahminlemektedir. Lojistik regresyon
yontemleri ayni zamanda c¢oklu bagimsiz dedisken ile bir bagimli degisken
arasindaki denklemleri de modellemede kullaniimaktadir. Bu durumda birden
fazla bagimsiz degisken bagimli degiskenin degerini etkilemektedir. LR'da
bagimli  degiskenin  sonuglarina goére uU¢ farkh analiz tdrinden
bahsedilebilmektedir. Bunlar, ikili lojistik regresyon, ¢ok terimli lojistik regresyon

ve sirali lojistik regresyondur (Taya, 2022).

52



ikili LR; sadece bagimli degiskenin, 0,1 ya da evet, hayir gibi iki degeri aldig,
yani yalnizca iki muhtemel sonucun oldugu, ikili siniflandirma teknigidir. Deger
hesaplamalari 0-1 arasinda olsa da hesaplanan deger hangisine daha yakinsa

ona yuvarlanmakta ve o dogrultuda siniflandirma yapilmaktadir.

Cok terimli LR, bagiml degiskenin kategorik oldugu, en az Ug¢ gruba sahip oldugu

ve gruplar arasinda dogasi geregi siralama olmadigi durumlarda kullaniimaktadir.

Sirali LR ise, McCullagh’un 1980 yilinda yazina kazandirdidi, yanit degiskenin
kategorilerinin sirali 6lgekle oOlguldigu durumlarda uygulanan bir tekniktir.
Bagimli degisken en az Ug¢ kategoriye sahiptir ve “Kesinlikle Katilmiyorum,
Katilmiyorum, Kararsizim, Katiliyorum, Kesinlikle katiliyorum” gibi kategoriler
dogal bir siraya gore ve kucgukten buyuge dogru kodlanmakta ve sayilarin gergek
degerlerdense siralamalari temsil ettigi problemler igin 6zel bir¢ok terimli

regresyon turudur.

Yaygin bir kullanim alanina sahip olan LR, Uretim, saglik, finans ve pazarlama
gibi alanlarda kullaniimaktadir. Saglik alaninda 6rnegin, hastalarin medikal
oykusunun veya genlerin hastaliklar Uzerindeki etkisini karsilastirmak icin lojistik
regresyon modelleri kullanabilmektedirler. Pazarlama alaninda; online
reklamcilik araclari, web ziyaretcilerinin bir reklama tiklayip tiklamayacagini
tahmin etmek igin lojistik regresyon modelini kullanabilmekte ve yapilan metinsel
ya da gorsel reklamlara web ziyaretcilerinin davraniglarini sekillerini inceleyip,

etkilesim oranlarini arttiracak reklamlar yapmaya odaklanabilmektedirler.

2.5.1.4. Rassal Orman

2001 yilinda Breiman tarafindan yazina kazandirilan Rassal Orman (Random
Forest, RO) denetimli siniflandirma tekniklerinden olup, birden ¢ok karar agaci
Uzerinden her bir karar agacini farkh bir gézlem 6rnegi lzerinde egiterek cesitli

modeller dretip, siniflandirma yapmaya olanak tanimaktadir (Breiman, 2001).

Toplu siniflandirma yontemlerinden olan RO, bir siniflandirici yerine birden ¢ok
siniflandirici  dreten ve siniflandirma isleminde tim agacglarin ayri ayri

tahminlemekte ve oy ¢coklugu yontemi ile siniflayici karari belirlenmektedir (Muller
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ve Guido, 2017). Siniflandirma ve regresyon c¢alismalarinda ylksek dogruluk

oranlari nedeniyle siklikla tercih edilmektedir.

RO, diger karar agaglari yontemlerinde oldugu gibi tim degiskenler arasindan en
iyi dali kullanarak her bir dUgumu dallara ayirmak yerine, her bir dugumde
rastgele olarak secilen degiskenler arasindan en iyisini kullanarak her bir dugumu
dallara ayirir. Her bir veri seti ilk veri setinden yer degistirilerek Uretilir ve rastgele

Ozellik secgimi kullanilarak agaclar geligtirilir (Akar ve Gungor, 2012).

Is akisi olarak; analiz edilecek veri seti hazirlandiktan sonra her bir 6rnek igin
karar agaci olugsturulmakta ve her bir karar agaci icin tahmini deger
cikartilmaktadir. Tahmin sonucu olugan her deger igin yapilan oylama sonrasi,

en ¢ok oyu alan Uzerinden sonug olusturulmaktadir.

2.5.1.5. Destek Vektér Makinalari

1963 yilinda Vladimir Vapnik ve Alexey Chervonenkis tarafindan yazina
kazandirilan Destek Vektor Makinesi (Support Vector Machines-SVM), etiketli bir
egitim verisi kimesinden girdi-¢ikti haritalama fonksiyonlari Ureten, regresyon
veya siniflandirma amagcli kullanilabilen denetimli bir 6grenme yoéntemidir
(Uncuoglu, 2018).

Bir bagka ifadeyle, egitim verilerindeki herhangi bir noktadan en uzak olan iki sinif
arasinda bir karar siniri bulan vektor uzayi tabanh makine 6grenme yontemi, N
boyutlu bir uzayda optimal bir hiper dizlemi tahmin etmek icin egitim veri setini
kullanan ikili bir siniflandirma teknigidir (Schlkopf, 2018).
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Sekil 2.8.: Destek Vektér Makinalari Grafiksel isleyisi

Kaynak: https://medium.com/deep-learning-turkiye

Modelde, bir dizlem Uzerine yerlestirilmis noktalari ayirmak igin bir dogru ¢izip, iKi
sinifinin noktalari i¢in de maksimum uzaklikta olmasini amacglamaktadir. Tahmine
dayal kontrol, ses-ylUz tanima, yazi tanima, metin-gérsel siniflandirma gibi birgok
alanda kullanilmaktadir (Gour, 2019).

2.5.1.6. Naive-Bayes Yéntemi

Temin edilmis verilerin, 6nceden belirlenen siniflara ait olma olasiliklarini baz
alan bir algoritmadir. Bu algoritma, bir rassal degisken igin olasilik dagihmi iginde
kosullu olasiliklar ile marjinal olasiliklar arasindaki iligkiyi gosteren, istatistiki
Bayes teorime dayanmaktadir. Bir baska ifadeyle, hangi verinin hangi sinifa
hangi olasilikla ait olduklarinin tahminlemesi Uzerinde g¢alisan bir algoritmadir.

Bir sonucun go6zlenmesinde, birden fazla bagimsiz dediskenin oldugu
durumlarda, hangi degigkenin daha etkin rol almasiyla ilgili sonucun dogmasi

arasindaki iligkiyi incelemektedir (Tontus, 2020).

2.5.1.7. K- En Yakin Komsu

Siniflandirma tekniklerinden, denetimli (supervised) 6grenme algoritmalarimdan
K-En Yakin Komgu (K-Nearest Neighbor), 1967 yilinda T. M. Cover ve P. E. Hart
tarafinda yazina kazandiriimig, 6rnekseme yolu ile dgrenmeye dayanan bir

tekniktir. Bu yontemde, siniflara verilerin 6grenme kiimesindeki normal davranis
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verilerine benzerlikleri hesaplanarak, en yakin oldugu dusundlen k verinin
ortalamasi ile belirlenen esik degere goére dnceden net bir sekilde belirlenen
siniflara atamalari yapilir. Yontemin performansini, k en yakin komsu sayisi, esik
deger, benzerlik dlgimu ve 6grenme kimesindeki normal davraniglarin yeterli
sayida olmasi kriterleri etkilemektedir (Caliskan ve Sogukpinar, 2008).
Siniflandiriimak istenen nesnenin ait oldugu kiimeyi, en yakininda yer alan k birim
nesneden en fazla birime ait olanlarin ayni kimede siniflandirmasi mantigina
dayanmaktadir (Shah ve Kursak, 2004).

2.5.1.8. Genetik Algoritmalar

1975 yilinda John Holland tarafindan yazina kazandirilan Genetik algoritmalar,
¢ok boyutlu uzayda en iyilestirme amaciyla tekrarlar yapan ve her tekrarda en iyi
sonucu Ureten kromozomun dogal sartlara en fazla uyum saglayanin hayatta
kalmasi prensibine dayanan, en iyi ¢cozimu arama yontemi olarak tanimlanmistir
(Holland, 1992; Ciftci, 2006; Emel ve Tagkin, 2002). Genetik algoritmalara ait
isleyis akisi Sekil 2.9.da paylasiimistir (Avuclu, 2019).

I Hayir

Evet

-

Sekil 2.9.: Genetik Algoritmalarin isleyisi

Kaynak: https://tr.wikipedia.org/wiki/Genetik algoritma#cite _note-1
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Bu teknikte oncelikle populasyon adi verilen rastgele bir baglangi¢ ¢ozum kimesi
atanarak slrece baslanmaktadir. Sonrasinda alternatif gézimler ortaya konulup,
ilgili ¢ozumler birbirleriyle kiyaslanarak daha iyi performans sergileyen ¢ozimler
olusturulmaktadir. Bu iglem tekrarlandikga, iyi ¢6zumlerin bulundugu kiimelerden
daha iyi ¢6zum kimeleri hedeflenmektedir. Bu asama, optimal ¢ézimun, yani
daha iyi bir ¢6ziim kiimesi bulunamayana kadar devam etmektedir. ilgili evrim
sureci tamamlandiginda 6runtu kurallari veya sinif modelleri saptanmis olmasi

beklenmektedir.

2.5.2. Kiimeleme Modelleri

Tanimlayici veri madenciligi yaklasimlari icinde yer alan, denetimsiz 6grenme
yontemlerinden Kimele (Clustering) temel olarak, daginik yapidaki bir nesne
kitlesinin, nesneler arasinda belirli iligkiler kurarak daha homojen yapidaki alt
gruplara ayrilmasi olarak tanimlanabilmektedir. Kimeleme algoritmalarinda
amag, belirli bir kiime grubu icindeki Gyelerin benzer oldugu fakat diger grup
kimelerinden ayristigi, ayrisan kume Uyelerin ise kendi iclerinde benzestigi
sekilde bolinmesini saglamaktir. Bu sayede her grup birbirinden farkl ancak grup
ici nesneler birbirine benzer olacak sekilde bélme iglemi gergeklesmektedir. Sekil
2.10.’da koordinat duzleminde kimeleme oOrneginde goéruldugu gibi, her kime

kendi igindeki Uyelerce benzemekte fakat diger kimelerden ayrismaktadir.

o O
OE]

Sekil 2.10.: Koordinat Diizleminde Kiimeleme Ornegi

Kaynak: Sariman, 2014.
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Kumeleme, verilerde bilinmeyen gruplarin bulunmasina olanak saglayacagi igin
tanimlama ve 6grenmeye katki saglamaktadir. Kime analizi, ig zekasi, goruntu
oruntu tanima, web arama, biyoloji ve guvenlik gibi birgok alanda siklikla tercih
edilmektedir. Yazinda kimeleme algoritmalari genellikle; hiyerarsik (hierarchical),
yogunluk-tabanli  (density-based) ve izgara-tabanli (grid-based) olarak
gruplandirilabilmektedir. ilgili yaklasimlarin bazi 6zellikleri Tablo 2.3‘de verilmistir
(Han vd., 2012).

Tablo 2.3.: Kiimeleme Metotlari ve Genel Ozellikleri

Metot Genel Ozellikleri

- Kumeleme, hiyerargik bir ayrismadir (yani, ¢oklu

dizeyler)
Hiyerarsik - Hatali birlestirmeler veya bolmeler duzeltiiemez
(Hierarchical) - Mikro-kiimeleme gibi diger teknikleri icerebilir veya
nesne “baglantilarini” (“linkages”) g6z 6nlinde
bulundur

- Rastgele sekillendirilmis kiimeleri bulabilir

-  Kimeler, uzayda dusuk yogunluklu bdlgelerle

Yogunluk-tabanl ayrilmig, nesnelerin yogun bolgeleridir.

(Density-based) - Kime yogunlugu: Her noktanin “komsu” iginde
minimum sayida noktasi olmalidir.

- Aykiri deg@erleri filtreleyebilir

- Cok ¢ozunarluklu bir 1zgara veri yapisi kullanir

lzgara-Tabanl - Hizh islem siresi (tipik olarak dosya sayisindan

(Grid-based) bagimsizdir.

- Veri nesneleri, ancak 1zgara boyutuna baghdir

Klimele  ydntemleri, siniflandirma  yontemlerinden prensip  olarak
farkhlagsmaktadir. Siniflama modelinde, veriler icin dnceden belirli siniflar
bulunmakta ve yeni gelen verinin hangi sinifa dahil olabilecegi 6ngérulmektedir.
Kimeleme yonteminde ise, 6nceden tanimli bir sinif bulunmamakta, veriler bir
model vasitasiyla belirlenen benzerlik-yakinlik kriterlerine gore gruplar halinde
kimelere ayriimaktadir. K- Ortalamalar (K-Means), Bulanik Kimele (Fuzzy
Clusterring), Gauss karisim modeli gibi birgok algoritma kiimeleme ¢dzimlerinde
yer almaktadir. Blyuk veri tabanlarindaki verilerin kimelenmesinde etkin bir
algoritma olan K-Ortalamalar siklikla kullaniimaktadir. Temelde igleyisi; tim
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nesneler arasindan rastgele k kadar nesne secilmesi ile baglayip secilen her bir
nesnenin yeni olusturulan kimelerin merkezi kabul edilmesi devam etmektedir.
Sonrasinda, geriye kalan tim nesneler ilgili kimelerin merkezine yakinlklarina
gére dagitilmaktadirlar. Uye sayisi degisen her kiime igin ortalama deger
hesaplanmasi yinelenmekte ve hesaplanan yeni deger ilgili kimenin merkezi
kabul edilmektedir. Bu iglem digarida herhangi bir degisken, nesne kalmayincaya
kadar devam etmektedir (Anand, 2003).

2.5.3. Birliktelik Kurallari ve Modelleri

Birliktelik kurallari analizi, farkli olaylarin birlikte gerceklesme durumlarini
inceleyen tanimlayici veri madenciligi metotlarindandir Birliktelik kurallari, ge¢gmis
verilerin analiz edilerek, ilgili veriler igindeki birliktelik davraniglarinin tespiti ve
birlikte olma kurallarini belirli olasiliklarla paylasarak gelecege yonelik yapilacak
tahminlemeleri desteklemeye calismaktadir (Agrawal vd., 1993). Birliktelik kurall
uygulamasi en yaygin Pazar/Market Sepeti Analizinde yer almaktadir. Buradaki
yaklagim, Birliktelik Kuralindaki amag; aligveris esnasinda musterilerin satin
aldiklari GrUnler arasindaki bagi saptamak ve bu baglamda musterilerin satin
alma aliskanliklarini tespit etmektir. Mal ve hizmet sunuculari da kesfedilen
degerli oruntuleri kullanarak daha etkili pazarlama, konumlandirma ve satis
olanagdi bulabilmektedirler (Agrawal ve Srikant, 1995). Birliktelik kurallari temelde

asagida paylasilan adimlari kapsamaktadir:

Birliktelik Kurallari Olustur

—_— ‘ Kurallari Buda

Basla ) — Veri Setini Al ‘ —

Etiketli Kurallardan = S
Olusan Model

Kurallan Siniflandir ‘

Sekil 2.11.: Birliktelik Kurallari islem Adimlari
Kaynak: Buyuktanir, 2022.
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ilgili analizlerin yapilabilmesi icin Apriori, GRI, Carma ve Sequence gibi

algoritmalar bulunmaktadir. Asagida bazilarina kisaca deginilmistir.

2.5.3.1. AIS Algoritmasi

AIS algoritmasi ismini, algoritmayi 1993’te yazina kazandiran Agrawal, imielimski
ve Swami'den almakta ve veri tabanlari Uzerinden karar vermede kullanilacak
bilgiyi desteklemek amaciyla yapilan sorgulamalar igin veri tabanlarindaki

fonksiyonaliteyi arttirmayi hedeflemisgtir.

AIS, iteratif sekilde calismakta, nesneleri alfabetik olarak siralamakta, her
taramada tum islemleri okumakta, frekanslari ylksek olanlari belirleyip yogun
nesne kimeleri olarak etiketlemektedir. Yogun nesne kimlerinin etiketlenmesi
sonrasinda, onceki taramada frekansi yuksek nesne kimeleriyle, yapilan iglemin
nesneleri arasindaki ortak nesne kumeleri saptanmaktadir. Belirlenen ortak
nesne kumeleri saptanan diger nesne kumeleriyle birlegtirilerek yeni aday
kimeleri olusturmaktadir. Aday kumeleri belirlemek i¢in de aday kiimeler grubu
icindeki gereksiz kiimeler belirlenip silinmektedir. Geriye kalan tum aday kimeler
icin destek degerleri hesaplanmakta ve onceden belirlenen minimum destek
seviyesine egit ve Ustunde olanlar yaygin nesne kimesi olarak tanimlanmakta ve
bu etiketi alanlar bir sonraki aday kiimelerin saptanmasinda yer almaktadir (Cinar
ve Silahtaroglu, 2015).

2.5.3.2. Apriori Algoritmasi

Apriori algoritmasi, birliktelik kurallari arasinda en ¢ok kabul goéren ve kullanilan
algoritmadir. Apriori, yaygin nesnelerin bilgilerini bir énceki (prior) adimdan
almasi mantigiyla islemektedir (Agrawal ve Srikant, 1994). Temel olarak iteratif
bir nitelige sahiptir ve hareket bilgileri iceren veri tabanlarinda sik gegen 6ge
kimelerinin kesfedilmesinde, verilerden bir dizi kural gikarmayi ve en yuksek bilgi
icerigini saglamaya calismaktadir. Modelde girdi ve c¢iktilarin kategorik olmasi
gerekmektedir. Aday nesnelerin olusturulmasinda sadece bir dnceki taramada
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genis olarak etiketlenen nesne kiimelerini kullanmaktadir. Buradaki mantik, genig
bir nesne kiimesinin yine genis bir nesne kimesinden saglanabilecegdi kabullne
dayanmaktadir. Bu dogrultuda ilk adimda, veri setinden her bir nesnenin frekans
ve destek degerini hesaplanmaktadir. Ikinci adimda, daha ©nce belirlenen
minimum destek degerine esit ya da Ustinde destek degerine sahip nesneler ile
yeni bir tablo olusturulmaktadir. Son asamada ise olusturulan son tablo tzerinden

kurallar ¢cikarimi yapiimaktadir (D6sIt,2008).

2.5.3.3. CARMA Algoritmasi

Christian Hidber (1999) tarafindan yazina kazandirilan CARMA (Continuous
Association Rule Mining Algorithm) Sdrekli Baglantt Kural Veri Madenciligi
Algoritmasi, ¢evrim i¢i kiime hesaplamalarini yapan ve temelde kullaniciya
mevcut birliktelik kurallarini gosteren bir tekniktir. Dizi modeli — iligkilendirme
kurallarini sirasiz veya zamana dayali olarak kesfeder. Dizi, dngérilebilir bir
sirada meydana gelme egiliminde olan 6ge kiimelerinin bir listesidir. Ornegin, bir
tiras bigagi ve tiras losyonu satin alan bir musteri, bir sonraki aligverisinde tiras
kremi satin alabilir. isleyis olarak her taramadan sonra olugan kiime kurallarini
kullaniciya sunar ve veri tabaninin ilk taranmasindaki bir igslemde minimum
destek ve gliven seviyelerini gincelleme firsati tanir. Veri tabani Gzerinden 2
taramaya izin verir. Birinci taramada nesne kumelerini ortaya koyar ve ikinci
taramada her nesne kimesi icin destek degeri belilenmekte ve yogun kabul
edilmeyenleri elemekte ve ortaya cikan toplam nesne kimelerinin sayiimasini
gerceklestirmektedir (Karabatak, 2008: 37).
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3. BOLUM
MUSTERI KAYIP ANALIzZi VE VERi MADENCILIGI

Bu bolumde VM ve MKA, saglik sektorinde VM ve saglik sektounde VM

araciligiyla MKA konulari yazin isiginda irdelenmigtir.

3.1. Veri madenciligi ve Musteri Kaybi1 Analizi

MKA'nin 6zellikle musteri hizmet alim devamliligi bulunan bankacilik, sigortacilik
ve telekomunikasyon gibi sektorlerdeki uygulamalari uzun yillardir ve yaygin
olarak yabanci ve yerli yazinda yer almaktadir. Ayrica son yillarda e-ticaret,
otelcilik ve perakendecilik gibi diger sektorlerde de MKA c¢alismalari yer almaya

baglamigstir. Bu ¢alismalar:

Yabanci yazinda;

Telekomunikasyon alaninda yapilan bir ¢alismada, rastgele secilen 5000
abonenin 11 farkl parametre ile (3G, Toplam Kullanim, Fatura bedelleri, SMS
yerel-uluslararasi vs.) 3 aylik zaman dilimlerinde churn olma durumu yapay sinir
aglari aracihgi ile incelenmistir. MUsteri kayiplarinda, uluslararasi arama haklari,
ortalama konusma suresi ve 3G hizmetinin belirleyici oldugu saptanmistir (Adwan,
vd., 2014). Yine telekomunikasyon alaninda yapilan bir ¢alismada; musterilerin
demografik ozellikleri, telekom hizmetlerini kullanim durumlari, paketler,
odemeler ve churn durumlari arasindaki iliskiler, kimeleme ve karar agaclari
algoritmalarindan CHAID (Ki-Kare Otomatik Etkilesim Detektora) aracilhigr ile

degerlendirilmis ve tahmin modelleri ¢alisiimistir (Peji¢, Pivar ve Jakovi¢, 2021).

E-ticaret alaninda faaliyet gosteren bir isletme igin yapilan bir ¢calismada ise
masgterilerin ilgili aplikasyonu kullanma sureleri, yaptiklari son iki siparigleri
arasindaki sure farki, demografik 6zellikleri, sistemdeki sikayetleri ile kayip
musteri kabul edilme durumlari karar agaglari, LR ve RO algoritmasi ile
incelenmigtir. RO algoritmasinin en iyi tahminlemede bulundugunu saptanmistir
(Alshamsi, 2022). Muzik yayini saglayan bir isletme icin ise mugteri kayiplarinin
en iyi tahminini yapacak VM modelini belirleme ¢alismasi yapiimistir. Calismada;

0deme metodu, 6deme planlari, otomatik yenileme secgeneginin tercih edilip
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edilmemesi, paket kayit gunu, paket iptal gunu, Uyelik gecerlilik bitis tarihi gibi
etmenler LR, naive bayes, K-en yakin komsu ve RO algoritmalari ile
kargilastinimistir. En iyi tahmini saglayan algoritmanin RO algoritmasi oldugu

gorulmustur (Gaddam ve Kadali, 2022).

Sigorta sektoériinde, arag sigortalari Uzerine yapilan 2014-2019 yillari igin 97.696
musteriyi iceren bir galismada; musterilerin yasi, medeni durumu, yasadigi bolge
gibi demografik 6zellikler ile aracin markasi, arag tarzi, aracin sisteme dahil
oldugun zamanki yasi, aracin finanse edilme bigimi, polige ayrintilari vb.
degiskenler kullaniimistir. Musterilerin churn olma durumlari i¢in kimeleme
algoritmalarindan K-ortalama ile ¢alismis ve churn olma durumu ile degiskenler
arasindaki baglar incelenmigtir. Hangi musterilerin sistemde daha uzun sure
kaldiklari, musterilerin kaybedilmesindeki risk faktorlerinin  neler oldugu

saptanmistir (Bravente ve Robielos, 2022).

Etopya Ticaret Bankasinin musterilerine ait cinsiyet, mesleki alan, mobil
bankacilik durumu, kredi karti islemleri, bankanin kag¢ yildir musterisi oldugu gibi
11 farkli degisken ile toplam 204,161 veri Uzerinden kayip musteri kabul edilme
oruntlleri denetimli veri madenciligi metotlarindan LR, RO ve DVM, K-en yakin
komsu, derin 6grenme / YSA araciligiyla incelenmis ve en iyi tahminlerin derin

ogrenmede saglandigi goértlmustir (Seid ve Woldeyohannis, 2022).

Yerli yazinda;

Yerli yazinda da cesitli calismalara rastlaniimaktadir. Kisioglu ve Topgu
tarafindan 2011 yilinda Turkiye'deki telekomiinikasyon operatorleri Gzerine bir
calisma yapiimig, Bayes aglari yontem olarak secilmis ve olusturulan nedensel
diziimde, abonelerin fatura bedelleri, ortalama konusma sureleri, internet paket
hak ve kullanimlari, diger operatorleri arama sureleri gibi parametrelerin mevcut
tarife iptallerinin en belirgin nedenleri oldugunu saptanmistir. Benzer bir ¢calisma
V. Gulpinar (2013) tarafindan yapilmigtir. Calismasinda, 6zellikle numara tasima
serbestligi sonrasi, Turkiye'de telekomunikasyon operatorleri Gzerine, musteri
kaybini tahminleme ve sonrasinda musteri agini analiz etmeyi amaclamistir.
Tahminleme de YSA, musteri iletisim adinin analizinde ise Sosyal Ag Analizi
(SAA) yontemlerini kullanmistir. Yas, cinsiyet, medeni durum, egitim durumu,
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gelir dizeyi, hangi GSM operatoruna kullandigi, kag yildir mevcut operatérden
hizmet aldigi, paket tirl, ortalama gérisme suresi vb. girdiler ile musterilerin
gelecekte ayni GSM operatoru ile devam etmeyi disunup dusunmedikleri ¢iktisi

ile arasindaki baglari calismigtir.

Dur R., Koger S. ve Diindar O. (2021) ise ¢alismalarinda bankacilik sektoriinde
kisa mesaj hizmeti (SMS) ile musterilerin SMS hizmetini bloklama durumunu,
29.635 musteriye ait 22 6z nitelikler (yas, egitim, gelir, medeni durumu, meslek
vb.) kullanarak siniflandirma amaci ile incelemiglerdir. Muagsteri veri setini
regresyon, YSA ve DVM ile siniflandirmis ve performanslarini dogruluk, kesinlik
ve duyarllik élcitleri ile karsilastirmislardir. ilgili algoritmalar yakin sonuclar
verse de LR’in daha iyi sonug verdigini gozlemlemistir. Bankacilikta yapilan diger
bir galismada ise bankalarin personel sayisi, sube sayisi, bilangolarindaki toplam
mevduatlari ve kredileri girdi olarak, bankalarin mudi sayilari ise ¢ikti olarak ele
alinmistir. Aralarindaki iliski Bankacilik Duzenleme ve Denetleme Kurumu
tarafindan paylasilan Haziran 2010 ve Ekim 2020 arasindaki aylik donemleri
kapsayan 2.500 adet veri Uzerinden YSA ve DVM regresyonu ile incelenmigtir
(Yetiz, vd., 2021).

Sigortacilik sektértinde yapilan bir calismada ise sirketin var olan musterilerine
ait yas, cinsiyet, dogum vyeri, kullanilan ara¢c marka ve model bilgilerinin de
bulundugu oznitelikler ile kayip musteri kabul edilme durumu arasindaki iligkiler
Karar Agaglari, RO ve k-en yakin komsu algoritmalari ile incelenmistir. En basarili
sonucu veren algoritmanin RO algoritmasi oldugu gézlemlenmistir (Akyigit ve
Tascl, 2022). Bir diger calisma; Kilimci (2022) tarafindan bankacilik, sigortacilik
ve telekomunikasyon sektorlerindeki kayip mdasterileri tahminlemede hangi
algoritmanin daha guvenilir tahminleme modeli, sonuglari verdigi Uzerine
yapilmistir.  Kurulan modelin en yiksek sonuglari bankacilikta %89,93,
sigortacilikta %77,53 ve telekominikasyonda 9%95,90 ile rassal orman

algoritmasinin sagladigi saptamigtir.

Calli ve Kasim (2022), genellikle igletme ve musteri arasindaki (B2C) baglari
inceleyen churn galismasini, isletmeler arasindaki (B2B) kaybi tahminlemeye
yonelik olarak, bir ERP (Kurumsal Kaynak Planlama) sirketi Gzerinden, 10 farkl
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algoritma Gzerinden galismiglar ve RO algoritmasinin en iyi sonug verdigini, trin
cesitliliginin ve mugteri karakteristiklerinin en belirleyici unsur oldugunu

saptamiglardir.

Bir telekomunikasyon sirketinden SQL araciligi ile elde edilen iki milyon
musteriye ait ilgili operatérdeki dmrd, cinsiyet yas, medeni durum, telefon cihaz
bilgisi gibi 6znitelikler ile tarifenin émru, paket asim miktari, misterinin veri
indirme hizi, kapsama alani diginda kaldigi sure vb. birgok degisken ile kayip
musteri kabul edilme durumu LR, RO, YSA ve XGBoost modelleri ile Phyton
ortaminda c¢alistinimistir. Yapilan karsilagtirma sonrasi en basarili algoritmanin
XGBoost’a ait oldugunu, RO ve YSA'nin LR’a gére daha basaril sonuglar verdigi
saptamiglardir (Senyurek, 2019).

Donat (2021), farkli bir telekomunikasyon sirketi Uzerine yaptigdi ¢alismada;
abone yasl, abonelik yasi paket agimi, mobil tv kullanimi, son 6 aylik ortalama
internet kullanimi ve son 1 aylik sikayet sayisi gibi 26 degisken Uzerinden kayip
musteri olma durumunu LR, derin 6grenme, DVM, bayes aglari ve YSA
algoritmalar karsilastinimis ve en basarili tahmin sonucunu veren algoritmanin

derin 6grenme oldugunu saptamistir.

Kaba, A. (2021) yiliinda faizsiz finans sektdriindeki 6ncu bir igletme Uzerinde
yaptigi calismasinda, 18.507 musteriye ait medeni durum, meslek grubu, sisteme
dahil oldugu zaman, kampanya bedeli, kampanya tipi, vade gibi 14 farkh
degisken ile kayip musteri kabul edilme durumunu LR, K-en yakin komsu ve DVM
araciligi ile incelemis ve en basarili tahminlemeyi LR algoritmasinin verdigini

gozlemlemistir.

Cengizci A.D., (2020), 3 farkli subesi bulunan bir zincir otel igletmelerinde kayip
masteri tahminlemesi Uzerine c¢alisma yapmistir. Misterilere ait satin alimlar
arasinda geg¢en zaman, son U¢ yildaki gecelik harcama tutarlari, konaklama
suresi ve sosyodemografik 6z nitelikler ile LR ve RO algoritmalari araciligi ile

incelemis ve RO’nin daha basarili tahmin sonuglari verdigini saptamistir.
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3.2. Saghk Sektorinde Veri Madenciligi

Saglik alaninda, veri tabanlarinda depolan verinin miktari ve kalitesi gittikge
artmis ve teknolojik gelismeler 1s1ginda veri madenciligi kullanimi bir hayli
yayginlagmigtir. Tanimlama ve tahminleme olanadi sunan modeller ve
algoritmalar, veri tabanlarina islenen veriden, anlamli, faydali Ooruntuler
cikarabilmekte ve gelecege i1sik tutabilecek kestirimlerde bulunabilmektedir.
Buyuk veri Uzerinden yapilan veri madenciligi caligmalari dogrultusunda

asagidaki bazi konularda g¢alismalar yapilabilmektedir (Celtikgi, 2018):

¢ Ayni tip hastaliga sahip insanlar ve 6znitelikleri arasinda bag kurulmasi
ve saglikl bireyler i¢in hastalik olasiliklarinin tahminlenmesi,

e Erken evrede tanilama ve dolayisiyla tedavi firsati sunulmasi, 6rnegin,
kronik hastaliklar igin erken uyari sinyallerinin veri madenciligi ile tespit
edilmesi,

o Kilinik deneylerin ve hasta kayitlarinin analizi ile Urunler pazara
verilmeden once endikasyonlarin daha iyi ve hizli tanimlanabilir ve yan
etkileri daha net anlasilabilir olmasi,

e leriye ydnelik hastalik tahminleri yapilarak bulasici ya da salgin
hastaliklara iliskin koruyucu tedbirlerin (asl, ilag) hizlandiriimasi,

o Kiinik, cerrahi ve genomik veriler birlestirilerek hastalik riski ve en
uygun tedavi yontemlerin belirlenebilmesi,

e Recete ve diger hizmetlerin suistimalini onleyici tedbirler geligtiriimesi,

e Laboratuar testleri, receteler ve diger hizmetler icin hata ve suistimal

tespiti ve tedbirler geligtiriimesi.

Koyuncugil ve Ozgilbas (2010), yayinladiklari makalelerinde yukarida gecgen
potansiyel veri madenciligi ¢alisma alanlarina hangi yontem ve modellerini
uygulanabilecegi tizerinde durmuslardir. Ornegin, kronik hastaliklar calismasinda
erken uyari sistemi icin Onemli Bilesenler Analizi, Faktdr Analizi veya LR kullanim
Onerilerinde bulunmus ve oruntulerin saptanmasi sonrasinda risk sinyali olarak

kullanilabilecegini paylagsmigtir. Benzer sekilde VM Klinik Karar Destek
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Sistemlerinin gelistiriimesinde kullaniimaktadir. Burada, veri tabanindaki biyuk
Olcekteki veriden, uygulanan tedaviler, hastalara ait sosyodemografik 6znitelikler
ile tedavi sonugclari arasindaki oruntuler saptanabilir ve tani, teshis asamasinda
ve tedavi segenekleri agamasinda doktorlara destek saglayabilmektedir. Karar
destek sistemleri makina 6grenmesinin de geligimiyle yonetsel sureclerde de
karsimiza c¢ikabilmektedir. Burada, saglik isletmelerinde yonetsel amacli
kullanilabilecek tum degigskenler ¢cok boyutlu olarak ele alinabilmekte, optimal
degerler ve yol haritalar belirlenebilmektedir. Yontem ve model olarak da
tanimlama yaklagimlarinda; Onemli Bilesenler Analizi, Faktdr Analizi, Regresyon,
YSA kullanimi 6nerilmektedir. Verimlilik, kalite ve risk gdstergelerinin
belirlenmesinde, Karar agaglari, Birliktelik Kurallari, K-ortalamalar Kiimeleme
Analizini takiben LR veya YSA kullanilabilmektedir.

Saglik alaninda VM yukaridaki yaygin kullanimi yani sira, islem basi maliyetler
ve maliyete etki eden faktorler, gelecede yonelik hasta yogunluk tahminlemeleri,
finansal performans Uzerinden riskler i¢in erken uyari sistemi geligtiriimesi gibi
alanlarda da kullaniimaya baglanmigtir. Saglik alanindaki sigortacilikta,
sosyodemografik, prim tutarlari, hastanin cepten yaptigi édemeler, tazminat
bedelleri gibi gegcmis veriler ve hizmet alimi sonlanan sigortalilar arasindaki
oruntuler LR, karar agaglan ile incelenebilmektedir. Yazinda yer alan bazi

calismalar asagida paylasiimistir.

VM'de kullanilan modellerin akciger kanseri veri seti Uzerinde basarilari
incelemek igin bir yapilan bir ¢calismada, Oncelikle onkoloji alaninda caligsan
hekimlerin gorugleri alinmig, akciger kanseri alaninda uyumlu veri seti i¢in hazirlik
yapiimis ve buna uygun olabilen veri madenciligi basamaklarini uygulamislardir.
Adim adim ilk dnce 6n isleme ve veri temizleme, veri indirgeme, veri donustirme
ve veri madenciligi islemlerini uygulanmistir. Sonug olarak, bu galisma akciger
kanseri teshisinde tahminde bulunabilecek ve bu sayede hastalik teshis suresi
kisalabilecegine dair verileri sunmus, WEKA veri madenciligi yazihmi ile farkl
algoritmalar (Naive Bayes, BayesNet, LR, Multilayer Perceptron, KStar, Bagging,
OneR, ZeroR, J48 ve Random Tree) uygulanmistir. Yapilan degerlendirmede en
basaril algoritmanin Naive Bayes oldugu saptanmistir (Sebik ve Bulbal, 2018).
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Bir diger calismada, sedef hastaligi, seboreik dermatit, liken planus, pityriasis
rosea, kronik dermatit gibi dermatoloji hastaliklarini, bes tur veri madenciligi
yontemi (CART, RO, Karar Agaci, DSM, Degrade Artirici Karar Agaci)
kullanilarak analizi yapilmistir. Analizlerde, 35 cilt hastaligi degiskeni ve 360
orneklem kullanilan c¢alismada girdi verileri degistirilmis, U¢ kez ydntemler
tekrarlanmig ve en yuksek dogruluk orani %98,64 olarak c¢oklu 6grenme

algoritmalari ile saptanmigtir (Verma, vd., 2019).

Karabulut (2021) calismasinda, 2010- 2020 yillari arasinda 6zel bir hastanenin
23 farkli subesinden 340.900 hastaya ait cinsiyet, yas, sigorta bilgisi, medeni
durum, ikamet ettigi sehir gibi 10 degiskenden olusan ayrintil veri setini
kullanarak, VM Karar Agaci algoritmalarindan CHAID, Quest ve C5.0 ile analiz
calismasi gercgeklestiriimigtir. Hizmet alan bireylerin ve hizmet aldigi subelerin

Ozellikleri kategorize edilerek, hasta profillerini belirlemeye calismistir.

Ozyazar (2019) yaptigi retrospektif calismasinda 1.160 tip 2 diyabetli hastanin
demografik verileri, biokimyasal ve antropometrik verileri, insulin kullanimi,
0zgecmis, soygecmis, hipertansiyon hastaligi teshisi, makro ve mikro
hastaliklarin teghisi, hastalik suresi gibi nitelikleri degisken olarak belirlemis ve
C4.5 karar agaci algoritmasi ile siniflandirma yapilarak makrovaskiler ve

mikrovaskuler komplikasyonlar icin risk modelleri olusturmayi amaclanmistir.

Bir hastanede yogun bakim hastalarinin mortalite ve yodun bakimda yatis
surelerine bu surecgte hangi faktorlerin etkili oldugunu analiz etmeyi amaclamis,
4.233 hastanin verisi Uzerinden, veri madenciligi tekniklerinden, YSA, Naive
Bayes, RO, C4.5, CART, LR, DVM ile incelenmis ve en iyi sonug¢ veren modelin
RO oldugu saptanmistir (Sulekli, 2019).

Cissé ve Yilmaz (2022), yashlarin gunlik yasamlarinda destekleyici, hatirlatici
mobil saglik uygulamasi gelistiriimesi calismasinda Java yazilim ve SQLlite veri
tabaninda faydalanmistir. Kullanicilardan topladi§i veriler dogrultusunda,
yasllara ve Ozellikle alzheimer gibi unutkanlik sorunu yasayan yaglilara ilag
kullanim zamanlarini, muayene kontrol zamanlarini hatirlatan bir program

uzerinde ¢alismiglardir.
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Yapilan baska bir calismada saglikli bireylerin ilerleyen zamanlarda bazi
kanserlere (meme, kolon, akciger) yakalanma riski Uzerinde yas, cinsiyet,
ergenlik yasi, menapoz yasl, ilk anne olma yasi, alkol tiketimi gibi 6znitelikler ve
bulanik mantik yontemi ile tahminlerde bulunmug, meme kanserinde %80,83,
akciger kanserinde %80, kolon kanserinde %82,72 oranlarinda basari elde
etmislerdir. Calismanin sonucuna bagl olarak, insanlarin bu riskleri g6z éninde
bulundurarak kansere yakalanmadan 6nce bazi tedbirler alabileceklerini ve bu
sayede kanser olma olasiliklarini digurebileceklerini ortaya koymuslardir (Ating
ve Ayan, 2013).

Veri kaynagi olarak, SEER (Surveillance Epidemiology and End Results)
kimesinden alinan 60.948 ornek Uzerinde yapilan kanser turleri hakkinda yapilan
calismada verilerin %66’s1 egitim kimesi ve %34’G test kimesi olmak Uzere
siniflandirma modellemesinde kullaniimigtir. Scikit-learn ile modelleri olusturmak
icin python programi kullaniimistir. Scikit-learn ile elde edilen en iyi
sonuca %91,84 dogrulukla Karar Agaclari algoritmasi kullanilarak ulagiimistir.
Tanagra ile en iyi sonug 87.75 dogrulukla RO ile ulagiimistir. Weka, Tanagra ve
Scikit-learn'de ayni bilgisayarda yedi siniflandirma algoritmasi ¢alistirildiginda en
iyi sonucun 91,84 dogruluk oraniyla karar agaci algoritmasi ile Scikit-learn araci
ile yapilan test oldugu gorulmustir. Ardindan Tanagra ve WEKA takip etmistir.
Bu calismada kullanilan kaynaklar karsilastirildiginda Scikit-learn en iyi sonug

veren arag oldugu goérulmektedir (Cogun, vd., 2022).

Alan (2019) cgalismasinda, hastanede kayit altinda tutulan veriler arasinda
birliktelik kural olup olmadigini arastirmistir. WEKA programi kullanarak
hastanedeki servislere bagvuran hasta sayisi ve hangi servislere basvurduklarini
Apriori algoritmasi ile analiz etmistir ve yoOnetici kararlarina destek saglamak

uzere bulgular paylagmislardir.

Yapilan bir galigmada hastanelerin gelecekteki hasta yogunluklarinin veri
madenciligi yontemleri ile tahminlenmesi amaglanmig, hastane veri tabani
araciligi ile aylik hasta kabul basvurusu igin veri transferi, filtreleme ve veri 6n-
isleme faaliyetleri gerceklestiriimis sonrasinda zaman serileri ve YSA teknikleri
kullanilarak modellemeler yapilmigtir. YSA, ARIMA, Ustel dizgunlestirme dnce
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kendi alt modelleri ile sonrasinda her yontemin tahminlemedeki en basarili
sonucu veren modelleri kendi aralarinda karsilastinimistir. En basaril
tahminleme sonucunu veren modelin Ustel duzgunlestirme yontemlerinden

Winters Additive oldugu saptanmigtir (Irmak vd., 2012).

Gulsevin ve Turkan (2012), Saglik Bakanhgr’na bagli hastanelerin 2011 yil
verilerini kullanarak verimlilik performanslarini tanimlamak amaciyla galismayi
yurutmuslerdir. Bu ¢alismada veri zarflama analizi kullaniimigtir. 15 hastanede
analizler yapilmig ve performansi daha dusiuk olan hastaneler i¢in onerilerde

bulunulmustur.

Bir devlet hastanesinde mevcut kadro yonetiminin iyilegtiriimesi Uzerine yapilan
calismada 7 yilhk kayit altina alinmis veriler Uzerinden hastalarin ka¢ kez
hastanenin poliklinik ve klinik bdlimlerine basvurdugu, hangi bdlimlere
yonlendirildigi Access veri tabaninda analiz edilmistir. Calismanin sonucunda,
mevcut saglik kadrosu ile maksimum faydanin nasil saglanacagina dair

yonlendirmede bulunulmustur (Ozdemir, vd., 2010).

3.3. Saglk Sektorinde Musteri Kayip Analizi

Saglik kurumlarinda MKA'nin yapilabilmesi i¢in hizmet alanlara ait 6znitelikler,
hangi hizmet alicilarinin devamli, hangilerinin kayip kabul edilme durumunun
belirlenmesi gerekmektedir. Ayrica, MKA'nin kavramsal ¢gergcevesi dogrultusunda,
asagida oncelikle Turkiye'de hasta tercih egilimlerinin gelisimi degerlendirilmis ve
saglik hizmet alicilarinin magteri mi yoksa hasta mi olarak anilmasinin gerektigi
kavramsal tartismasi verilmigtir. Sonrasinda saglik kurumlarinda MKA ve

uygulama alanlari paylagiimistir.

3.3.1. Tiirkiye’deki Saglik Sektoriiniin ve Hasta Tercihlerinin Geligsimi

Saglikta dontisum programi (2003-2011) ve 06zel hastanelerin Onlerinin
acilmasiyla, (tesvik edilmesiyle birlikte) sektérin ve 6zel hastanelerin yapisinda
ve hastalarin talep ve beklentilerinde degisimler gdézlenmeye baslanmistir. Devlet
hastanelerinin, hasta taleplerini yeterince karsilayamamasi, 6zel sektorun devlet

politikalariyla onundn acilmasiyla birlikte, Ulkemizdeki 6zel saglik hizmet
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sunucularinin sayisinin hizla artmasi, tibbi olarak basarili hekimlerin devlet
hastanelerinin yani sira, calisma kosullarindaki avantajlar nedeniyle 0zel
kurumlari tercih etmeye baslamasi vb. degisimler hastalar agisindan gelirleri
dogrultusunda farkli alternatiflere ulagsma imkani saglamistir. Bu degisimlerle
birlikte, dnceleri hastalarin 6zel hastaneleri tercih etmelerindeki en temel neden
hekim tercihiydi. Ozel saglik hizmet sunucularinin gogalmasi, rekabetin artmasi
ile birlikte hasta tercihlerinde hekimin yani sira kullanilan tibbi teknoloji de hasta
tercihlerindeki en dnemli parametrelerden olmaya baslamisti. Ozel hastanelerin
mali agidan da guglenmesi, hasta tercihindeki Snemi nedeniyle, tibbi teknoloji de
birgcok hastane igin standart bir hizmet sunum araci haline gelmisti. Hekim (¢cok
spesifik hastaliklar ve ge¢gmisten gelen takipte olunanlar harig) ve tibbi teknoloji
beklentisi karsilanan hastalarin, gelir duzeylerine gore 0Ozel hastaneleri
secmelerindeki etkin faktor ise hastanelerin fiziki ferahhgi, konforu ve tibbi ve idari

personel ile olan iletisim bagliklari olmustur.

Gunumuzde geldigimizde; artik binalarin fiziki kosullari, konforu gibi baslklar
bayuk Olgclide rekabet gucuni gidermis, tibbi —idari personel ile olan iletigsim
(hasta karsilama, ugurlama vb.) yavas yavas saglik hizmet rakipleri arasinda
standarda yaklagsmigtir. Dolayisiyla, artik hasta tercihlerini belirleyecek olan
rekabet avantajinin; hastalarin tedavilerinin — asamalarinin bireysel takibi,
medikal kogluk, kigisel saglik sunumu vb. alanlarla saglanacagi dngorulmektedir.
Burada; hasta tercihini belirleyecek etmenlerin azalmasi, alternatiflerin kat ve kat
artarak devam etmesi (Ozel kurumlar, sehir hastaneleri vb.) nedeniyle mevcut
hastalarin memnun edilmesi, elde tutulmasi isletmelerin devamlhligi i¢in ¢ok
blylk bir 6nem arz etmektedir. Ozel saglik sektéri igin, hastalarin dogru
tanimlanmasi, taleplerinin tahmin edilmesi ve kayiplarinin énlenmesi ¢ok kritiktir
ve ancak sistematik bir yaklasim ile surekliliginin saglanabilecegi

dusunulmektedir.

3.3.2. Saglhk Kurumlarinda Miisteri Kayip Analizinin Onemi

Musteri kaybi tahmin modeli, temelde 6zellikle hizmet odakli endustrilerde ve
rekabetgi bir is ortaminda basarili bir musteri iligkileri yonetimi gergeklestirmenin
etkili bir yolu olarak kabul edilmektedir. GinimUzde daha ¢ok telekomUnikasyon,
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bankacilik ve sigortacilik gibi abonelik esasinda g¢alisan endustrilerde yaygin
olarak kullaniimaktadir. Turizm, otelcilik ve saglik gibi sektorlerde sistematik bir
analiz olarak MKA henliz uygulamada yerini almamigtir. Ozellikle hastanecilik
alaninda; saglik hizmet sunuculari, hastalarinin tercihlerini, ne zaman, hangi
durumlarda hizmet sunucusu degistirdiklerini analiz edememektedirler. Kimi
kuruluglar; hastalarina aldiklari hizmet sonrasi memnuniyet anketleri gondererek,
kimisi telefonla arayarak, kimisi de basili formlarin doldurulmasini isteyerek
hastalarini anlamaya galismaktadir. Her 6zel saglik kurumu; mevcut hastalarini
muhafaza etmek, memnuniyetleri 6lcmek ve saglamak icin farkh politikalar izliyor
olsalar da temelde reaktif uygulamalarin yani hasta geri bildirimleri sonrasi alinan
aksiyonlarin otesine ¢ok fazla gegemedigi gorulmustir. Dolayisiyla, mevcut
hastalarini korumakta ve onlarin dmur boyu katacagi degerlerden mahrum kalma
riski ile karsilagmaktadirlar. Ayrica, yeni musteri kazanmanin, mevcut musteriyi
mutlu edip elde tutmaya goére bes ile on kat daha maliyetli oldugu (Kotler ve
Amstrong, 2017; Gallo, 2014), memnuniyetsiz ayrilan musterilerin %96’sinin
sikayet bagvurusunun olmadigini fakat deneyimlerini en az 15 kisi (saghk
alaninda ¢ok daha fazla oldugu dngériimektedir) ile paylastiklarini (Beal, 2014)
ve musterilerinin %92’sinin agizdan agiza pazarlamayi diger pazarlama-iletisim
kanallarini kullanmaya tercih ettiklerini, tanidiklarindan duyduklari ya da musteri
bloglarindan okumus olduklari musteri deneyimlerini daha guvenilir bulduklarini
ortaya koyan galigsmalar (Nilsen, 2012), MKA'yI saglik kurumlari i¢in daha da kritik

hale getirmektedir.

3.3.3. Saglik Kurumlarinda Miisteri ve Hasta Kavramsal Cergeve

Turkgemizde “client” ve “customer” kavramlari her ne kadar “musteri’ olarak
belirlenmis ve kullaniliyor olsa da aslinda “client” karsihdi hukuk, muhasebe-
finans gibi resmi ve profesyonel hizmet alicilar igin, “customer” ise diger is
yerlerinden veya magazalardan mal ve hizmet alicilar igin kullaniimaktadir.
“Consumer’- “tuketici” kavrami ise bir Urln ya da hizmeti nihai kullanim amaci ile
satin alan Kisiyi ifade etmektedir. TUketici son kullanicidir, musteri ve tiketicinin

ayni kisi oldugu durumlar olsa da farklihk gésterebilmektedir. Musteri, genel
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anlami ile belirli bir igsletmeden duzenli araliklarla mal ve/veya hizmet alan kisiyi

ifade etmektedir.

Saglik hizmet sunucularindan hizmet alanlar hasta mi yoksa musgteri olarak mi
anilmali sorusu 6nemlidir. Saghk sektdrinde, medikal hizmet i¢in bagvuran
hizmet alicilari, genel olarak hasta olarak anilmaktadir. Diger yandan, hastalarin
da bir hizmet alim devamliligi arz etmesi, segenekli sunucular arasindan segim
yapmalari hastalarin “musgteri” olarak da anilmasinda/degerlendiriimesinde rol
oynamaktadir. Saglik sektoriindeki hizmet alicilarinin kavramsal tanimlanmasi
lizerine yapilan bir calismada (Costa, vd., 2019); ingilizce’de “customer,
consumer, client, survivor, patient” kelimeleri Uzerine 13 Ulkede (Amerika,
Ingiltere, Kanada vs.) 1.522 makale lizerinden incelemeler yapilmis, tarama ve
uygunluk asamalari sonrasi 105 g¢alisma uygun bulunmus ve 47 calisma
niceliksel arastirmaya dahil edilmigtir. Yapilan ¢calismada nihai olarak; “patient
(hasta)” kavraminin saglik hizmet alicilari i¢in en ¢ok kabul géren kavram oldugu

saptanmisgtir.

Turkiye’de yapilan birgok ¢alismada (Soysal vd., 2017; Kisa ve Tokg6z, 2007);
hastalar mUsteri olarak degerlendirilse de hastanelerin karsilama-kabul birimleri
gunumuzde hasta hizmetleri, misafir hizmetleri, hasta kayit birimi gibi isimler ile
anilmaya devam  etmektedir. Saghk hizmet alicilari  agisindan
degerlendirildiginde ise medikal agidan musteri olarak gorilmek istemedikleri,
beklentilerinin onlari dinleyen, maddi kazan¢ saglamaktan ziyade sagliklarini
iyilestirmeyi amag edinen, dogru yonlendirmeyi yapan, ozetle icinde bulunduklari
rahatsizliktan veya hastaliktan kurtulmalari igcin gereken empati igerikli yaklagim

oldugu gorulmektedir (Aydan, 2020).

Diger yandan; hastalar hizmet alim deneyimleri agisindan degerlendirildiginde
hizmet sunum aginin iyilestiriimesi, oda hizmetleri, guler yuzlu kargilama- hizmet
sunum, konforlu alanlar vb. rekabet ortaminda farklilik getirecek basliklarda
hizmet sunumunda hastalari musteri perspektifinden dederlendirmek,
deneyimleri gelistirecek, memnuniyetlerini arttiracak faaliyetlerde bulunmak
gerekmektedir. Bu yaklasimlar, nihai olarak medikal hizmet sunumuna katki

saglayacak ve hastanin tedavi butunligunde rol oynayacaktir. Ayrica, medikal
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hizmet alan hastalar disindaki, refakatgci, kafeteryadan hizmet alan hasta yakini,
anlasmali kurumlar gibi diger paydaslar hastanenin mdusgterileri olarak da
degerlendirilebilmektedir (Kavuncubasi, 2000). Calismamizda ise saglik hizmet
sunucularindan medikal hizmet alanlarin “hasta” olarak, medikal hizmet digindaki
diger hizmetlerdeki memnuniyetinin saglanmasinda musteri yaklagiminin
benimsenmesinin etkin olacagi ve hizmet alim devamliligi olanlarin “devaml
hasta” olarak anilmasi daha dogru bulunmus olup ileriki kisimlarda musteri

kavrami yerine hasta kavrami kullanilacaktir.

3.3.4. Saglik Kurumlarinda Miisteri Kayip Analizinin Kullanim Alanlari ve

Ornekleri

Musgteri devamlihdr bulunan sektorlerde, musteri belirleme olgitleri ve kayip
musteri kabul etme oOlgutlerini net olarak tanimladiktan sonra belirli zaman serileri
igerisinde, veri tabanlar Uzerinden, kayip kabul edilen musteriler ile nedenleri
arasinda bir éruntu agi ¢ikarmaya cgalisiimakta ve bir musterinin ne zaman, hangi
durumlarda hizmet alimini kestigini haritalandirabilmektedirler. Sonrasinda ise
belirlenen aglar ile bir musterinin gelecekte kaybedilme riskini c¢esitli veri

madenciligi araglari ile tahmin etmektedirler.

Saglik alaninda, 6zellikle 6zel hastane isletmeciliginde, hasta tutundurma gok
onemli hale gelmistir. Diger yandan genellikle, hastayi elde tutma siregleri gelen
sikayetlere yonelik reaktif aksiyonlar ile yoOnetiimektedir. MKA’nin saglik
uygulamalarinin yazinda pek yer almadigi goértulmektedir. Saghk kurumlarinda
hastalarin surekli hizmet almasi s6z konusu olmadigi, kisa veya uzun donemli
aldiklari tedavi bitiminde hizmet alimlari durdugu icin kimlerin kayip hasta
oldugunu belirleme problemi vardir. MKA’nin saglik alani yazininda uygulama
ornekleri pek olmamasina ragmen, hizmet devamliigi gerektiren bircok alt
alaninda benzer g¢alismalarin yapilabilecedi dusunulebilinmektedir. Bu durumda;
kalp anomalileri, diyabet, zeka geriligi vb. konjenital, kalitsal, kronik hastaliklar,
kanser gibi uzun sureli tedavi ve takip gerektiren hastaliklar ile hamilelik-dogum
(dénemsel devamhlik gerektiren durumlarin) ve ¢ocuk gelisimi (saglikli rutin
takip/agi ve hastalik takibi) gibi durumlarin MKA kapsaminda
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degerlendirilebilecedi dugsunulebilinmektedir. Bu alanlarin her birinde bir hizmet
devamlligi ve bir hizmet alicisi baglantisi bulunmaktadir. Mucbir sebepler,
gonulstuz kayiplar elendikten sonra devamh hasta kabul edilen bir hizmet
alicisinin kayip hasta olmasi durumunda, aldigi tibbi ve idari hizmetten
memnuniyeti, 0dedigi Ucret gibi bircok nedene dayali oruntuler ¢caligabilecektir.
Ornegin hastaneler, gebelik tanisi almis hastanin poliklinik takibini ve dogumunu
ilgili kurumda yapilip yapilmadigu, ilgili kurumda dogan bebegdin duzenli cocuk
takiplerini ayni kurumda yaptirip yaptirmadiklarini takip etmeye calismakta fakat
takipten c¢ikan hastalar ve nedenleri Uzerinden sistematik kapsamli veri
madenciligi calismalari yapmamaktadirlar. ilgili veri madenciligi calismalari ile
MKA yapildiginda, hastalarin sosyodemografik, gelis sikliklari, sigorta guvence
durumu, fatura 6dem ayrintilari, sistemde bulunan sikayetler, anket sorularina
cevaplar ile hizmet sunucusundan c¢ikma nedenleri arasindaki oruntuler
saptanabilir ve gelecege yonelik tahminlerle hastalarin tutundurulmasi

amaclanabilmektedir.

Her ne kadar yazin taramasinda saglik alaninda dogrudan ornekler ile nadiren
karsilagilsa da Kwoon, vd. (2021) tarafindan, Kore’de yemek, egzersiz ve kilo
verme gibi alanlarda interaktif mesaj génderiminde bulunan bir dijital saglk
aplikasyonu churn kapsaminda incelenmistir. Calismada; 1 Ocak 2017 ile 1 Ocak
2019 tarihleri arasinda programa kaydolup, 6dedigi programdan erken c¢ikis
yapan ve yedi gunluk Ucretsiz deneme suresi sonrasi devam etmeyen musteriler,
kayip musteriler olarak kabul edilmigtir. Bu dogrultuda, 1868 uygun musterinin
YSA araciligi ile hangi durumlarda kayip musteri olduklari ve bunda en belirleyici
etmenlerin nelerin oldugu (gunlik atilan adim sayisi, alkol tuketimi, fazla

yeme/geg¢ yeme) analiz edilmigtir.

Yapilan bir diger calismada; iran’da biiyiik bir kamu hastanesinin en fazla hasta
sayisina sahip kardiyovaskuler, noroloji ve pediatrik hematoloji bolumlerinde, 3
yillik sUreyi kapsayan hastalarin davranislarinin takip edilmesi (gelis sikhdi, kalis
suresi, 6deme vb.) MYBD olarak RFML modeli ile 6zel gruplari ve egilimlerini
tespit etmeye calisilmistir. Calismadaki ana gaye, iliskilerinin giglendiriimesi igin
potansiyel sadik hastalarin tanimlanmasi, potansiyel kayip hastalarin
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tanimlanmasi ile kayip gergeklesmeden dnce tutundurma faaliyetlerine, musteri
kaybiyla iliskili maliyetleri azaltilabilmesine olanak saglamaktir. ik olarak, hedef
musteri ve gruplarin belirlenmesii¢cin K-means kimeleme algoritmasi uygulanmig
ve daha sonra kayip tahmini olarak karar agaci siniflandiricisi kullaniimistir.
Sadik ve kayip hasta sayisina goére g klinigin performansini karsilastiriimig, en
iyi sonucu veren pediatrik hematoloji klinigindeki iyi uygulama ornekleri diger
birimlerde de degerlendirimek Uzere hastane yonetimiyle paylasiimigtir
(Mohammadzadeh, vd., 2017).

Hastaneler mevcut musterilerini elde tutabilmek icin ¢aba sarfetmektedirler.
Diyabet hastalari Uzerine 1999-2015 yillari arasindaki farkli hastanelere ait
91.000 gozlem uzerinden veri madenciligi araclariyla kayip hasta oranini tahmin
edecek bir ¢calismalar yapiimistir. Calismada; yas, hastanede gegirilen zaman,
kullanilan ilag, tani kodu, taburculuk kodu, ayaktan hasta basvuru sayisi, kritik
kriz sayisi gibi hastanin kondisyonunu, ozniteliklerini, kullandigi ila¢ ve yapilan
tetkikleri iceren 54 farkl diyabet iligkili degisken kullaniimistir. Verilerin %80’i
egitimde, %20’si test asamasinda kullaniimis ve LR, karar adaglari ve RO ile
tahminleme calismalari yapilmistir. Calisma bulgulariyla, hastalarin profillere
ayrilmasi, yeni musterilerin kazandirilmasi ve mevcut hastalarin modelin
ciktilarini kullanarak tutundurulmaya katki saglayacagi 6ngoérulmustiar (Chauhan,
vd., 2020).

Yapilan bir diger calismada hastaneler ve kronik hastalik hastaneleri, hangi
hastalarin tesislerinden bakim alacagini tahmin etmek icin elektronik saglik
kayitlarindan vyapilandirilmis verileri ve regeteleri kullaniimistir. Uygulama
amagclarn dogrultusunda, hasta kayiplarini tahmin etmek igin toplu 6grenme
teknikleri ve teshis aciliyetine dayali kimeleme teknikleri kullaniimigtir. Bulgularin,
klinik karar vericiler igin ilgi ¢ekici oldugu ve teshiste yardimci olacagini
ongoérmuslerdir (Singh, vd., 2023).
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4. BOLUM

SAGLIK SEI_(T_(")RUNDE MKA IGIN BIR ARASTIRMA VE
METODOLOJISI

Bu bolumde, oncelikle saglik sektorunde MKA igin yapilan aragtirmasinin 6nemi,
amaci, sorulari paylasilmigtir. Sonrasinda, arastimanin yéntemi, asamalari,

model degerlendirme kriterleri ve kisitlari paylagiimigtir.

4.1. Arastirmanin Onemi

Gunumuzde artan rekabet kosullari, gelisen teknoloji ve degisen musgteri
beklentileri nedeni ile igletmelerin stratejileri ve is yapis modelleri yeniden
sorgulanmaktadir. Ayrica, artan hammadde maliyeti ve ithalat yUkleri,
isletmelerde verimliligi ve finansal kaynaklarin etkin kullanimini daha da 6nemli
hale getirmistir. isletmeler icin blylimenin ya da hayatta kalmanin en temel
etmenlerinden birisi, hizmet sunumuna yeni musterileri eklemek ya da mevcut
musterilerini koruyabilmektir. Kotler ve Amstrong, (2017), ¢alismalarinda yeni
musteri kazanmanin, mevcut musteriyi mutlu edip elde tutmaya goére bes ile on
kat daha maliyetli oldugunu belirtmiglerdir. Yine c¢alismalarda; yaptiklar
alimlardan memnuniyetsiz ayrilan musterilerin %96’sinin sikayet bagvurusunun
olmadigi fakat deneyimlerini en az 15 kisi (saglik alaninda ¢ok daha fazla oldugu
ongorulmektedir) ile paylastiklari (Beal, 2014) ve mdusterilerinin %92’sinin
agizdan agiza pazarlamayi diger pazarlama-iletisim kanallarini kullanmaya tercih
ettikleri, tanidiklarindan duyduklari ya da musteri bloglarindan okumus olduklari
musteri deneyimlerini daha guavenilir bulduklari yer almistir (Nilsen, 2012). Bu
bilgiler dogrultusunda, memnuniyetsizlik sonucu kaybedilen hastalarin YBMD’si

de dusunuldigunde, MKA saglik kurumlari igin daha da kritik hal almaktadir.

Yapilan yerli ve yabanci yazin taramasinda MKA analizlerinin abonelik ve/veya
mugteri surekliligi bulunan bankacilik, telekomunikasyon, sigortacilik vb.
alanlarda yaygin olarak yapildigi goérilmektedir. Fakat saglik alaninda son birkag
yilda gorilmeye baslandigi, 6zellikle hastanecilik dalinda dinya genelinde ¢ok

nadir c¢alismalarin yapimig olmasi ve Turkiye'de ise yazin taramasinda
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saptanmamasi calismayi farkh kilan unsurlardandir. Konu saglik olunca da
insanlarin olumsuz deneyimlerini diger sektorlere nispeten ¢ok daha fazla
paylastigi dusunulmektedir. Dolayisiyla, ¢alismanin 6zgunligunin yani sira
MKA’nin hastanecilik igin bir ihtiya¢ oldugu, uygulanmasi durumunda musteri
tutundurma ile birlikte birgok farkl katkisinin da olabilecegi, farkl ¢alismalara 1sik

tutabilecegi arastirmay1 onemli kilmaktadir.

4.2. Arastirmanin Amaci ve Sorulari

Yapilan bu ¢alismada amag; saglik hizmet alicilarinin magteri mi hasta mi olarak
anilmasi, devamli hasta ve kayip hasta belirleme olgutlerinin neler olabilecegi,
MKA’nin saglik alani i¢in uygulanabilir olup olmadigi, yuksek tahmin basarisi ve
yorumlama kolayligi bulunmasi nedeniyle segilen VM tekniklerinden (CHAID ve
CART) hangisinin daha basarili sonuglar verdigini arastirmak ve gelecekte
yapilabilecek katma deger uretecek calismalara 1sik tutmaktir. Bankacilik ve
telekomunikasyon gibi diger sektorlere gore nispeten kurumsal olarak daha az
gelismis saglik ve 6zellikle hastanecilik hizmetleri sektoriinde bir uygulama ornegi
uzerinden kayip musterileri tanimlayabilmek, tutum ve paternleri saptayacak,
gelecekteki egilimlerini tahmin edebilecek bir model kurgulamak ve musteri
kayiplarini 6nlemeye calisacak aksiyon planlarina isik tutmaktir. Calisma

kapsaminda asagidaki sorulara yanitlar aranmaktadir:

e Saglik sektérinde hasta mi musteri mi daha kabul edilir bir tanimlamadir?

e Saghk sektorinde surekli hizmet alicisi ve kayip hizmet alicisi
tanimlanabilir mi?

e MKA her hastaya uygulanabilir mi?

e Saglik sektdrinde hastalarin hizmet sunucularini degistirmekteki egilimleri,
abonelik, musteri surekliligi bulunan diger sektorlerde oldugu gibi kayip
olma analizi ile degerlendirilip dnleyici faaliyetler alinabilir mi?

e Hastalarin gelig sikliklari ve kayip hasta olma durumlari arasinda bir iligki

var midir?
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e Kayip hastalarin tahminlenmesinde tahmin basarisi ve yorumlama
kolayhdr nedeniyle secilen siniflandirma tekniklerinden karar agaci
algoritmalarindan olan CHAID ve CART arasindan hangisi ile daha
basarili sonuclar elde edilebilir?

e Hastalarin sikayetleri ile kayip hasta olma durumlari arasinda bir iligki var
midir?

e Hastalarin anket sorularina verdigi cevaplar ile kayip hasta olma durumu

arasinda iligki kurulabilir mi?

4.3. Arastirmanin Yontemi ve Asamalari

Arastirma, uluslararasi bir sirketin pargasi olan, Turkiye ve Avrupa’da, dort farkl
ulkede toplam 24 hastanesi, 14 tip merkezi, 25.000’e yakin ¢alisani ve yillik
5.000.000 hastasi olan bir 6zel saglik kurulusunda yapilmistir.

Hastane sektorinde MKA’nin uygulanabilirligi ele alinirken hizmet alim
devamhligi iceren hasta gruplari dusunulmuas konjenital, kahtsal, kronik
rahatsizliklar ya da hamilelik-dogum donemi gibi duzenli takip gerektiren birgok
tibbi brans MKA ile degerlendirilebilir oldugu fikri olusmustur. Fakat s6z konusu
hasta gruplan igin birbirinden farkh olgutler kullaniimasi gerekmektedir. Bu
nedenle, arastirmada sadece c¢ocuk hastalar secilmistir. Cocuk hastalarin

secilmesinde rol oynayan ana etmenler asagida verilmigtir:

e Saghkh cocuk takibinde (ulusal kabul gérmus asi takviminin de yer
almasi) asilarin 6zel hastanelerde uygulanabilir olmasi,

e Anne-babalarin gocuklarinin sagliklarina (hastalik hali ve planli
takiplerde) kendilerine oldugundan daha fazla duyarli olmasi,

e Cocuklarin hizmet aliminin devamllik arz etmesi, yas gruplari ve
hizmet alim sikliklarina gore gruplandirilabilmeleri,

e Anne-babalarin, konu ¢ocuklari oldugunda aldiklari hizmet sonrasi

gozlem, sikayet ve dnerilerini daha sik dile getirmeleri.
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Bu dogrultuda, gocuk hastalarin hastaneye bagvuru sikliklari ve kayip hasta
kabul edilme durumu, sistemde bulunan kayith sikayetleri ve kayip hasta durumu
ve anket sorunlarinda NPS'’yi etkileyen soruya verilen puanlandirma ile kayip
hasta olma durumu arasindaki oruntiler VM teknikleri incelenmis ve tahmin
modelleri gelistiriimistir. Asagidaki kesimlerde s6z konusu bu ¢ ayr tahmin

modeli igin yapilan arastirmanin sureci sirasi ile verilmistir.

Arastirma igin dncelikle illgili saglik kurumunun farkl veri tabanlarindan, gelis
sikliklari galismasinin degiskenleri SQL yapisal sorgu dili aracih@ ile MiY
sistemine kayith sikayetler ve anketlere verilen cevaplar ise MiY yazilim
programinda tanimli otomatik raporlar araciligi ile temin edilmistir. Yapilan her tg¢
calismada, Sekil 4.1’de paylasilan, veri secimi, veri temizlemesi, veri isleme-
donusturme, VM uygulamasi, bulgularin degerlendiriimesi ve yorumlanmasi

neticesinde kesfedilen bilgi asamalari takip edilmigtir.

Onigleme Dei.
. = Bilz
e ver v ) Kes
eri iyt Ver | Vel _ Maden- ™ yorum [ O
Tabam Secimi Temizleme ciligi lama

Sekil 4.1.: Veri Madenciligi ile Bilgi Kesfi Adimlari

4.3.1. Gelis Sikliklari ve Kayip Hasta Tahminlemesi

Cocuk hastalar; 28597 sayil Sosyal Guvenlik Kurumu Saglik Uygulama
Tebligi'nde 0-18 yas araligindaki bireyler olarak tanimlanmistir. Bu dogrultuda
01.01.2012 ve 31.12.2018 tarihleri arasindaki 3.400.000’i askin cocuk hasta
bagvurular listelenmigtir. 496.847 cocuk hastanin basvurulari devamli hasta
kabul kriterlerince degerlendiriimis ve 211.464 tane gocuk hasta devamli hasta

kabul edilip MKA’ya konu edilmigtir. 2020 basi itibari ile, 10 yas Uzerinde olan
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11.164 adet cocuk hastalar, rutin takibin disina ciktiklari icin calisma disinda

birakilmistir. Calisma geriye kalan 200.350 hasta Gzerinden yapilmistir.

Calisma verisinde 2019 ve sonrasinin dahil edilmemesinin nedeni, hastalarin

kayip hasta kabul edilebilmesi igin bazi yas gruplarinda minimum 1 yil basvuru

olmama durumunun gozetiimesi ve 2020’nin ilk aylar itibari ile tlkemizde de

goérilen Covid-19 salginin hasta davraniglarini degistirmesidir. Covid-19

baglangici ile birlikte aileler zorunlu haller disinda c¢ocuklarini hastanelere

goturmemisler ve hekimleri ile fiziksel muayene yerine whatsapp, viber vb. online

iletisim kanallari aracilidi ile iletisim kurma yolunu se¢mislerdir. Veri tabanindan

SQL araciligi ile belirlenen galismada kullanilacak degiskenlerin bagliklari ve

acgiklamalar Tablo 4.1.de verilmisgtir.

Tablo 4.1.: Gelis Sikliklari ve Kayip Hasta Modeli icin Kullanilan Degiskenler ve

Tanimlamalari

Bashk Anlami
Hastano Benzersiz Tanimlayici / Anahtar
Dogum_Tarihi Hastanin Dogum Tarihi

Son_Gelis_Sube

Basvurunun Oldugu Son Sube

Son_Gelis_Sube_Istanbul

Bagvurunun Oldugu Son Subenin Kategorisi- Istanbul

Son_Gelis_Sube_Anadolu

Basvurunun Oldugu Son Subenin Kategorisi- Anadolu

Son_Kabul_Kurumu_Grubu

Son Kullanilan Sosyal Glvence Grubu (Nakit, Ozel
Sigorta, Sgk Vs.)

Son_Gelis_Tipi Son Bagvurunun Tipi (Ayaktan, Yatan, Gunubirlik)
Uyruk Uyruk Belirteci
Son_Adres_lli Son Basvurudaki Hastanin Adresinin Kayitli Oldugu il

Pol_Mua_Basvuru_Tarihi

Poliklinik Muayene Basgvuru Tarihi

Kontrol_Mua_Basvuru_Tarihi

Kontrol Muayene Bagvuru Tarihi

Diger_Basvuru_Tarihi

Poliklinik Muayene ve Kontrol Muayene Digindaki Diger

Ayaktan Ya Da Yatan Basvurular

Calismanin veri temizleme asamasinda, hasta adi soyadi gibi gizlilik igeren

veriler KVKK (Kisisel Verilerin Korunmasi Kanunu) dogrultusunda, hasta
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odemeleri, kurum odemeleri, cinsiyet gibi basliklar ¢alisma kapsam disinda

birakildigi i¢cin ¢calisma veri setinden cikariimigtir. Benzersiz tanimlayici olan

hastano’nun eksik oldugu durumlara ait gozlemler de guraltd, kayip deger

uretmemesi amaci ile ¢ikariimistir. Hedeflenen c¢alisma kapsaminda; veri

islenmesi, donusturilmesi, dizenlemesi asamasinda eklenen ve modelde

kullanilan yeni degiskenlerden bazilar

Tablo 4.2’de verilmistir. Modelde

kullanilan tim degiskenler Ek 2.’de verilmigtir.

Tablo 4.2.: Gelis Sikliklari ve Churn Modeli Eklenen Degigkenler ve Tanimlamalari

Bashk

Anlami

GA_1-2_Yas_Diger_Adet

1-2 Yas Araligindaki Gocuk Hastanin Poliklinik ve
Kontrol Muayene Disindaki Basvuru Adetleri

GA_1-2_Yas_Kontrol_Adet

1-2 Yas Arahdindaki Cocuk Hastanin Kontrol

Muayene Adedi

GA_1-2_Yas_Poliklinik_Adet

1- 2 Yas Araligindaki Cocuk Hastanin Poliklinik
Muayene Adedi

GA_Toplam_Gelis_Adedi

Toplam Gelis Adedi (Poliklinik, Kontrol Ve Diger)

Son-Sondan2_Arasi_Gun_Sayisi

Son Gelis- 1 Onceki Gelis Giin Farki

Sondan2-Sondan3_Arasi_Gun_Sayisi

Bir Onceki- 2 Onceki Gelis Giin Farki

Sondan3-Sondan4_Arasi_Gun_Sayisi

Sondan 2 Once Gelis- 3 Onceki Gelis Guin Farki

Sondan4-Sondan5_Arasi_Gun_Sayisi

Sondan 3 Once Gelis- 4 Onceki Gelis Giin Farki

Sondan5-Sondan6_Arasi_Gun_Sayisi

Sondan 4 Once Gelis- 5 Onceki Gelis Gun Farki

Sondan6-Sondan7_Arasi_Gun_Sayisi

Sondan 5 Once Gelis- 6 Onceki Gelis Gun Farki

Sondan7-Sondan8_Arasi_Gun_Sayisi

Sondan 6 Once Gelis- 7 Onceki Gelis Giin Farki

Sondan8-Sondan9_Arasi_Gun_Sayisi

Sondan 7 Once Gelis- 8 Onceki Gelis Guin Farki

Sondan9-Sondanl10_Arasi_Gun_Sayisi

Sondan 8 Once Gelis- 9 Onceki Gelis Gun Farki

GS_1-2_Yas_Gelis

1-2 Yas Toplam Gelis Sayisi

GS_1-2_Grubu Gelis Sayisina Gére Segmenti (A, B, C, N/A)

MAXG 1 1-2 Yas Arasinda lki Basvuru Arasindaki Max Gin
- Sayisi

MAXG_2 2-3 Yas Arasinda |ki Bagvuru Arasindaki Max Guln

Sayisi

Churn_1-2 Yas

1-2 Yas Araligindaki Churn Durumu (1 Evet/ 0 Hayir)

2020_Churn_Durumu

01.01.2020 itibariyle Churn Durumu (1 Evet / 0 Hayir)

Yapilan veri igsleme, donusturme, birlestirme agsamasinda, ¢cocuk hastalar ilgili yas

gruplarindaki gelis sayilarina gére A, B ve C olarak gruplandiriimiglardir. Tablo

4.3’de ayrintilari paylasiimistir.
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Tablo 4.3.: Yas Gruplari ve Gelig Sikliklari Gruplari

Yas Grubu Gelis Sikhigi Grubu

A: 6+ basvuru B: 3-5 bagvuru C:3'den az basvurular N/A: ilgili yas
0-1 Yas grubunda basvuru yok fakat diger yas gruplarinda devamli/bizim

hastamiz kabul edilmisse

A: 4+ basvuru B: 2-3 bagvuru C: 1 bagvuru N/A: ilgili yas grubunda
1-2 Yas basvuru yok fakat diger yas gruplarinda devamli/bizim hastamiz

kabul edilmigse

A: 10+ basvuru, B: 6-9 basvuru, C:5 ve 5'den az basvurular (3-5

Basvuru), eger daha onceki yas grubunda bizim hastamiz kabul

25 Yas edildiyse 1-5 bagvuru N/A: ilgili yas grubunda basvuru yok fakat diger
yas gruplarinda devamli/bizim hastamiz kabul edilmisse
A: 8+ basvuru, B: 5-7 basvuru, C:4 ve 4'den az basvurular (3-4
610 Yas Basvuru), eger daha dnceki yas grubunda bizim hastamiz kabul

edildiyse 1-4 bagvuru N/A: ilgili yas grubunda bagvuru yok fakat diger

yas gruplarinda devamli/bizim hastamiz kabul edilmisse

Devamli hasta ve kayip hasta kabul edilme kriterleri tablo 4.4.’de paylasiimistir.

Tablo 4.4.: Devamli Hasta ve Kayip Hasta Kabul Kriterleri

0-1 ve 1-2 yas icin 1 yil icinde en az 3 poliklinik muayenesi,
Devamli Hasta
_ ) 2-6 ve 6-10 yas aralid@ igin 2 yil iginde en az 3 poliklinik
Kabul Kriterleri
muayenesi varsa devamli hasta kabul edilmistir.

0-1 vyas: 2 ay sure ile herhangi bir yeni bagvurusu yok ise
1-2 vyas: 4 ay sure ile herhangi bir yeni bagvurusu yok ise
Kayip Hasta 2-6 yas: 6 ay sure ile herhangi bir yeni bagvurusu yok ise
Kabul Kriterleri . . . .
6-10 yas: 1 yil ve Uzeri herhangi bir yeni bagvurusu yok ise

10 yas ve uzeri: 2 yil ve Uzeri herhangi bir yeni bagvurusu yok
ise

Farkli endustrilierde MKA calismalari  dogrultusunda yazin Ornekleri
bulunmaktadir. Perakendecilikte yapilan kayip musteri kabul edilme suresinin

ardisik 3 dénem oldugu (Braun ve Schweidel, 2011; Burez ve Poel, 2008; Oliveira,
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2012), telekominikasyon sektorinde (Chen, vd., 2012; Hadden, 2008) ve
bankacilik sektériinde de 3 dénem oldugu (Prasad, 2012) gérulmektedir. Yapilan
calismalarda her bir donemin 3 ayi temsil ettigi kabul edilmistir. Diger yandan
saglik alaninda belirli bir kriter olmadigi i¢in ¢alismanin hedef degiskeni olan
devamli hasta — kayip hasta etiketlemesi igcin ayrica bir arastirma yapilmigtir.
Arastirmada veri toplama yontemi olarak, nitel calismalarda veri toplamada
kullanilan yontemlerden biri olan goérisme yontemi segilmigtir. Gorigmeler yari
yapilandiriimis mulakat teknigi ile yapilmigtir. Gorisme formu anket tarzi sorular
icermektedir. Daha derinlikte veri elde etmek icin ise sorulara sik eklenerek
katilmcilarin ek goérusunun alinmasi saglanmigtir. Asagidaki sorulara yanit

aranmistir:

o Hangi durumda ve neden bir ¢ocuk hastayi kendi hastalari kabul
edebilecekleri,

o Cocuk hastalart  beklenen gelis sikliklarina gbére nasil
gruplandirabilecekleri,

o ilgili yas gruplarinda ne kadar sik bir basvuru éngdrdiikleri,

o Belirlenen yas gruplari igin ne kadar sure sonra (eger ¢ocuk hastanin

yeni bir bagvurusu yoksa) kayip hasta olarak kabul edebilecekleri

ilgili saglik kurulusunun ¢ farkh sehirdeki bes farkli hastanesinde gérev yapan
15 farkh cocuk hekimi ile medikal agidan ve yonetim acgisindan da saglik
kurulusunun 6 Ust duzey yoOneticisi ile gorusmeler gergeklestirilmistir. Yapilan
mulakatlar sirasinda her bir uzmana ilk 6nce konunun ¢ikis noktasi, amaclanan
nihai hedef anlatilmig, Covid-19 kisitlamalarin calisma kapsamindaki yeri
acgiklanmis ve sonrasinda sorulara gegilmistir. Calisma dogrultusunda; devaml
hasta kabul etme ve kayip hasta kabul etme kriterleri belirlenmistir. Belirlenen
kriterler MKA modellerinde kullanilan hedef degisken olan kayip hasta

durumunun etiketlemesini belirlemigtir.

Veri madenciligi uygulamasi asamasinda; segilen, temizlenen, islenip

birlestirilerek analize hazir hale getirilen veri SPSS Modeler 17.0 programi
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araciligiyla, Karar Agaglari algoritmalarindan CHAID ve CART algoritmalari ile
gelis sikliklari — kayip hasta kabul edilme durumu analiz edilmistir. Analiz
asamasindaki dugumler, dallar halinde gosterilmis Pearson Ki-Kare testi ile
belirlenen en iyi kestirimciler ve ilgili digumdeki kayip mdugteri oranlari

paylasiimigtir.

Karar agaclari algoritmalarindan olan CHAID, Ki-Kare Otomatik Etkilesim
Dedektorl, degiskenlerin birbirleri ile olan iligki, etkilesim, kombinasyonlari ve
belirlenen nihai hedef degiskeni arasindaki iligskiler Gzerine galismaktadir. CHAID
algoritmasinda; karar agaci veri setindeki bagimsiz degisken adedince dallanir,
ilk dalda en uygun On kestirici degigkeni saptayarak sonraki dugumlere odaklanir.
CART ise ikili aga¢ yapisindan olusur, her grubun her adimda kendinden daha

homojen olan 2 alt gruba ayrilmasi mantigi ile ¢calismaktadir.

Yapilan VM c¢aligmasi sonucundaki bulgular paylasiimis ve degerlendirilerek

yorumlanmigtir.

4.3.2. Sikayetler ve Kayip Hasta Tahminlemesi

llgili saglik kurumunun veri tabanindan, MiY yazihminda tanimh S.0.T (Sikayet,
Oneri, Tesekkiir) standart rapor formatlari ile 01.01.2013 ile 31.12.2018 tarihleri
arasindaki sisteme kayitl 162.059 adet sikayet edinilmigtir. Veri setinde, ¢gocuk
hastalara ait olan sikayetler, sistemdeki hastalarin ait oldugu branglarin Excel
uzerinde filtrelenmesi ile, 17.672 farkh ¢ocuk hasta ve toplam 23.063 adet
sikayete indirilmistir. MKA c¢alismasina konu olmayan, devamli hasta kriterini
saglamayan g¢ocuk hastalar kapsam digina cikarilmig ve geriye kalan 10.046

hastaya ait 14.233 kayitli sikayet ¢calismaya dahil edilmigtir.

Gelen rapordan orUntusu arastirilacak bagliklar secilmis, degisken olarak model

eklenmis ve asagida verilmistir:

e Hasta numarasi,
e Birden fazla sikayeti olma durumu,

e lgili hasta numarasina kayitli toplam sikayet adedi,
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e Devamli hasta kriterini saglama durumu,

e Sube,

o Sikayet departmani,

o Sikayet ana grup (tibbi, operasyonel, ¢alisanlar),

e Sikayet alt grup (ilgi eksikligi, Ucret, tibbi vs.),

o Sikayet yonetim sdreci sonucu (sikayet yoneticisini gorigsme sonrasi
etiketledigi hastanin memnuniyet durumu, memnun, memnun degil vb.),

e Kayip hasta durum etiketi.

Veri temizleme, isleme ve donustirme asamasinda; g¢alismanin ilk yillarindaki
kayitlarda gorinen, hasta numarasi tanimlanmamis gocuk hastalar temizlenmis,
katma deger Uretmesi 0n gorulmeyen sikayeti kaydeden, sikayeti yonetip kapatan
kisi, sikayet bildiriminde bulan kisi (hasta mi hasta yakini mi, ¢ocuk hastalarda
hasta yakinin bildirimi beklendigi igin) veri setinden kaldiriimistir. ligili hastalar
icin, sistemde birden fazla sikayeti olup olmadigi, kag¢ sikayeti oldugu,
sikayetlerinin arasindaki gun farki, nihai hasta kayip durum etiketi gibi
degiskenler veri islemesi asamasinda Excel araciligi ile eklenmis ve veri seti
format olarak IBM SPSS Modeler 17.0’a yuklenebilecek hale getirilmistir.
Calisilan ilgili gocuk hastalar icin sisteme kayit edilmis sikayetler, sikayetlerin
adedi, sikligi ve tura ile kayip hasta kabul edilme durumu arasindaki oruntuler

karar agaci algoritmalarinda CHAID ve CART ile incelenmis ve tahminlenmistir.

4.3.3. Anketler ve Kayip Hasta Tahminlemesi

Anket sorularindan NPS skorunun belirleyicisi olan “Hastanemizi bir yakininiza
veya arkadasiniza tavsiye eder misiniz / etme ihtimaliniz nedir? (0-10 arasi

degerlendirme) ile kayip hasta siniflandirmasinda;

ilgili saglik kurumunun veri tabanindan MiY yaziliminda taniml anketler raporu
aracihgiyla 01.01.2016 ile 31.12.2018 tarihleri arasindaki sisteme kayitl 25.885
adet cocuk hastalar icin doldurulmus anket edinilmistir. Devamli hasta kriterlerini
saglayan ve MKA kapsaminda degerlendirilen ¢ocuk hastalar ile eslegtirilerek
13.545 adet ankete indirilmistir.
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Veri temizleme, isleme ve donustirme asamasinda, NPS ile iliskili sorunun bos
birakildigi durumlar veri setinden ¢ikarilmis ve 13.307 adet hasta NPS sorusu ve
MKA degerlendirmesine dahil edilmistir. NPS sorusuna 0-6 arasi puan verenler
“kotuleyenler”, 7-8 verenler “pasifler” ve 9-10 verenler “destekleyenler” olarak
etiketlenmistir. Birden fazla anket cevabi olan hastalarda en son dolduran anket
baz alinmistir. Soruya verilen cevaplar 0-10 ve gruplari ile kayip musteri durumu
IBM SPSS Modeler 17.0 programinda kategorik degiskenler arasindaki iligkiyi

olgmek igin Ki-Kare testi araciligi ile incelenmistir.

4.4. Arastirmanin Model Degerlendirme Kriterleri

Veri madenciliginde kullanilan siniflandirma modellerinin  performansini
degerlendirmek icin hedef nitelige ait tahminlerin ve gergek dederlerin
karsilastinldigr hata matrisi / kargithk matrisi (Confusion Matrix) ve karsithk
matrisi Uzerinden elde edilen degerlendirme metriklerinden dogruluk, duyarlilik
ve kesinlik hesaplamalari ile modelin dogrulugu ve gecerliligi degerlendirilmistir.
Karsitlik matrisi mantidi ve ilgili degerlendirme metrikleri ayrintilari Tablo 4.5. de

paylasiimigtir.

Tablo 4.5.: Karsitlik Matrisi Tanitimi

Gergeklesen
Degerler Dogru Yalnis
Dogru Gercek Dogru Yalnis Dogru
Tahminlenen
Yalnis Yalnis Yalnis Dogru Yalnis

Dogruya dogru demek (True Positive — TP) DOGRU
Yanlisa yanlis demek (True Negative — TN) DOGRU
Dogruya yanhg demek (False Positive — FP) YANLIS
Yanliga dogru demek (False Negative — FN) YANLIS
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Yapilan ¢caligmada kayip kabul edilecek hastalarin ne kadar dogru tahmin edildigi
gercek veriye bakilarak degerlendirildiginde, modelin gecgerligi de sinanmig

olacaktir (Seymen, 2022).

Teze konu olan hastalarin kayip hasta (churn) kabul edilme durumunu karsithk

matrisince degerlendirildiginde;

o Eger hastamizi model gergevesinde kayip hasta olarak tahminlenmigsek
ve hastamiz gercekten de kayip hasta olmus ise Gergek/Dogru Dogru —
True Positive,

e Eger hastamiz kayip hasta olmamig, devamli hasta olarak modelce
tahminlenmis ve gergekte kayip hasta olmadiysa Dogru Yalnig — True
Negative

o Eger kayip hasta olmus bir hastamizi kayip hasta olmamig olarak tahmin
ediyorsak, Yalnis Dogru, False Positive

o Eger kayip hasta olmamis hastamizi, kayip hasta olmus olarak tahmin

ediyorsak, Yalnis Yalnig, False Negative olarak siniflandiriimaktadir.

Degerlendirme metriklerinden calisma kapsaminda dogruluk, hassasiyet ve

kesinlik metrikleri segilmistir.

Dogruluk (Accuracy): Dogru siniflandirmanin, dogru tahminlenen dogrularin ve

dogru tahminlenen yanlislarin toplaminin, tim goézlem toplamina bolumuddar.

Dogruluk = TN (dogru yalniglar) + TP (dogru dogrular) / Toplam Gdzlem

Duyarhhk/Hassasiyet (True Positive Rate—Recall): Tum pozitif tahminlenenlerin

ne kadarin gergekte pozitif oldugunun incelemesidir.

Hassasiyet= TP /(TP + FN)
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Kesinlik/Precision: Gergekten pozitif olanlarin ka¢ tanesinin pozitif olarak

tahminlendigini inceler.

Precision = TP / (FP +TP)

4.5. Arastirmanin Kisitlar

496.847 cocuk hastaya ait 3.400.000°U askin bagvuru arasindan gerekli devamli
hasta odlgutlerini saglayan 200.350 hasta igin yapilan ¢alismada, hastalarin vefat
etmis olmasi durumunun bilinmesi haricindeki mucbir sebeplerle sistemden
cikiglar, yani goénllsiz kayiplar nihai kayip hasta olma durumundan
ayiklanamamistir. Ornek ile agiklanirsa, eder bir cocuk hastanin hizmet alimi
ailesinin ilgili saghk grubunun subesi bulunmayan bagka bir sehre tasinmasi
halinde kesildi ise ya da ¢ok nadir olmakla birlikte daha 6nceden yapiimis
kurumsal anlagmalarda degisiklik olmasi, anlasmali kurumun ilgili 6zel saglik
hizmet sunucusunu 6deme listesinden kapsam disina g¢ikarmasi gibi durumiar
calismadan elemine edilememistir. ileriki calismalarda benzer sorunlarin
yasanmamasi igin hastane igletim sistemine (HIiS) ilgili kayiplarin islenebilecegi

bir alan olusturulmasi 6nerilmektedir.

NPS skorunu belirleyen soru ve kayip hasta durumu analizinde, hastalara
uygulanan anketlerdeki sorunun dogru algilanip algilanmadigdi, manuel sorgu ile
veri temininin saglanmasi ve ilgili verilerin farkh veri tabanlarinda olmasi
nedeniyle, hastalarin anket doldurma tarihi ile kayip hasta kabul edilme tarihleri
arasinda karsilastirma yapilamamistir. Ayrica, MKA’ya dahil edilen (devaml
hasta kriterlerini kargilayan) g¢ocuklardan ka¢ tanesine anket gonderildi bilgisi
olmadigi i¢in, ka¢ tanesinin anketlere cevap verdigi bilinmesine ragmen, hasta
yakinlarinin geribildirim verme egilimlerini, yanit oranlari saptanamamistir.
Dolayisiyla, sadece MKA’ya dahil edilen tUm g¢ocuk hastalarin, sistemde

doldurulmus anketi olanlarinin kargilastirilmasi yapiimistir.

Sikayet ve kayip hasta durumu analizinde, sikdyet ana ve alt basliklarinin,

gOrisme sonrasi hastanin memnuniyet durumu etiketlemesi genis bir sistem (24
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hastane, 14 tip merkezi) Uzerinde farkli kullanicilar tarafindan yapildidi igin, yazih
olmayan belirli igleyig kurallari olsa da kullanici atamasiyla sekillendiginden

subjektif degerlendirmeler de i¢cerebilmektedir.
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5. BOLUM

ARASTIRMANIN BULGULARI VE DEGERLENDIRME
METRIKLERI

Bu boliumde yillik bes milyon hasta basvurusunun oldugu bir 6zel hastane
grubunun gocuk hastalari i¢in kayip hasta analizleri (MKA) gerceklestirilecektir.
Bunun igin dncelikle, devamli/kayip ¢ocuk hasta belirleme kriterleri incelenecektir.
ikinci asamada; cocuk hastalarin gelis sikliklari ile churn (kayip hasta olma)
durumlari yas gruplarina (0-1, 1-2, 2-6, 6-10) gore ayri ayri CHAID ve CART
araciligi ile karsilastirmali olarak analiz edilecektir. Uglincli asamada, gocuk
hastalar igin kayitli sikayet adet ve tipleri ile kayip hasta olma durumu CHAID ve
CART algoritmalari kullanilarak karsilastirmali olarak incelenecektir. Son olarak,
cocuk hastalar igin toplanan anketlerdeki NPS puanini belirleyen soru ile kayip

hasta olma durumu arasindaki iligki Ki-Kare testi araciligi ile belirlenecektir.

5.1. Devamh Hasta/ Kayip Hasta Belirleme Olgiitleri

Devamli hasta/ kayip hasta belirleme dlgutlerini belirleyebilmek igin arastirmada
veri toplama yontemi olarak nitel veri toplama yontemlerden gorisme yontemi
kullaniimistir. Gértusmeler yari yapilandiriimis mulakat teknigi ile yapilmistir.
Konuya odaklaniimasi agisindan, dnceden yazindan ve uygulamanin yapildigi
saglik grubunun hasta veri tabanindan elde edilen gerceve iginde gorusme formu
hazirlanmistir. Form anket tarzi sorular igermektedir. Daha derinlikte veri elde
etmek igin sorulara sik eklenerek katilimcilarin ek goruasunun alinmasi
saglanmistir. Mulakata temel teskil eden anketin hazirlanmasindaki ana amag

asagida verilen sorulara cevap aramaktir:

o Hangi durumda ve neden bir ¢ocuk hastayl kendi hastamiz kabul
edebilecegimiz,
o GCocuk hastalari  beklenen gelis sikliklarina gbére nasil

gruplandirabilecegimiz,
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o llgili yas gruplarinda ne kadar sik bir bagvuru 6ngérdiigimiiz,
o Belirlenen yas gruplari icin ne kadar sure sonra eger ¢ocuk hastanin

yeni bir bagvurusu yoksa kayip hasta olarak kabul edebilecegimiz

Mulakat icin hazirlanan goérisme formu Ek 1.’de verilmistir. Saglik grubunun tg¢
farkh sehirdeki bes farkl hastanesinde gorev yapan 15 farkh ¢ocuk hekimi ile
medikal acidan ve alti Ust dlzey yodneticisi ile yonetim acisindan mulakatlar
gergeklestirilmistir. Yapilan malakatlar sirasinda her bir uzmana ilk 6nce konunun
¢ikis noktasi, amaglanan nihai hedef anlatiimig, Covid-19 kisittamalarin ¢galisma
kapsamindaki yeri agiklanmis ve sonrasinda sorulara gecilmistir. Bu bireysel
gorismelerle; devamli hasta tanimi, gruplandiriimasi, devamli / kayip hasta kabul
edilme olgutleri degerlendirilmistir. Yontem zaman alici ve maliyetli olmasina
ragmen cocuk hastalarda devamli / kayip hasta ol¢utlerinin tespitinde faydali

olmustur.

5.1.1. Devamli Hasta Kabul Edilme Olgiitleri ve Nedenleri

Kurulusun 15 hekimi ile yapilan mulakatlar sonucunda, bir hastanin devaml
hasta olarak kabul edilmesi icin ilgili yas grubunda tanimlanan beklenen gelis
sikligi dogrultusunda Ust Uste Ug¢ kez poliklinik muayene bagvurusu olmasi
gerektigi ortak gorusune variimistir. Beklenen gelis sikliklari ve yas gruplari
acisindan ele alindiginda ise 0-1,1-2 yas gruplarinda Uste uste U¢ kez poliklinik
muayenenin 1 yillik dénem iginde, 2-6 ve 6-10 yas gruplarinda ise 2 yillik
donemde gercgeklestiginde devamli hasta olacagi yonetici gorusleri sonucunda

belirlenmistir.

Bir kez yapilan poliklinik muayene basvurusunun devamli hasta kabul olgutu
sayllmamasinin nedeni, toplanan goruglere gore ¢ogunlukla ebeveynlerin sabit
bir doktor seginceye kadar doktor arayigi iginde olmalari, farkli doktorlar
denemelerinden ileri gelmektedir. Ozel saglik kuruluglarinda gogunlukla 6demeli
ilk muayene sonrasi ucretsiz bir kontrol hakkinin bulunuyor olmasi da bedeli
O0denen hizmet olarak algilandigi icin ebeveynler ilgili doktora devam etmeyecek

olsalar bile gogunlukla bu haklarini kullandiklari bilgisi edinilmigtir.
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Ust diizey yonetici milakatlarindan, iki poliklinik (ddemeli) muayene sonrasi
kendi hastalari olarak kabul edebilecegi gorustu hakim olmustur. Diger yandan
bazen bir hastanin ayni hastane iginde baska doktorlari sira ile denemesi de g6z
onunde bulunduruldugunda, bir hastaya devamli hastadir denilebilmesi icin ilgili
zaman diliminde en az ug poliklinik muayene basvurusunun olmasi gerektigi ortak

fikrine varilmistir.

5.1.2. Cocuk Hasta Gruplamalari ve Gelis Sikliklari

Yapilan yari yapilandiriimig mulakat ve anket sonuglari dogrultusunda; ¢ocuk
hastalarin gelis sikliklari g6z dninde bulunduruldugunda, katilimcilarca, 0-1 yas,
1-2 yas, 2-6 yas, 6-10 yas ve 10 yas Uzeri olarak gruplandiriimasinin daha uygun
oldugu saptanmistir. Sonrasinda, her bir yas grubu icin tahmini éngdrilen
ortalama gelis adedi-sikli§i tanimlanmigtir. Bunlar ile ilgili agiklamalar asagida

verilmigtir:

o 0-1 yas: 0-1 ay, 1-12 ay siklik agisindan ayri degerlendirilmigtir. 0-1
ay yeni dogan olarak tanimlanmis ve ilgili donemde Ug ile dort kez gelis
ongorulmektedir. Sonrasinda ise ayda 1, yilda 8-10 poliklinik muayene
gelisi uygun gorulmagtar.

o 1-2 yas: Temel asilarin tamamlandigi, ilave birka¢ asinin kaldigi ve
daha c¢ok rutin kontrol ve/veya ilk ¢ocukluk hastaliklarinin yer aldigi
donem olarak tanimlanmistir. Yilda ortalama bes kez poliklinik
muayene bagvurusu ongorulmustar.

o 2- 6 yas: Okul 6ncesi donem olarak degerlendirilmigstir. Yilda dort kez
poliklinik bagvurusu ongorulmektedir.

o 6-10 yas: ilkokul dénemi olarak degerlendirilmistir. Yilda (ic kez
poliklinik muayene bagvurusu beklenmektedir.

o 10 yas ve uzeri: Cocuk hastalarin genellikle hastalandiklarinda
geldigi 18 yasina kadarki donemi kapsamaktadir. Yilda bir kez
poliklinik muayene ongorulmektedir. Yapilan calismada diger yas
gruplarina goére basvuru sikliginin az olmasi neden ile kapsam

disinda birakilmistir.
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5.1.3. Kayip Hasta Belirleme Olgiitleri ve Nedenleri

Hekimler ile yapilan gorugmeler sonrasinda;

o 0-1 yas: 2 ay sure ile herhangi bir yeni bagvurusu yok ise
o 1-2 yas: 4 ay sure ile herhangi bir yeni bagvurusu yok ise
o 2-6 yas: 6 ay sure ile herhangi bir yeni basvurusu yok ise
o 6-10 yas: 1 yil ve Uzeri herhangi bir yeni bagvurusu yok ise
o 10 yas ve uzeri: 2 yil ve Uzeri herhangi bir yeni bagvurusu yok ise

(calismada kapsam disi)

Kayip hasta olarak kabul edilmesi gerektigine karar verilmistir. Yoneticiler ile
yapilan gérismeler de ayni tarih araliklarini desteklemektedir. Kayip hasta kabul
etme gelis siklik araliginin tahmininin, beklenen gelis sikhigindan daha genis
olmasinin nedeni, ebeveynlerin yaptiklari is, yillik izin programlari, yaz tatilleri,

doktorlarin izin programlari gibi devamsizliklari telafi etmek icindir.

5.2. Gelis Sikhiklari ve MKA

01.01.2012 ve 31.12.2018 tarihleri arasindaki 3.400.000’i askin ¢ocuk hasta
basvurular listelenmigtir. 496.847 cocuk hastanin basvurulari devamli hasta
kabul kriterlerince degerlendiriimis ve 211.464 tane ¢ocuk hasta devaml hasta
kabul edilip MKA’ya konu edilmigtir. 2020 basgi itibari ile 10 yas Uzerinde olan
11.164 adet cocuk hastalar rutin takibin digina ciktiklar i¢in ¢alisma disinda
birakilmistir. Calisma geriye kalan 200.350 hasta Gzerinden yapilimistir.

Calisma verisinde 2019 ve sonrasinin dahil edilmemesinin nedeni, kayip hasta
kabul edilebilmesi i¢in bazi yas gruplarinda minimum 1 yil basvuru olmama
durumunun gozetilmesi ve 2020’nin ilk aylari itibariyle Glkemizde goérilen Covid -
19 salginin hasta davraniglarini degistirmesidir. Covid-19 baslangiciyla birlikte
aileler zorunlu haller diginda ¢ocuklarini hastanelere géturmemisler ve hekimleri
ile fiziksel muayene yerine whatsapp, viber vb. online iletisim kanallar aracihgi

ile danigsma yolunu se¢gmiglerdir.
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Veri madenciligi uygulama kisminda; gocuk hastalarin yaslari, sosyal guvenceleri
ve basvuru sikliklari ile kayip hasta kabul edilme durumu karar agaci
algoritmalarimdan CHAID ve CART ile analiz edilmigtir. Hekimlerle yapilan
mulakatlar sonrasinda ¢ocuk hastalar gelis sikliklari agisindan degerlendirmede
asagidaki tablo 8'de yas gruplarina ayrilmig ve churn degerlendirmesi ilgili

gruplar ve kurallari dahilinde degerlendirilmigtir.

Tablo 5.1.: Model Yas Grup Degiskeni Churn Etiketi

CHURN_0-1 Yas 0-1Yas Araligindaki Churn Durumu (1 Evet/ 0 Hayir)
CHURN_1-2 Yas 1-2 Yag Araligindaki Churn Durumu (1 Evet/ 0 Hayir)
CHURN_2-6 Yas 2-6 Yas Araligindaki Churn Durumu (1 Evet/ 0 Hayir)
CHURN_6-10_Yas 6-10 Yas Araligindaki Churn Durumu (1 Evet/ 0 Hayir)

285.201 Devamh
Hasta Kriterini
Saglayamayan -~ ~
Gocuk Hasta Sayisi 0-1 Yas Grubu Ozelinde
Toplam Cocuk Hasta Adedi: 98.342
Devamh Hasta Adedi: 61.014
Churn Hasta Adedi: 37.328
0101_20-11_31.12.2019 ié.l:d:io;;:r?asta Churn Orami: 38%
496.847 incelenen Yaz N AN /
Grupta Oldugu igin
Cocuk Hasta Sayisi kapsam Disi
Birakilmigtir, 1-2 Yas Grubu Ozelinde N
Toplam GCocuk Hasta Adedi: 92.322
Devaml Hasta Adedi: 55.391
Churn Hasta Adedi: 36.531
311.464 Churn Churn Orami: 40%
Calismasina Konu \_ J

Olan Cocuk Hasta

Sayisi

2-6 Yas Grubu Ozelinde

Toplam Cocuk Hasta Adedi: 122.091
Devamh Hasta Adedi: 44.831

Churn Hasta Adedi: 77.260

Churn Orani: 63%

6-10 Yas Grubu Ozelinde

Toplam Gocuk Hasta Adedi: 63.650
Devamli Hasta Adedi: 35.333
Churn Hasta Adedi: 28.317

Churn Orani: 44%

Sekil 5.1.: Gelis Sikliklar ve Yas Gruplarina Gére Churn Genel Bakis
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Cocuk hastalarinda 0-1 yas grubunun genel churn oraninin %38, 1-2 yas
grubunun %40, 2-6 yas grubunun %63 ve 6-10 yas grubunun %44 oldugu
gorilmustir ve asagida her bir grup kendi igerisinde CHAID ve CART

algoritmalarinca irdelenmigtir.

5.2.1. 0-1 Yas Grubu Gelis Sikliklari ve MKA

0-1 yas araliginda 3 poliklinik muayene sartini saglayan ¢ocuk hastalarin kayip
hasta kabul edilme durumu karar agaclari algoritmalarindan CHAID ve CART ile

analiz edilmistir.

5.2.1.1. CHAID Algoritmasi ile Bulgular ve Degerlendirme Metrikleri

CHURRN_0O-1_Yas

0.000 of:

4= 0 60.018 24324

A= 1 39.982 16204|:

: Total 100.000 40528

e o oo o- - [ ---------- E-
GA_1-12_AY_POLIKLINIK_ADET

Adj. P-value=0.000, Chi-lsquare=6091 512, d=9

Sekil 5.2.: 0-1 Yas CHAID Genel Durumu

0-1 yas araliginda churn analizine konu olan 40.528 adet ¢ocuk hastadan 16.204
hasta ile %39,98’inin churn oldugu, 24.324 hasta ile %60’'inin ise devamli hasta
statislinde hizmet alimina devam ettigi gozlenmistir. CHAID algoritmasin ki-
kare/df kombinasyonunda en iyi boélinmeyi veren degerin GA _1-
12_ay poliklinik_adet yani ¢ocuklarin 1-12 ayhk dénemdeki poliklinik muayene

basvuru adedi oldugu saptanmisgtir.
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Tablo 5.2.: 1-12 Ay CHAID Poliklinik Adetleri ve Churn Durumu

Toplam Devamlh
1-12 Ay Devamh Hasta Churn Gézlem Hasta Churn
Poliklinik Adet Adedi Adedi ) Orani

Adedi Orani

2 743 160 903 82,3% 17,7%
3 2.009 657 2.666 75,4% 24,6%
4ve 9 4.178 3.837 8.015 52,1% 47,9%
Sve 8 3.167 4.387 7.554 41,9% 58,1%
6ve7 2.517 4.215 6.732 37,4% 62,6%
10 3.050 1.437 4.487 68,0% 32,0%
11 2.961 840 3.801 77,9% 22,1%
12 2.251 392 2.643 85,2% 14,8%
13 1.533 166 1.699 90,2% 9,8%
1, 14 ve Uzeri 1.915 113 2.028 94,4% 5,6%
Toplam 24.324 16.204 40.528 60,0% 40,0%

0-1 yas arasindaki churn orani %60 olarak saptanmis iken, ilk digiimde; gocuk
hastalarin 1-12 ay poliklinik basvuru adedi; 2 ise chun oraninin 903 gozlem
arasindan %17,7, 3 ise 2.666 gozlem, %24,6 churn orani, 4 ve 9 ise, 8.015
g6zlem, %47,9 churn orani, 5 ve 8 ise 7.554 g6zlem, %58,1 churn orani, 6 ve 7
ise 6.732 gozlem %62,6 churn orani, 10 ise 4.487 gozlem %32 churn orani, 11
ise 3.801 gézlem %22,1 churn orani, 12 ise 2.643 gozlem %14,8 churn orani, 13
ise 1.699 gozlem, %9,8 churn orani ve son olarak 1,14 ve Uzeri ise 2.028 g6zlem
ve %5,6 churn orani olarak bolundugu gortlmustir. Burada 6zellikle 6 ve alti
poliklinik muayene bagvuru olan gocuk hastalarin ne zaman, hangi aylarinda
devamli hasta kabul kriterini sagladigi bilinmemektedir. Dolayisiyla, eger bir
cocuk hasta, devamli hasta kriterini 9 aylk iken sagladiysa, 1 yasini

dolduruncaya kadar 2 ya da 3 poliklinik muayenesi olmasi beklenmektedir.
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10

MNode 2
Category W n
0.000 [u]
= 0 67 974 3050
| 1 32026 1437
Total 11.071 4487
=

SKEK_Sosyal_Guvenlik_Kururnu
Adj. P-value=0.000, Chi-square=46.2032, df=1

== 0.000 = 0.000
Hode 11 MNode 12
Category % n Categony ) n
o.000 o o.000 u]
= 0 69.813 2722 L] 55.782 328
- 1 30187 1177 - 1 44.218 260
Total 9.621 38399 Total 1.451 588

Sekil 5.3.: 0-1 Yag CHAID 2. Dugum Dallari

1-12 ay arasinda poliklinik muayene adedinin 10, 4.487 gozlemin bulundugu ve

kayip hasta oranin %32 oldugu 2. dugum kendi icinde SGK (Sosyal Guvenlik

Kurumu - son kabul kurumu) ile en iyi bolindugu ve hastalarin son kabul kurumu

SGK oldugunda 588 gozlemin kayip hasta oranin %44,2, SGK olmadiginda ise

3.899 gbzlemin kayip hasta oranin %30,2 oldugu gézlenmisgtir.

1|1

Node 3
Category % n
0.000 0
B0 77.901 2961
LA 22.099 840
Total 9.379 3801
=

SONDANS-SONDAN1T0_ARASI_GUN_SAYISI
Adj. P-value=0.009, Chi-square=20.859, df=3

«=12.000 {12.000, 22.000] {22.000, 60.000] = 60.000
Node 13 Node 14 Node 15 Node 16
Category % n Category % n Category % n Category % n
0.000 0 0.000 0 0.000 0 0.000 0
LR 79880 933| (MO 75000 315 (MO 80675 Q56| |MO 73638 757
LA 20120  235| (M1 25.000  105| (W1 19.3256 229( (M1 26.362 271
Total 2882 1168 Total 1.036 420 Total 2924 1185 Total 2537 1028

Sekil 5.4.: 0-1 Yag CHAID 3. Dagum Dallari
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3.dugum olan 1-12 ay arasinda 11 poliklinik muayene dalini en iyi bdlen
ilgili
1.168 gobzlem

kestiricinin  Sondan9_Sondab10_arasi_glin_sayisi oldugu ve eger

basvuralar arasindaki 12 ve altinda ise

arasindan %20,1’nin, 12 ile 22 arasinda ise 420 gozlemin %25 i, 22 ile 60

arasinda ise 1.185 gdézlem arasindan %19,3’Undn ve son olarak 60 gunden

glin sayisi

fazlaysa 1.028 gozlem arasindan %26,4’GnUn kayip hasta oldugu saptanmistir.

2
Mode B

Category o n
0000 ]
m O 82 281 743
. 1 17.719 160
Total 2228 903
=]

GS_0-1_GRUEBL
Adj. P-value=0.000, Chi-square=106.083, dr=1

A;IEI I:I}
Mode 17 Mode 12
Category Do n Category oy n
0.000 ] o000 0
H g 69.120 212 L A5 354 431
. 1 30.820 139 . 1 4 646 21
Total 1.113 451 Total 1.115 452

Sekil 5.5.: 0-1 Yag CHAID 6. Dagum Dallari

1-12 ay arasinda 2 poliklinik muayene bagvurusu bulunan ve 903 gézlem igeren
6. dugumu kendi iginde en iyi bolenin GS_0-1_Grubu (gelis grubu) oldugu, A (6+
ise 451

arasindan %30,8’inin, C (3'den az basvuru) grubundan ise 452 gbézlem

poliklinik muayene) ve B (3-5 basvuru) gruplarinda g6zlem

uzerindne %4,6’sinin kayip hasta oldugu gézlenmistir.
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3

MNode 7
Category % n
0.000 o
HQ 75.356 2009
el 24 644 657V
Total 6578 2666
=

GA_D0-1_AY_POLIKLIMIK_ADET
Adj. P-walue=0.000, Chi-square=966.265, df=1

%bleink*r- 1;2;3, 4
Mode 19 Mode 20
Category . n Category W n
0.000 ] 0.0oo0 )
H Q0 98.971 1443 | Q 46.854 S66
el 1.029 15 Ll | 53.146 642
Total 3.5498 1458 Total 2.981 1208
=]
SKEK_Ozel_Sigortalar
Adj. P-value=0.000, Chi-square=22_.826, df=1
== IZI|.IZI[JIZI = D_|DDD
Mode 27 Mode 28
Category oy 1 Category P 1
0.000 0 0.000 0
L 41.313 302 L] 55.346 264
m 1 58.687 4249 1 44.654 213
Total 1.804 7a Total 1177 477

Sekil 5.6.: 0-1 Yag CHAID 7. Dugum Dallari

kayip (churn) oldugu gézlenmistir.

100

poliklinik basvurusu bulunan 20.dugumd en

iyi bodlen kestiricinin de

1-12 ay arasinda 3 poliklinik muayene bagvurusu bulunan ve 2.666 gdzlem iceren
7. digumu kendi iginde en iyi bolenin GA_0-1_ay_poliklinik_adet oldugu ve ilgili
donemde eger herhangi bir poliklinik muayene basvurusu yoksa 1.458 gozlem
arasindan %7’inin, eger 1 ile 4 arasi poliklinik muayene basvurusu varsa 1.208
g6zlem arasindan %53,71’inin kayip hasta oldugu gézlenmigtir. Ayrica, 1-4

SKK_Ozel_sigortalar oldugu ve eger hastanin son kabul kurumu / glivencesi 6zel

sigorta degilse 731 gbézlem arasindan %58,7’sinin, 6zel sigorta ise %44,7’sinin




Bu grubun incelenmesinde; ebeveynler dogum sonrasi genellikle kendilerini ait
hissettikleri cocuk doktorunu buluncaya kadar farkli hekimleri denemektedirler.
Diger yandan artik neonatal donem sonrasi ebeveynler bir ¢cocuk doktorunda
gegici/goreceli kanaat getirmis olmaktadirlar. Yenidogan sureci sonrasinda
sisteme dahil olan ¢ocuklarin tutunma oraninin dogum ile birlikte sisteme dabhil
olanlara goére daha yuksek oldugu goézlenilmektedir. Diger diglimlerden yeterince

anlamdirilacak sonuglar gikmamistir.
Degerlendirme metriklerinde;

Calismada 0-1 yas arasindaki 57.904 devamli hasta kabul edilen gocuk hastanin
churn durumlari CHAID ile degerlendirilmistir. Toplam veri setinin 40.528 hasta

ile %70’ modelin egitiminde, 17.376 hasta ile %30'u test icin kullaniimistir.

Tablo 5.3.: 0-1 Yas CHAID Degerlendirme Metrikleri

CHAID 0-1 Yas Churn Degerlendirme Metrikleri
Dogru Yanhs Dogruluk Hassasiyet Kesinlik
Egitim 70.262 15.295 70,24% 64,12% 58,05%
Test 29.980 6.554 69,98% 63,16% 57,33%

Modelin egitim veri setinde, modelin %70,24 oraninda dogru tahminlemede, test
asamasinda da %69,98’lik dogru tahminde bulundugu saptanmigtir. 0-1 yas
cocuk hastalarinin CHAID algoritmasi ile churn olma durumun
degerlendirmesinde, churn olmayanlar ve churn olanlar i¢in hatali ve dogru
tahmin sayilari hem egitim veri seti icin hem de test veri asamasi icin asagidaki

tablo 12’de karsithk (confusion) matrisi olarak verilmistir.

101



Tablo 5.4.: 0-1 Yas CHAID Karsithk Matrisi

CHAID 0-1 Yas Churn Karsithk Matrisi
Gergeklesen
.. Degerler 0 1
Egitim
o 19.061 5.263
Tahminlenen
1 6.797 9.407
Gercgeklesen
Desgerl (0} 1
Test gerler
) 0] 8.229 2.292
Tahminlenen
1 2.925 3.930

Model egitim veri setinde; 19.061 cocuk hastanin churn olmayacagi dogru
sekilde tahminlenmis, 5.263 c¢ocuk hasta churn olmamasi hatali olarak
tahminlenmis, churn oldugu saptanmigtir. 9.407 ¢ocuk hastanin churn olacagi
model tarafindan dogru tahminlenmis, 6.797 cocuk hasta ise, churn olacagi

tahminlenmisken, churn olmadigi gozlenmigtir.

Benzer sekilde, test veri asamasinda; 8.229 cocuk hastanin churn olmayacagi
modelce dogru sekilde tahminlenirken, 2.292 ¢ocuk hasta churn hatali olarak
tahminlenirken, churn oldugu saptanmistir. 3.930 ¢ocuk hastanin churn olacagi
model tarafindan dogru tahminlenmis, 2.925 cocuk hasta ise, churn olacagi

tahminlenmisken, churn olmadigi gozlenmigtir.

Modelin degerlendiriimesinde; hassasiyet (recall) metrigi, model dahilinde tim
pozitif tahminlenenlerin, yani churn olacagi 6ngoérulenlerin, ne kadarinin gergekte
pozitif / churn oldugunu incelemektedir. Hassasiyetin egim verisinde %64,12, test
asamasinda %63,16 oldugu gorulmustir. Bir bagka deyisle, 0-1 yas ¢ocuk
grubunun CHAID algoritmasi ile tahminlemesinde, modelin egitim verisi i¢in tUm
pozitif/churn tahminlenen hastalardan aslinda %64,12’sinin churn oldugunu, test

veri setinde ise ilgili oranin %63,16 oldugunu gostermektedir.

Kesinlik (Precision) metrigi, gercekte pozitif churn olanlarin aslinda kag¢
tanesinin  dogru  tahminlendiginin  degerlendiriimesinde;  egitim  veri

setinde %58,05, test veri asamasinda %57,33 olarak gerceklestigi saptanmistir.
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Bir bagka ifade ile, egitim veri setinde; gergcekte churn olan 100 hastanin 58,05
tanesinin pozitiffchurn olan olarak tahminlendidi, test veri asamasinda ise
gergekte churn olan 100 hastanin 57,33’Unun churn/pozitif olarak tahminlendigi

gordimustar.

5.2.1.2. CART Algoritmasi ile Bulgular ve Degerlendirme Metrikleri

CHURM_0-1_¥as

Mode 0
Category o) n_|s
. 0.000 0
LN 59.909 17001 |
|m 1 40,091 11377
1 Total 100,000 28378
o = r __________ =i

GA_1-12_AY_POLIKLINIK_ADET
Improverment=0.062

Sekil 5.7.: 0-1 Yas CART Genel Durumu

0— 1 yas araliginda churn analizine konu olan 28.378 adet ¢ocuk hastadan
11.377 hasta ile %40’inin churn oldugu, 17.001 hasta ile %59,9'unun ise devamli
hasta statlisiinde hizmet alimina devam ettigi gézlenmistir. CART algoritmasinda
en iyi boélinmeyi veren degerin GA_1-12_ay poliklinik_adet, yani c¢ocuk
hastalarinin 1-12 ay araligindaki poliklinik muayene basvuru sayilarinin oldugu
saptanmisgtir.
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CHURN_0-1_Yas

Node 0

Catego % mf:

! 0.000 o)

1m0 59.909 17001

LAl 40.081 11377

| Total  100.000 28378

""""""" E

GA_1-12_AY_POLIKLINIK_ADET

Improvement=0062
A2 6 AT 1818 2 20 1, 22 456, 7,849
Hode 1 Node 2

Category % i Category % n
0.000 I 0000 0
LN Ta443 1012 Ll ] 43995 6880
LA 20557 2614 LR 56.005 8758
Total 44 884 12740 Total 55.106 15638

Sekil 5.8.: 0-1 Yas CART ilk Béliinme

Devamli hasta kabul edilme kriterince, kayip hasta galismasina konu olabilmesi
icin en az 3 poliklinik muayene sartinin saglanmasi gerekmektedir. En iyi bolen
olan 1-12 ay araligindaki poliklinik muayene basvuru adetleri 4 ve 9 adet olmasi
durumunda 15.638 gozlem arasindan %58’inin kayip hasta oldugu, 10 ve Uzeri
poliklinik muayene basgvurusu olmasi durumunda 12.740 go6zlem

arasindan %20,6’sinin kayip hasta oldugu gozlenmistir.

10;11;12;13;14;15;16;17; 18;19; 2; 20; 21; 22

Made 1
Category % n
a.aoo nl
LN} TH. 443 10121
L 20557 2F149
Total 44 894 12740
=l

A 1-12_ AN POLIKLIMIE_ADET
Improvement=0.0045

12;1314;15; 16 17;18;19: 2; 20: 21 22 1011
Mode 3 Mode 4

CatEgDW ) N CatEng"y’ P n
0.000 o 0.000 0
mQ 22,503 4534 mq ¥32.349 5587
m 1 11.497 588 L 26.651 2030
Total 18.053 5123 Total 26841 FE1T
T =

Sekil 5.9.: 0-1 Yas CART 1. Dagum ve Alt Dallari
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12.740 go6zlem barindiran 1-12 ay arasinda 10 ve Uzeri poliklinik muayene
bulunduran grup kendi iginde 10-11 poliklinik muayene 7.617 gdézlem, %26,7
churn orani ve 12 ve uzeri poliklinik muayene 5.123 gozlem %11,5 kayip hasta n

orani olarak ayriimigtir.
]

Mode 4
Categary Yo n
0.000 0
L] 73349 5587
LAl 26.651 2030
Total 26.841 TBIT
=l

GA_0-1_AY_POLIKLIMIK_ADET

Improvement=0.002

1.2 3 4
| |
Maode 8 Made 10
Category % n Category . % il
0.0o0 1] 0.o00 0
mq 68.212 3105 L] 80973 2482
LA 31.788 1447 L 19.021 583
Total 16.041 4552 Total 10,801 3065
I -

Sekil 5.10.: 0-1 Yas CART 4. Dugum ve Dallari

4. dugum olan 1-12 ay arasinda 10-11 poliklinik muayene grubunun en iyi bolen
kestiricinin GA_0-1_ay_poliklinik_adet oldugu ve eger poliklinik basvuru adedinin
1-3 arasindaysa 4.552 g6zlem arasindan %31,8’inin, eger poliklinik bagvurusu 4
ise, 3.065 gozlem arasindan %19’unun churn oldugu saptanmistir. 1 aylik sure
zarfinda poliklinik muayene sonrasi 1 ya da 2 kontrol hakki bulunmaktadir,
dolayisiyla, 2 ve Uzeri poliklinik muayene giriglerinin nedeninin sektor bilgisi ile

cocuklarin ailelerinin doktor degistirmeleri olarak yorumlanmistir.
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4,5.6.7,8,0

Node 2
Category % n
0.000 0
mQ 43.8995 6880
u1 56.005 8758
Total 55.106 15638
=

GA_0-1_AY_POLIKLINIK_ADET
Improvement=0.007

|
1,23 4
|

I
Node § Node 6

Category % n Category % n
0.000 o 0.000 0
HQ 36.552 2987 HQ 52.143 3893
u1q 63.448 5185 u 1 47.857 3573
Total 28.797 8172 Total 26.309 7466
T = T =

Sekil 5.11.: 0-1 Yas CART 2. Dugum ve Dallari

15.638 gozlem barindiran 1-12 ay arasinda 4 ila 9 arasinda poliklinik muayene
bulunduran grubunu en iyi bdlen kestiricinin GA_0-1_poliklinik_adet oldugu
gorulmustur. Eger poliklinik muayene basvuru sayisi 1,2,3 ise 8.172 gozlem
arasindan %63,5’inin, eder poliklinik muayene basvurusu sayisi 4 ise 7.466

g6zlem arasindan %47,9’unun kayip hasta oldugu saptanmistir.

15 i;a
Mode 5
Category % n

0.000 1}
mQ 26552 987
Ll G3.44% 5185
Total 28,797 9172
[

Gé_1-12_AY_POLIKLINIK_ADET
Improverment=0.003

4; 5,| 67 B;JS
Mode 11 Mode 12
Category % n Category % n
0,000 o 0.000 0
LA 28388 1259 L} 44.444 1728
L TOE12 3025 L 55.556 2160
Total 15086 4284 Total 12,701 3888
T =

Sekil 5.12.: 0-1 Yas CART 5. Digim ve Dallari
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8.172 gozlem barindiran 0-1 ay poliklinik bagvuru adedi 1, 2 ve 3 olan 5. dugumu
en iyi bolen kestiricinin 1-12 ay poliklinik adet oldugu ve ilgili aralikta poliklinik
muayene basvuru adedinin 4-7 arasinda olmasi durumunda 4.284 gozlem
arasindan %70,6’sinin kayip hasta oldugu, eger poliklinik bagvuru adedi 8-9 ise,

3.888 gbzlem arasindan %55,6’sinin kayip hasta oldugu saptanmigtir.

8.‘|9
Mode 12

Category % n
0.000 0

L 44 444 1728
LAl 55.556 2160
Total 13.701 3888
=

SON_KABUL_KURUMU_GRUBU
Improvement=0.001

Bankalar, Sosyal Glvenlik Kururnu, YURTDIPI BYREYSEL HASTA  Dider Kurumlar, KURUMSUZ HASTA; Personel Yakinlary: Yurtdiby Sinoralar, Ozel Sigoralar

Mode 25 Mode 26
_Category % 0 _Category % 0
0.000 0 n.ooo 0
37379 502 LR} 48173 1226
62621 841 LA 51.827 1319
4733 1343 Total 8.968 2545
| =

GA_1-12_AY_POLIKLINIK_ADET

Improvement=0.001

g

g

Node 47 Mode 48
Category % n Category % n
0.000 0 0.000 (1]
L] 41.753 481 |MD 53482 T45
L] 58.247 BN LA 46.518 648
Total 4059 1152 Total 4908 1393

Sekil 5.13.: 0-1 Yas CART 12. Dugum ve Dallari

1-12 ay arasinda 8-9 poliklinik muayenesi bulunan 3.888 cocuk hasta ise, son
kabul kurumunca en iyi sekilde bolinmustur. Bankalar, SGK, yurtdisi bireysel
hasta olmasi durumunda 1.343 gozlem Uzerinden %62,6’sinin, kurumsuz hasta,
Ozel sigortalar, vyurtdisi sigortalar olmasi durumunda 2.545 go6zlem
arasindan %51,8'inin kayip hasta oldugu gortlmustir. ilgili grup da eger 1-12
aylik dénemde 8 poliklinik muayenesi varsa 1.152 gozlem, %58,2 kayip hasta
orani ve 9 poliklinik muayene varsa 1.393 gozlem ve %46,5 kayip hasta orani

olarak bolunmustur.

107



4

Node 6
Cateqory % n
0.000 0
LA 52143 3893
L 47.857 3573
Total 26.309 7466
=

GA_0-1_AY_DIGER_ADET
Improvement=0.002

1

1;2;?[,4;5 6,7, 8
| 1

Node 13 Node 14
Category % n Category % n
0.000 0 0.000 0
L) 43,439 1023 LA 56,153 2870
u1q 56.561 1332 L 43.847 2241
Total 8.209 2355 Total 18.010 5111

Sekil 5.14.: 0-1 Yas CART 6. Dugum ve Dallari

1-12 ay arahginda 4-9 poliklinik basvurusu bulunan, 0-1 ayda ise 4 poliklinik
muayene basgvurusu bulunan, 7.466 gozlem igceren grup 0-1 ay diger adet
basvurularca (poliklinik ve kontrol muayeneleri haricindeki tim basvurular) en iyi
bolinmus ve eger diger basvuru adedi 1-5 arasinda ise 2.355 gdzlem
arasindan %56,6’sinin, eger 6-8 arasinda ise 5.111 gézlem tzerinden %43,8’inin

kayip hasta oldugu saptanmigtir.

Degerlendirme metrikleri;

Calismada 0-1 yas arasindaki 57.904 devamli hasta kabul edilen gocuk hastanin
churn durumlari CART ile degerlendirilmistir. Toplam veri setinin 40.528 hasta
ile %70’i modelin egitiminde, 17.376 hasta ile %30’u test i¢in kullaniimistir.

Tablo 5.5.: 0-1 Yag CART Degerlendirme Metrikleri

CART 0-1 Yas Churn Degerlendirme Metrikleri
Dogru Yanhs Dogruluk Hassasiyet Kesinlik
Egitim 70.262 15.295 70,25% 65,09% 55,18%
Test 29.980 6.554 69,75% 63,87% 53,70%
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Modelin egitim veri setinde, modelin %70,25 oraninda dogru tahminlemede, test
asamasinda da %69,75’lik dogru tahminde bulundugu saptanmigtir. 0-1 yas
cocuk hastalarinin CART algoritmasi ile kayip hasta olma durumu
degerlendirmesinde, kayip hasta olmayanlar ve kayip hasta olanlar igin hatal ve
dogru tahmin sayilari hem egitim veri seti icin hem de test veri asamasi igin

asagidaki Tablo 5.6.’da karsitlik (confusion) matrisi olarak verilmigtir.

Tablo 5.6.: 0-1 Yas CART Karsithk Matrisi

CART 0-1 Yas Churn Karsithk Matrisi
Gergeklesen
... Degerler (0] 1
Egitim
. (0] 19.529 4.795
Tahminlenen
1 7.263 8.941
Gerceklesen
Degerler (0] 1
Test
. (0] 8.439 2.082
Tahminlenen
1 3.174 3.681

Model egitim veri setinde; 19.529 cocuk hastanin churn olmayacagi dogru
sekilde tahminlenmis, 4.795 c¢ocuk hasta churn olmamasi hatali olarak
tahminlenmis, churn oldugu saptanmistir. 8.941 ¢ocuk hastanin kayip hasta
olacagl model tarafindan dogru tahminlenmis, 7.263 ¢ocuk hasta ise, kayip hasta

olacagi tahminlenmigken, kayip hasta olmadigi gézlenmigtir.

Benzer sekilde, test veri asamasinda; 8.439 cocuk hastanin kayip hasta
olmayacagdl modelce dogru sekilde tahminlenirken, 2.082 cocuk hasta churn
hatali olarak tahminlenirken, kayip hasta oldugu saptanmistir. 3.681 ¢ocuk
hastanin kayip hasta olacagi model tarafindan dogru tahminlenmis, 3.174 gocuk
hasta ise, kaylp hasta olacagi tahminlenmigken, kayip hasta olmadigi

gOzlenmigtir.

Modelin degerlendiriimesinde; hassasiyet (recall) metrigi, model dahilinde tim
pozitif tahminlenenlerin, yani churn olacagi éngoérulenlerin, ne kadarinin gergekte

pozitif/kayip hasta oldugunu incelemektedir. Hassasiyetin egim verisinde %65,09,
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test asamasinda %63,87 oldugu gorilmustlr. Bir bagka deyisle, 0-1 yas ¢ocuk
grubunun CART algoritmasi ile tahminlemesinde, modelin egitim verisi igin tim
pozitiffkayip hasta tahminlenen hastalardan aslinda %65,09’sinin kayip hasta

oldugunu, test veri setinde ise ilgili oranin %63,87 oldugunu gostermektedir.

Kesinlik (Precision) metrigi, gercekte pozitif churn olanlarin aslinda kag¢
tanesinin  dogru  tahminlendiginin  degerlendiriimesinde;  egitim  veri
setinde %55,18, test veri asamasinda %53,70 olarak gergeklestigi saptanmistir.
Bir bagka ifade ile egitim veri setinde, gergekte churn olan 100 hastanin 55,18
tanesinin pozitif/kayip hasta olan olarak tahminlendigi, test veri asamasinda ise
gercekte kayip hasta olan 100 hastanin 53,7’sinin kayip hasta /pozitif olarak

tahminlendigi goralmugtur.

5.2.1. 1-2 Yas Grubu Gelis Sikliklari ve MKA

1-2 yas araliginda ya da 0-1 yas doénemlerinde 3 poliklinik muayene sartini
saglayan 1-2 yas araligindaki cocuk hastalarin kayip hasta kabul edilme durumu

karar agaclari algoritmalarindan CHAID ve CART ile analiz edilmistir.

5.2.1.1. CHAID Algoritmasi ile Bulgular ve Degerlendirme Metrikleri

CHURN_1-2_Yas

Category % n

"0 §9.756 28072}

KL 40.244 18906)

{ Total 100000 48978

............. T..........E'
GA_1-2_Yas_POLIKLINIK_ADET

Adj. P-value=0.000, Chi-square=7853.753, df=10

Sekil 5.15.: 1-2 Yas CHAID Genel Durum

1- 2 yas araliginda churn analizine konu olan 46.978 adet gocuk hastadan
18.906 hasta ile %40,24’Gnlin churn oldugu, 28.072 hasta ile %59,76’sinin ise

devamli hasta statisinde hizmet alimina devam ettigi gézlenmistir. CHAID
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algoritmasin ki-kare/df kombinasyonunda en iyi bélinmeyi veren degerin GA_1-
2_Yas_Poliklinik_adet yani, 1-2 yas araligindaki toplam poliklinik muayene

bagvuru sayisinin oldugu saptanmigtir.

Tablo 5.7.: 1-2 Yas Poliklinik Bagvurularina Gére Churn Durumu

1-2 Yas Devamlhl Hasta Churn 2:::::2 Dfl\;::zh Churn
Poliklinik Adet Adedi Adedi Adedi Orani Orani
1 1.187 2.771 3.958 30,0% 70,0%

2 1.600 3.293 4.893 32,7% 67,3%

3 3.174 3.479 6.653 a47,7% 52,3%

4 3.582 3.354 6.936 51,6% 48,4%

5 3.762 2.673 6.435 58,5% 41,5%

6 3.814 1.700 5.514 69,2% 30,8%

7 3.349 887 4.236 79,1% 20,9%

8 2.564 402 2.966 86,4% 13,6%

9 1.888 188 2.076 90,9% 9,1%

10 1.124 86 1.210 92,9% 7,1%

10 ve Gzeri 1.928 73 2.001 96,4% 3,6%
Toplam 27.972 18.906 46.878 59,7% 40,3%

1-2 yas arasindaki churn orani %40,24 olarak saptanmis iken, yukaridaki tabloda
en iyi kestirici olan 1-2 poliklinik adedi bagvurusuna gére gézlem adetleri ve churn
oranlari paylasiimistir. Cocuk hastalarin 1-2 yas arasindaki poliklinik muayene
basvuru adedi 1 oldugunda, 3.958 gozlem arasindan %70’inin churn oldugu,
basvuru adedi 2 oldugunda 4.893 gbzlem arasindan %67,3’'Unun churn oldugu,
bagvuru adedi 3 ise, 6.653 gbzlem arasindan %52,3’Unun churn oldugu, basvuru
adedi 4 ise, 6.936 gbzlem arasindan %48,4’Gnlin churn oldugu, basvuru adedi, 5
ise %41,5’inin, poliklinik bagvuru adedi 6 ise 5.514 gézlem arasindan %30,8’inin,
basvuru adedi 7 ise, 4.236 gozlem arasindna %20,9’'unun, basvuru adedi 8 ise,
2.966 gozlem arasindan %13,6’sinin, bagvuru adedi 9 ise, 2.076 go6zlem
arasindan %9,1’inin, bagvuru adedi 10 ise, 1.210 gbzlem arasindan %?7,1’inin ve
son olarak bagvuru adedinin 10 ve Uzeri olmasi durumunda 2.001 gozlem

arasindan %3,6’sinin churn oldugu saptanmistir.
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1
Node 1
Category % n
0 32.700 1600
LA 67.300 3293
Total 10416 4893
Lk
SONDAN3-SONDAN_ARASI_GUN_SAYISI
Adj, Pvalue=0.000, Chi-square=121,234, df=3

<= 34,000 (34.000,118.000) (119.000, 293.000) »293.000
Node 12 Node 13 Node 14 Node 15
Category % n Category % n Category % n Category % n
0 33730 567 0 nr 0 2423 M 0 34483 240
LA 66.270 1114 LA 58.273 729 L 78577 994 LA 65517 456
Total 3578 1681 Total 2663 1251 Total 2693 1265 Total 1482 69
m T = T =

Sekil 5.16.: 1-2 Yas CHAID 1. Dugum ve Dallari

1-2 yas arasindaki 2 poliklinik muayene adedi ve 4.893 gbzlem sayisinin en iyi
bdlen kestiricinin Sondan3-Sondan4_Arasi_gun_sayisi oldugu gorilmus ve eger
ilgili basgvurular arasindaki gun sayisi 34 ve altinda ise 1.661 goOzlem
arasindan %66,3’intn, 34 ile 119 gun arasinda ise 1.251 go6zlem
arasindan %58,3’unun, 119 ile 293 gun arasinda ise 1.265 gozlem arasindan
78,6’sIinin ve 293 gun Uzerinde ise 696 gozlem arasinda %65,5’inin churn oldugu

gozlenmigtir.

<= 34.000

Node 12
8o n
32.730 567
66270 1114

3578 1681

GS_1-2_GRUBY
Adi. P-value=0.000, Chi square=16.109, df=1

[

N :
Node 38 Node 39
ualegog k3 n ca!ego!! % n
0 29 9890 305 0 39 450 262
" 70010 712 u 60542 402
Total 2165 1017 Total 1413 664

Sekil 5.17.: 1-2 Yas CHAID 12. Dagum ve Dallari
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Sondan3_Sondan4_arasi_gun_sayisinin 34 ve altinda oldugu 1.661 gdzlem
iceren 12. dugumui en iyi bodlen kesitiricinin GS_1-2_Grubu yani, 1-2 yas
araligindaki gelis grubu (A,B,C) oldugu, A (4 ve uzeri bagvuru) ve C (1 bagvuru)
gruplarinin 1.107 gozlem uzerinden %70’inin, B (2-3 bagvuru) grubuna ait

cocuklarin 664 gézlem Uzerinden %60,5’inin churn oldugu gérulmustar.

(34.000, 113.000]

Mode 13
Category ) n
L] 41.727 522
.1 58.273 729
Total 2.663 1251
[ =]

GS5_1-2_GRUBU
Adj. P-value=0.041, Chi-square=6.060, di=1

1 o
MNode 40 Mode 41
Category % n Category % n
1] 38.111 226 a 44.985 296
. 1 61.889 367 .1 55.015 362
Taotal 1.262 583 Total 1.401 658

Sekil 5.18.: 1-2 Yas CHAID 13. Dugium ve Dallar

Sondan3_Sondan4 _arasi_gun_sayisinin 34 -119 gin oldugu 1.251 gdzlem
iceren 13. dugumdu en iyi bdlen kesitiricinin benzer sekilde GS_1-2_Grubu yani,
1-2 yas araligindaki gelis grubu (A,B,C) oldugu, A (4 ve Uzeri bagvuru) grubunun
593 gbzlem Uzerinden %61,9'unun, B (2-3 basvuru) ve C (1 bagvuru) grubuna ait

cocuklarin 658 gézlem Uzerinden %55’inin churn oldugu gérulmustar.

(118.000, 293.000]

Node 14
Category % n
0 21422 M
LA 78577 994
Total 2693 1265
| =

SONDANZ-SONDANI_ARASI_GUN_SAYISI
Ad]. P-value=0.000, Chi-sguare=20.900, d=1

<:14|?.DUD >147i'IJDD

Mode 42 hode 43
Category % n Category % n
0 26.083 185 0 15.468 36
L 73.907 524 L 84532 470
Total 1509 709 Total 1184 556

Sekil 5.19.: 1-2 Yas CHAID 14. Digim ve Dallari
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Sondan3_Sondan4_arasi_gun_sayisinin 119 -293 gun oldugu 1.265 go6zlem
iceren 14. dUgumu en iyi bélen kesitiricinin Sondan2-Sondan3_arasi_gln_sayisi
oldugu, eger bagvurular arasindaki gun farki 147 ginden az ise 709 gozlem
uzerindne %73,9unun, eger 147 gunden fazla ise 556 goOzlem

arasindan %84,5’inin churn oldugu saptanmigtir.

\
]
|

Maode 2

Category % n
] 69.160 3814
LIl 30.831 1700

Total 11.737 5514

=
SONDANT-SONDANE_ARASI_GUN_SAYISI
Adj. P-value=0.000, Chi-square=41.681, df=3

==53.000 (53,000, 107.000] (107,000, 175.000]; =missing> =175.000

\ |
MNode 30 Mode 31 Mode 32 Mode 33
Category % n Category % n Category % n Category % n
0 68.375 2268 0 74978 863 0 60142 338 0 71.281 345
| 31.625 1049 LA 25022 288 el 39.858 224 L] 28.719 1389
Total T.061 3INT Total 2.450 1151 Total 1186 562 Total 1.030 484
=

Skk_Ozel_Sigotalar
Ad). P-value=0.002, Chi-square=9.805, d=1

<=0.000 = 0.000
Mode 61 MNode 62
Category % n Category % n
1] 65045 789 1] 70.295 1479
LA 34955 424 LI 29.705 635
Total 2582 1213 Total 4.478 2104

Sekil 5.20: 12 Yas CHAID 8. DUgum ve Dallari

1-2 yas araliginda 6 poliklinik muayene basvurusu olan 5.514 g6zlem ve %30,8
churn oranina sahip olan 8.dugum de kendi icinde
Sondan7_Sondan8_arasi_gun_sayisinca en iyi bolunmus ve ilgili basvuralar
arasindaki gun sayisi 53 ve altinda ise 3.317 gézlem arasindan %31,6’sinin, 53
ile 107 glin arasinda ise 1.151 gézlem Gzerinden %25’inin, 107 -175 guin ve kayip
degerler (ilgili yas araliginda sondan7-sondan8 bulunmuyan, diger yas
gruplarinda bulunan) ise 562 go6zlem arasindna %39,9 ve 175 gun Uzeri
durumunda 484 gozlem tzerinden %28,7’sinin churn oldugu gézlenmistir. Ayrica,
CHAID modeli, ilgili araliktaki basvuru gin sayisi farkinin 53 gun ve alti durumunu

SKK_Ozel_Sigortalar (son kabul kurumu 6zel sigortalar) olarak bolmus ve eger
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¢ocuk hastanin son kabul kurumu Ozel sigortalar degilse 1.213 gozlem
arasindan %35’inin, 6zel sigortalar ise 2.104 gézlem Gzerinden %29,7’sinin churn

oldugunu saptanmisgtir.

e ) )

MNode 9
Category S n
o F9.060 3349
| 1 20.940 287
Total Q017 4236
=]

Skk_Sosyal_Gilvenlik_kKurumu
Adj. P-value=0.002, Chi-square=7.024, d="1

== 0,000 = 0,000
Mode 34 Mode 35
Categoryg % n Category % n
0 Y9659 2988 ] 74,433 361
| 20.341 TB3 m 1 25 567 124
Total 7.985 3751 Total 1.032 485
=l
SONDAMNS-SOMNDANE_ARASI_GUN_SAYISI
Ad). P-value=0.039, Chi-sgquare=8_1457, d=1
== 3|1.IZIEID = 13'].00!3
Mode 63 Mode G4
Category %% N Category Fo N
[} 20,4532 2560 ] 75.220 428
u 1 19.547F 622 | 1 24.780 141
Total B.F773 3182 Total 1.211 569

Sekil 5.21.: 1-2 Yas CHAID 9. D4gim ve Dallari

1-2 yas araliginda 7 poliklinik muayene basvurusu olan 4.236 gézlem ve %20,9
de kendi

SKK_Sosyal_Guvenlik_Kurumu, son kabul kurumu sosyal guvenlik kurumunca

churn oranina sahip olan 9.dugum icinde
en iyi boluinmis ve son kabul kurumu eger SGK degilse 3.751 gozlem
arasindan %?20,3’anun, eger SGK ise 485 gozlem arasindan %25,6’sinin churn
oldugu goérulmdastir. Son kabul kurumu SGK olmayan 3.751 gézlem de kendi
icerisinde Sondan5_Sondan6_arasi_gun_sayisinca bolinmus ve eger bagvurlar
arasindaki giin sayisi 131 ve altinda ise 3.182 gdzlem arasindan %19,5’inin, 131

gln Gzerinde ise 569 gozlem arasindan %24,8’inin churn oldugu saptanmigtir.
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a

Mode 10
Category % n
0 86,446 2564
L] 13.554 402
Total 6.314 2066
=

SONDANT-SOMNDANE_ARASI_GLIN_SAYISI
Adj. P-value=0009, Chi-square=10,854, di=1

= 13|.DDD = 3|.DDD
MNode 36 MNode 37
Category % i Category % i
i B3.455 802 0 B7.880 1762
LI 16,545 159 L 12120 343
Total 2,046 981 Total 4,268 2004

Sekil 5.22.: 1-2 Yas CHAID 10. Digium ve Dallari

1-2 yas araliginda 8 poliklinik muayene basvurusu olan 2.966 gozlem ve %13,6
10. de kendi

Sondan7_Sondan8_ arasi_gun_sayisinca en iyi bolinmis ve eger

churn oranina sahip olan digum icinde

ilgili
basvurular arasindaki gun sayisi 13 ve altinda ise 961 gozlem arasindan gocuk
hastalarin %16,5’inin, 13 gun Uzerinde ise 2.005 gbzlem arasindan %12,1’inin

churn oldugu gorulmustar.
Degerlendirme metriklerinde;

Calismada 1-2 yas arasindaki 67.106 devamli hasta kabul edilen ¢gocuk hastanin
churn durumlari CHAID ile degerlendirilmistir. Toplam veri setinin 46.978 hasta

ile %70’ modelin egitiminde, 20.128 hasta ile %30'u test icin kullaniimigtir.

Tablo 5.8.: 1-2 Yag CHAID Degerlendirme Metrikleri

CHAID 1-2 Yas Churn Degerlendirme Metrikleri
Dogru Yanhs Dogruluk Hassasiyet Kesinlik
Egitim 70.262 15.295 70,86% 64,35% 61,87%
Test 29.980 6.554 70,42% 63,81% 61,66%

Modelin egitim veri setinde, modelin %70,86 oraninda dogru tahminlemede, test
asamasinda da %70,42’lik dogru tahminde bulundugu saptanmistir. 1-2 yas
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cocuk hastalarinin CHAID algoritmasi ile churn olma durumun
degerlendirmesinde, churn olmayanlar ve churn olanlar i¢in hatali ve dogru
tahmin sayilari hem egitim veri seti icin hem de test veri asamasi igin asagidaki

tablo 17°de karsitlik (confusion) matrisi olarak verilmigtir.

Tablo 5.9.: 1-2 Yas CHAID Karsithk Matrisi

CHAID 1-2 Yas Churn Karsithk Matrisi
Gercgeklesen
. Degerler 0 1
Egitim
. 0 21.590 6.482
Tahminlenen
1 7.208 11.698
Gercgeklesen
Degerler 0 1
Test
. 0 9.166 2.840
Tahminlenen
1 3.114 5.008

Model egitim veri setinde; 21.590 cocuk hastanin churn olmayacagi dogru
sekilde tahminlenmis, 6.482 c¢ocuk hasta churn olmamasi hatali olarak
tahminlenmis, churn oldugu saptanmistir. 11.698 ¢ocuk hastanin churn olacagi
model tarafindan dogru tahminlenmis, 7.208 cocuk hasta ise, churn olacagi

tahminlenmisken, churn olmadigi gozlenmigtir.

Benzer sekilde, test veri asamasinda; 9.166 cocuk hastanin churn olmayacagi
modelce dogru sekilde tahminlenirken, 2.840 ¢ocuk hasta churn hatali olarak
tahminlenirken, churn oldugu saptanmistir. 5.008 ¢ocuk hastanin churn olacagi
model tarafindan dogru tahminlenmis, 3.114 cocuk hasta ise, churn olacagi

tahminlenmigken, churn olmadigi gozlenmistir.

Modelin degerlendiriimesinde; hassasiyet (recall) metrigi, model dahilinde tim
pozitif tahminlenenlerin, yani churn olacagi 6ngoérulenlerin, ne kadarinin gergekte

pozitif/kayip hasta oldugunu incelemektedir. Hassasiyetin egim verisinde %64,35,
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test asamasinda %63,81 oldugu gorilmustir. Bir bagka deyisle, 1-2 yas ¢ocuk
grubunun CHAID algoritmasi ile tahminlemesinde, modelin egitim verisi icin tUm
pozitiffkayip hasta tahminlenen hastalardan aslinda %64,35’inin kayip hasta

oldugunu, test veri setinde ise ilgili oranin %63,81 oldugunu gostermektedir.

Kesinlik (Precision) metrigi, gercekte pozitif churn olanlarin aslinda kag¢
tanesinin  dogru  tahminlendiginin  degerlendiriimesinde;  egitim  veri
setinde %61,87, test veri asamasinda %61,66 olarak gergeklestigi saptanmigtir.
Bir bagka ifade ile, egitim veri setinde; gergekte churn olan 100 hastanin 61,87
tanesinin pozitif/kayip hasta olan olarak tahminlendigi, test veri asamasinda ise
gercekte kayip hasta olan 100 hastanin 61,66’sinin kayip hasta/pozitif olarak

tahminlendigi goralmugtur.
5.2.2.2. CART Algoritmasi ile Bulgular ve Degerlendirme Metrikleri

CHURN_1-2_Yas

Node 0
Category % n_|:
' 0.000 of:
=0 59.614 19604 |:
| 1 40.386 13281 |:
1 Total 100.000 32885]:
""""""" [T

GA_1-2_Yas_KONTROL_ADET
Improvement=0.020
1

Sekil 5.23.: 1-2 Yas CART Genel Durumu

1- 2 yas araliginda kayip hasta analizine konu olan 32.885 adet ¢gocuk hastadan
13.281 hasta ile %40,4’Unun kayip hasta oldugu, 19.604 hasta ile 59.6%’nin ise
devamli hasta statisliinde hizmet alimina devam ettigi gézlenmistir. CART
algoritmasinda en iyi bolinmeyi veren degerin GA_1-2_yas_kontrol_adet yani 1-
2 yas araligindaki ¢cocuk hastalarin kontrol muayene bagvuru adetleri oldugu
saptanmistir. Eger 1 kontrol muayene varsa 20.416 gézlem ile %48,1’inin kayip
hasta oldugu, 2 ve Uzeri kontrol muayenesi bulunanlar 12.469 go6zlem

arasindan %27,7’sinin kayip hasta oldugu gorulmustur.
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20.416 gozlem iceren birinci dugum kendi igcinde GA_1-2_yas_poliklinik_adet, 1-
2 yas araligindaki poliklinik muayene basvuru adedince en iyi bolunmus ve eger
poliklinik muayene basvuru sayisi 1 ve 5 (dahil) arasinda ise 15.456 gozlem

arasindan %56,8'’inin, eger 6 ve Uzeri poliklinik muayene basgvurusu varsa 5.060

Category

1
Node 1

% n

"o
LB

0.000 0
51.886 10593
48114 93823

Total

62.083 20416

=

GA_1-2_Yas_POLIKLINIK_ADET
Improvement=0.028

1.2,3,4,5 10;11;12;13,14,15,17,18,6, 7, 8,
Node 3 Node 4
Category % n Category % n
0.000 0 0.000 0
LA} 43221 6637 LA 78182 3956
L] 56.779 8719 L] 21.818 1104
Total 46,696 15356 Total 15387 5060
T L™

Sekil 5.24.;: 1-2 Yas CART 1. Dugum ve Dallari

g6zlem arasindan %21,8’inin kayip hasta oldugu saptanmistir.

1,2,3, 4,5
Mode 3

Category W 1]
0.000 a
L 1] 43,221 6637
| 56.779 8719
Total 465.696 15356
=l

GA_1-2_Yas_POLIKLINIK_ADET
Improvement=0.008

1.2
|
Mode 7

Category % n
0.000 0

mQ 30.724 1723
Ll B9.276 3885
Total 17.053 5608
=

SOMNDAMNZ-SOMDAMNI_ARAS|_GUN_SAYISI

Sekil 5.25.: 1-2 Yas CART 3. Dugum ve Dallari
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3; ﬂ-‘%; 1
Mode 8
Category % n
0.000 o
mQ 50.410 4914
| 49.580 4834
Total 29643 49748

GS_1-2_GRUBU

=



15.356 ¢ocuk hastaya ait gézlem igeren 1-2 yas araliginda 1-5 adet poliklinik
muayene basvuru olan cocuk hastalar, yine kendi igerisinde 1-2 poliklinik
muayene basvurusu, 5.608 gozlem, %69,3 kayip hasta orani ve 3,4,5 poliklinik
muayene bagvurusu 9.748 gozlem ve %49,6 kayip hasta orani ile bolunmustir.

SOMNDANZ-SOMDAMNZ_ARAS|_GUN_SAYISI
Improverment=0.001

== 12|D.5Elﬂ =1 2I|J.5EID
MNode 15 Mode 16
Category % il Category % n
0.000 0 0.000 0
LJ] 36.275 1040 LAt 24918 683
L 63.725 1827 u1 75.082 2058
Total 8718 2867 Total 8335 IT#
| =

SON-SONDANZ_ARASI_GUN_SAYISI
Improvement=0.002

== 328500 = 329,500
Mode 31 Mode 32
Cateqory % f Category % f
0.000 0 0.000 0
L] 30,433 640 0 52356 400
LI F9.567 1463 (M1 47 644 364
Total 6.385 2103 Total 2323 764

Sekil 5.26.: 1-2 Yas CART 15. Dugum ve Dallari

5.608 gozlem igeren, 1-2 yas arahdinda 1-2 poliklinik muayene bagvurusu
bulunan, 7. digim de kendi icinde Sondan2-Sondan3_arasi_gln_sayisinca en
iyi bolunmus ve eger basvurular arasinda 121 gunden az var ise 2.867 gozlem
%63,7’sinin, 121 gun 2.741

uzerinden %75’inin kayip hasta oldugu gozlenmigtir. 2.867 gdzlem igeren

arasindan uzeri fark var ise, gozlem
sondan2-sondan3_arasi_gun_sayisi 121 gun altt olan sinifi en iyi bdlen
kestiricinin de Son_sondan2_arasi_gun_sayisi oldugu, eger basvurular arasinda
330’gunden az fark var ise 2.103 gézlem arasindan %69,6’sinin, 330 glinden

fazla ise 764 gdzlem arasindan %47,6’sinin kayip hasta oldugu goriimustuar.
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I
6S_1-2_GRUBU
Improvement=0.008

I

A

B

Node 17 Node 18
Category % n Category % n
0.000 0 0.000 0
L 45682 3809 LRI 78.369 1105
u1 54.318 4529 L 21.631 305
Total 25355 8338 Total 4.288 1410
=
GA_1-2_Yas_POLIKLINIK_ADET
Improvement=0.003
|
Node 35 Node 36
Category % n Category % n
0.000 0 0.000 0
EQ 34404 900( (WO 50.839 2909
N1 65506 1716( (M1 49.161 2813
Total 7.955 2616 Total 17.400 5722

Sekil 5.27.: 1-2 Yas CART 17. Dugum ve Dallari

9.748 gozlem iceren, 1-2 yas araliginda 3-4-5 poliklinik muayene basvurusu
bulunan, 8. dugum de kendi igcinde GS_1-2_grubu, yani 1-2 yas araligindaki gelis
saylisinca belirlenen gelis grubunca en iyi bélinmus, eger A (4 ve Uzeri poliklinik
muayene) grubunda ise 8.338 gbzlem Uzerinden %54,3’Unun, B grubunda ise (2-
3 poliklinik muayene) 1.410 gozlem uzerinden %21,6’sinin kayip hasta oldugu
gorulmustar. Ayrica 8.338 gozlem igeren A grubundaki ¢cocuk hastalar GA_1-
2 _yas_poliklinik_adedince en iyi bélinmus ve poliklinik muayene adedi 3 ise,
2.616 gozlem arasindan %65’6’sinin, poliklinik muayene adedi 4 ve 5 ise, 5.722

g6zlem arasindan %49, 1’inin kayip hasta oldugu saptanmistir.
Degerlendirme metriklerinde;

Calismada 1-2 yas arasindaki 67.106 devamli hasta kabul edilen ¢ocuk hastanin
kayip hasta durumlari C & T ile degerlendirilmigtir. Toplam veri setinin 46.978

hasta ile %70’i modelin egitiminde, 20.128 hasta ile %30’u test i¢in kullaniimistir.
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Tablo 5.10.: 1-2 Yas CART Degerlendirme Metrikleri

CART 1-2 Yas Churn Degerlendirme Metrikleri
Dogru Yanhs Dogruluk Hassasiyet Kesinlik
Egitim 70.262 15.295 68,73% 69,80% 39,32%
Test 29.980 6.554 68,74% 70,07% 42,65%

Modelin egitim veri setinde, modelin %68,73 oraninda dogru tahminlemede, test
asamasinda da %68,74’luk dogru tahminde bulundugu saptanmistir. 1-2 yas
cocuk hastalarinin CART algoritmasi ile kaylp hasta olma durumun
degerlendirmesinde, kayip hasta olmayanlar ve kayip hasta olanlar igin hatali ve
dogru tahmin sayilari hem egitim veri seti icin hem de test veri agamasi igin

asagidaki tablo 19’da karsitlik (confusion) matrisi olarak verilmistir.

Tablo 5.11.: 1-2 Yas CART Karsithk Matrisi

CART 1-2 Yas Churn Karsithk Matrisi
Gergeklesen
.. Degerler 0 1
Egitim
. 0 24.856 3.216
Tahminlenen
1 11.473 7.433
Gergeklesen
Degerler 0 1
Test
. 0 10.641 1.365
Tahminlenen
1 4.297 3.195

Model egitim veri setinde; 24.856 cocuk hastanin kayip hasta olmayacagi
dogru sekilde tahminlenmis, 3.216 cocuk hasta kayip hasta olmamasi hatali
olarak tahminlenmig, kayip hasta oldugu saptanmistir. 7.433 ¢ocuk hastanin
kayip hasta olacagi model tarafindan dogru tahminlenmis, 11.473 ¢ocuk hasta

ise, kayip hasta olacagi tahminlenmisken, kayip hasta olmadigi gézlenmisgtir.
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Benzer gekilde, test veri agsamasinda; 10.641 cocuk hastanin kayip hasta
olmayacagl modelce dogru sekilde tahminlenirken, 1.365 ¢ocuk hasta, hatali
olarak kayip hasta tahminlenirken, kayip hasta oldugu saptanmistir. 3.195 ¢ocuk
hastanin kayip hasta olacagi model tarafindan dogru tahminlenmisg, 4.297 cocuk
hasta ise, kaylp hasta olacadli tahminlenmigken, kayip hasta olmadigi

gozlenmigtir.

Modelin degerlendiriimesinde; hassasiyet (recall) metrigi, model dahilinde tium
pozitif tahminlenenlerin, yani kayip hasta olacagi ongorilenlerin, ne kadarinin
gercekte pozitif / kayip hasta oldugunu incelemektedir. Hassasiyetin egim
verisinde %69,80, test asamasinda %70,07 oldudu gordlmagstir. Bir baska
deyisle, 1-2 yas cocuk grubunun C &T algoritmasi ile tahminlemesinde, modelin
egitim verisi icin tum pozitiffkaylp hasta tahminlenen hastalardan
aslinda %69,80’inin kayip hasta oldugunu, test veri setinde ise ilgili

oranin %70,07 oldugunu gdéstermektedir.

Kesinlik (Precision) metrigi, gercekte pozitif kayip hasta olanlarin aslinda kag
tanesinin  dogru  tahminlendiginin  degerlendiriimesinde;  egitim  veri
setinde %39,32, test veri asamasinda %42,65 olarak gergeklestigi saptanmistir.
Bir bagka ifade ile, egitim veri setinde; gergekte kayip hasta olan 100 hastanin
39,32 tanesinin pozitiffkayip hasta olan olarak tahminlendigi, test veri
asamasinda ise gercekte kayip hasta olan 100 hastanin 42,65’inin kayip

hasta/pozitif olarak tahminlendigi goralmusgtur.

5.2.3. 2-6 Yas Grubu Gelis Sikliklari ve MKA

2-6 yas araliginda ya da daha onceki tanimli grup donemlerinde 3 poliklinik
muayene sartini saglayan 2-6 yas araligindaki cocuk hastalarin kayip hasta kabul
edilme durumu karar agaclar algoritmalarindan CHAID ve CART ile analiz

edilmistir.
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5.2.3.1. CHAID Algoritmasi ile Bulgular ve Degerlendirme Metrikleri

CHURN_2-6_Yas

Node 0
Categorv % n '
B 36.641 31349]:
| 1 63.359 54208 |
| Totar  100.000 85557|
............. 1--_--_---_1____.'
MAXG_5

Adj. P-value=0.000, Chi-square=17092.120, df=7

Sekil 5.28.: 2-6 Yas CHAID Genel Durumu

2— 6 yas araliginda kayip hasta analizine konu olan 85.257 adet ¢ocuk hastadan
54.208 hasta ile %63,6’sinin kayip hasta oldugu, 31.349 hasta ile 36.4%’Unln

ise devamli hasta statustinde hizmet alimina devam ettigi gdzlenmistir. CHAID

algoritmasin ki-kare/df kombinasyonunda en iyi boluinmeyi veren degerin

MAXG_5, yani cocuk hastalarinin 5 ve 6 yas arasindaki iki basvurusu arasindaki

maksimum gun sayisinin oldugu saptanmistir. Burada bolunen 8 dala iligkin bilgi

Ozetlenerek tablo 20’de sunulmustur.

Tablo 5.12: 2-6 Yas CHAID MAXG_5 Sinifi Bagvurular Arasi Gun Farki ve Kayip hasta

Durumu
Devamli Hasta Churn Tc-)-plam Devamli Churn
MAXG_5 Adedi Adedi Gozlem Hasta Orant
Adedi Orani
52 giinden az 3.261 495 3.756 86,8% 13,2%
52-91 giin arasi 2.303 1.449 3.752 61,4% 38,6%
91-119 gln arasi 2.080 1.651 3.731 55,7% 44,3%
119-146 giin arasi 1.930 1.803 3.733 51,7% 48,3%
146-177 gun arasi 1.792 2.042 3.834 46,7% 53,3%
177-215 giin arasi 134 3.634 3.768 3,6% 96,4%
215 glin sonrasi 0 14.995 14.995 0,0% 100,0%
Kayip degerler 19.849 28.139 47.988 41,4% 58,6%
Toplam 31.349 54.208 85.557 36,6% 63,4%
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2-6 yas arasindaki kayip hasta orani %63,4 olarak saptanmis iken, ilk digumde,
cocuk hastalarin 5-6 yas arasindaki gelisleri arasindaki maksimum gun farki; 52
gun ve altinda oldugunda; kayip hasta oraninin %13,2, 52-91 gln
arasinda %38,6, 91-119 gun arasinda %44,3, 119-146 gun arasinda %48,3, 146-
177 gun arasinda %53,3, 177-215 gun arasinda %96,4 ve 215 glun tzerinde 100%
oldugu saptanmistir. 2-6 yas arasinda kayip hasta bilgisi olan fakat MAXG_5
sinifinda 1'den fazla bagvurusu olmayanlarin, 47.988 adet g6zlem,%58,6’sinin

kayip hasta oldugu saptanmistir.

<= 52|.DDD
MNode 1
Category % n
1] B6.821 3281
LAl 13179 495

Total 4,390 3756

| =
GS_2-6_Yas_gelis

Adj. P-value=0.000, Chi-square=1250.793, df=2

= EI.DDD (2.DDD,IB.DDD] = B.iJlJIJ
Node 9 Node 10 Node 11
Category % n Category % n Category % n
0 100.000 1437 0 98.455 1211 0 56.290 613
[l 0.000 o |™1 1.545 19| W1 43.710__ 476
Total 1680 1437 Total 1.438 1230 Total 1.273 1089

Sekil 5.29.: 2-6 Yasg CHAID 1. Dugum ve Dallari

MAXG_5'’in 52 gun ve altinda oldugu dal en iyi bolen kestiricinin ise 2-6 yas
araligindaki toplam gelis sayisi oldugu saptanmis ve 2-6 yas arasindaki toplam
gelis adedinin 3.756 gozlem oldugu, hastalarin 2 ve altinda basvurusu varsa hi¢
kayip hasta olmadigi, 3 ve 6 arasinda basvurusu varsa 1.230 gozlem arasindan
19 tanesinin, 6'dan fazla basvurusu olan hastalarin ise 1.089 g6zlem

arasindan %43,7 ile 476’sinin kayip hasta oldugu gézlenmistir.
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(52.000, 91.000]

Maode 2
Category % n
I B1.381 2303
LA 38.619 1449
Total 4,385 3752
| =l
MAHG_4

Adj. P-value=0.000, Chi-square=2122.884, di=2

== 166.000 = 166,000 «missing=
MNode 12 Mode 13 Mode 14
Category % i Category % il Category % f
0 74,493 1285 0 57849 62 0 100,000 956
LK 25507 440 LB 94,211 _1009( (91 0.000 0
Total 2016 1725 Total 1,252 1071 Total 1117 956
=

GA_1-12_AY_POLIKLINIK_ADET
Ad). P-value=0.000, Chi-square=205.780, df=1

== EII.UUIJ = 0,000
Node 34 Node 35
Category % n Category % n
1] 89.627 769 0 59516 516
N1 10,373 89| |m1 40,484 351
Total 1.003 958 Total 1.013 867

Sekil 5.30.: 2-6 Yag CHAID 2. Dugum ve Dallari

ikinci digiimi olan MAXG_5 52-91 giinii en iyi bolen kestiricinin MAXG_4 yani
4-5 vyaslari arasindaki iki basvuru arasindaki maksimum gun farki oldugu
gorulmustir. MAXG_4 de kendi iginde; 166 gun ve alti, 166 gun Uzeri ve kayip
degerler (ilgili yas araliginda 1 ve 1’den az basvurular) olarak dallanmigtir.
MAXG_4’lUn 166 gln ve altinda oldugu durumlarda 1725 gézlem arasinda kayip
hasta oraninin %25,5 iken 166 gin Uzeri oldugu durumlarda 1071 gdzlem

arasindan %’94,2’e yukseldigi saptanmistir.

166 gunden az olan 1725 gdzlemi de kendi iginde; 1-12 ay araligindaki poliklinik
muayene adetlerinin en sekilde anlamlandirdigi gorilmustur. 1-12 ay arahidinda
herhangi bir poliklinik muayenesi bulunmayan 858 c¢ocugun 89 tanesinin

(10%’nun) kayip hasta oldugu, 1-12 ay araliginda herhangi bir poliklinik
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bagvurusu olan c¢ocuklarin ise 2-6 vyas araliginda 867 gobzlem

arasindan %40,5'nin kayip hasta oldugu saptanmistir.

(91.000,119.000)

Node 3
Category % n
0 55.749 2080

n1 44.251 1651

Total 4361 3731
S
GA_2-3_Yas_POLIKLINIK_ADET
Adj. P-value=0.000, Chi-square=360.169, df=2

a= IJ|.EIDD ([I.l][ll].lal.l][llll ® 4.i:IUEI

Mode 15 Node 16 Mode 17
Category % f Category % n Category % n
1} B4 506 1129 ] 24335 311 1] A7 296  R40
LA 16,494 207| M1 75.665  967| (E1 42,704 477
Total 1662 1336 Total 1.494 1278 Total 1.306 117

Sekil 5.31.: 2-6 Yag CHAID 3. Dugum ve Dallar

Uglincti digim olan MAXG_5 91-119 glini en iyi bolen kestiricinin GA_2-
3_Yas_Poliklinik_Adet yani, 2 ve 3 yas araligindaki ¢ocuk hastanin poliklinik
muayene basvuru adedi oldugu goérulmustir. ilgili grup kendi icinde ise; eger
gocugun 2-3 yas aralidinda herhangi bir basvurusu yoksa, 1.336 gobzlem
arasindan kayip hasta oraninin %15,5 oldugu, 1-4 arasinda poliklinik muayene
basvurusu varsa 1.278 g6zlem arasindan kayip hasta oraninin %75,7 oldugu ve
4’de fazla basvurusu varsa 1.117 gdzlem arasindan %42,7’sinin kayip hasta

oldugu saptanmistir.
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{118,000, 146.000]

Mode 4
Category % il

0 81.701 1830
L 48.299 1803

Total 4363 3733

=
GA_2-3_Yas_POLIKLIMNIK_ADET

Adj. P-value=0.000, Chi-sgquare=911.002, dE=2

<= D[DDD (D.DDD,I4.DDD] = 4.JDDD
Mode 18 Mode 19 Mode 20
Category % fi Category % fi Category % fi
a 81.467 1055 0 23009 315 0 52.385 560
L 18.533  240| (M4 76,991 1054 (M1 47.615 509
Total 1.814 1205 Total 1.600 1369 Total 1.249 1069

Sekil 5.32: 2-6 Yas CHAID 4. Dugum ve Dallari

Doérdincli dugum olan MAXG_5 119-146 guni en iyi bolen kestiricinin benzer
sekilde GA_2-3 Yas_Poliklinik_Adet yani, 2 ve 3 yas araligindaki gocuk hastanin
poliklinik muayene basvuru adedi oldugu gérilmustir. ligili grup kendi iginde ise;
eger cocugun 2-3 yas araliginda herhangi bir bagvurusu yoksa, 1.295 gozlem
arasindan kayip hasta oraninin %18,5 oldugu, 1-4 arasinda poliklinik muayene
bagvurusu varsa 1.369 gozlem arasindan kayip hasta oraninin %76,9 oldugu ve
4’de fazla basvurusu varsa 1.069 g6zlem arasindan %47,6’sinin kayip hasta

oldugu saptanmistir.
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(146.000, 177.000]

GA_2-3_Yas_POLIKLINIK_ADET

Mode 5
Category % n
0 46.74D 1792

|1 53.260 2042
Total 4481 3834
=

Ad). P-value=0.000, Chi-square=965.446, df=2

<= !]l.l][I[I (0.000, 4.000] = 4.|EIEIEI
Node 21 Node 22 Mode 23
Category % n Category % n Category % n
] 70901 966 0 20862 334 0 43.047 492
Ll 20.099 243 W1 79.138 1267 (M1 51.953 532
Total 1.413 1209 Total 1871 1601 Total 1187 1024

Sekil 5.33: 2-6 Yas CHAID 5. Dugum ve Dallari

Besinci dugum olan MAXG_5 146-177 gunu en iyi bdlen kestiricinin benzer
sekilde GA_2-3 Yas_Poliklinik_Adet yani, 2 ve 3 yas araligindaki gocuk hastanin
poliklinik muayene basvuru adedi oldugu gérilmustir. ilgili grup kendi icinde ise;
eder ¢cocugun 2-3 yas araliginda herhangi bir bagvurusu yoksa, 1.209 gozlem
arasindan kayip hasta oraninin %20,1, 1-4 arasinda poliklinik muayene
bagvurusu varsa 1.601 gézlem arasindan kayip hasta oraninin %76,1 ve 4’de
fazla bagvurusu varsa 1.024 gézlem arasindan %51,96’sinin kayip hasta oldugu

saptanmistir.

{(177.000, 214.000]

Mode &
Category % n
0 3556 134
[N 96.444 3634
Total 4,404 3768
| =

GA_2-3_Yas_POLIKLINIK_ADET
Adj. P-value=0.000, Chi-square=52.783, df=2

= D|.DDD (D.DDD,|4.DDD] = lfl.|DDD
Node 24 Node 26 Node 26
Category % n Category % n Category % n
0 5875 72 0 1.142 19 0 4783 43
[l 94025 1133| (M1 98.858 1645| |1 95.217 856
Total 1408 1205 Total 1.945 1664 Total 1051 899

Sekil 5.34.: 2-6 Yas CHAID 6. Dugum ve Dallar
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Altinci digum olan MAXG_5 177-215 gunu en iyi bélen kestiricinin benzer sekilde
GA_2-3 Yas_Poliklinik_Adet yani, 2 ve 3 yas araligindaki ¢ocuk hastanin
poliklinik muayene basvuru adedi oldugu gérilmustir. ligili grup kendi iginde ise;
eger gocugun 2-3 yas araliginda herhangi bir bagvurusu yoksa, 1.205 gozlem
arasindan kayip hasta oraninin %94 oldugu, 1-4 arasinda poliklinik muayene
bagvurusu varsa 1.664 gozlem arasindan kayip hasta oraninin %98,9 oldugu ve
4’den fazla bagvurusu varsa 899 gbzlem arasindan %95,2’sinin kayip hasta

oldugu saptanmistir.

= 21T.DDD
Mode T
Cateqony g n
0 0000 1]
| 100.000 14995
Total 17.526 14995

Sekil 5.35: 2-6 Yag CHAID 7. Dugum ve Dallari

Yedinci diugim de MAXG_5 in 215 gun ve uzerinde oldugu 14.995 basvuruyu

icermekte ve 100% luk kayip hasta orani gostermektedir.

<missing>
Node 8
Category % n
0 41.362 19849
N1 58.638 28139
Total 56.089 47988
=
MAXG_4

Adj. P-value=0.000, Chi-square=8333.130, d=6
Sekil 5.36.: 2-6 Yag CHAID 8. Dugum ve Dallari

8. dugum ise kayip degerleri yani, MAXG_5'de en fazla bir bagvurunun oldugu

sinifi géstermektedir.8. dGgumu en iyi bolen kestiricinin ise MAXG_4 yani 4-5 yas

130



araligindaki iki bagvuru arasindaki en fazla gin sayisi oldugu saptanmistir.
Asagidaki tablo 21’ de toplu halde verilen, bagvurular arasindaki glin farki 48 gun
ve altinda oldugunda 2.154 g6zlem arasindan; kayip hasta oraninin %16,3, 48-
84 gun arasinda 1.434 gozlem arasindan %39,7, 84-136 gun arasinda 2.464
g6zlem arasindan %48,7, 136-165 gun arasinda 1.284 g6zlem arasindan %52,3,
166-200 glun arasinda 1.356 gozlem arasindan %79,9, ve 200 gun uzerinde

7.935 gbzlem arasindan 100% oldugu saptanmistir.

Tablo 5.13: 2-6 Yas CHAID MAXG_4 Sinifi Bagvurular Arasi Gun Farki ve Kayip hasta

GA_2-3_Yas_POLIKLIMIK_ADET
Adj. P-value=0.000, Chi-square=397 065, di=1

== 0.000

* 0.000

Mode 36 Node 37
Category % n Category % n
0 96.669 1248 0 64311 555

L 3.331 43] (W1 35689 308
Total 1.509 1281 Total 1.008 863

Sekil 5.37.: 2-6 Yag CHAID 27. Dugim ve Dallari
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Durumu
Devambh Toplam Devaml
Churn . Churn
MAXG_4 Hasta Adedi Gozlem Hasta Orant
Adedi Adedi Orani
48 glinden az 1.803 351 2.154 83,7% 16,3%
48-84 glin arasi 865 569 1.434 60,3% 39,7%
84-136 gln arasi 1.263 1.201 2.464 51,3% 48,7%
136-166 gln arasi 613 671 1.284 47,7% 52,3%
166-200 gun arasi 273 1.083 1.356 20,1% 79,9%
200 glun sonrasi 0] 7.935 7.935 0,0% 100,0%
Kayip degerler 15.032 16.329 31.361 47,9% 52,1%
Toplam 19.849 28.139 47.988 41,4% 58,6%
|
== 48|.DIJI]
Mode 27
Category % ul

0 83705 1803

L 16.295 351

Total 2518 2154

| =




27. digim olan MAXG_4 48 ginden az dalini en iyi bdlen kestiricinin GA_2-
3_Yas_Poliklinik_Adet yani, 2 ve 3 yas araligindaki ¢ocuk hastanin poliklinik
muayene basvuru adedi oldugu gorulmustir. ilgili grup kendi iginde ise; eger
gocugun 2-3 yas araliginda herhangi bir poliklinik bagvurusu yoksa, 2.154 gézlem
arasindan kayip hasta oraninin %16,3 oldugu, diger yandan eger 1 ve 1’den fazla
basvurusu varsa 863 gozlem arasindan %35,7’sinin kayip hasta oldugu

saptanmigtir.

(48.000, 24.000]

Node 28
Category % n
0 60.321 865
N 39.679 5BY9
Total 1.676 1434

Sekil 5.38.: 2-6 Yag CHAID 28. Dugum ve Dallari

28. dugum olan MAXG_4 48-84 gun dalinda, 1.434 g6zlem arasindan 865'nin
devamli hasta, 569 tanesinin (Gozlemlerin %39,7’si) ise kayip hasta oldugu

saptanmisgtir.

{84.000, 136.000]

Node 28
Category % n
a 51,258 1263

LK 48.742 1201
Total 2880 2464

=
GA_1-12_AY_POLIKLINIK_ADET
Adj. P-value=0.000, Chi-square=435.016, df=1

== (.000 = 0.000
Mode 38 Mode 39
Category % n Category % n
] 77.523 745 0 34464 518
a1 22477 216 H F5.4536 985
Total 1123 961 Total 1.757 1503

Sekil 5.39.: 2-6 Yag CHAID 27. Dugum ve Dallari
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29. dugum olan MAXG_4 84-136 gunU en iyi bdlen kestiricinin GA_1-
12_Ay_Poliklinik_Adet yani, 1 ve 12 aylar araligindaki ¢ocuk hastanin poliklinik
muayene basvuru adedi oldugu gorulmustir. ilgili grup kendi iginde ise; eger
cocugun 1-12 ay araliginda herhangi bir bagvurusu yoksa, 961 gézlem arasindan
kayip hasta oraninin %22,5 oldugu, diger yandan egder 1’den fazla basvurusu
varsa 1.503 gdzlem arasindan %65,5’inin kayip hasta oldugu 39. digimde

saptanmigtir.

MAXG_4
Adj, P-value=0.000, Chi-square=8333.130, df=6

{136.000,166.000]

MNode 30
Category % n
0 47741 613

L 52.259 671
Total 1.501 1284

Sekil 5.40.: 2-6 Yag CHAID 30. Dugum

30. dugum olan MAXG_4 136-166 gun dalinda, 1.284 gézlem arasindan 613’nln
devamli hasta, 671 tanesinin (Gozlemlerin %52,3’0) ise kayip hasta oldugu

saptanmisgtir.

31. digum olan MAXG_4 166-200 gun dalinda, 1.356 go6zlem arasindan
273’Unun devamli hasta, 1083 tanesinin (Gézlemlerin %79,9’u) ise kayip hasta
oldugu saptanmisgtir.

MAXG_4
Adj. P-value=0.000, Chi-square=8333.130, df=6

=200.000

Node 32

Catego ¥ % n
0 0.000 0
Ll 100.000 7935

Total 9275 7935
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32. digim olan MAXG 4 200 ve uUzeri gun dalinda, 7.935 gdzlem

arasindan %100 ile tumunun kayip hasta oldugu saptanmistir

<missing>

Node 33

Category % n
0 47.932 15032
L 52.068 16329
Total 36.655 31361
=

SON-SONDANZ_ARASI_GUN_SAYISI

Adj. P-value=0.000, Chi-square=5624.053, df=6

Sekil 5.41.: 2-6 Yag CHAID 32. ve 33. Dugum

31.361 go6zlem barindiran 33.digum olan kayip degerleri en iyi ki-kare/df
oraninda bdlen kestiricinin Son_Sondan2_arasi_gun_sayisi oldugu yani, son
bagvurusu ile ondan bir Onceki basvurusu arasindaki gun farki oldugu

saptanmistir.

Tablo 5.14: 2-6 Yas CHAID Son ve Sondan2. Basvurular Arasi Gun Sayisi ve Kayip
hasta Durumu

Son_Sondan2_Arasi_Gin_S Devami Churn Tt?.plam Devaml Churn
ayisi Hasta Adedi Gozlem Hasta Orani
Adedi Adedi Orani
7 glinden az 3.883 3.488 7.371 52,7% 47,3%
7-16 glin arasi 1.814 1.272 3.086 58,8% 41,2%
16-125 giin arasi 6.680 3.323 10.003 66,8% 33,2%
125-198 giin arasi 1.716 1.517 3.233 53,1% 46,9%
198-312 giin arasi 246 2.591 2.837 8,7% 91,3%
312-551 glin arasi 294 2.267 2.561 11,5% 88,5%
551 giin sonrasi 399 1.871 2.270 17,6% 82,4%
Toplam 15.032 16.329 31.361 47,9% 52,1%

Son bagvurusu ve sondan iki bagvurular arasindaki gun farki 7 gun ve altinda
oldugunda 7.371 gbézlem arasindan; kayip hasta oraninin %47,3, 7-16 gun
arasinda 3.086 g6zlem arasindan %41,2, 16-125 gun arasinda 10.003 gézlem
arasindan %33,2, 125-198 gun arasinda 3.323 gdzlem arasindan %46,9, 198-
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312 gln arasinda 2.837 gézlem arasindan %91,3, 312-551 glin arasinda 2.561
g6zlem arasindan %388,5,ve 551 gun Uzerinde 2.270 gézlem arasindan %82,4

oldugu saptanmisgtir.

== F|.EIUD

Mode 40
Category % n
0 52,679 3883
L] 47.321 3488
Total 8.615 7371
[

SONDANZ-SONDANI_ARASI_GUN_SA&YISI
Adj. P-value=0.000, Chi-square=1051.879, di=2

<= 3.000 (8.000, 159.000] *159.000
Mode 47 Mode 48 Mode 49
Category % n Categary % n Category % h
1] 56.975 968 0 67.603 2431 0 23314 484
LA 43025 73 LA 32,397 1165 uq 76.686 1592
Total 1.986 1699 Total 4203 3596 Total 2426 2076
= | =
GA_1-12_aY_POLIKLINIK_ADET GA_1-12_AY_POLIKLINIK_ADET
Ad). P-value=0.000, Chi-square=301.622, df=2 Ad|. P-value=0.000, Chi-square=309.219, d=1
== 0,000 (0.000, 8.000] =3.000 = 2:.000 » 2.|DDEI
Mode 65 Mode B& Mode 67 Mode 68 MNode 69
Category % n Category % n Category % n Category % n Category % n
0 B7.451 892 0 54,500 822 a 67135 T17 a 41.804 380 0 8912 104
LA 12549  128| |M1 45491 68G| |®1 32865 351| |M1 58.196 529| |1 91,028 1063
Total 1192 1020 Total 1.763 1508 Total 1.248 1068 Total 1.062 909 Total 1.364 1167

Sekil 5.42.: 2-6 Yas CHAID 40. Dugim ve Dallari

40. dugum olan ve 7.371 gozlem igeren dali en iyi bolen kestiricinin Sondan2-
Sondan3_arasi_gun_sayisi oldugu goézlenmis ve sondan ikinci ve uglncu
geligleri arasindaki gun farki 8 gin ve altindaysa 1.699 go6zlem
arasindan %43’Gnin, 8 ile 159 glUn arasinda ise 3.596 gb6zlem
arasindan  %32,4’Unun, 159 glinden fazla ise 2.076 gobzlem
arasindan %76,7’sinin kayip hasta oldugu gézlenmistir. 3.596 gbzlem igeren 48.
digum ise kendi iginde, en iyi GA_1-12_ay_poliklinik_adete bdlindugu ve ilgili
donemde g¢ocuk hastanin poliklinik muayene basvurusu yoksa, 1.020 gbzlem
arasindan %12,55’nin, 1 ile 8 adet poliklinik bagvurusu varsa 1.508 gozlem
arasindan %45’5’inin ve poliklinik bagvurusu 8 Uzerinde ise, 1.068 go6zlem

arasindan %32,9'unun kayip hasta oldugu saptanmistir. Ayrica, 2.076 gozlem
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iceren 49. DUGUm de kendi iginde, eniyi GA_1-12_ay poliklinik_adete bdlindugu
ve ilgili ddonemde ¢ocuk hastanin 2 veya daha az poliklinik muayene basvurusu
varsa, 909 gozlem arasindan %58,2’sinin, 2’den fazla bagvurusu varsa 1.167

g6zlem arasindan %91’inin kayip hasta oldugu 69. Dugumde saptanmistir.

(7.000, 16.000]

Hode 41
Category -] n
i} 58.782 1814

L 41.218 1272
Total 3607 3086

=]
GA_3-4_vas_POLIKLINIK_ADET
Adj. P-value=0,000, Chi-sgquare=144 553, di=i

== 0.000 = 0.000

Mode S0 Mode 51
Category he.-] n Category . n
o B9.231 1089 o 47918 T25
L] 30.769 484 L] 52.082 788
Total 1.839 1573 Total 1.768 1513

Sekil 5.43.: 2-6 Yas CHAID 41. Digum ve Dallari

41. dugum olan ve 3.086 gozlem igeren dali en iyi bolen kestiricinin 3-4 yas
araligindaki poliklinik muayene basvuru adedi oldugu saptanmis ve ilgili
donemde herhangi bir poliklinik muayene basvurusu yoksa 1.573 gozlem
arasindan %30,7’sinin, 1 ve Uzeri polklinik muayene basgvurusu varsa 1.513

gOzlem arasindan %52’sinin kayip hasta oldugu 51. dugumde gozlenmistir.
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(16.000, 125.000]

Mode 42
_Category % 0
1} 66,780 BESD
LE| 33.220 3323
Total 11,692 10003
=

SONDANZ-SOMNDAMI_ARASI_GUN_SAYISI
Adj. P-value=0.000, Chi-square=1349.229, di=4

<= 8.000 (8.000, 20.000] (20,000, 159.000] (159.000, 242.000) > 242.000
Node 52 MNode 53 Mode 54 Mode 55 Mode 56
Category % n Category % n Category % n Category % n Category % n
0 6B373 1508 0 73727 815 0 79.395 3676 0 39659 349 0 29220 322
LA 33627 764 LA 26.273 294 LA 20.605 954 L& 60341 531 (M1 70.780 780
Total 2656 1272 Total 1.308 1119 Total 5417 4630 Total 1.029 880 Total 1.288 1102
= =
GA_3-4_Yas_POLIKLINIK_ADET GA_3-4_Yas_POLIKLINIK_ADET
&idj. P-value=0.000, Chi-square=167.037, di=i Adj. P-value=0.000, Chi-square=542 332 df=1
<= 0.000 > 0.000 = D|.ODD » 0.000
Mode 70 Mode 71 node 72 Node 73
Category % n Category % n Category % n Category % n
0 7BFTZ 924 0 53139 584 0 90556 2541 0 62226 1135
LA 21,228 49| |B1 AB8E1 515 LA 9444 265 (W1 37774 689
Total 1.3711 1173 Total 1.285 1099 Total 3280 2806 Total 2132 1824

Sekil 5.44.: 2-6 Yag CHAID 42. Digum ve Dallari

42. digum olan ve 10.003 gézlem iceren dali en iyi bolen kestiricinin Sondan2-
Sondan3_arasi_gun_sayisi oldugu goézlenmis ve sondan ikinci ve uglncu
geligleri arasindaki gun farki 8 gunden az ise 2.272 go6zlem
arasindan %33,6’sinin kayip hasta oldugu ve digimuin kendi iginde 3-4 yas
araligindaki poliklinik bagvuru adedince en iyi bolundugu gorulmus ve eger ilgili
donemde poliklinik muayene basvurusu yoksa 1.173 gozlem arasindan kayip
hasta oraninin %21,2 oldugu diger yandan 1 ve Uzeri basvurusu varsa 1.099

g6zlem arasindan kayip hasta oraninin %46,8’e yukseldigi gordlmuastir.

ilgili sinifltaki gelisler arasindaki giin farkinin 8 ile 20 giin arasinda ise 1.119
g6zlem arasindan %26,3’Unun, 20 ila 159 gun arasinda ise 4.630 go6zlem
arasindan %20,6’sinin kayip hasta oldugu ve digumun kendi iginde 3-4 yas
araligindaki poliklinik bagvuru adedince en iyi bolundugu gorulmus ve eger ilgili
donemde poliklinik muayene basvurusu yoksa 2.806 gozlem arasindan kayip
hasta oraninin %9,4 oldugu diger yandan basvuru varsa 1.824 gézlem arasindan
kayip hasta oraninin %37,8’e yukseldigi 73. digumde gorulmustar. Gun farkinin

159 ile 242 gun arasinda ise 880 gb6zlem arasindan %60,3’Unun, gun farkinin 242
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gundn dzerinde olmasi durumunda 1.102 gbézlem arasindan %70,8’inin kayip

hasta oldugu 56. digumde gozlenmistir.

(125.000, 198.000]

Node 43
Category % n
0 53.078 1716

B1 46922 1517
Total 3.779 3233
=

GA_3-4_Yas_POLIKLINIK_ADET
Adj. P-value=0.000, Chi-square=125624, df=1

«=0.000 > 0.000
Node 57 Node 58
Category % n Category % n
0 61.114 1185 0 41036 531
L 38.886 754 LB 58.964 763
Total 2.266 1939 Total 1512 1294
=]

GS_2-6_Yas_gelis
Adj. P-value=0.000, Chi-square=22.169, df=1

«=2.000 > 2.000
Node 74 Node 75
Category % n Category % n
0 65797 706 0 55312 479
E1q 34203 367| |®1 44688 387
Total 1.254 1073 Total 1.012 866

Sekil 5.45.: 2-6 Yag CHAID 43. Digum ve Dallari

43. dugum olan son_sondan2 bagvuru gun sayisi farki 125-198 gin olan ve
3.233 gbzlem igeren dali en iyi bolen kestiricinin GA_3-4_Yas_Poliklinik_Adet
oldugu, ilgili gdndemde poliklinik bagvurusu yoksa kayip hasta oraninin %38,9,
varsa %59 oldugu gorulmastir. Ayrica, 3-4 yas araliginda poliklinik muayene
bagvurusu olmayan 1.939 gdzlemde kendi igin 2-6 yas araligindaki toplam gelis
sayisinca (poliklinik, kontrol, diger) bolinmus ve ilgili ddnemde toplam gelis adedi
2 ve altinda ise 1.073 gbzlem arasindan %34,2’sinin, poliklinik basvuru adedi
2'den fazla ise 866 goOzlem arasindan %44,7’sinin kayip hasta oldugu

g6zlemlenmistir.
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{198,000, 312,000) {312,000, 551,000 = 551,000

| I |

Mode 44 Mode 45 Node 46

Category % n Category % i Calegory % i

BET1 46 i} 11480 294 1] 17577 399

LAl EIRPERPLE] Ll BE.520 267 LAl H144 18N

Tatal 336 IR37 Tofal 7093 7561 Total 1883 2770

= ] = =

GA_1-12_AY_POLIKLINK_ADET GA 1174 POLIKUNIK_ADET (34 2-3_Yas_DIGER_ADET

Adi, P-valug=0.000, Chi-sauare=372 872, df=1 Adi. P-value=0.000. Chi-sauare=422.120. di=1 A, P-value=0.000. Chi-square=197 341, df=1

= ?|.DD[I * 2.|[JUIJ a= 2|[IU£] * 2000 «=[000 = 0000
Hode 59 Hode G0 Mode 61 Hode G2 Hode 63 Hode G4

Category % i Categony % n Catenoyy % n Calegory % I Categoy % i Categary % n

0 2183 M0 |0 038 6 ("0 w055 3| |0 07 N 0 BE3S 1200 70 g6 17
LA 19817 003 (04 09.649 1608\ (M1 12045 763 (W4 90.274 1504 W1 91361 1269) |M4 60.331 602

‘ Toladh 1324 133 Tofal 1992 1704| | Tofsl 1223 1046) | Tofal 1771 1515 1 Total 1623 1389 ‘ Toldl 1030 881

Sekil 5.46.: 2-6 Yag CHAID 44-45-46. Dugum ve Dallar

44, dugum olan son_sondan2 bagvuru gun sayisi farki 198-312 gin olan ve
2.837 gbzlem iceren dali en iyi bolen kestiricinin 1-12 ay poliklinik basvuru adedi
oldugu, ilgili gondemde poliklinik muayene bagvuru adedinin 2 ve altinda olmasi
durumunda 1.133 g6zlem arasindan %79,9'unun, 2 ve Uzeri bagvuru durumunda
ise 1.704 gozlem arasindan %99,6’sinin kayip hasta oldugu 60. dugumde
gorulmustar.

45. digumde, olan son_sondan2 basvuru gun sayisi farki 312-551 giin olan ve
2.561 gobzlem iceren dali en iyi bolen kestiricinin kestiricinin 1-12 ay poliklinik
basvuru adedi oldugu, ilgili gdndemde poliklinik muayene bagvuru adedinin 2 ve
altinda olmasi durumunda 1.046 gozlem arasindan %72,9’unun, 2 ve Uzeri
basvuru durumunda ise 1.515 gézlem arasindan %99,3’Unun kayip hasta oldugu
gordimustar.

48. digum olan son_sondan2 basvuru gun sayisi farki 551 Uzeri olan ve 2.270
gozlem iceren dali en iyi bolen kestiricinin GA_2-3_Yas_Diger_adet oldugu, ilgili
gobndemde herhangi bir bagvuru yoksa 1.389 gozlem arasindan kayip hasta
oraninin  %91,4, basvurusu varsa 881 gdzlem arasindan %69,3 oldugu

gOzlenmigtir.
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Degerlendirme metriklerinde;

2-6 yas 122.091 cocuk hastanin, CHAID algoritmasi ile kayip hasta olma

durumun degerlendirmesinde, kayip hasta olmayanlar ve kayip hasta olanlar igin

hatali ve dogru tahmin sayilari hem egitim veri seti icin hem de test veri asamasi

icin asagida sunulmustur. Toplam veri setinin 85.557 hasta ile %70’i modelin

egitiminde, 36.534 hasta ile %30’u test igin kullaniimistir.

Tablo 5.15: 2-6 Yas CHAID Degerlendirme Metrikleri

CHAID 2-6 Yas Churn Degerlendirme Metrikleri

Dogru Yanlhs Dogruluk Hassasiyet Kesinlik
Egitim 70.262 15.295 82,12% 87,62% 83,59%
Test 29.980 6.554 82,06% 87,24% 83,83%

CHAID algoritmasi 2-6 yas kayip hasta degerlendirme metrikleri de ayrica tablo
22'de sunulmustur. EQgitim veri setinde, modelin %82,12 oraninda dogru

tahminlemede, test asamasinda da %82,06’ik dogru tahminde bulundugu

saptanmistir. Asagidaki tabloda CHAID modeli igin karsitlik (confusion) matrisi

verilmistir.
Tablo 5.16: 2-6 Yas CHAID Karsithk Matrisi
CHAID 2-6 Yas Churn Karsithk Matrisi
Gergeklesen
.. Desgerler 0] 1
Egitim
) 0 24.947 6.402
Tahminlenen
1 8.893 45.315
Gergeklesen
Degerler o 1
Test
) 0 10.656 2.826
Tahminlenen
1 3.728 19.324
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Model egitim veri setinde; 24.947 cocuk hastanin kayip hasta olmayacagi
dogru sekilde tahminlenmis, 6.402 ¢ocuk hasta kayip hasta olmamasi hatali
olarak tahminlenmis, kayip hasta oldugu saptanmistir. 45.315 ¢ocuk hastanin
kayip hasta olacagi model tarafindan dogru tahminlenmisg, 8.893 ¢cocuk hasta ise,

kayip hasta olacagi tahminlenmisken, kayip hasta olmadigi gézlenmistir.

Benzer gekilde, test veri agsamasinda; 10.656 cocuk hastanin kayip hasta
olmayacagdl modelce dogru sekilde tahminlenirken, 2.826 ¢ocuk hasta kayip
hasta hatali olarak tahminlenirken, kayip hasta oldugu saptanmistir. 19.324
cocuk hastanin kayip hasta olacagi model tarafindan dogru tahminlenmis, 3.728
¢ocuk hasta ise, kayip hasta olacagl tahminlenmisken, kayip hasta olmadigi

gOzlenmigtir.

Modelin degerlendiriimesinde; hassasiyet (recall) metrigi, model dahilinde tim
pozitif tahminlenenlerin, yani kayip hasta olacagi éngoérilenlerin, ne kadarinin
gercekte pozitif / kayip hasta oldugunu incelemektedir. Hassasiyetin egim
verisinde %87,62, test asamasinda %87,24 oldugu gorulmustir. Bir baska
deyigle, 2-6 yas cocuk grubunun CHAID algoritmasi ile tahminlemesinde,
modelin egitim verisi icin tim pozitif/kayip hasta tahminlenen hastalardan

aslinda %87,62’sinin kayip hasta oldugunu gdstermektedir.

Kesinlik (Precision) metrigi, gercekte pozitif kayip hasta olanlarin aslinda kag
tanesinin  dogru  tahminlendiginin  degerlendiriimesinde;  egitim  veri
setinde %83,59, test veri asamasinda %83,83 olarak gerceklestigi saptanmistir.
Bir bagka ifade ile, egitim veri setinde; gergekte kayip hasta olan 100 hastanin
83,59 tanesinin pozitiffkayip hasta olan olarak tahminlendigi, test veri
asamasinda ise gergekte kayip hasta olan 100 hastanin 83,83’Unun kayip

hasta/pozitif olarak tahminlendigi goralmasgtar.
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5.2.3.2. CART Algoritmasi ile Bulgular ve Degerlendirme Metrikleri

2 — 6 yas araliginda kayip hasta analizine konu olan 59.842 adet cocuk hastadan
37.927 hasta ile %63,4’Unun kayip hasta oldugu, 21.915 hasta ile 36.6%’nin ise
devamli hasta statlisliinde hizmet alimina devam ettigi gézlenmistir. CART
algoritmasinda en iyi bolinmeyi veren degerin MAXG_5, yani gocuk hastalarinin
5 ve 6 yas arasindaki iki bagvurusu arasindaki maksimum gun sayisinin oldugu

saptanmigtir.

CHURMN_2-6_Yas

Mode 0
Calegory % n |
0 38,621 1N5),

LA 63.379 37827
Tatal 100,000 59842 ,

MAXG_5
Improvement=0.218

<= 180,500 > 180.500

Node 2

Category % n
0 29867 13882
LA 70.133 32588

Tatal TTET1 46480

Node 1

Category % n
0 60118 8033
LA 39.882 6329

Tatal 22.329 13362

Sekil 5.47.: 2-6 Yag CART Genel Durumu

2-6 yas arasindaki kayip hasta orani %63,4 olarak saptanmis iken, ik digimde;
cocuk hastalarin 5-6 yas arasindaki gelisleri arasindaki maksimum gun farki; 180
gun ve altinda oldugunda; 13.362 gozlem arasinda kayip hasta oraninin %39,9,
180 gunden fazla oldugunda 46.480 gdzlem arasindan %70,1 oldugu

gozlenmigtir.
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MAXG_4
Improwement=0.093

== 180.500 = 1B0.500
MNoda 3 Mode 4
Calegory % n Cateqory % n
[1] 72193 4616 ] 49.038 3417
[l IT.B07 1778 LA 50.8962 3551
Total 10,685 G394 Tolal 11.644 G363
=l [=
GA_2-3_"as_POLIKLINIK_ADET WAKG_S
Improverment=0.005 Improvement=0.040
== Ulﬁﬁﬂ =0 |50IJ “= 6-1|- 500 » 64.500
Moda 7 Mode 8 Node 9 Mode 10
Calegory % n Category % n Category % n Category % n
0 94,915 2016 L} 60,6890 2600 L} B4.710 2194 ] 27935 1223
[ 5.085 108 m 39.110 1670 L 15.290 386 LA 720685 3155
Total 3549 MM Total 7135 4270 Total 4.328 2580 Total T3E 4378
= =l
GA_2-3_as_POLIKLIMNIK_ADET GA_2-3_Yas_POLIKLINIK_ADET
Improvement=0.004 Improvement=0.015
= 5|5lfllfl » 5500 = 0:.5 oo =1 !ﬁ[ll]
Mode 1T Mode 18 Node 21 Mode 22
Category % n Category % il Category % n Calegory % n
] 47,704 1224 ] BD.515 1376 0 B7.991 1147 0 2824 TG
m1 52206 1337( |M1 19.485 333 [l 32008 540( (W19 87176 2615
Taotal 4.280 2561 Total 2856 1709 Tatal 2819 1687 Taotal 4487 2631

Sekil 5.48.: 2-6 Yas CART 3 - 4. DUgum ve Dallari

Birinci dugumun yani 5-6 yas arahiginda iki gelisi arasindaki maksimum gun
farkinin 180 glin ve altinda oldugu durumlari CART algoritmasina gore en iyi
sekilde bolen kestiricinin MAXG_4 oldugu ve eger MAXG_4 180 glnden az ise,
3. dugum, 6.394 gozlem arasindan %27,8’inin, 180 gunden fazla ise 6.968
g6zlem arasindan %5171’inin kayip hasta oldugu goérulmustir. MAXG_4 180
glnden az dalinin en iyi bolen kestiricinin GA_2-3 Yas_Poliklinik_Adet oldugu
gorilmektedir. ilgili yas araliginda gocuk hastanin saglik sunucusuna eger
bir
arasindan %5’inin kayip hasta oldugu diger yandan eger basvurusu var ise 4.270

herhangi poliklinik muayene basvurusu yok ise 2.124 gbzlem
g6zlem arasindan %39,1’inin kayip hasta oldugu saptanmistir. MAXG_5 gun
sayisi 180 ginden az olan, MAXG_4 gln sayisi 180 gunden az olan,2-3 yas
araliginda poliklinik basvurusu bulunan g¢ocuk hastalarin kendi iglerinde ilgili

dénemde 5 ve alti poliklinik muayene basvurulari olmasi durumunda 2.561
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g6zlem arasindan %52,2’sinin, 5 Uzeri basvurusu olanlarin 1.709 gdzlem

arasindan %19,5’inin kayip hasta oldugu 19. dUgumde saptanmistir.

MAXG_5'’in 180 gunun altinda ve MAXG_4 gln sayisinin 180 gunun Uzerinde
oldugu durumlarda, dugum 4, gelecekteki basvurulari, MAXG_5’in belirleyici
bdlen oldugu ve gun sayisi farki 64 gun altindaysa 2.590 g6zlem arasinda %15,3 ,
64 gun Uzerindeyse 4.378 gozlem arasindan %72 kadarinin kayip hasta oldugu
gozlenmigtir. MAXG_5 gun sayisi 180 gunden az olan, MAXG_4 gun sayisi 180
gunden fazla olan, MAXG_5 gun sayisi 64’den fazla olanlarda 2-3 yas araliginda
poliklinik bagvurusunun belirleyici bolen oldugu ve ilgili donemde bagvurusu
bulunmuyorsa 1.687 gobzlem arasindan %32’sinin, bagvurusu olanlarin 2.691

g6zlem arasindan %97,2’sinin kayip hasta oldugu 22. dugumde goralmustar.

»180.500

Mode 2
Category % n
] 29,867 13862
LA 70.133 32508
Total TT671 46480
I=l

MAKG_d
Innprovernent=0 062

s '|E|IJ 500 » 19E|| 500

Node &

Categary % n
0 29,488 10507
L] 70.512 25125

Tatal 59 543 35632
T T

Node 5

Category % n
] 31.112 3375
LB 68.888 7473

Total 18128 10348
T T

Sekil 5.49.: 2-6 Yas CART 2. Dugim ve Dallari

ikinci digumiin yani 5-6 yas araliginda iki gelisi arasindaki maksimum giin
farkinin 180 gunun Gzerinde oldugu durumlari CART algoritmasina gore en iyi
sekilde bolen kestiricinin MAXG_4 oldugu ve eger MAXG_4 180 glinden az ise,
5. digum, 10.848 gbzlem arasindan %68,9’nun, 180 gunden fazla ise 35.632

g6zlem arasindan %70,5’inin kayip hasta oldugu gérulmustar.
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== 180.500

Node 5
Category % n
0 31112 3375
L | 68888 7473
Total 18.128 10848
=]

GA_5-6_Yas_POLIKLINIK_ADET

Improvement=0.033

<= 0.500 = 0.500
Node 11 Node 12
Category © n Category % n
"0 B60.246 3375 0 0.000 0
.1 39.754 2227 "1 100.000 5246
Total 9.361 5602 Total 8766 5246
=l
GS_2-6_GRUBU
Improvement=0.007
*'\:8 C:
Node 23 Node 24
Category % n Category © n
0 48.079 1940 1} 91.576 1435
.1 51.921 2085 .1 8424 132
Total 6.743 4035 Total 2619 1567
=l
GA_2-3_Yas_POLUKLINIK_ADET
improvement=0.002
== 0.500 > 0.500
Node 37 Node 38
Category % n Category B n
0 75778 560 0 41869 1380
u1 24222 178 | 58.131 1916
Total 1.235 739 Total 5508 3296

Sekil 5.50.: 2-6 Yag CART 5. Dugum ve Dallari

ile %100 kayip hasta oldugu saptanmigtir.
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MAXG_5 180 gtinden fazla, MAXG_4 180 glinden az oldugu durumlarda, digum
5, en iyi bolinmeyi veren Kkestiricinin GA_5-6_Yas_Poliklinik_Adet oldugu
saptanmistir. ilgili dénemde herhangi bir bagvuru bulunmuyorsa 5.602 gézlem

arasindan kayip hasta oraninin %39,8, basvuru bulunuyorsa 5.246 go6zlem

5-6 yas araliginda basvurusu bulunmayan 5.602 ¢ocuk hasta grubunda en iyi
bélinmeyi saglayan bagimsiz degiskenin GS_2-6_Yas_ Grubu (2-6 yas
arasindaki kabul edilen hasta grubu) oldugu gorilmuas ve eger ilgili dénemde




cocuk hasta A (10 ve Uzeri bagvuru), B (6-9 basvuru) grubuna ait olmasi ve C (3
-5 basvuru) grubuna ait olmasinin en belirleyici bélen oldugu goériimustir. A, B
grubuna ait hastalar i¢in 4.035 gozlem arasindan %51,9’'unun, C grubunda ise
1.567 gozlem arasindan %8,4’Unun kayip hasta oldugu goézlenmistir. 4.035
gozlem igeren A, B gruplarina ait hastalari ise kendi iginde 2-3 yas araligindaki
poliklinik muayene adetleri belirleyici olarak badldugu, ilgili donemde eger
herhangi bir poliklinik basvurusu yoksa 739 gobzlem arasindan %Z24,2’sinin,
polklinik muayene bagvurusu varsa 3.296 gb6zlem arasindan %58,1’inin kayip

hasta oldugu saptanmistir.

= 180.500
Node 6
Category X n
0 29488 10507
el | 70512 25125
Total 59543 35632
=l

GA_4-5_Yas_POLI<UINI_ADET
Improvemen=0.046

== 0.500 = 0500
Node 13 Node 14
Category % n Category % n
0 42.454 10507 0 0.000 0
| | 57546 14242 i 100.000 10883
Total 41.357 24749 Total 18.186 10883
=

SON-SONDAN2Z_ARASI_GUN_SAYISI
Improvement=0.039

==180.500 =180.500
Node 25 Node 26
Category % n Category o n
0 56.810 9785 o 9.595 722
| 43190 7439 =1 90.405 6803
Total 28.782 17224 Total 12575 7525
=

SONDAN2-SONDAN3_ARASI_GUN_SAYISI
Improvement=0.025

== 180.500 = 180.500
Node 41 Node 42
Category % n Category % n
0 68.206 9027 o 19.002 758
1 31.794 4208 L | 80.998 3231
Total 22117 13235 Total 6666 3989

Sekil 5.51.: 2-6 Yag CART 6. Dugum ve Dallar
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MAXG_5 180 gunden fazla, MAXG_4 180 den fazla oldugu durumlarda, digum
6, en iyi bolinmeyi veren kestiricinin GA_4-5 Yas_Poliklinik_Adet oldugu
saptanmistir. Iigili ddnemde herhangi bir bagvuru bulunmuyorsa 24.749 gézlem
arasindan kayip hasta oraninin %57,5, basvuru bulunuyorsa 10.883 gozlem
ile %100 kayip hasta oldugu saptanmistir. 4-5 yas araliinda basvurusu
bulunmayan 24.749 cocuk hasta grubunda en iyi bolinmeyi saglayan bagimsiz
degiskenin Son_Sondan2_arasi_gun_farki oldugu gorulmektedir. Eger gun ilgili
bagvurular arasindaki gun farki 180 glnden fazla ise 17.224 gézlem arasindan
kayip hasta oraninin %43,2 oldugu, gun farkinin 180 ginden fazla olmasi
durumunda ise 7.525 gbézlem arasindan %90,4’Gnin kayip hasta oldugu
belirlenmistir. 17.224 gozlem iceren 25. daguma ise
Sondan2_Sondan3_arasi_gun_farkinin en iyi sekilde boldugu gorulmus ve ilgili
basvurular arasindaki gin farki 180'den az ise 13.235 hasta
arasindan %31,8’inin, 180 glunden fazla ise 3.989 gbézlem arasindan %81’inin

kayip hasta oldugu 42. dugumde gorulmektedir.
Degerlendirme metrikleri;

2-6 yas 122.091 cocuk hastanin, CART algoritmasi ile kayip hasta olma durumun
degerlendirmesinde, kayip hasta olmayanlar ve kayip hasta olanlar igin hatali ve
dogru tahmin sayilari hem egitim veri seti igcin hem de test veri agamasi igin
asagida sunulmustur. Toplam veri setinin 85.557 hasta ile %70’i modelin

egitiminde, 36.534 hasta ile %30’u test igin kullaniimistir.

Tablo 5.17.: 2-6 Yas CART Degerlendirme Metrikleri

CART 2-6 Yas Churn Degerlendirme Metrikleri
Dogru Yanhs Dogruluk Hassasiyet | Kesinlik
Egitim 71.195 14.362 83,21% 88,55% 84,42%
Test 30.283 6.251 82,89% 88,04% 84,34%

Modelin egitim veri setinde, modelin %83,21 oraninda dogru tahminlemede, test
asamasinda da %82,89’luk dogru tahminde bulundugu saptanmistir. Asagidaki
tablo 26’da CART modeli igin karsitlik (confusion) matrisi verilmistir.
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Tablo 5.18: 2-6 Yas CART Karsithk Matrisi

C&T 2-6 Yas Churn Karsithk Matrisi
Gergeklesen
... Degerler 0 1
Egitim
) (0} 25.430 5.919
Tahminlenen
1 8.443 45.765
Gerceklesen
Degerl 0 1
Test o
. (0} 10.841 2.641
Tahminlenen
1 3.610 19.442

Model egitim veri setinde; 25.430 cocuk hastanin kayip hasta olmayacagi
dogru sekilde tahminlenmis, 5.919 cocuk hasta kayip hasta olmamasi hatali
olarak tahminlenmis, kayip hasta oldugu saptanmistir. 45.765 ¢ocuk hastanin
kayip hasta olacagi model tarafindan dogru tahminlenmis, 8.443 ¢ocuk hasta ise,

kayip hasta olacagi tahminlenmisken, kayip hasta olmadigi gozlenmigtir.

Benzer sekilde, test veri agamasinda; 10.841 cocuk hastanin kayip hasta
olmayacagdl modelce dogru sekilde tahminlenirken, 2.641 c¢ocuk hasta kayip
hasta hatali olarak tahminlenirken, kayip hasta oldugu saptanmistir. 19.442
cocuk hastanin kayip hasta olacagi model tarafindan dogru tahminlenmis, 3.610
cocuk hasta ise, kayip hasta olacagi tahminlenmigken, kayip hasta olmadigi

gOzlenmisgtir.

Modelin degerlendiriimesinde; hassasiyet (recall) metrigi, model dahilinde tim
pozitif tahminlenenlerin, yani kayip hasta olacagi éngorilenlerin, ne kadarinin
gergekte pozitif / kayip hasta oldugunu incelemektedir. Hassasiyetin edim
verisinde %88,55, test asamasinda %88,04 oldugu gorulmustir. Bir baska
deyisle, 2-6 yas cocuk grubunun CHAID algoritmasi ile tahminlemesinde,
modelin egitim verisi icin tim pozitifkaylp hasta tahminlenen hastalardan
aslinda %88,55’inin kayip hasta oldugunu, test veri setinde ise ilgili

oranin %88,04 oldugunu gostermektedir.

148



Kesinlik (Precision) metrigi, gercekte pozitif kayip hasta olanlarin aslinda kag
tanesinin  dogru  tahminlendiginin  degerlendiriimesinde;  egitim  veri
setinde %84,42, test veri asamasinda %84,34 olarak gergeklestigi saptanmistir.
Bir bagka ifade ile, egitim veri setinde; gergekte kayip hasta olan 100 hastanin
84,42 tanesinin pozitiffkaylp hasta olan olarak tahminlendigi, test veri
asamasinda ise gercekte kayip hasta olan 100 hastanin 84,34’Unln kayip

hasta/pozitif olarak tahminlendigi goralmusgtur.

5.2.4. 6-10 Yas Grubu Gelis Sikliklari ve MKA

6-10 yas araliginda ya da daha onceki tanimh grup dénemlerinde 3 poliklinik
muayene sartini saglayan 6-10 yas araligindaki ¢ocuk hastalarin kayip hasta
kabul edilme durumu karar agaclari algoritmalarindan CHAID ve CART ile analiz

edilmigtir.

5.2.4.1. CHAID Algoritmasi ile Bulgular ve Degerlendirme Metrikleri

CHURM_B-10_Yas

Node 0 .

Category % n |

19 0 47 566 14343 E

F [l 52.434 15811 |

: Total 100000 30154 :

_____________ .I__________EI
WAKG_B

Adj. P-walue=0.000, Chi-square=13688.243, di=5
[

Sekil 5.52.: 6-10 Yag CHAID Genel Durum

6—10 yas araliginda kayip hasta analizine konu olan 30.154 adet ¢ocuk hastadan
15.811 hasta ile %52,4’Gnin kayip hasta oldugu, 14.343 hasta ile %47.6’sinin
ise devamli hasta statisiinde hizmet alimina devam ettigi gézlenmistir. CHAID
algoritmasin ki-kare/df kombinasyonunda en iyi bolinmeyi veren degerin
MAXG_6, yani gocuk hastalarinin 6 ve 7 yas arasindaki iki bagvurusu arasindaki
maksimum gun sayisinin oldugu saptanmistir. Burada bdlinen 6 dala iligkin bilgi

Ozetlenerek tablo 27°de sunulmustur.
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Tablo 5.19: 6-10 Yas CHAID MAXG_6 Sinifi Basvurular Arasi Gln Farki ve Kayip Hasta
Durumu

Toplam Devaml

Devamli Hasta Churn . Churn
MAXG_6 ) ) Gozlem Hasta
Adedi Adedi . Orani
Adedi Orani
92 glinden az 1.904 649 2.553 74,6% 25,4%
92-124 giin arasi 1.973 565 2.538 77,7% 22,3%
124-217 gun arasi 5.586 2.001 7.587 73,6% 26,4%
217-314 gin arasli 3.536 1.550 5.086 69,5% 30,5%
314-390 gln arasl 1.344 1.195 2.539 52,9% 47,1%
390 Ustl ve kayip degerler 0] 9.851 9.851 0,0% 100,0%
Toplam 14.343 15.811 30.154 47,6% 52,4%

6-10 yas arasindaki kayip hasta orani %52,4 olarak saptanmis iken, ilk digimde;
cocuk hastalarin 6-7 yas arasindaki gelisleri arasindaki maksimum gun farki; 92
gin ve altinda oldugunda; kayip hasta oraninin %25,4, 92-124 gun
arasinda %22,3, 124-217 gun arasinda %26,4, 217-314 gin arasinda %30,5,
314-390 gun arasinda %47,1 ve 390 gun Ustu ve 6-10 yas arasinda kayip hasta
bilgisi olan fakat MAXG_6 sinifinda 1’den fazla basvurusu olmayanlarin kayip

hasta oraninin 100% oldugu saptanmisgtir.
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«=92.000

Node 1
Category % n

0 74579 1904
L 25421 648
Total 8467 2553
| 1=

MAXG_7
Adj. P-value=0.000, Chi-square=1133.659, d=2

<= 212.000 (212.000, 367.000] > 367.000
Node 7 Node 8 Node 9
Category % n Category % n Category % n
0 88.163 1579 0 74713 325 0 0.000 1]
1 11837 212 "1 25287 110| |®1 100000 327
Total 5940 1791 Total 1443 435 Total 1084 327
=]

GS_6-10_Yas_gelis
Adj. P-value=0.000, Chi-square=88.109, df=3

<= 2.000 (2.000, 8.000) (8.000, 22.000) > 22.000

Node 24 Node 25 Node 26 Node 27
Category % n Category % n Category % n Category % n
0 97.727 473 0 85481 47 0 77035 265 0 89806 370
N1 2273 1 "y 14519 80 "1 22 965 79 .1 10.194 42
Total 1605 484 Total 1827 551 Total 1.141 344 Total 1366 412

Sekil 5.53.: 6-10 Yag CHAID 1. Dugum ve Dallari

MAXG_6’nin 92 gun ve altinda oldugu ilk dGgimu- dali en iyi bdlen kestiricinin
ise MAXG_7 yani 7-8 yas arasindaki 2 basvuru arasindaki maksimum gun farki
oldugu saptanmistir. ilgili grubun kendi icinde maksimum giin farkinin 212'den
az, 212-367 gun arasi ve 367 gun ve Uzeri olarak 3 bolundugu gorulmagstir. Gun
farkinin 212’den az oldugu 1.791 gozlem arasindan %11,8’inin, 212-367 gun
arasindaki 435 gbézlemden %25,3’UnUn kayip hasta oldugu goérilmektedir. 367
gun ve Uzeri grubunda 327 gozlem oldugu (7-8 yas arasinda gelisi olmayan ve
daha Onceki /sonraki sene iginde de gelisi kisa sureli bulunmayan) ve
bunlarin %100’Un kayip hasta oldugu saptanmistir. 1.791 goézlem oldugu,
MAXG_7 212 gune kadar ve kayip dederler grubunun kendi iginde en iyi bdlen
kestiricinin GS_6_10_Yas_Gelis yani 6-10 yas arasindaki toplam basvuru sayisi
oldugu gdzlenmistir. ligili grup da kendi iginde; 2'den az basvuru, 484
g6zlem, %2,3 kayip hasta orani, 2-8 basvuru sayisi, 551 gézlem, %14,5 kayip
hasta orani, 8-22 basvuru adedi, 344 gbézlem sayisli, %23 kayip hasta orani ve
22 Uzeri basvuru, 412 gézlem adedi, %10,1 kayip hasta orani olarak bélinmustar.
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|
(92,000, 124.000)

MNode 2
Category % n
o FT.7T3B 1973
L | e T 565
Totzl 8417 2538
=

GA_B-9_Yas_POLKLINE_ADET
Adj. P-value=0.000, Chi-square=291.861, di=1

== 2000 = 2 000
Miode 10 Mode 11
Cateqory % n Cateqory % n
0 52110 233 o 85819 1640
il | 46 890 294 L | 14.181 271
Total 2070 E27 Total 5337 1911
=

SOM-S0OMDAMZ_ARAS]_GUMN_SAYISI
Ad). P-walue=0.000, Chi-square=184 823 d=2

<= 9 (00 {9000, 123.000) = 123,000
MNode 28 Mode 29 Mode 30
Category ] n Caleqory e n Categony ] n
1] 88 889 400 o 93955 886 (1] 68340 354
LR 11.111 S0 i | 5.045 57 [ 21660 164
Tolal 1492 450 Total F 12T [az Todal 1.7118 S8

Sekil 5.54.: 6-10 Yas CHAID 2. Dugum ve Dallari

Ikinci digimi olan MAXG_6 92-124 giini en iyi bolen kestiricinin GA_8-
9 Poliklinik adet yani 8-9 yaslari arasindaki toplam poliklinik muayene basvuru
adedi oldugu gorulmustir. ilgili grup da kendi icinde; 2 basvuru ve alti, 2 basvuru
uzeri olarak dallanmistir. 2 ve alti basvuru durumunda, 627 go6zlem
arasindan %46,9'unun, 2 Uzeri bagvuru ve kayip degerler durumu icin 1.911
g6zlem arasindan %14,2’sinin kayip hasta oldugu saptanmistir. 1.911 gézlem
iceren 2 Uzeri basvuru ve kayip degerler durumunu en iyi bolen kestiricinin son-
sondan2_arasi_gun_sayisl yani son ve sondan bir dnceki basvurular arasindaki
gun sayisi oldugu goérulmastur. Eger ilgili gun farki 9 ve altinda ise 450 gozlem
uzerinden %11,1, 9-123 gun arasinda ise 943 godzlem arasinda %6, 123 gln

Uzeri ise, 518 gbzlem arasindan %31,7’sinin kayip hasta oldugu anlasiimistir.
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{124.000, 217.000]

Mode 3

Category % n
0 71626 5586
LAl 26,374 2001
Total 25161 7587

MAKG_8
Adj. P-value=0.000, Chi-square=2471.521, di=5

=:15‘4.DDD (154 DDD,\WQTDDD} (191 DDD,|338.DDD] (338.000,|421 noo = 421‘.000
Node 12 MNode 13 Note 14 Node 15 Node 16
Categary % h Categary % il Catedary % n Category . % n Category % h
] THO60 663 i] 84,396 384 0 79.373 1012 0 34203 18 1] 0.000 ]
LA 21.040 178 LAl 15604 71 LAl 20.627 283 1 G5.797  227| (M4 100.000 667
Total 2806 846 Total 1408 455 Total 4228 1278 Total 1144 345 Total 2212 G667
5 | E
GA_B-9_Yas_POLIKLIMIK_ADET GA_3-10_Yas_POLIKLIMIK_ADET
Adj. Pvalue=0.000, Chi-square=66.702, di=1 Adj. P-value=0.000, Chi-square=76.437, df=1
==2.000; rm\ssmgﬁ S 2.|DDD <:1|DDD =1.000; <:missng>
Mode 31 Node 32 Node 33 Node 34
Categony % il Categony % n Category % n Category % n
0 66.133 248 0 89172 420 0 61580 186 0 B4.892 826
n1 33867 127| (M4 10828 51 LAl 3411 116 LAl 15108 147
Total 1244 375 Total 1862 471 Total 1.002 302 | Total 3227 973
| =

G5 _B-10_Yas_gelis
Adj. P-value=0.000, Chi-sguare=47 579, df=1

<= 22.000 = 22|DDD
Node 47 Node 48
Cateqory . % il Category % il
0 79154 505 0 95821 3N
LA 20846 133 M1 4179 14
Total 2116 638 Total 1111 335

Sekil 5.55.: 6-10 Yag CHAID 3. Dugum ve Dallari

Ugtincti dugumi olan MAXG_6 124-217 glni en iyi bdlen kestiricinin MAXG_8
yani 8-9 yaslari arasindaki gelisleri arasindaki maksimum gun farki oldugu
gérilmustdr. ilgili grup da kendi iginde; 8-9 yas arali§indaki ve bir dnceki bagvuru
arasindaki maksimum gun farki 154 ginden az ise, 846 gb6zlem
uzerinden %21’inin kayip hasta oldugu saptanmistir. Maksimum gun farki 154-
191 gun ise 455 gbzlem arasindan %15,6’sinin, 191-338 gun ise 1.275 gozlem
arasindan %20,6’sinin, 338-421 gln ise 345 gbzlem arasindan %65,8’inin,421
gln Gzeri ise 667 gozlem arsindan %100’nun kayip hasta oldugu saptanmigtir.
846 gozlem iceren 12. dugum, 8-9 yas araligindaki poliklinik basvuru adedince
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en iyi bolunmus ve ilgili yas araliginda poliklinik bagvuru adedi 2 ve altinda ise

375 gbzlem arasindan %33,9'unun, 2 Uzeri ise 471 gézlem arasindan %10,8’inin

kayip hasta oldugu saptanmigtir. MAXG_8, 191-338 gun dalini da benzer sekilde

en iyi bolenin GA_9-10_poliklinik_adet oldugu goérulmus, eger ilgili donemde

herhangi bir poliklinik muayene bagvurusu yoksa 302 gézlem arasindan %34 ,4,

varsa 973 gobzlem arasindan %15,1 oldugu goérulmagstir. 973 gozlem iceren
34.dugum de kendi icerisinde 6-10 yagslari arasindaki toplam gelis sayisinca en
iyi bolunmus ve eger ilgili donemde toplam gelis sayisi 22 ve altinda ise 638

g6zlem arasindan %20,9'unun, 22 Uzeri ise 335 g6zlem arasindan %4’Unin

kayip hasta oldugu gozlenmisgtir.

=missing=

Node 17

Category % n
0 85121 3404
LAl 14679 595
Total 13262 3939
‘ =
SON-SONDAN2_ARASI_GUN_SAYIS!
Adj. P-value=0.000, Chi-square=345.921, d=3

(123.000,194.000)

==123.000 (1 94.000126&0001 »208.000
Mode 35 Mode 36 Node 37 MNode 38
Category % n Category % n Category % n Category % n
0 89.219 1953 0 96.078 862 0 92363 367 0 33478 182
LA 10.781 236 1 38322 36 LA 1.637 32| |m1 61.522 291
Total 7.259 2189 Total 3044 918 Total 1390 #419 Total 1569 473
= =
MAXG_7 65_6-10_GRUBU
Adj. P-value=0.000, Chi-sguare=293.303, df=1 Adj. P-value=0.000, Chi-square=60.801, di=1
=143 [IUI];‘ <missing= = 143,000 A;‘B (‘D
Node 49 Mode 50 Node 51 Node 52
Category % n Category % n Category % n Category % n
0 96.315 1516 0 71057 437 0 80426 208 o 88330 588
L 3685 58 LAl 28943 178| (M1 10.574 3s( |®1 0170 1
Total 5.220 1574 Total 2040 B15 Total 1098 3N Total 1947 587
\ [
G8_f-10_GRUBU
Ad). P-value=0.000, Chi-square=16.590, df=1
A B.C
MNode 62 Node 63
Category % n Category % n
0 94160 661 ] 98.050 655
LAl 5.840 41( |m1 1.850 17
Total 2318 702 Total 28927 872
Sekil 5.56.: 6-10 Yag CHAID 17. Dugum ve Dallari
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8-9 yas arasinda bilgi icermeyen kayip degerler ise, 3.999 go6zlem
arasindan  %14,9unun kaylp hasta oldugu ve kendi igerisinde
Son_sondan2_arasi_gun_sayisl, son basvurusu ve ondan bir dnceki bagvurusu
arasindaki gun farkinca en iyi bélinmiis oldugu gérulmustdr. ilgili giin sayisi
123’'den az ise 2.189 gdzlem arasindan %10,8’inin, 123-194 arasinda ise 918
g6zlem arasindan %3,9'unun, 194-288 arasinda ise 419 gdzlem
arasindan %7,6’sinin ve 288 gun uUzeri ise 473 gozlem arasindan %61,5’inin
kayip hasta oldugu gorulmustar. 35. dugum olan 123 gun alti gun farki MAXG_7,
7-8 yaslar arasindaki basvurular maksimum gun farkinca en iyi bolinmus, eger
ilgili guin farki 143 ve altinda ise 1.574 gbzlem arasindan %37’sinin, 143’den fazla
ise 615 gozlem arasindan %28,9’unun kayip hasta oldugunu goriimustar. Ayrica,
143 gun alti grubu da GS_6-10_gelis_grubunca bolinmus A grubu hastalarin,
702 gb6zlem Uzerinden %5,8’'nin, B ve C grubu hastalarin 872 gobzlem
Uzerinden %2’sinin kayip hasta oldugu goérulmustar. (A: 8+ basvuru, B: 5-7
basvuru, C: 4 ve 4'den az (3-4 Basvuru) basvurular, eger daha onceki yas

grubunda bizim hastamiz kabul edildi ise 1-4 basvuru).

(217.000, 314.000]

Mode 4
Category % n
0 69.524 3536

1 30476 1550
Tatal 16.867 5086
=

MAXG_8

Adj. P-value=0.000, Chi-square=1596.456, df=2

== 42[1 000 = 421| noo <missing=
Maode 18 Mode 19 Naode 20
Category % n Category % n Category % n
0 £8.356 1052 0 0.000 0 0 83636 2484
LA 31.644 487 LAl 100.000 577 LA 16.364 486
Total 5104 1539 Tatal 1914 577 Total 9.849 2970
= i =

GS_B-10_Yas_gelis
Adj. P-value=0.000, Chi-square=186.164, df=3

<=11.000 (11.000, 15.000] (15.000, 22.000) =22.000
Node 39 Node 40 Node 41 Node 42
Category % n Categary % n Category % n Categary % n
] 46.085 206 a 66.462 216 i] 75.750 303 a 89101 327
LA 53815 241| W1 33538 108 (™1 24.250 47| |M1 10.889 40
Total 1482 447 Total 1078 328 Total 1.327 400 Total 1.217 367

Sekil 5.57.: 6-10 Yas CHAID 4. Dugum ve Dallar
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Doérdincli diagum olan MAXG_6 217-314 gunu en iyi bolen kestiricinin MAXG_8
yani 8-9 yaslari arasindaki gelisleri arasindaki maksimum gun farki oldugu
goérilmustdr. ilgili grup da kendi iginde; 8-9 yas araligindaki ve bir dnceki bagvuru
arasindaki maksimum gun farki 421 gunden az ise, 1.539 gozlem
uzerinden %31,6’sinin, 421 gunden fazla ise 577 gézlem arasindan %100’Gndn
kayip hasta oldugu goérulmastir. Yine 2.970 goézlem iceren MAXG_8 bilgisi
icermeyen kayip degerlerin %16’4’'Unun kayip hasta oldugu gorulmustar. 18.
digum olan MAXg_ 8, 421 gun alti dah kendi iginde GS_6-10_yas_gelis
adedince en iyi bolinmus ve eger ilgili donemdeki toplam basvuru adedi 11 ve
altinda ise 447 gbzlem arasindan %53,9’'unun kayip hasta oldugu gérulmustar.
Yine 11-15 arasinda ise 325 g6zlem arasindan %33,5'inin, 15-22 ise 400 g6zlem
arasindan %24,3’Unun, 22 Uzerinde ise 367 gozlem arasindan %10’unun kayip

hasta oldugu saptanmistir.

«missing=

Mode 20
Category % n
0 83636 2484
51 16364 486
Total 9.849 2970
\ =

MAXG_7

Adj, P-value=0.000, Chi-square=446.915, df=1

==143.000; <missing= = 143,000
Mode 43 Node 44
Category % n Category % n
0 93533 1882 0 62.838 602
LAl 6.461 130 LA 371681 356
Total 6672 2012 Total 3477 9468
E I =)
G5_6-10_GRUBU GA_B-7_Yas_POLIKLINIK_ADET
Ad]. P-value=0.000, Chi-sguare=72.830, di=1 Ad). P-value=0.000, Chi-square=46.410, di=2
A‘:E c: <= 1:,unu {1 uuu:z 000 = 2.000; <:m|asing>
Node 53 Mode 54 Node 55 Node 56 Node 57
Category % n Category % n Category % n Category % n Category % n
0 87.722 693 0 97.300 1189 1} 50949 161 0 60.681 196 0 76.803 245
i 122378 g7 LA 2.700 33 u1 49.061 155 (M1 39.318  127| (M1 23.197 74
Tatal 2620 790 Total 4053 1222 Total 1048 316 Total 1.071 323 Total 1.058 319
| = \ =
MAXG_6 GS_6-10_Yas_gelis
Adj. P-value=0.000, Chi-square=16.935, di=1 Adj. P-valug=0.000, Chi-square=16.549, ti=1
<= 258,000 » 268,000 == 2.000 =2.000
Node 84 Node 65 Node 66 Node 87
Category % n Category % n Category % n Category % n
1} 82.289 383 0 82667 310 1} 98798 740 1} 94.926 449
LA 7711 32| |m1 17.333 G5 |M1 1.202 g |m1 5.074 24
Total 1376 415 Total 1.244 375 Total 2484 748 Total 1568 473

Sekil 5.58.: 6-10 Yag CHAID 20. Dugum ve Dallari
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8-9 yas arasinda bilgi icermeyen kayip degerler ise, 2.970 go6zlem
arasindan %16,4’Unun kayip hasta oldugu ve kendi igerisinde MAXG_7 gun
farkinca en iyi bolunmus, ilgili gin sayisi 143'den az veya MAXG_7 ait bir bilgi
bulundurmayan kayip dederler ise 2.012 gézlem arasindan %6,5’inin, ilgili gin
farki 143 gunden fazla ise 958 g6zlem arasindan %37,2’sinin kayip hasta oldugu
gorulmustir. 43. dugum de kendiigerisinde GS_6-10_gelis_grubunca boélunmus,
eger ¢ocuk hastalar A ve B grubuna ait ise, 790 gbzlem arasindan %12,3’anun,
C grubuna ait ise 1.222 gobzlem arasindan %?2,7’sinin kayip hasta oldugu
gorilmustir. A, B grubu kendi icinde MAXG_6, gln farki adedince bdlinmus,
eger ilgili gun farki 258 ve altinda ise 415 gézlem arasindan %7,7’sinin, 258 gin
Uzeri ise 375 gozlem arasindan %17,3’Unun kayip hasta oldugu goézlenmigtir. C
grubu c¢ocuk hastalar ise GS 6-10 yas gelis adedince boélinmis ve eger
basvuru adedi 2 ve altinda ise 749 g6zlem %1,2’sinin, 2 Uzeri ise 473 gbzlem

arasindan %5’inin kayip hasta oldugu gorulmuagtur.

(314.000, 380.000]

Node 5
Category % n
1] 52934 1344
i | 47.066 1195
Total 8420 2539
El

GA_8-8_Yas_POLIKLINIK_ADET
Adj. P-value=0.000, Chi-square=240.418, df=2

<=1.000 =1.000 =missing=
MNode 21 Node 22 Mode 23
Category % n Category % n Category % n
1] 21918 96 0 47072 M7 a 62.866 1031
el | 70.082 342 |®1 52928 244| (M4 37134 609
Total 1453 438 Total 1529 461 Total 5439 1640
I =]

Sekil 5.59.: 6-10 Yag CHAID 5. Dugim ve Dallari

Besinci dugumui olan MAXG_6314-390 gunu en iyi bdlen kestiricinin GA_8-
9 yas_poliklinik_adet oldugu, eger ilgili aralikta herhangi bir poliklinik bagvurusu

yok veya 1 tane ise 438 g6zlemin %78’inin, 1 ve Gzeri ise 461 gbzlemin %53’Unln
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ve kaylp degerleri iceren 1.640 gdézlemin %37,1’inin kayip hasta oldugu

gorulmustar.

<missing>

Node 23

Category % n
0 62.866 1031
n

Total

37134 @09

5439 1640

S|
GS5_6-10_GRUBU

Adj. P-value=0.000, Chi-square=52,304, df=1

A;|B (f
Mode 45 Node 46
Category % n Category % n
0 52639 359 0 70146 B72
LA 47361 323 LB 29.864 286
Total 2262 682 Total 3477 958
[ = =

SOMDAN4-SONDANS_ARASI_GUN_SAYISI
Adj. P-value=0.000, Chi-square=18.162, df=1

SONDAN2-SONDANI_ARASI_GUN_SAYISI
Ad). P-value=0.000, Chi-square=35.708, di=1

<= 69.000 = B6Y.000 == 336.000 » 336.000

MNode 58 MNode 58 Mode 60 Mode 61
Category % n Category % n Category % n Category % n
a 61.888 190 0 45067 169 0 76.699 474 o 58.235 198
L] 38011 117 (M4 54933 206 (®1 23.301 144 |H1 41765 142
Total 1.018 307 Total 1.244 375 Total 2043 618 Total 1128 340

Sekil 5.60.: 6-10 Yas CHAID 23. Diugum ve Dallari

lgili daldaki 1.640 gbzlem igeren, %37,1 kayip hasta oranina sahip kayip degerler
ise, kendi igerisinde 6GS_6-10_yas-grubu, 6-10 yaslari arasindaki toplam
geligleri Uzerinden tanimlanan yas gruplarinca en iyi bolinmus ve eger ¢ocuk
hastalar A ve B gruplarina aitse 682 gozlem Uzerinden %47,4’anun, C grubundan
ise %29,9’unun kayip hasta oldugu gértlmustur. A ve B grubu ¢ocuk hastalarda
kendi iclerinde Sondan4-Sondan5_arasi_gun_sayisinca boélinmus ve eger ilgili
gun sayisi farki 69 ve altindaysa 307 gozlem Uzerinden %38,1’inin, 69 gun
Uzerinde ise 375 gdzlem arasindan %54,9'unun kayip hasta oldugu gorulmustur.
C grubu cocuk hastalar ise sondan2-sondan3_arasi_gun_sayisinca bolinmus,
ilgili glin sayisi farki 336 ve altinda ise 618 gézlem arasindan %23,3’Unun, 336
gun Uzerindeyse 340 goOzlem arasindan %41,8’'Unun kayip hasta oldugu

saptanmisgtir.
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= 390.000; =missing=

Mode &
Category % n
0 0.000 0

m1 100.000 9851
Total 32 669 9851

Sekil 5.61.: 6-10 Yas CHAID 6. Dugum

6.dugum olan MAXG_8 390 gun uzeri ve kayip degerler (MAXG_8 bilgisi
olmayan — 8-9 yas araliginda basvurusu olmayan c¢ocuklar) 9.851 adet g6zlem
icermekte ve kayip hasta oraninin %100 oldugu goérulmektedir. Bir bagka ifadeyle,
6-10 yas araliginda, 8-9 yas araliginda herhangi bir gelisi olan ve bir dnceki gelisi
arasinda 390 gunden fazla gelisi olmayan cocuklarin kayip hasta olduklari

gorulmustar.
Degerlendirme metrikleri;

Calismada 6-10 yas arasindaki 43.216 devamli hasta kabul edilen ¢ocuk
hastanin kayip hasta durumlari CHAID ile degerlendirilmigtir. Toplam veri setinin
30.154 hasta ile %70’'i modelin egditiminde, 13.062 hasta ile %30’u testinde

kullaniimisgtir.

Tablo 5.20: 6-10 Yas CHAID Degerlendirme Metrikleri

CHAID 6-10 Yas Churn Degerlendirme Metrikleri
Dogru Yanhs Dogruluk Hassasiyet | Kesinlik
Egitim 26.328 3.826 87,31% 92,92% 82,05%
Test 11.325 1.737 86,70% 92,43% 81,44%

Modelin egitim veri setinde, modelin %87,31 oraninda dogru tahminlemede, test
asamasinda da %86,7’lik dogru tahminde bulundugu saptanmistir. 6-10 yas
¢ocuk hastalarinin CHAID algoritmasi ile kayip hasta olma durumun
degerlendirmesinde, kayip hasta olmayanlar ve kayip hasta olanlar igin hatal ve
dogru tahmin sayilari hem egitim veri seti icin hem de test veri agsamasi igin

asagidaki tablo 29’da karsitlik (confusion) matrisi olarak verilmistir.
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Tablo 5.21: 6-10 Yas CHAID Karsithk Matrisi

CHAID 6-10 Yas Churn Karsiklik Matrisi

Gergeklesen
.. Degerler 0 1
Egitim
. 0 13.355 988
Tahminlenen
1 2.838 12.973
Gergeklesen
Degerler 0 1
Test
) 0 5.717 459
Tahminlenen
1 1.278 5.608

Model egitim veri setinde; 13.355 cocuk hastanin kayip hasta olmayacagi
dogru sekilde tahminlenmis, 988 ¢cocuk hasta kayip hasta olmamasi hatali olarak
tahminlenmis, kayip hasta oldugu saptanmistir. 12.973 cocuk hastanin kayip
hasta olacagi model tarafindan dogru tahminlenmis, 2.838 gocuk hasta ise, kayip

hasta olacagi tahminlenmisken, kayip hasta olmadigi gozlenmistir.

Benzer sekilde, test veri asamasinda; 5.717 ¢ocuk hastanin kayip hasta
olmayacag! modelce dogru sekilde tahminlenirken, 459 cocuk hasta kayip hasta
hatali olarak tahminlenirken, kayip hasta oldugu saptanmistir. 5.608 c¢ocuk
hastanin kayip hasta olacagi model tarafindan dogru tahminlenmis, 1.278 ¢ocuk
hasta ise, kaylp hasta olacadi tahminlenmigken, kayip hasta olmadigi

gOzlenmisgtir.

Modelin degerlendiriimesinde; hassasiyet (recall) metrigi, model dahilinde tim
pozitif tahminlenenlerin, yani kayip hasta olacagi ongorulenlerin, ne kadarinin
gergekte pozitif / kayip hasta oldugunu incelemektedir. Hassasiyetin edim
verisinde %92,92, test asamasinda %92,43 oldugu gorulmustir. Bir baska
deyisle, 6-10 yas cocuk grubunun CHAID algoritmasi ile tahminlemesinde,

modelin egitim verisi icin tim pozitifkayip hasta tahminlenen hastalardan

160



aslinda %92,92’sinin kayip hasta oldugunu, test veri setinde ise ilgili

oranin %92,43 oldugunu gdstermektedir.

Kesinlik (Precision) metrigi, gercekte pozitif kayip hasta olanlarin aslinda kag
tanesinin  dogru  tahminlendiginin  degerlendiriimesinde;  egitim  veri
setinde %82,05, test veri asamasinda %81,44 olarak gerceklestigi saptanmistir.
Bir baska ifade ile, egitim veri setinde; gercekte kayip hasta olan 100 hastanin
82,05 tanesinin pozitiffkayip hasta olan olarak tahminlendigi, test veri
asamasinda ise gercekte kayip hasta olan 100 hastanin 81,44’Unln kayip

hasta/pozitif olarak tahminlendigi géraimustar.

5.2.4.2. CART Algoritmasi ile Bulgular ve Degerlendirme Metrikleri

6—10 yas araliginda kayip hasta analizine konu olan 21.117 adet ¢cocuk hastadan
11.058 hasta ile %52,4’Unun kayip hasta oldugu, 10.059 hasta ile 47.6%’nin ise
devamli hasta statisinde hizmet alimina devam ettigi gozlenmistir. CART
algoritmasinda en iyi bélinmeyi veren degerin MAXG_8, yani gocuk hastalarinin
8 ve 9 yas arasindaki iki bagvurusu arasindaki maksimum gun sayisinin oldugu

saptanmisgtir.

CHURM_6-10_Yas

| Node 0 :

]_Category % n [

1% 0 47635 10059 :

: L 52.365 11058 :

1 Total 100,000 21117 |

=7 ____.E'
MAXG_8

Improvement=0.209

== 365.500 = 365.500
Mode 1 Mode 2
Categary % n Category %o n
i] 53.703 6337 0 39.948 3722
LAl 46.297 5463 il 60.052 5595
Total 55.879 11800 Total 44121 9317
| - T -

Sekil 5.62.: 6-10 Yag CART Genel Durumu
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6-10 yas arasindaki kayip hasta orani %52,4 olarak saptanmis iken, ilk digimde;
cocuk hastalarin 8-9 yas arasindaki gelisleri arasindaki maksimum gun farki; 365
gun ve altinda oldugunda; 11.800 gbézlem arasinda kayip hasta oraninin %46,3,

365 gunden fazla oldugunda 9.317 g6zlem arasindan %60 oldugu goézlenmigtir.

== 36|5.5EID
Mode 1
Category % n
[1} 53703 6337
L] 46.297 5463
Total 55873 11800
[ =
MAKG_T
Irprove mitanl:D.h (]
== 35:5 500 = 365.500
Mode 3 Mode 4
Category % i Category % i
0 75.261 6337 0 0.000 0
L] 24,739 2083 [ 100.000 3380
Total 39873 8420 Total 16.006 3380
| =
MENG_3
Impruremlent:D_1 a0
== 35|5 500 = 365500
Node 7 Mode 8
Category % n Category % n
0 80.301 443 0 54358 1846
LA 10609 533 Ll 45642 1550
Tiotal 2371 5024 Total 16.082 3396
=
MAKG_B MAKG_B
Impravement=0.062 Impraverment=0.028
== 365.500 = 362500 == 36:5 500 = 365,500
Mode 11 Mode 12 Node 13 Hode 14
Category % n Category % n Category % n Category % n
o 100000 4491 o 0.000 0 o 69555 1846 o 0.000 0
L] 0.000 a| |m1 100,000 533| |m1 30445 g03| (M1 100.000 742
Tatal 21.267 449 | Total 2524 533 | Total 12568 2654 I Total 1514 742
=
G8_B-10_Yas_gelis
Improvement=0.027
ﬂ:‘l‘!_ﬁUD ?ll|500
Mode 15 Made 20
Category % n Category % i
0 85428 1835 il 2174 11
LAl 14.572 33| |H1 07.826 495
Tatal 10172 2148 Total 23296 506

Sekil 5.63.: 6-10 Yas CART 1. Dugim ve Dallari

Birinci dugumun yani 8-9 yas araliginda iki gelisi arasindaki maksimum gun

farkinin 365 glin ve altinda oldugu durumlari CART algoritmasina gore en iyi
sekilde bolen kestiricinin MAXG_7 oldugu ve eger MAXG_7 365 gunden az ise,
3. digum, 8.420 gbzlem arasindan %24,7’sinin, 365 gunden fazla ise 3.380
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g6zlem arasindan %100’Unin kayip hasta oldugu gorulmastir. MAXG_7 365
glnden az dalinin en iyi bélen kestiricinin MAXG_9 oldugu, 9-10 yas aralginda
eger bir dnceki basvuru ve 9-10 yas araligindaki basvuru arasindaki gun farki
365 gun altinda ise, 5.024 gozlem arasindan %10,6’sinin, 365 gunun Uzerinde
ise, 3.396 gozlem arasindan %45,6’sinin kayip hasta oldugu goralmastir. 5.024
g6zlem barindiran 7.digumu en iyi bélen kestiricinin de MAXG_6 oldugu, 6-7 yas
araliginda eger bir dnceki basvuru ve 6-7 yas araligindaki bagvuru arasindaki
gun farki 365 gun altinda ise, 4.491 gozlem arasindan %0’inin, 365 gunln
uzerinde ise, 533 gbzlem arasindan %100’Unun kayip hasta oldugu gérulmustar.
3.396 gozlem barindiran 8.digumu en iyi bolen kestiricinin de MAXG_6 oldudu,
6-7 yas araliginda eger bir énceki basvuru ve 6-7 yas araligindaki basvuru
arasindaki gun farki 365 gun altinda ise, 2.654 gozlem arasindan %30,4’4nun,
365 gunun Uzerinde ise, 742 gbzlem arasindan %100’UnUn kayip hasta oldugu
gorulmustur. 2.654 gozlem bulunduran 13.dugum de kendi iginde en iyi bdlenin
GS_6-10_yas_gelis, 6-10 yas arasindaki toplam gelis sayisi oldudu, ilgili gelis
sayisi 11 ve altinda ise; 2.148 gbzlem arasindan %14,6’sinin, 11 Uzerinde ise,

506 gdzlem arasindan %97,8'inin kayip hasta oldugu saptanmistir.
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> 365.500

Node 2
Category % n
0 39,948 3722
" 60.052 5595
Total 44121 9317
=
MAXG_6
Improvernent=0.074
== 365.500 > 365500
Node 5 Node 6
Category % n Category % n
] 54178 3722 0 0.000 0
L 45822 3148 LA | 100.000 2447
Total 32533 6870 Total 11.588 2447
=
SON-SONDAN2_ARASI_GUN_SAYISI
Improvement=0.043
== 365.500 > 365.500
Node 9 Node 10
Category % n Category % n
0 67.719 3648 0 4990 74
LA 32281 1733| |E1 95.010 1409
Total 25510 5387 Total 7.023 1483
=

GS_6-10_Yas_gelis
Improvement=0.047

<=7.500 = 7.500
Node 15 Node 16
Category % n Category % n
0 81.763 3627 o 2.208 21
®1 18237 809 ®1 97792 630
Total 21.007 4436 Total 4503 951
2

SONDAN2-SONDAN3_ARASI_GUN_SAYISI
Improverment=0.018

<=364.500 > 364.500
Node 21 Node 22
Category % n Category % n
0 980.200 3433 0 30794 194
"1 9.800 373 [®1 69.206 436
Total 18.023 3806 Total 2983 630

Sekil 5.64.: 6-10 Yas CART 2. Dugum ve Dallar

ikinci digumiin yani 8-9 yas araliginda iki gelisi arasindaki maksimum gin
farkinin 365 gun Uzeri oldugu durumlari CART algoritmasina gore en iyi sekilde
bdlen kestiricinin MAXG_6 oldugu ve eger MAXG_6 365 gunden az ise, 5. dugum,
6.870 gobzlem arasindan %45,8’inin, 365 gunden fazla ise 2.247 gdzlem
arasindan %100’UnUn kayip hasta oldugu gorulmustir. MAXG_6 365 gunden az
dalinin en iyi bolen kestiricinin Son-Sonda2_arasi_gun_sayisi oldugu, eger ilgili
araliktaki gun sayisi farki 365’den az ise, 35.387 gozlem arasindan %32,3’Unun,
eger 365 gunden fazla ise 1.483 gbzlem arasindan %95’inin kayip hasta oldugu
gozlenmistir. 5.387 gozlem barindiran 9.dugumu en iyi bolen kestiricinin de
GS_6-10_gelis_sayisi oldudu, ilgili araliktaki toplam gelis sayisinin 7’'den az
oldugu durumda, 4.436 godzlem Uzerinden kayip hasta oranin %18,2, 8 ve Uzeri

durumunda ise 951 gézlem arasindan %97,8’inin kayip hasta oldugu goralmustar.
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4.436 gozlem barindiran 15. duguma en iyi bolen kestiricinin de Sondan2-
Sondan3_arasi_gun_sayisi oldugu ve ilgili gin sayisi farkinin 365 ginden az
olmasi durumunda 3.806 gozlem uzerinden %9,8’inin, 365 gun Uzeri olmasi

halinde, 630 gbzlem Uzerinden %69,2’sinin kayip hasta oldugu goralmustar.

Degerlendirme metriklerinde;

Calismada 6-10 yas arasindaki 43.206 devamh hasta kabul edilen ¢ocuk
hastanin kayip hasta durumlari CART ile degerlendirilmistir. Toplam veri setinin
30.154 hasta ile %70’i modelin egitiminde, 13.052 hasta ile %30'u test igin

kullaniimisgtir.

Tablo 5.22: 6-10 Yas CART Degerlendirme Metrikleri

CART 6-10 Yas Churn Degerlendirme Metrikleri
Dogru Yanhs Dogruluk Hassasiyet| Kesinlik
Egitim 28.764 1.390 95,39% 97,34% 93,77%
Test 12.428 624 95,22% 97,27% 93,57%

Modelin egitim veri setinde, modelin %95,39 oraninda dogru tahminlemede, test
asamasinda da %95,22’lik dogru tahminde bulundugu saptanmistir. 6-10 yas
cocuk hastalarinin CART algoritmasi ile kayip hasta olma durumun
degerlendirmesinde, kayip hasta olmayanlar ve kayip hasta olanlar igin hatali ve
dogru tahmin sayilari hem egitim veri seti icin hem de test veri agsamasi igin

asagidaki tablo 31’de karsitlik (confusion) matrisi olarak verilmistir.

Tablo 5.23: 6-10 Yas CART Karsitlik Matrisi

CART 6-10 Yas Churn Karsithk Matrisi
Gergeklesen
. Degerler 0 1
Egitim
. 0] 13.938 405
Tahminlenen
1 985 14.826
Gergeklesen
Degerler 0 1
Test
) 0 5.995 181
Tahminlenen
1 443 6.443
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Model egitim veri setinde; 13.938 cocuk hastanin kayip hasta olmayacagi
dogru sekilde tahminlenmis, 405 ¢ocuk hasta kayip hasta olmamasi hatali olarak
tahminlenmis, kayip hasta oldugu saptanmistir. 14.826 ¢ocuk hastanin kayip
hasta olacadi model tarafindan dogru tahminlenmis, 985 ¢ocuk hasta ise, kayip

hasta olacagi tahminlenmisken, kayip hasta olmadigi gézlenmistir.

Benzer sekilde, test veri asamasinda; 5.995 cocuk hastanin kayip hasta
olmayacagi modelce dogru sekilde tahminlenirken, 181 ¢ocuk hasta kayip hasta
hatali olarak tahminlenirken, kayip hasta oldugu saptanmigtir. 6.643 g¢ocuk
hastanin kayip hasta olacagi model tarafindan dogru tahminlenmis, 443 ¢ocuk
hasta ise, kaylp hasta olacagli tahminlenmigken, kayip hasta olmadigi

gOzlenmigtir.

Modelin degerlendiriimesinde; hassasiyet (recall) metrigi, model dahilinde tim
pozitif tahminlenenlerin, yani kayip hasta olacagi éngoérilenlerin, ne kadarinin
gergekte pozitif / kayip hasta oldugunu incelemektedir. Hassasiyetin egim
verisinde %97,34, test asamasinda %97,27 oldugu gorulmustir. Bir baska
deyisle, 2-6 yas cocuk grubunun CHAID algoritmasi ile tahminlemesinde,
modelin egitim verisi icin tUm pozitif/kayip hasta tahminlenen hastalardan
aslinda %97,34’sinin kayip hasta oldugunu, test veri setinde ise ilgili

oranin %97,27 oldugunu gostermektedir.

Kesinlik (Precision) metrigi, gercekte pozitif kayip hasta olanlarin aslinda ka¢
tanesinin  dogru  tahminlendiginin  degerlendiriimesinde; egitim  veri
setinde %93,77, test veri asamasinda %93,57 olarak gergeklestigi saptanmistir.
Bir bagka ifade ile, egitim veri setinde; gergekte kayip hasta olan 100 hastanin
93,77 tanesinin pozitiffkaylp hasta olan olarak tahminlendigi, test veri
asamasinda ise gercekte kayip hasta olan 100 hastanin 93,37’sinin kayip
hasta/pozitif olarak tahminlendigi goridlmasgtar.
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5.3. Sikayetler ve MKA

llgili saglik kurumunun veri tabanindan, MIY yaziliminda tanimh S.0.T (Sikayet,
Oneri, Tesekkiir) standart rapor formatlari ile 01.01.2013 ile 31.12.2018 tarihleri
arasindaki sisteme kayith 17.672 farkh cocuk hasta ve toplam 23.063 adet
sikayet edinilmigtir. MKA c¢alismasina konu olmayan, devamli hasta kriterini
saglamayan cocuk hastalar kapsam disina ¢ikarilmis ve geriye kalan 10.046
hastaya ait 14.233 kayitli sikayet calismaya dahil edilmistir. Modelde incelenen

degiskenler asagida verilmigtir:

e Hasta numarasi

e Birden fazla sikayeti olma durumu

e lIgili hasta numarasina kayitli toplam sikayet adedi

e Devamli hasta kriterini saglama durumu

e Sikayetin ait oldugu sube

o Sikayet departmani

e Sikayet ana grup (tibbi, operasyonel, calisanlar)

e Sikayet alt grup (ilgi eksikligi, Gcret, tibbi vb.)

o Sikayet yonetim sdreci sonucu (sikayet yoneticisini gorigsme sonrasi
etiketledigi hastanin memnuniyet durumu; memnun, memnun dedgil,
ulagilamadi)

e Kayip hasta /kayip hasta durum etiketi

Veri temizleme, isleme ve donustirme asamasinda; ¢alismanin ilk yillarindaki
kayitlarda gorinen, hasta numarasi tanimlanmamis gocuk hastalar temizlenmis,
katma deger Uretmesi 6n gorilmeyen sikayeti kaydeden, sikayeti yonetip kapatan
kisi, sikayet bildiriminde bulan kisi (hasta mi hasta yakini mi, gocuk hastalarda
hasta yakinin bildirimi beklendigi icin) veri setinden kaldiriimistir. iigili hastalar
icin, sistemde birden fazla sikayeti olup olmadigi, kag¢ sikayeti oldudu,
sikayetlerinin arasindaki gun farki, nihai hasta kayip durum etiketi gibi

degiskenler veri islemesi asamasinda Excel araciligiyla eklenmis ve veri seti
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format olarak IBM SPSS Modeler 17.0’a yuklenebilecek hale getirilmigtir.
Calisilan ilgili gcocuk hastalar icin sisteme kayit edilmis sikayetler, sikayetlerin
adedi, sikligi ve tura ile kayip hasta kabul edilme durumu arasindaki oruntuler

karar agaci algoritmalarinda CHAID ve CART ile incelenmis ve tahminlenmistir.

5.3.1. CHAID Algoritmasi ile Bulgular ve Degerlendirme Metrikleri

S10_yas_ve_uzeti_disarida_hirakilip_son_churn_grup_sonucu_ref_alindiginda_2020_basi_itibariyle_churn_durumu

MNode 0 :
|_Category % n |

¥ 0.000 29.830 2088 |
19 1.000 TOAFO 49141
1 Total 100.000 7003 |;
"""""" S
Sklk_Czel_Sigartalar
Adj. P-value=0.000, Chi-square=87. 287, df=1

0.oon 1.000

Mode 1 Mode 2
Category % n Category % n
0.0o00 27730 16681 0.0o0 42251 428
B 1000 73,370 4328 B 1000 67.745 585
Total 85,535 59490 Total 14 4651013
I = I -

Sekil 5.65.: Sikayetler ve Kayip hasta CHAID Uygulama Genel Durumu

Yapilan CHAID analizine gore oOncelikle sistemde sikayeti bulunan, calisilan
7.003 hastanin (devamli hasta kriterini saglayan hastalarin %3,3, ilgili donem
toplu ¢ocuk hastalarin %2’si) %70,17’sinin kayip hasta olarak etiketlendigi
gorulmustir. Yapilan Pearson K-Kare testi sonrasinda en iyi bolen kestiricinin
SKK_Ozel_Sigortalar, son kabul kurumunun 6zel sigortalar durumun oldugu ve
hastalarin son kabul kurumunun 6zel sigortalar oldugu durumlarda; 1.013 gézlem
arasindan %57,7’sinin, 6zel sigortalar disinda bir kurum oldugunda %72,3’Gnun

kayip hasta oldugu goézlenmisgtir.
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Mode 1

Categony % h

0.000 27730 1861
B1.000 722704329
Total 85535 5990
| =

SKK_Kurumsuz_Hasta
Adj. P-value=0.000, Chi-sguare=208.610, di=1

0.000

Mode 3
Category . %

fn

1.000

MNode 4
Categary . % n

0.000
B 1.000

13.808 219
26.192 1367

Total

22647 1586

Mernnun_Ceqil

=

Adj. P-value=0.018, Chi-square=5.498, df=1

0.000
B 1.000

32743 1442
B7.257 2962

Total

62.887 4404

OPERAS
Adj. P-value=0.010,

| =
YOMEL_IDARI
Chi-sguare=7.955, df=1

<= D|.UUD = 0.000 ==1.000 » 1.|UUD
Mode 7 Mode 8 Mode 8 Mode 10
Category % f Categony % h Category % h Category % f
0.000 12946 174 0.000 18.505 45 0.000 32,434 1395 0.000 45631 47
B 1.000 87.054 1170 B 1000 81.405 187 |M1.000 G7 ARG 2906 | |®1.000 54,369 AA
Total 19192 1344 Total 3466 242 Total B1.417 4301 Total 1.471 103
| =
ilgi_Eksikligi
Adj. P-value=0.020, C|hi—square=5.448, df=1
==IJ|.UUD 3=U.|UDIJ
MNode 13 Mode 14
Categorny . % n Category . % n
0.000 12.080 140 0.000 18.280 34
B 1.000 37.9101018| (®1.000 81.720 142
Total 16.536 1158 Total 2656 186
Sekil 5.66.: Sikayetler CHAID 1. Dugum ve Dallari
5990 gobzlem igceren birimci dugumu en iyi bolen Kkestiricinin
SKK_Kurumsuz_Hasta, nakit ddemeli hasta olma durumu oldugu ve hastanin
kurumsuz hasta sinifina ait olmasi durumunda 4.404 go6zlem
arasindan %67,3’Gnln, diger kabul kurumlarina ait olmasi durumunda

ise %86,2’lik kayip hasta oranina sahip oldugu gorulmustir. 1.586 gozlem igeren
3. digum ise Memnun_degil (sikayet sonrasi alinan aksiyonlar dogrultusunda,
sikayeti yoneten kisice atanan hastanin durumu etiketlemesi) etiketince en iyi
boélinmus eger memnun degil isaretli degilse 1.344 g6zlem arasindan %87’sinin

kayip hasta oldugu goérilmistir. ilgili diigiinde hastalarin ilgi ekliligi alt sikayet
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grup basglginda sikayeti olup olmama durumuna gore bolunmus, bu grupta
sikayeti olanlarin 186 gobzlem arasindan %81,7’sinin kayip hasta oldugu
gorulmustur. Son kabul kurumu 6zel sigortalar olmayan ve kurumsuz hasta olan
sinifindaki 4. Dugum 4.404 gozlem icermekte ve hastalarin Operasyonel_idari
ana grubunda sikayet i olmasi durumuna gore iki alt daha homojen gruba
ayrilmaktadir. iigili baslikta sikayet i varsa 103 gdzlem arasindan %5,4’Gniin

yoksa 4.301 gozlem arasindan %67,6’sinin kayip hasta oldugu gorulmektedir.

MNode 2
Category % n
0.000 42251 428

B 1,000 57.748 585

Tolal 14.465 1013
=

OPERASYOMEL_IDARI

Adj. P-value=0.001, Chi-square=13.161, d=1

<= (.000 »0.000
Mode 5 Mode 6
Category % n Category % n
0.000 38633 277 0.000 51.014 151
B 1.000 61.367 440 B 1.000 48.986 145
Tolal 10.238 T17 Tolal 4,227 296
=

birden_fazla_sikayeti_olan_Hasta
Ad). P-value=0.004, Chi-square=8_134, di=1

«= 0,000 = 0.000

Mode 11 Mode 12
Category % n Catagory % n
0.000 35352 1|1 0.000 46829 95
B 1.000 64648 331| (M 1.000 53171 109
Tatal T3 §12 Total 2927 205

Sekil 5.67.: Sikayetler CHAID 2. Dugum ve Dallari

1.013 gozlem igeren digumin Operasyonel idari basliklarda sikayeti olma
durumuna goére en iyi bolindugu, ilgili grupta sikayeti varsa 296 gozlem
arasindan %49’unun, yoksa 717 gozlem arasindan %61,4’4nin kayip hasta
oldugu gozlenmistir. 717 gdzlem iceren 5. dugum de kendi icinde hastanin birden
fazla sikayeti olup olmama durumuna goére bélinmus ve birden fazla sikayeti
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uzerinden 512

varsa 205 %53,2’sinin,

uzerinde %64,6’sinin kayip hasta oldugu goérulmustar.

yoksa gbzlem

gbzlem

Degerlendirme Metrikleri

Calismada MIY sisteminde sikayet kaydi bulunan ve devamli hasta kriterlerini
saglayan 10.046 gocuk hastanin sikayet ayrintilari ve kayip hasta kabul ediime
durumu CHAID ile de@erlendirilmigtir. Toplam veri setinin 7.003 hasta ile %70’i

modelin egitiminde, 3.043 hasta ile %30’u test icin kullaniimistir.

Tablo 5.24: Sikayetler CHAID Degerlendirme Metrikleri

CHAID Sikayetler - Churn Degerlendirme Metrikleri
Dogru Yanhs Dogruluk Hassasiyet | Kesinlik
Egitim 4.920 2.083 70,26% 71,10% 97,05%
Test 2.125 918 69,83% 71,17% 96,33%

Modelin egitim veri setinde, modelin %70,26 oraninda dogru tahminlemede, test
asamasinda da %69,83’luk dogru tahminde bulundugu saptanmigtir. Cocuk
hastalarinin CHAID algoritmasiyla sikayet ve kayip hasta kabul edilme durumun
degerlendirmesinde, kayip hasta olmayanlar ve kayip hasta olanlar igin hatali ve
dogru tahmin sayilari hem egitim veri seti icin hem de test veri agsamasi igin

asagida karsithk (confusion) matrisi olarak verilmigtir.

Tablo 5.25: Sikayetler CHAID Karsitlik Matrisi

CHAID Sikayetler - Churn Karsithk Matrisi
Gergeklesen
s Desgerler (0} 1
Egitim
. (0] 151 1.938
Tahminlenen
1 145 4.769
Gergeklesen
Degerler 0 1
Test
. (0] 54 839
Tahminlenen
1 79 2.071
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Model egitim veri setinde; 151 ¢cocuk hastanin kayip hasta olmayacagi dogru
sekilde tahminlenmis, 1938 cocuk hasta kayip hasta olmamasi hatali olarak
tahminlenmis, kayip hasta oldugu saptanmistir. 4.769 c¢ocuk hastanin kayip
hasta olacagl model tarafindan dogru tahmin etmis, 145 ¢cocuk hasta ise, kayip

hasta olacagi tahminlenmisken, kayip hasta olmadigi gézlenmistir.

Benzer sekilde, test veri asamasinda; 54 cocuk hastanin kayip hasta
olmayacagi modelce dogru sekilde tahminlenirken, 839 ¢ocuk hasta kayip hasta
hatali olarak tahminlenmig, kayip hasta oldugu saptanmigtir. 2.071 ¢ocuk
hastanin kayip hasta olacagi model tarafindan dogru tahminlenmis, 79 ¢ocuk
hasta ise, kaylp hasta olacaglr tahminlenmigken, kayip hasta olmadigi

gOzlenmisgtir.

Modelin degerlendiriimesinde; hassasiyet (recall) metrigi, model dahilinde tim
pozitif tahminlenenlerin, yani kayip hasta olacagi ongoérilenlerin, ne kadarinin
gergekte pozitif / kayip hasta oldugunu incelemektedir. Hassasiyetin egim

verisinde %71,10, test asamasinda %71,17 oldugu goérulmustur.

Kesinlik (Precision) metrigi, gercekte pozitif kayip hasta olanlarin aslinda kag
tanesinin  dogru  tahminlendiginin  degerlendiriimesinde;  egitim  veri
setinde %97,05, test veri asamasinda %96,33 olarak gerceklestigi saptanmistir.
Bir bagka ifade ile, egitim veri setinde; gergekte kayip hasta olan 100 hastanin
97,05 tanesinin pozitiffkaylp hasta olan olarak tahminlendigi, test veri
asamasinda ise gercekte kayip hasta olan 100 hastanin 96,33'Unun kayip

hasta/pozitif olarak tahminlendigi goriaimustar.
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5.3.2. CART Algoritmasi ile Bulgular ve Degerlendirme Metrikleri

S10_yas_ve_uzen_disarida_birakilip_son_chum_arup_sonucu_rel_alindiginda_2020_basi_libarivie_chum_durumu

190000 29.830 2089
{91.000 70470 4914];

{ Totar 100000 7003;
_____________________ 5
SKK_Ozel_Sigodalar
Improvement=0.007

U.D‘DU 1.000
Node 1 Node 2
Category % n Category % n
0.000 27730 1661 0000 42391 428
H1000  72.270 4329 1000 57749 585
Total 85.535 5800 Total 144651013
\ g | =
SKK_Kurumsuz_Hasta OPERASYOMNEL_IDARI
\mnruvem‘em:lJ.DZU Improvement=0,001
I]D‘Dﬂ 1.000 <= 0.500 = 0500
Node 3 Mode 4 Mode 5 Mode 6
Category % n Cafegory % n Calegory % n Category % n
0.000 13808 219 0000 327431442 0000 38633 277 0000 51014 151
B1.000  86.192 1367 B1000  67.257 2062 B1000 61367 440( (M1.000 48886 145
Tatal 22647 1586 Total 62887 4404 Total 10238 717 Total 4227 296
I I= I 1= 1 1=

Sekil 5.68.: Sikayetler ve Kayip hasta CART Uygulamasi 1. Digim ve 2. DUgum ve
Dallari

Yapilan CART analizine gore oncelikle sistemde sikayeti bulunan, ¢alisilan 7.003
hastanin (devaml hasta kriterini sadlayan hastalarin %3,3, ilgili dénem toplu
¢ocuk hastalarin %2’si) %70,17’sinin kayip hasta olarak etiketlendigi gorulmuastur.
Yapilan Gini indeksi sonrasinda en iyi bélen kestiricinin SKK_Ozel_Sigortalar,
son kabul kurumunun 6zel sigortalar durumun oldugu ve hastalarin son kabul
kurumunun  6zel sigortalar oldugu  durumlarda; 1.013  gobzlem
arasindan %57,7’sinin, 6zel sigortalar disinda bir kurum oldugunda %72,3’Unun
kayip hasta oldugu gozlenmistir. 5.990 gézlem barindiran birinci dUgimun ise
SKK_Kurumsuz_Hasta, son kabul kurumunun Kurumsuz — nakit ddemeli hastalar
oldugu durumunca en iyi bolundugu ve hastanin kurumsuz hasta etiketli olmasi
durumunda 4.404 gozlem arasindan %67,3’Unun, diger kabul kurumlarina ait
oldugu durumlarda %86,2’sini kayip hasta oldugunu gostermektedir. Son kabul
kurumunun 6zel sigortalar oldugu 1.013 gozlem i¢eren ikinci dugumu en iyi bolen
kestiricinin Operasyonel_idari, hastalarin operasyonel ve idari basliklar altinda
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yer alan sikayet leri oldugu gorulmus ve eger hastanin ilgili grupta sikayet i varsa

296 gbzlem arasindan %48’inin, yoksa %61’inin kayip hasta oldugu gorulmasgtir.

Maode 3
Category % n
0.000 13.808 219
B 1.000 86.192 1367 %
Total 22.647 1586
=
Tedavi_iliskili_problemler
Improverment=0,000
==0.500 = 0.500
MNode 7 Mode 8
Category % il Category ) n
0.000 14324 212 0.000 6.604 7
N 1.000 B5.676 1268 B 1.000 33.396 49
Total 21.134 1480 Total 1.914 106
=l =
mMemnun_Degil Sikayel_Adet
Improvement=0.001 Improvement=0.000
== D|.5EIIJ = El.|5lJEI == ‘I|.5EIIJ =1 .ISDEI
MNode 15 MNode 16 MNode 17 MNode 18
Category % il Category % il Categorny % il Category % ]
0.000 13.365 170 0.000 20192 42 0.000 1.493 1 0.000 15,385 B
W 1.000 86.635 1102 B 1.000 79.808 166 B 1.000 98.507 66 B 1.000 B84.615 33
Total 18.164 1272 Total 2970 208 Total 0.957 &7 Total 0.557 39

Sekil 5.69.: Sikayetler CART 3. Diugum ve Dallar

1.586 gozlem iceren 3. Dugum ise, kendi iginde Tedavi_iligili_problemler
degiskenince en iyi bolinmus, hastalarin tedavi ile iligkili sikayet leri varsa 106
g6zlem arasindan %93’Unun, yoksa 1.480 gézlem arasindan %85,7’sinin kayip
hasta oldugu goérilmustar. 1.480 gdzlemli 7. digim de kendi icinde
Memnun_Degil, (sikdyet sonrasi alinan aksiyonlar dogrultusunda, sikayeti
yoneten kisice atanan hastanin durumu etiketlemesi) etiketi oldugu gorulmustar.
8. dugum ise kendi icinde Sikayet Adet, sistemde bulunan sikayet adedince en
iyi bolunmus ve hastanin sistemdeki sikayet i 2 ve altinda ise 67 gozlem ile kayip

hasta oraninin %98,5 oldugu, 2 tzerinde ise %84,6 oldugu gérulmustar.
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Category % n

Mode 4

0.000
B 1.000

32,7432 1442
67.257 2962

Total

62887 4404

L=l

Hastallga_bagli_fazia_tetkik_istenmesi

Improvernent=0,001

== 0.500 = 0.500
Mode 9 Node 10
Catagory % n Category % I
0.000 32.884 1440 0.000 2.000 2
H 1.000 67116 2939 B 1.000 92,000 23
Total 62.530 4379 Total 0357 25
=
OPERASYONEL_IDARI
Irmproverment=0.001
==1.500 =1.500
Mode 18 Mode 20
Category % n Category % n
0.000 32,577 1393 0.000 45631 47
N 1.000 B7.423 2883 B 1.000 543609 56
Total 61.060 4276 Total 1.471 103

Sekil 5.70.: Sikayetler CART 4. Dugum ve Dallar

4.404 gozlem iceren 4. dugum, hastaliga bagh fazla tetkik istenmesi etiketince
en iyi bolunmus, eger sistemde boyle bir sikayet i olan hasta varsa 25 gozlem
%92,

arasindan %67.1’inin kayip hasta oldugu gorulmuastur. 9. dugum de kendi iginde

uzerinden kayip hasta oraninin eger yoksa 4.379 goOzlem

operasyonel ve idari basliklarda sikayeti olup olmama durumuna gore

bolunmustar.

175



Maode 5
Category % n
h 0.000 Je.e3az 277y
H1.000 61.367 440
Total 10238 717
| =l
ilai_Eksikligi
Improvernent=0,001

== 1.500 =1.500
Mode 11 Mode 12
Categony % n Catagory % f
0.000 37.642 265 0.000 92308 12
H 4. .000 62358 439 B 1.000 TH92 1
Total 10,053 704 Total o186 13
L=

OPERASYOMEL_DESTEK
Improvemeant=0,000

<= 1.500 =1.500

Mode 23 Mode 24
Cateqory % n Caleqory % n
0.000 36.994 256 0.000 75.000 |
H 1.000 63.006 436 B 1.000 25.000 3
Total 9881 @92 Total 0171 12

Sekil 5.71.: Sikayetler CART 5. Dugum ve Dallari

717 gozlem iceren 5. dugum kendi igin ilgi eksikligi bashkl sikayet adedinin 2
ustd ve 2 ve alti olup olmama durumuna gore bolundugu ve eger bu gruptaki
hastalarin ilgi eksikligi etiketli sikayetleri 2 ve altinda ise %62,4’Unln kayip hasta
oldugu goézlenmistir. Bu grupta kendi icinde Operasyonel_Destek yani destek

hizmetleri ana grubundaki sikayetin adedine gore dallanmigtir.

Degerlendirme Metrigi

Calismada MIY sisteminde sikayet kaydi bulunan ve devamli hasta kriterlerini
saglayan 10.046 cocuk hastanin sikayet ayrintilari ve kayip hasta kabul edilme
durumu CART ile degerlendirilmistir. Toplam veri setinin 7.003 hasta ile %70’i
modelin egitiminde, 3.043 hasta ile %30’u test igin kullaniimigtir.

Tablo 5.26: Sikayetler CART Degerlendirme Metrikleri

CART Sikayetler - Churn Degerlendirme Metrikleri
Dogru Yanhs Dogruluk Hassasiyet | Kesinlik
Egitim 3.258 3.745 46,52% 86,28% 29,93%
Test 1.394 1.649 45,81% 87,90% 27,02%
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Modelin egitim veri setinde, modelin %76,52 oraninda dogru tahminlemede, test
asamasinda da %45,81’lik dogru tahminde bulundugu saptanmigtir. Modelin
dogruluk oraninin dusik olmasi sebebiyle karsitlik matrisi ayrica paylagsiimamistir.
Modelin degerlendiriimesinde; hassasiyet (recall) metrigi, model dahilinde tim
pozitif tahminlenenlerin, yani kayip hasta olacagi éngoérilenlerin, ne kadarinin
gercekte pozitif / kayip hasta oldugunu incelemektedir. Hassasiyetin egim

verisinde %86,28, test agsamasinda %87,90 oldugu gorulmustar.

Kesinlik (Precision) metrigi, gercekte pozitif kayip hasta olanlarin aslinda kag
tanesinin  dogru  tahminlendiginin  degerlendiriimesinde;  egitim  veri
setinde %29,93, test veri asamasinda %27,02 olarak gergeklestigi saptanmistir.
Bir bagka ifade ile, egitim veri setinde; gergekte kayip hasta olan 100 hastanin
29,93 tanesinin pozitiffkaylp hasta olan olarak tahminlendigi, test veri
asamasinda ise gercekte kayip hasta olan 100 hastanin 27,02’sinin kayip

hasta/pozitif olarak tahminlendigi goraimustar.

5.4. Hasta Memnuniyet Anketleri ve MKA

Anket sorularindan NPS skorunun belirleyicisi olan “Hastanemizi bir yakininiza
veya arkadasiniza tavsiye eder misiniz / etme ihtimaliniz nedir? (0-10 arasi
degerlendirme) ile kayip hasta kabul kriteri arasindaki g¢alismada; ilgili saghk
kurumunun veri tabanindan MiY yaziiminda taniml anketler raporu ile
01.01.2016 ile 31.12.2018 tarihleri arasindaki sisteme kayith 25.885 adet ¢ocuk
hastalar igin doldurulmus anket edinilmistir. Devamli hasta kriterlerini saglayan
ve MKA kapsaminda degerlendirilen ¢ocuk hastalar ile eslestirilerek 13.545 adet
ankete indirilmistir. Veri temizleme, isleme ve donugtirme asamasinda, NPS ile
iligkili sorunun bos birakildigi durumlar veri setinden ¢ikariimisg ve 13.307 adet
hasta NPS sorusu ve MKA degerlendirmesine dahil edilmigtir. NPS sorusuna 0-
6 arasi puan verenler “Koétlleyenler”, 7-8 verenler “Pasifler” ve 9-10 verenler
“Destekleyenler” olarak etiketlenmigtir. Birden fazla anket cevabi olan hastalarda
en son dolduran anket baz alinmigtir. MKA c¢alismasina konu olan ¢ocuk

hastalardan kag¢ tanesine anket gonderildiginin bilgisi olmamakla birlikte,
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calismaya konu olan ¢ocuk hastalarin sadece yaklasik %9,5’lik bir kismi igin
sistemde anket bulunmaktadir.
Soruya verilen cevaplar 0-10 ve gruplari ile kayip musteri durumu IBM SPSS

Modeler 17.0 programinda Ki-Kare testi ile incelendiginde;

Tablo 5.27: Anketler ve Kayip hasta Ki-Kare Testi Sonuglari

Grup 0 1 Total

Adet 422 988 1.410

K1 Satir % 29,9% 70,1% | 100,0%
Adet 493 1.089 1.582

K2 Satir % 31,2% 68,8% | 100,0%
Adet 1.114 2.146 3.260

P Satir % 34,2% 65,8% | 100,0%
Adet 2.600 4.455 7.055

D Satir % 36,9% 63,1% | 100,0%

Ki-Kare = 37.648, df = 3, p = 0,000

K1: Kotuleyenler Grup 1: 0,1,2,3 puan verenler
K2: Kétuleyenler Grup 2: 4,5 ve 6 puan verenler
P: Pasifler: 7 ve 8 puan verenler

D: Destekleyenler: 9 ve 10 puan verenler

Ki-Kare analizi sonucunda gruplara goére kayip hasta olup olmama dulzeyi
arasinda istatistiki olarak anlamli (p<0,05) bir fark bulunmaktadir. Cocuk hasta
icin doldurulan ankette Destekleyen grubunda olan bir kisinin kayip hasta
orani %63 ile diger gruplardan daha duguktur. Bu oranin, Pasifler grubunda %65
oldugu gorulmastir. Koétuleyenler grubu (0O ve 6 arasinda puan verenler), 0-3
verenler K1, 3-6 verenler K2 olarak bélinmustir. K1 grubunda olan hastalarin %

70,1’inin, K2 grubunda olanlarin ise %68,8’inin kayip hasta oldugu gozlenmistir.
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Ki-Kare testinden hareketle, kayip hasta kabul edilen hastalardan sistemde
anketi bulunan 13.307 hastanin anketteki “Hastanemizi bir yakininiza veya
arkadaginiza tavsiye eder misiniz / etme ihtimaliniz nedir” sorusuna cevabl, 0 ve
3 arasinda ise %70,1’inin, 3 ve 6 arasinda ise %68,8’inin kayip hasta statusune

gecme potansiyeli oldugu tahminlenebilmektedir.

Memnuniyetsiz musterilerin %96’sinin sikayetlerini ilgili mal/hizmet sunucusuna
aktarmadigi (Beal, 2014), musterilerin %92’sinin agizdan agiza pazarlamayi
diger pazarlama kanallarina gore daha guvenilir buldugu kabul edildiginde
(Nielsen,2012); NPS daha da 6nem kazanmaktadir. Burada NPS’ye nasil
ulasildigi, anketlerin hangi musterilere, hangi aralikla, hangi formatta ve nasil
soruldugu NPS sonucunu etkileyebilmektedir. Ayni zamanda, mdusterilerin
anketlere donus orani, kudlturel konjonktir de degerlendirmede 6nem arz

etmektedir.

Hofstede'nin 72 farkli Ulkedeki IBM calisanlarina uyguladidi organizasyonel
degerler calismasi ile baglayan ve bugun kultirel degerlendirmelerde referans
olan “Cultural Dimensions” Kiiltiirel Boyut Olgiiti’ndeki (Hofstede ve Minkov,
2010; Hosftede, 2001) “individualism” bireysellik o6l¢utinde; Turkiye'deki
insanlarin bireysellikten ¢ok gruplar halinde hareket ettikleri paylasiimistir. Bu
dogrultuda, mutsuz hastalarin deneyimlerini daha bireyselligin yuksek oldugu
Ulkelere nispeten daha fazla kisi ile paylasacaklari disindlmistir. Ornegin,
Amerika’da mutsuz olan bir hastanin sikayet bildiriminde bulunma ihtimali
Turkiye’dekine gore daha fazla iken, Turkiye’de mutsuz ama sisteme kayith bir
sikdyeti bulunmayan bir hastanin, Amerika’daki 6rnegine kiyasla daha fazla

insanla olumsuz deneyimini paylasacaklari dustintlmektedir.

Yapilan bir galismada; Amerika, Meksika, Misir ve Turkiye Uzerine bireyselligin
“‘individualism” ve toplumsalligin “collectivisim” etkin oldugu toplumlarda tuketici
davraniglari ve negatif agizdan agiza pazarlama egilimleri incelenmistir (Chapa,
vd., 2014). llgili Ulkelerin bireysellik, toplumsallik karsilastirma Sekil 5.72'de

verilmistir.
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Sekil 5.72.: Kiiltirel Boyut Olgitiinde Ulke Karsilagtirmasi

Kaynak: https://www.hofstede-insights.com/fi/product/compare-countries/

Her ne kadar toplumsalligin gicli oldugu Turkiye, Misir ve Meksika’nin kendi
icindeki davranig paternleri degisse de, toplumsalligin yaygin oldugu Turkiye ve
bireyselligin yaygin oldugu Amerika degerlendirmesinde; Amerika’da mutsuz bir
masterinin goéruslerini ilgili kurum ile paylasma egilimi Turkiye’dekilerden fazla
iken, Turkiye'deki musterilerin olumsuz deneyimleri yakinlari ve cgevresi ile
Amerika’dakilere nispeten daha fazla paylastigi, benzer oranda mal/hizmet
sunucusu degistirdikleri ve daha fazla kigiyi ilgili hizmet sunucunu degistirmeye

davet ettigini gostermistir.
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SONUG VE ONERILER

Isletmeler igin blyumeyi ve surdurllebilirligi saglayabiimenin en temel
faktorlerinden birisi, sistemlerine yeni musterileri dahil etmek ve/veya mevcut
musterilerinin mal/hizmet alimlarinin devamliligini saglayabilmektir. Ozellikle son
yillarda yasanan krizler dogrultusunda artan maliyetler ve kizigan rekabet ortami
mevcut musterilerin, igletmelerin kendi ekosistemi icinde tutundurulmasinin
onemini arttirmigtir. Yapilan c¢alismalarda yeni muasteri kazanmanin mevcut
musteriyi mutlu edip elde tutmaya gore bes ile on kat daha maliyetli olduguna yer
verilmektedir (Kotler ve Amstrong 2017). Yine c¢alismalar, mal/hizmet alimi
sonrasi memnuniyetsiz ayrilan musterilerin %96’sinin sikayet bagvurusunun
olmadigini fakat deneyimlerini en az 15 kisi ile paylastiklarini géstermektedir
(Beal, 2014). Nilsen (2012) de galismasinda musterilerinin %92’sinin agizdan
agiza pazarlamay! diger pazarlama-iletisim kanallarini kullanmaya tercih
ettiklerini, tanidiklarindan duyduklari ya da musteri bloglarindan okumus olduklari
musteri deneyimlerini daha guvenilir bulduklarini gostermistir. Bu bilgiler 1s1ginda,
memnuniyetsizlik sonucu kaybedilen musterinin sadece ilgili ddnemdeki katkilari
degil, YBMD dusindldigunde ve glglenen sosyal medya destegi ile
ulasabilecegi potansiyel musteri etki alani degerlendirildiginde, bu soruna ¢ozum
olarak geligtirilen MKA daha da kritik bir hal almaktadir.

Konu saglik olunca, hastalar hizmet alim sonrasi memnuniyetsizliklerini diger
sektorlere nispeten daha fazla kisi ile paylasmaktadirlar. Ayrica, artan maliyet ve
rekabet baskisi da saglik sektorinde MKA uygulamalarinin énemini daha da
arttirmaktadir. Muasgteri surekliliginin bulundugu ve genellikle abonelik esasina
dayali bankacilik, sigortacilik ve telekomunikasyon gibi sektorlerde yaygin olarak
kullanilan MKA, saglik alaninda son birka¢ yilda gorulmeye baslanmistir.
Yazinda Ozellikle hastane sektérinde dinya genelinde ¢ok nadir ¢alismalar
goOzlenirken, Turkiye’de ise yapilan yazin taramasinda ilgili calismalara

rastlaniimamigtir.

Saglik hizmet sunuculari hastalarinin tercihlerini, ne zaman ve hangi durumlarda

hizmet sunucusu degistirdiklerini tam analiz edemedikleri igin her saglik kurulusu,

181



mevcut hastalarini elde tutmak, memnuniyetlerini 6lcmek ve saglamak icin farkli
politikalar izliyorlar olsalar da hasta geribildirimleri sonrasi alinan aksiyonlarin
Otesine gecememektedir. Hastalarinin tercih oruntilerini saptayabilmek igin
hastaneler kimine memnuniyet anketi gondererek, kimini telefonla arayarak,
kiminden de basih formlari doldurmasini isteyerek reaktif uygulamalar
yapmaktadir. Halbuki, hasta profil ve davraniglarina goére hizmet alim yasam
dongulerinin ve MKA’nin gergek zamanli olarak takip edilmesi ise, hastanelere
kayip hastalarin dnceden tahmin edilebilmesi, proaktif stratejilerin belirlenerek

kaybi Onleyici zamaninda aksiyonlarin alinabilmesi gibi avantajlar saglayacaktir.

Yapilan bu ¢calismada, saglik sektériinde MKA’nin uygulanabilirligini arastirmak,
kayip hastalari tanimlayabilecek ve tahmin edebilecek bir modeli tasarlamak ve
hasta kayiplarini onlemeye c¢alisacak aksiyon planlarina 1sik tutmak
amaclanmistir.  Calisma kapsaminda, saglik sektériinde hasta ve mdusteri
kavramlarindan hangisinin daha kabul edilebilir oldugu, hastalarin yas gruplari,
sosyal guvenceleri ve gelis sikliklari ile kayip hasta durumlari, sisteme kayitli
sikayetleri ile kayip hasta durumlari ve NPS'yi etkileyen anket sorusu ve kayip
hasta durumlari arasindaki iligskileri tahminleme modeli dogrultusundaki
arastirmalar yer almistir.  Ayrica, kullanilan VM algoritmalarindan CHAID ve
CART’dan hangisinin daha iyi sonug vereceginin tespiti ¢calismalari yapilmistir.
Asagida hipotez sorularinin sonuglari yazin, sektorel bilgi ve kultlrel gerceve

dogrultusunda paylasiimistir.

Yapilan yazin ve sektorel pratik uygulamalar incelemesi dogrultusunda, saglk
alaninda oncelikle medikal hizmet alicilarinin musteri yerine hasta olarak
anilmasinin hem etik hem de kultirel degerler dogrultusunda daha dogru oldugu,
medikal alan digindaki diger hizmetlerdeki memnuniyetlerinin saglanmasinda

musgteri yaklagiminin benimsenmesinin etkin olacagina kanaat getirilmistir.

MKA'nin siklikla uygulandigi bankacilik, telekomunikasyon ve sigortacilik gibi
abonelik esasina dayali mugteri surekliliginin bulundugu sektorlerin yani sira
saglk alaninda, 06zel hastane sektérunde de MKA'nin uygulanabilecegi
saptanmistir. Saglk alaninda MKA’nin yapilabilmesi igin dncelikle, devamli hasta
kabul ve kayip hasta kabul olg¢utlerinin tanimlanmasi gerekmektedir. Her bir
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hastalik farkli bir akis igerdigi icin 6ncelikle ¢alismanin hedef grubu belirlenmistir.
Calismada 6rneklem olarak ¢ocuk hastalar alinmistir. Bu grubun segiminde,
anne-babalarin g¢ocuklarinin sagliklarina (hastalik hali ve planh takiplerde)
kendilerine oldugundan daha fazla duyarli olmalari, gocuklarin hizmet aliminin
devamhlik arz etmesi, yas gruplart ve hizmet alim sikliklarina gore
gruplandirilabilmeleri, anne-babalarin konu ¢ocuklari oldugunda aldiklari hizmet
sonrasi gozlem, sikdyet ve Onerilerini daha sik dile getirmeleri 6nemli rol

oynamistir.

Devamli-kayip hasta tanimlamalari icin yari yapilandirilmis mulakat teknigi
kullaniimigtir. Mulakatlar, saglik kurulusunun Ug¢ farklh sehirdeki bes farkli
hastanesinde gorev yapan 15 farkli ¢cocuk hekimi ile medikal agidan ve alti Ust
dlzey yoneticisiyle yonetim acgisindan gercgeklestiriimistir. Yapilan c¢alisma
sonunda devamli hasta kabul kriterinin Gste Uste 3 poliklinik (6demeli) muayene
oldugu saptanmistir. Yas gruplarina gore degerlendirildiginde; 0-1,1-2 yas
gruplarinda uste uste ug¢ kez poliklinik muayenenin 1 yillik déonem iginde, 2-6 ve
6-10 yas gruplarinda ise 2 yillik donemde saglanabilecegine yonetici gorusleri
sonucunda belirlenmigtir. Ust diizey yonetici milakatlarindan, iki poliklinik
(6demeli) muayene sonrasi kendi hastalarimiz kabul edebilecegi gortisu hakim
olsa da bazen bir hastanin ayni hastane igcinde baska doktorlari sira ile denemesi
de g6z 6nunde bulunduruldugunda, bir hastaya bizim hastamizdir denilebilmesi
icin ilgili zaman diliminde en az Ug¢ poliklinik muayene bagvurusunun olmasi

gerektigi ortak fikrine variimistir.

Kayip hasta kabul kriterlerinin belirlenmesinde de ayni yontem kullaniimig, 0-1
yas grubunda 2 ay, 1-2 yas grubunda 4 ay, 2-6 yas grubunda 6 ay, 6-10 yas
araliginda 1 yil ve Uzeri gocuk hastanin basvurusunun bulunmamasi durumu
olarak tanimlanmigtir. Yapilan bu tanimlamalar, MKA i¢in zemin hazirlamakta ve

diger hastaliklar icin de yaklagsim ornegi teskil etmektedir.

Devamli hasta kabul dlgutleri saglandiginda; Buyuk Veri Uzerinde VM teknikleri
ile hastalarin davranig kaliplari saptanabilir ve gelecekteki hareketlerini tahmin
etmede kullanilabilir. Kim hangi durumda hastamizdir ve hangi durumda kayip
musteri/hasta kabul edilebilir sorusunun cevabi netlestikten ve sureklilik arz eden
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durumlar tanimlandiktan sonra; bu ayrimin musterilerin davranislari, sosyal
guvenceleri, gelis sikliklari, sistemde bulunan sikayet adet ve tipleri, varsa
yapilan anketlere verdikleri cevaplar ile iligkilendirilebilir. Boylelikle, kuruluslar bir
sonraki agsamaya, tahminleme kismina gecebilir ve alacaklari dnlemlerle hastalari

kayip hasta/musteri konumuna yaklasmadan gerekli dnlemlerini alabilirler.

MKA calismalarin her bir bransta degil konjenital, kalitsal, kronik rahatsizliklar ya
da hamilelik-dogum dénemi gibi dizenli takip gerektiren birgok tibbi bransg igin,
zaman dilimi tanimlamasi, devamli hasta kabul ve kayip hasta kabul dl¢utlerinin
tanimlanmasi ile yapilabilecegi saptanmigtir. Dolayisiyla, hastaneler MKA ile
hastalarinin  hizmet sunucusunu degistirme egilimlerini saptayabilir ve
geligtirilebilecek erken uyari sistemleri araciliiyla kaybi onleyici faaliyetlere
odaklanabilirler. Ornegin, gebelik tanisi almis bir anne adayinin, gebelik takibini
ilgili hastanede yapma durumu ve/veya dodumunu ilgili hastanede
gerceklestirme durumu ile anne adayinin sosyodemografik yapisi, gelis sikliklari,
sosyal guvencesi, sikayet bildirim durumu ya da anket yanitlari arasindaki
oruntuler incelenebilir ve tahmin modelleri kurulabilir. Boylelikle, hastaneler anne
adaylarinin davranig ve egilimleri Uzerinden, kayip hasta durumu onleyici

faaliyetlerde bulunabilir ve hastalarini tutundurabilirler.

Yapilan ¢alisma dogrultusunda ¢ocuk hastalarin yas gruplarina gore kayip hasta
oranlarinin farklihk godsterdigi gortulmagstir. Devamli hasta kabul edilen tum
¢ocuklarda, 0-1 yas grubunda kayip hasta oraninin %38, 1-2 yas grubunda %40,
2-6 yas grubunda %63 ve 6-10 yas grubunda %44 oldugu goérulmuastir. Yazinda
kayip hastalar Gzerine yapilmis g¢alismalar yaygin olmasa da Meltzer (2022),
Amerika pazari igin yaptigi bir ¢alismada hastalarin %30-40’inin ilk basvuru
sonrasi tekrar bir gelisinin olmayacagini ve memnuniyetsiz ayrilan

hastalarin %67’sinin hizmet sunucusunu degistirecegini paylasmistir.

Arastirilan oruntulerden ilki olan gelis sikliklari ve kayip hasta kabul edilme
durumu arasinda anlaml bir bag oldugu ve tahminlemede kullanilabileceqi
saptanmigtir. Yapilan ¢alismada, 1-2 yas grubunda %39,98’lik genel kayip hasta
oranina sahip modele alinan ¢gocuk hastalarin degerlendirmesinde, karar agacini
en iyi bdlen kestiricinin 1-2 yas arasindaki toplam poliklinik muayene (6demeli)
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basvuru adedi oldudu, ilgili donemde devamh hasta kriterinin saglanmasi
sonrasinda eger 1 poliklinik muayene bagvurusu varsa %70,67’sinin, 2
bagvurusu varsa %67,3’'Unun ve 7 basvurusu varsa %20,9'unun kayip hasta
oldugu saptanmistir. Bir diger ornekte, CART algoritmasinda, 6-10 yas grubu i¢in
karar agacini en iyi bolen aciklayici degiskenin, ¢ocuk hastalarin 8-9 yas
bagvurulari arasindaki maksimum gun farki oldugu goérulmus, eger ilgili gun farki
365 gunun altindaysa kayip hasta oraninin %46,29, 365 gunin Uzerinde
ise %60,05 oldugu saptanmigtir. Ayrica, 8-9 yas bagvurulari arasindaki gun farki
365 gunun altinda ve 7-8 yas basvurulari arasindaki gun farki 365 gundn
altindaysa 8.420 cocuk hasta arasindan kayip hasta oraninin %24,74 oldugu,
diger yandan eger ilgili gun farki 365 gunun Uzerinde ise 3.380 c¢ocuk
hastadan %100’Unun kayip hasta oldugu saptanmigtir. 6-10 yas grubunun
CHAID ile degerlendiriimesinde, CART uygulamasinda oldugu gibi karar agacini
en iyi bolen degiskenin, c¢ocuk hastalarin 8-9 yas basvurulari arasindaki
maksimum gun farki oldugu goérulmastar. CHAID’e goére, eder 8-9 yas
araligindaki basvurular arasindaki fark 92 gunden az ise kayip hasta
oraninin %25,4, 92-124 gin ise %22,3, 124-217 gun ise %26,4, 217-314 gln
ise %30,5 ve 314-390 gun ise kayip hasta oraninin %47,1’e yuUkseldigi
goOrilmustlr. Her iki algoritmanin tahmin basari performansi karsilastirildiginda,
CHAID'in test veri setinde %86,70’lik bir dogruluk orani oldugu, CART
algoritmasinin ise 95,22% dogruluk orani ile daha basarili bir tahminlemede

bulundugu saptanmistir.

En yUksek kayip hasta orani ile dikkat gceken 2-6 yas grubuna ayrica odaklanmasi
onerilmektedir. Yapilan VM dogrultusunda CART algoritmasina gore 2-6 yas
grubu ¢ocuk hastalarin kayip hasta olma durumunda, en belirgin etmenin gocuk
hastalarin 5-6 yas bagvurulari arasindaki maksimum guin farki oldugu, ilgili giin
farkinin 180’den az olmasi durumunda kayip hasta oraninin %39,88, 180 glinden
fazla olmasi durumunda ise %70,13 oldugu saptanmistir. 2-6 yas grubu CHAID
ile degerlendirildiginde, CART algoritmasinda oldugu gibi karar agacini en iyi
bolen degiskenin, gocuk hastalarin 5-6 yas basvurulari arasindaki maksimum
gun farki oldugu gértlmustir. CHAID’e goére, eger 5-6 yas araligindaki basvurular

arasindaki fark 52 glnden az ise kayip hasta oraninin %13,2, 52-91 gln
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ise %38,6, 91-119 gun ise %44,3, 119-146 gun ise %48,3, 146-177 gln
ise %53,3 ve 177-215 gun ise kayip hasta oraninin %96,4 oldugu gorilmustar.
Her iki algoritmanin tahmin basari performansi karsilastirildiginda, CHAID’in test
veri setinde %82,06’lik bir dogruluk orani oldugu, CART algoritmasinin ise 82,89%
dogruluk orani ile daha basarili bir tahminlemede bulundugu saptanmis diger
yandan modeller arasindaki farkin minimal oldugu gézlenmistir. CART ve CHAID
bulgulari dogrultusunda ilgili saglik kurumunun, 2-6 yas grubu hastalarinin ilgili
donemdeki bagvurulari arasindaki gun farki 177’ye yaklastiginda, hastalari takibe
almalari, cagri merkezi, ilgili bolim asistani veya doktoru tarafindan memnuniyet
aramalari yapmalari ya da iletisimi kuvvetlendirmek ve saglik sunumunu
kisisellestirmek amaciyla farkh hizmetleri sunarak tutundurma faaliyetlerinde

bulunmalari 6nerilmektedir.

Hangi Karar Agaci algoritmasinin gelis sikliklari ve kayip hasta tahminlemesinde
daha basarili sonuglar vereceginin karsilastirmasinda, CHAID'in test veri setinde
0-1 yas igin %69,98, 1-2 yas i¢in %70,42, 2-6 yas i¢in %82,06 ve 6-10 yas grubu
icin %86,70 oraninda dogru tahminlemede bulundugu goérulmustir. Diger yandan
CART algoritmasinda, 0-1 yas icin %69,75, 1-2 yas icin %68,74, 2-6 yas
icin %82,89 ve 6-10 yas grubu igin %95,22 oraninda dogru tahminlemede
bulundugu gérulmistir. Ozetle, 0-1 ve 1-2 yas gruplarinda tahmin performanslari
yakin olmakla birlikte CHAID’in, 2-6 ve 6-10 yas gruplarinda CART algoritmasinin
kayip hasta tahminini en basarili sekilde yaptigi saptanmigtir. Ayrica, karar
agaclari algoritmalarinin degerlendirme metriklerinde, dogruluk, hassasiyet ve
kesinlik degerlerinde, modellerin hasta yasi arttikca daha basarili tahminlerde
bulundugu goériimustir. Bu durumun, ebeveynlerin ilk yaslarda ve ozellikle ilk
cocuklarda devamli takibinde kalacaklari, bizim doktorumuz diyecekleri doktor
arayisinin olmasi, ilerleyen yaslarda ise hem beklenen gelis sikliklarinin azalmasi
hem de doktor hasta baginin artik belirlenmis olmasindan kaynaklandigi

dusunulmektedir.

Sikayetler ve kayip hasta degerlendirmesinde, kayip hasta olan hastalarin
sadece %7’si (10.046 gocuk) icin sistemde bir sikayet kaydi bulundugu, ayni
oranin devaml hasta kriteri saglayan ve galismaya konu olan ¢ocuk hastalar
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icin %4,8 ve ilgili ddnemdeki toplam ¢ocuk hastalar Gzerinden ise %2'nin altinda
oldugu gorulmustur. Yapilan calismada, devamli hasta kriterini saglayan
cocuklardan sisteme kayith sikéayeti bulunanlarinin %70’inin kayip hasta oldugu
gordlmustir. Bu dogrultuda, musterilerin %96’sinin  herhangi bir sikayette
bulunmadigi bilgisiyle (yapilan ¢alisma da bu bulguyu desteklemektedir) birlikte,
sikayeti olan hastalarin yakin takibe alinmasi, iletisimin ve ilgili sureclerin
iyilestirilmesi ve memnuniyetlerinin saglanmasi 6nem arz etmektedir. Hastalarin
sadece %4’lUk kismindan gelen sikayetlerin, kayip hasta olan fakat herhangi bir
sikayeti bulunmayan buyuk grubu da temsil edebilecegi dusuncesiyle,
hastanelerin her bir sikayete ekstra dnem vermeleri ve yapilan iyilestirmeleri
hastalarla da paylagsmalarn onerilmektedir. Uygulanan VM bulgulari
dogrultusunda, sikayeti olan hastalarda, sosyal guvencenin 6zel sigorta oldugu
durumlarda kayip hasta oranin %57,75, Kurumsuz hastalarda ise %67,26 oldugu
gorulmustur. Buradan hareketle, saglik kurumunun gikayet yonetiminde

Kurumsuz hastalarda daha hassas olmasi gerektigi goruimustur.

Kullanilan veri madenciligi modellerinden CHAID'’in %70,26 ile dogru tahminleme
de CART’tan daha basarili oldugu goérulmustur. Diger yandan bu oranin, gelis
sikliklari calismasindaki tahmin dogrulugu oranina gore daha duguk olmasinin,
hastalarin sadece %4,8’inin sikayetlerini dile getirmis olmasi yani birgok hastanin

sikayette bulunmadan kayip hasta olmasindan kaynaklandigi dusunualmustar.

Cocuk hastalar icin kagit anket, e-posta ve cep telefonuna SMS yollariyla
toplanilan anket formlarinin icindeki NPS belirleyici sorusu “Hastanemizi bir
yakininiza veya arkadasiniza tavsiye eder misiniz / etme ihtimaliniz nedir? (0-10
arasi degerlendirme)” ile kayip hasta durumu arasindaki iligki Uzerine Ki-Kare
araciliiyla yapilan analizde, gruplara gore kayip hasta olup olmama dizeyi
arasinda istatistiki olarak anlamh (p<0,05) bir fark bulundugu saptanmistir. Cocuk
hasta i¢in doldurulan ankette, Destekleyen (9 ve 10 puan verenler) grubunda olan
bir kisinin kayip hasta orani %63 ile diger gruplardan daha dusuktir. Bu oranin,
Pasifler grubunda %65 oldugu gorulmustur. Kétuleyenler grubu (0 ve 6 arasinda
puan verenler), 0-3 verenler K1, 3-6 verenler K2 olarak bolinmustur. K1

grubunda olan hastalarin %70,1’inin, K2 grubunda olanlarin ise %68,8’inin kayip
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hasta oldugu gézlenmigtir. Calismaya konu olan ¢ocuk hastalarin sadece %9,5'i
icin sistemde bir anket bulunmakta ve Kétuleyenler, Pasifler ve Destekleyenler
gruplari arasindaki kayip hasta orani farklari cok yuksek degildir. Diger yandan
hastanelere, memnuniyetsiz bir hastanin deneyimini en az 15 kisi ile paylagmasi,
musterilerin %92’sinin agizdan agiza pazarlamayi diger pazarlama kanallarina
g6re daha guvenilir buldugu (Nielsen, 2012) bilinciyle, ilgili anket sorusuna disuk
puan veren hastalari takibe almalari ve yipratilan iletisimin tekrar insa edilmesi

icin iletisime gegmeleri dnerilmektedir.

Yapilan bu galigsmalar, iginde bulunulan toplumun kdlturel yapisi dogrultusunda
degerlendirilmelidir. Hosftede’'nin Kltirel Boyut Olgutiindeki kisilerin bireysellik
ve toplumsallik endekslerindeki degisiklikler, hastalarin resmi kanallarla sikayet
etme, deneyimlerini baskalariyla paylasma ve tanidiklarini memnun kalmadigi
hastaneden hizmet alimindan engelleme ¢abasinda farklilik géstermektedir. Bu
dogrultuda, Turkiye, her gegen yil bireysellik seviyesinde artis olsa da, bireylerin
gruplar halinde hareket ettigi, Hosftede’nin calismasinda toplumsalligin yuksek
oldugu bir uUlke olarak yer almaktadir. Chapa ve arkadaslarinin 2014 yilinda
Amerika, Misir, Meksika ve Turkiye Uzerine yaptiklari calismada da goruldugu
gibi toplumsal yaklagimin belirgin oldugu Turkiye’de bir musterinin goruslerini ilgili
kurum ile paylasma egilimi bireyselligin hakim oldugu Amerika'daki bir
musteriden az iken, Turkiye'deki musterilerin olumsuz deneyimleri yakinlari ve
cevresiyle Amerika’dakilere nispeten daha fazla paylastigi, benzer oranda
mal/hizmet sunucusu degistirdikleri ve daha fazla kisiyi ilgili hizmet sunucusunu
degistirmeye davet ettigini gostermigtir. Ayrica, sektorel boyutun da kendi icinde
degerlendiriimesi gerekmektedir, zira, hizmet devamlihdi olan ¢ocuk hastalar,
kanser hastalari, dogum takibindeki hastalar, igerisinde bulunduklar kultir ve
igsletmenin kultird nedeniyle; memnuniyetsizliklerini paylasmalari durumunda
hizmet verenin uyarilabilece@i, cezalandirilabilecedi ve bir dahaki hizmet
allminda daha koétu hizmet alma kaygisi nedeniyle veya paylastiklarinda
dinlenmeyeceklerini ya da herhangi bir islem yapilmayacagini distndiagunde
gozlemlerini paylagmayabilmektedirler. Diger yandan, ayni hasta gruplari resmi
olmayan ortamlarda deneyimlerini paylagmaktadirlar. Dolayisiyla, kurumlar

oncelikle gelen sikayetleri ¢ozmek igin (%4,8’lik kisim paylasiyor) 20 kat daha
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fazla 6nem vermelidirler ve musterilerinin gozlemlerini daha farkl kanallarla,

daha sik aralikla toplamalidirlar.
Gelecek Galismalar icin Onermeler

Cocuk hastalar Uzerine yapilan bu galisma, bir ddnem igerisinde hizmet alim
surekliligi iceren diger hastaliklar icin de MKA'nin uygulanabilecegini gostermistir.
Bu dogrultuda kronik, kalitsal, kanser, diyabet takibi, gebelik takip ve dogum
suregleri gibi durumlar igin de uygulanabilir. Bagarili uygulanmasi durumunda
hem hastanin tedavi buatunligu acgisindan hem kurumsal-sektorel fayda
acisindan, hem de Uulkenin saglk sistemi genelinde katkilar saglayacagi
dusunulmektedir. MKA uygulamalarn hastalar agisindan degerlendirildiginde;
hastalarin memnuniyetsizlik ve takibinde hizmet sunucusu degistirme nedenleri
kuruluslarca tespit edildiginde, hastalardaki memnuniyetsizlik buyuk o6lgude
giderilebilecektir. Hastalar guvenebilecekleri yeni bir hizmet sunucusu arayisina
girmek zorunda kalmayacaklardir. Tedavi butunlUgu agisindan hastalarin
tedavilerini ayni hizmet sunucusunda (veri butunlagu, iletisim kolayligi vs.)
tamamliyor olmasi daha iyi medikal sonuglar getirecektir. Planh takip modulleri
ile hastalarin sagliklari kendileri igin yakindan takip edilecektir ve bu da hastalarin
biling dizeyinin artmasina ve/veya saglikh takiplerinin yaptiriimasina olanak

taniyacaktir.

MKA kamu agisindan deg@erlendirildiginde ise; hasta tercihlerinin rekabetin
artmasi sonrasinda sekillendigi dusunultrse, vatandaslar icin daha kaliteli ve
tamamlayici (batincul) bir medikal hizmet sunumunun yapilmasina olanak
saglanabilecektir. Ozellikle hasta tutundurma faaliyetleri kapsaminda, planli takip
modulleri ile (eger devlet hastanelerince de benimsenirse) toplum sagligina ciddi
katkilar saglayacagdi ongorulmektedir. GUnumuzde, toplum saghgr merkezleri
yeni dogan asilari, gebelik takipleri gibi konularda bir takip yapiyor olsa, bu hizmet
cercevesi ve Kkalitesi bu vb. modeller Uzerinden oldukga arttirilabilecegdi

dusunulmektedir.

Yukaridaki gelisimlerin saglik sunuculari tarafindan sahiplenilmesi igin de saglik

hizmetlerinin 6denmesi mantiginda bazi gelismelere gerek duyulmaktadir.
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Gunumuzde, Turkiye’de ve bircok diger Ulkelerde, saglik hizmetleri verilen
hizmet/paket basi fiyat uygulamasi ile 6denmektedir. Hastaya sunulan hizmetin
deger uretip Uretmedigine bakilmaksizin 6demesi hizmet/paket basina ilgi
birimler (SGK, 6zel sigorta, hasta vs.) tarafindan yapilmaktadir. ilgili 6deme
yontemi ise hastanin, saglik hizmet sunum sisteminin odaginda olmasini
desteklememektedir. Odemelerin hizmet adedini goére degil de hizmet
sunumunun amagclanan ¢iktilarini (medikal sonuglar, hasta memnuniyeti) ve
amaclanan ciktilara ulasirken harcanan maddi kaynaklar dengesini goze alan
Deger Bazli Saglik (Value Based Healthcare) sistemine gére yapilmasinin bu tip
analizleri daha zaruri hale getirecegi ve genel hizmet sunumunun kalitesinde

artisa olanak saglayacagi ongorulmektedir.

Calisilan, anketlerdeki NPS skorunu belirleyen soru ve kayip hasta iligkisi
dogrultusunda, anketlerdeki hangi sorularin NPS skorunu daha ¢ok etkiledigi ve
dolayisiyla hastanenin hangi departman ve sureglerinde (hasta hizmetleri,
hemsirelik, otelcilik, idari vb.) yasanan aksakliklarin kayip hasta durumunu
etkiledigi de incelenebilir. Bu durum kurumlara, yapilan anketlerin daha iyi analiz
edilebilme ve anket sorularina verilen cevaplar ile musterilerinin kurumun lehine
mi aleyhine mi deneyimlerini paylasacaklarini ve kayip hasta olma durumunu
tahmin ve degerlendirme imkani taniyabilecektir. Yapilacak tahminler
dogrultusunda da kurumlar MiY siireglerine bir ayri boyut kazandirip, iletisim ve

pazarlama faaliyetlerini stratejik olarak yeniden sekillendirebileceklerdir.
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EKLER

EK 1 Gocuk Hastaliklari Hekimleri icin Gériisme Formu

Musteri Kayip Analizi, genellikle telekomtinikasyon, bankacilik ve sigortacilik gibi musteri
surekliligi bulunan sektérlerde uygulanmaktadir. Temelde, musterilerin davraniglarinin
analizi ile musteri kaybini tahmin etmeye dayali bir yaklasimdir. Misteri Kayip Analizi
uygulanan isletmelerde kaybi muhtemel olan musteri, yapilan analiz ile saptanarak gesitli
tutundurma faaliyetleri ile hizmet aliminin devami amaclanmaktadir.

Bu dogrultuda, ¢ocuk hastalarin kurulusunuzun hastasi kabul edilme oélgutleri, yaglarina
gore gelis sikliklarinin degerlendirilmesi ve kayip hasta olma o6lcutleri buyuk veri icinden
yapilacak analiz ile birlikte hekimlerin gorusleri ile karsilastirilacak ve yaslara gore gelis
sikliklari ile kayip hasta olma durumu incelenecektir. Calismanin devaminda ¢ocuk
hastalarin gelislerine ait sistemde sikayet olup olmamasi, tekrar eden sikayetin olup
olmamasi, sikayet alt basliklari ve varsa uygulanan anket sorularina verilen cevaplar ile
kayip hasta olma durumu (hastalarin sosyal glivencelerine gore) analiz edilecektir.

Asagidaki sorularin Covid-19 etkisi ile degisen ebeveyn taleplerinden (online gértiisme,
whatsapp mesajlasma vs) bagimsiz olarak degerlendiriimesi gerekmektedir.

Sorular
1) Klinige basvuran bir hastayl kac¢ gelis sonrasi kendi hastamiz olarak kabul
edebiliriz?
a) Bir poliklinik muayene (1 gelig)
b) iki poliklinik bir kontrol muayene (2 gelis)
C) Uc poliklinik muayene (3 gelis)
d) Diger (AGIKIQYINIZ)......ee

2) Gocuk hastalari gelis siklklar agisindan yas gruplarina goére nasil
siniflandirirsiniz?

a) 0-1 yas, 1-3 yas, 3-7 yas, 7-12 yas, 12 yas ve Uzeri

b) 0-2 yas, 2-5 yas, 5- 10 yas, 10 yas lUzeri

C) 0-1 yas, 1-3 yas, 3-6 yas, 6-10 yas, 10 yas ve uzeri

d) Diger (AGIKIQYINIZ) ...

3) Belirlediginiz gruplaridaki cocuklarin yas araliklarina gore tahmini yillik gelis
sikhklarini nasil degerlendirirsiniz? (Gelis adedi: Poliklinik muayene + kontrol
muayene)

a) 0-1yas: .... kez, 1-3 yas: .... kez, 3-7 yas: .... kez, 7-12 yas: .... kez, 12 yas ve
uzeri: .... kez,

b) 0-2 yas: .... kez, 2-5 yas: .... kez, 5-10yas: .... kez, 10 yas ve Uzeri: .... kez,
C) 0-1vyas: .... kez, 1-3 yas: .... kez, 3-6yas: .... kez, 6-10 yas: .... kez, 10 yas ve
uzeri: .... kez,

d) Diger (AGIKIQYINIZ). ... e

4) Belirlenen yas araliklarina goére ne kadar sure sonra bir hastamizi kayip/hizmet
sunucusu degistirmis olarak degerlendirebiliriz?

a) 0-1yas: .. ay, 1-3yas: ... ay, 3- 7yas: .. ay, 7-12 yas..... ay, 12 yas ve uzeri:.. yil

b) 0-2 yas: ... ay, 2-5yas: .... ay, 5-10 yas: .... ay, 10 yas ve uzeri: .... yil

C) 0-1vyas: ...ay, 1-3yas: .... ay, 3- 6 yas: . ay, 6-10 yas: .. ay, 10 yas ve uzeri: ..yil

d) Diger (AGIKIQYINIZ). .. ..o



EK 2 Gelis Sikliklari ve MKA’da Kullanilan Degiskenlerler

Bashk Anlami
Hastano Benzersiz Tanimlayici / Anahtar
Dogum_Tarihi Hastanin Dogum Tarihi

Son Gelis Sube

Basvurunun Oldugu Son Sube

Son_Gelis Sube Istanbul

Basvurunun Oldugu Son Subenin Kategorisi-
Istanbul

Son Gelis Sube Anadolu

Basvurunun Oldugu Son Subenin Kategorisi-
Anadolu

Son_Kabul_Kurumu_Grubu

Son Kullanilan Sosyal Guvence Grubu (Nakit,
Ozel Sigorta, Sgk Vs.)

Son Bagvurunun Tipi (Ayaktan, Yatan,

Son_Gelis_Tipi Gunubirlik)
Uyruk Uyruk Belirteci

Son Bagvurudaki Hastanin Adresinin Kayitli
Son Adres lli Oldugdu I

Pol Mua Basvuru Tarihi

Poliklinik Muayene Basvuru Tarihi

Kontrol Mua Basvuru_Tarihi

Kontrol Muayene Basvuru Tarihi

Diger_Basvuru_Tarihi

Poliklinik Muayene Ve Kontrol Muayene
Disindaki Diger Ayaktan Ya Da Yatan
Basvurular

SKK_Bankalar

Sosyal Glvence Grubu Belirteci (Bankalar)

SKK_Kurumsuz_Hasta

SKK_Ozel_Sigortalar Spsyal Guvence Grubu Belirteci (Ozel
Sigortalar)
Sosyal Guvence Grubu Belirteci

(Kurumsuz/Nakit/Bireysel Hastalar)

SKK_Yurtdisi_Bireysel Hastalar

Sosyal Guvence Grubu Belirteci (Yabanci
Bireysel Hastalar)

SKK_Buyukelcilik_Ve_Konsolosluklar

Sosyal Glvence Grubu Belirteci (Buyukelgilik
Ve Konsolosluklar)

SKK_Diger_Kurumlar

Sosyal Guvence Grubu Belirteci
Anlagsmali Kurumlar/Firmalar)

(Diger

SKK_Personel_Yakinlari

Sosyal Guvence Grubu Belirteci (Personel
Yakinlari)

SKK_Yurtdisi_Sigortalar

Sosyal Guvence Grubu Belirteci (Yurtdigi
Ozel Sigortalar)

SKK_Sosyal_Guvenlik_Kurumu

Sosyal Gulvence Grubu Belirteci (Sosyal
Gulvenlik Kurumu)

Uyruk_Turk

Tark Uyruklular

Uyruk_Yabanci

Yabanci Uyruklular

GA_0-1_Ay Diger_Adet

0-1 Ay Araligindaki Cocuk Hastanin Poliklinik
Ve Kontrol Muayene Digsindaki Basvuru
Adetleri

GA_0-1_Ay_Kontrol_Adet

0-1 Ay Araligindaki Cocuk Hastanin Kontrol
Muayene Adedi

GA_0-1_Ay_Poliklinik_Adet

0-1 Ay Araligindaki Cocuk Hastanin Poliklinik
Muayene Adedi
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GA_1-12_Ay Diger_Adet

1-12 Ay Araligindaki Cocuk Hastanin
Poliklinik Ve Kontrol Muayene Digindaki
Basvuru Adetleri

GA_1-12_ Ay Kontrol_Adet

1-12 Ay Araligindaki Cocuk Hastanin Kontrol
Muayene Adedi

GA_1-12 Ay Poliklinik_Adet

1- 12 Ay Arahdindaki Cocuk Hastanin
Poliklinik Muayene Adedi

GA_1-2 Yas_Diger_Adet

1-2 Yas Araligindaki Cocuk Hastanin
Poliklinik Ve Kontrol Muayene Disindaki
Basvuru Adetleri

GA_1-2_Yas_Kontrol_Adet

1-2 Yas Araligindaki Cocuk Hastanin Kontrol
Muayene Adedi

GA_1-2 Yas_Poliklinik_Adet

1- 2 Yas Arahgindaki Cocuk Hastanin
Poliklinik Muayene Adedi

GA_2-3 Yas_Diger_Adet

2-3 Yas Araligindaki Cocuk Hastanin
Poliklinik Ve Kontrol Muayene Disindaki
Basvuru Adetleri

GA_2-3 Yas_Kontrol_Adet

2-3 Yas Araligindaki Cocuk Hastanin Kontrol
Muayene Adedi

GA_2-3 Yas_Poliklinik_Adet

2- 3 Yas Araligindaki Cocuk Hastanin
Poliklinik Muayene Adedi

GA_3-4 Yas_Diger_Adet

3-4 Yas Araligindaki Cocuk Hastanin
Poliklinik Ve Kontrol Muayene Disindaki
Basvuru Adetleri

GA_3-4_Yas_Kontrol_Adet

3-4 Yas Araligindaki Cocuk Hastanin Kontrol
Muayene Adedi

GA_3-4_Yas_Poliklinik_Adet

3-4 Yas Arahgindaki Cocuk Hastanin
Poliklinik Muayene Adedi

GA_4-5 Yas_Diger_Adet

4-5 Yas Araligindaki Cocuk Hastanin
Poliklinik Ve Kontrol Muayene Digindaki
Basvuru Adetleri

GA_4-5 Yas_Kontrol_Adet

4-5 Yas Araligindaki Cocuk Hastanin Kontrol
Muayene Adedi

GA_4-5_Yas_Poliklinik_Adet

4-5 Yas Araligindaki Cocuk Hastanin
Poliklinik Muayene Adedi

GA_5-6_Yas_Diger_Adet

5-6 Yas Araligindaki Cocuk Hastanin
Poliklinik Ve Kontrol Muayene Digindaki
Basvuru Adetleri

GA 5-6_Yas_ Kontrol Adet

5-6 Yas Araligindaki Cocuk Hastanin Kontrol
Muayene Adedi

GA_5-6_Yas_Poliklinik_Adet

5-6 Yas Araligindaki Cocuk Hastanin
Poliklinik Muayene Adedi

GA_6-7_Yas_Diger_Adet

6-7 Yas Araligindaki Cocuk Hastanin
Poliklinik Ve Kontrol Muayene Digindaki
Basvuru Adetleri

GA_6-7_Yas_Kontrol_Adet

6-7 Yas Araligindaki Cocuk Hastanin Kontrol
Muayene Adedi

GA _6-7_Yas_Poliklinik_Adet

6-7 Yas Araligindaki Cocuk Hastanin
Poliklinik Muayene Adedi

GA _7-8 Yas Diger_Adet

7-8 Yas Araligindaki Cocuk Hastanin
Poliklinik Ve Kontrol Muayene Digindaki
Basvuru Adetleri
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GA_7-8 Yas_Kontrol_Adet

7-8 Yas Araligindaki Cocuk Hastanin Kontrol
Muayene Adedi

GA_7-8 Yas_Poliklinik_Adet

7-8 Yas Araligindaki Cocuk Hastanin
Poliklinik Muayene Adedi

GA_8-9 Yas_Diger_Adet

8-9 Yas Araligindaki Cocuk Hastanin
Poliklinik Ve Kontrol Muayene Digindaki
Basvuru Adetleri

GA 8-9 Yas_ Kontrol_Adet

8-9 Yas Araligindaki Cocuk Hastanin Kontrol
Muayene Adedi

GA_8-9 Yas_Poliklinik_Adet

8-9 Yas Araligindaki Cocuk Hastanin
Poliklinik Muayene Adedi

GA_9-10_Yas_Diger_Adet

9-10 Yas Araligindaki Cocuk Hastanin
Poliklinik Ve Kontrol Muayene Digindaki
Basvuru Adetleri

GA 9-10 Yas Kontrol_Adet

9-10 Yas Araligindaki Cocuk Hastanin
Kontrol Muayene Adedi

GA_9-10 Yas_Poliklinik_Adet

9-10 Yas Araligindaki Cocuk Hastanin
Poliklinik Muayene Adedi

GA_Toplam_Gelis_Adedi

Toplam Gelis Adedi (Poliklinik, Kontrol Ve
Diger)

Son-Sondan2_Arasi_Gun_Sayisi

Son Gelis - 1 Onceki Gelis Giin Farki

Sondan2-
Sondan3 Arasi Gun_Sayisi

Bir Onceki - 2 Onceki Gelis Guin Farki

Sondan3-
Sondan4_Arasi_Gun_Sayisi

Sondan 2 Once Gelis - 3 Onceki Gelis Giin
Farki

Sondan4-
Sondan5 Arasi Gun_Sayisi

Sondan 3 Once Gelis - 4 Onceki Gelig Giin
Farki

Sondan5-
Sondan6_Arasi_Gun_Sayisi

Sondan 4 Once Gelis - 5 Onceki Gelis Giin
Farki

Sondan6-
Sondan7_Arasi_Gun_Sayisi

Sondan 5 Once Gelis - 6 Onceki Gelig Giin
Farki

Sondan7-
Sondan8_Arasi_Gun_Sayisi

Sondan 6 Once Gelis - 7 Onceki Gelis Giin
Farki

Sondan8-
Sondan9 Arasi_Gun_Sayisi

Sondan 7 Once Gelis - 8 Onceki Gelis Giin
Farki

Sondan9-
Sondanl10_Arasi_Gun_Sayisi

Sondan 8 Once Gelis - 9 Onceki Gelis Giin
Farki

GS 0-1 Yas Gelis

0-1 Yas Toplam Gelis Sayisi

GS_0-1_Grubu Gelis Sayisina Gore Segmenti (A,B,C, N/A)
GS_1-2 Yas_Gelis 1-2 Yas Toplam Gelis Sayisi
GS_1-2_Grubu Gelis Sayisina Gore Segmenti (A,B,C, N/A)
GS_2-6_Yas_Gelis 2-6 Yas Toplam Gelis Sayisi
GS_2-6_Grubu Gelis Sayisina Gore Segmenti (A,B,C, N/A)

GS_6-10_Yas_Gelis

6-10 Yas Toplam Gelis Sayisi

GS_6-10_Grubu

Gelis Sayisina Gore Segmenti (A,B,C, N/A)

MAXG_0

0-1 Yas Arasinda iki Basvuru Arasindaki Max
Gun Sayisi

MAXG_1

1-2 Yas Arasinda Iki Bagvuru Arasindaki Max
Gln Sayisi
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2-3 Yas Arasinda iki Basvuru Arasindaki Max

MAXG_2 -
- Gun Sayisi _

MAXG 3 34 Yas Arasinda Iki Basvuru Arasindaki Max
- Gun Sayisi _

MAXG 4 45 Yas Arasinda Iki Basvuru Arasindaki Max
- Gun Sayisi _

MAXG 5 56 Yas Arasinda Iki Basvuru Arasindaki Max
- Gun Sayisi _

MAXG 2-6 Yas 26 Yas Arasinda Iki Basvuru Arasindaki Max
- = Gun Sayisi _

MAXG 6 67 Yas Arasinda Iki Basvuru Arasindaki Max
- Gun Sayisi _

MAXG 7 78 Yas Arasinda Iki Basvuru Arasindaki Max
- Gun Sayisi _

MAXG 8 89 Yas Arasinda Iki Basvuru Arasindaki Max
- Guln Sayisi _

MAXG._ 9 9-10 Yas Arasinda |ki Basvuru Arasindaki

Max Gun Sayisi

MAXG_6-10_Yas

6-10 Yas Arasinda iki Basvuru Arasindaki
Max Gun Sayisi

Churn_0-1_Yas

0-1 Yas Araligindaki Churn Durumu (1 Evet/
0 Hayir)

Churn_1-2_Yas

1-2 Yas Araligindaki Churn Durumu (1 Evet/
0 Hayir)

Churn_2-6_Yas

2-6 Yas Arahigindaki Churn Durumu (1 Evet/
0 Hayir)

Churn_6-10_Yas

6-10 Yas Araligindaki Churn Durumu (1 Evet/
0 Hayir)

2020_Churn_Durumu

01.01.2020 ltibariyle Churn Durumu (1 Evet/
0 Hayir)
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