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ABSTRACT 

AUTONOMOUS VEHICLE PLATOON MODELING AND 

CONTROL USING PID AND LINEAR QUADRATIC 

REGULATOR 

Alex GUNAGWERA 

Ph.D. Dissertation, Computer Engineering 

Supervisor: Asst. Prof. Dr. Aydın Tarık ZENGİN 

July - 2022, 74 + XIV  pages 

 

With over 50 million cars being produced annually since 2010, the number of vehicles 

on the roads increases throughout the world. With the increase in vehicle population 

comes challenges and problems in efficient and safe transportation via roads. Major 

problems include road accidents, global warming due to emissions, efficient energy 

utilization and road usage to mention but afew. The autonomous vehicle platooning 

concept provides both a promising solution and an enhancement approach to 

intelligent transport systems. Among the benefits this promising concept presents are 

reduced fuel consumption and, hence emissions, efficient road usage among others. 

The autonomous vehicle platooning industry, however, still faces a great deal of issues 

and challenges ranging from string stability, safety guaranties, efficient 

communication to accurate control. In this study, autonomous vehicle platooning 

modeling and control using PID and LQR are presented. The algorithms are verified 

using two scenarios on 3D vehicles simulated used Gazebo and ROS. In the first 

scenario the platoon leading vehicle mainly accelerated, travelled with constant speed, 

and decelerated to rest. In the second scenario, however, the leading vehicle travelled 

with uncertain and constantly varying velocities. Results from both scenarios are then 

presented and summarized in graph and tabular forms. In both scenarios, platoon 

stability, especially after the initial transient response was achieved, the following 

effect for the platoon members in the performed simulations is also guaranteed and a 

steady state error of 0m was obtained by both control strategies. 

 

Keywords: Autonomous Vehicles, Autonomous Vehicle Platoons, Control Theory, 

Intelligent Transport Systems, LQR, PID  
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ÖZET 

LINEAR QUADRATIC REGULATOR VE PID CONTROLLER 

İLE OTONOM ARAÇ MÜFREZESİNİN MODELLENMESİ VE 

KONTROLÜ 

Alex GUNAGWERA 

Doktora Tezi, Bilgisayar Mühendislik 

Danışman: Dr. Ögr. Üyesi Aydın Tarık ZENGİN 

Temmuz - 2022, 74 + XIV sayfa 

 

2010 yılından bu yana yılda 50 milyonun üzerinde otomobil üretiliyor ve dünya 

genelinde yollardaki araç sayısı artıyor. Araç popülasyonundaki artışla birlikte 

karayolu ile verimli ve güvenli ulaşımda zorluklar ve sorunlar ortaya çıkmaktadır. 

Başlıca sorunlar arasında trafik kazaları, emisyonlardan kaynaklanan küresel ısınma, 

verimli enerji kullanımı ve yol kullanımı sayılabilir. Otonom araç müfreze konsepti, 

akıllı ulaşım sistemlerine hem umut verici bir çözüm hem de iyileştirme yaklaşımı 

sağlar. Bu umut verici konseptin sunduğu faydalar arasında daha az yakıt tüketimi ve 

dolayısıyla emisyonlar ve diğerlerinin yanı sıra verimli yol kullanımı yer alıyor. 

Bununla birlikte, otonom araç müfreze endüstrisi, dizilim kararlılığı, güvenlik 

garantileri, verimli iletişimden doğru kontrole kadar birçok sorun ve zorlukla karşı 

karşıyadır. Bu çalışmada, PID ve LQR kullanılarak otonom araç müfreze modellemesi 

ve kontrolü sunuldu. Algoritmalar, iki senaryo kullanılarak Gazebo ve ROS 3B 

ortamlarında simüle edilerek doğrulandı.  İlk senaryoda, müfrezeye liderlik eden araç 

hızlandı, sabit hızla gitti ve durmak için yavaşladı. İkinci senaryoda, lider araç belirsiz 

ve sürekli değişen hızlarla yol aldı. Her iki senaryodan elde edilen sonuçlar daha sonra 

grafik ve tablo formlarında sunuldu ve özetlendi. Her iki senaryoda da, ilk geçici tepki 

elde edildikten sonra müfreze kararlılığı elde edildi ve takip de garanti edildi. Her iki 

kontrol stratejisi ile de 0m'lik bir kalıcı hal hatası elde edildi. 

 

Anahtar kelimeler:  Akıllı Ulaşım Sistemleri, Kontrol Teorisi, LQR Otonom 

Araçlar, Otonom Araç Takımları, PID  
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CHAPTER 1 

INTRODUCTION  

The transport industry, in particular, and the public, in general are facing problems and 

issues all over the world today. These issues range from traffic congestion, road 

accidents, pollution due to emissions, efficient road usage to efficient energy 

utilization. The impact and magnitude of these issues becomes more pronounced with 

the increase in the number of vehicles on the roads.  

The concept of vehicle platooning (Kavathekar and Chen 2011; Kimura et al. 2017; 

Kundu et al. 2013; Marino et al. 2009; Tong et al. 2019) presents promising approaches 

towards not only mitigating the issues facing the transport industry all over the world 

today, but also enhancing the quality of the transportation experience in general.  

With the rapidly growing vehicle population all over the world, that is, over fifty 

million cars being manufactured every year, and approximately 1.4 billion vehicles 

actively being used on the roads presently, (Worldometer 2019), solutions to the issues 

facing the transport industry require immediate attention. As such, the promising 

solution of vehicle platooning has attracted the attention of governmental bodies, 

automobile industries, engineers, and academic researchers all over the world. In this 

chapter, major terms forming the foundation of the autonomous vehicle platooning 

concept are presented followed by the motivation of this study. 

1.1. Autonomous Driving 

The  terms automated vehicle (Broggi et al. 2013; Chang and Yuan 2018; Z. Huang et 

al. 2019; Kolb, Nitzsche, and Wagner 2019), autonomous (Bartz 2009; Freddi, Longhi, 

and Monteriù 2015; Hallé, Laumonier, and Chaib-draa 2004; Szalay et al. 2018) and 

self-driving (Chakraborty, Yamaguchi, and Datta 2018; Guizzo 2011; Ross 2019; 

Ruane 2018; Stewart 2018a) refer to packages of technology made up of software and 

hardware that is capable of, with or without human intervention, executing the 

Dynamic Driving Tasks (DDTs) as defined by the Society of Automotive Engineers. 

SAE (international 2016; Jurgen 2011). These terms are sometimes inter-changeably 

used in literature to mean the same thing. Driverless (McArdle 2018; Sharon L Poczter 

and Jankovic 2014; Szalay et al. 2018) is also used towards the same end.  



 

2 

 

In order to avoid misinterpretations, The Society of Automotive Engineers published 

j3016, (SAE 2013) and designated the term automated as the standard and least 

misleading word for the general control and management of the entire DDTs. DDTs 

range from tactical such as response to signals, lane maneuvers such as lane joining, 

or lane change, for  or operational, such as speed control via acceleration, braking to 

mention but a few. As such the overall  definition of automated driving should not be 

confused with collision avoidance systems whose major focus is different (Vahidi and 

Eskandarian 2003). 

1.2. Vehicle Automation 

SAE categorizes all Automation Driving Systems into six major levels from level zero 

through level five depending on how much they automate and execute the DDTs. Level 

zero incorporates no automation at all, whereas Level five corresponds to full 

automation of the DDTs. The details of what each automation level entails are 

stipulated in (international 2016). A summarized graphical version of can also be 

referred to from SAE’s website, (Shuttleworth 2019). In a nutcase, at level zero, the 

human driver is responsible for all the DDTs, along with all the Object and Event 

Detection and Response (OEDR).  

At level one, either the lateral or longitudinal motion control of the vehicle is 

automated but not both. The human driver is responsible for all other tasks and 

subtasks whereas at level two, also known as partial automation, the automation 

system, while under the monitoring of a human driver is capable of handling both the 

longitudinal and lateral motion of the vehicle. Level three automation only requires 

that the human driver responds to any fallback requests, system messages, and 

notifications as the automation system handles all the other DDTs. Level four 

automation systems execute the entire DDT and DDT fallback within the specified 

limits, and it is limit/domain specific. Nothing is particularly expected from the human 

driver. Automation of this level and beyond is categorized as high-level automation. 

Level five, also known as, full automation is the ultimate level of automation. The 

ADS is capable of handling all DDTs, fallbacks, notifications and the like under all 

climate and road conditions. 
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1.3. Platoon Driving 

In the concept of platoon driving, a group of one or more vehicles are connected and 

move as a single object. The connected group of vehicles is generally subjected to the 

same lateral and, or longitudinal motion control. The concept of lateral and 

longitudinal motion, as applied to vehicle platoons, is demonstrated in Figure 1.1. 

Connection of the platoon members is generally achieved through one or a 

combination of the following ways: via electric connections especially using Vehicle 

to Vehicle (V2V) connections as (Choi et al. 2009; Ibrahim et al. 2018; Karnadi, Mo, 

and Lan 2007; Li and He 2018), via the use of sensors such as LIDAR and radar based 

connection systems, (Guizzo 2011; Levanon 1988; Levinson et al. 2011; Reutebuch, 

Andersen, and Mcgaughey 2005). Every platoon has a lead vehicle (LV) which is 

followed by the other follower (F) vehicles. The LV is normally indexed as the first 

member of the platoon with or numerically as the zeroth (0th) platoon member. The 

vehicle immediately after the LV is indexed as the second platoon member or 1st 

platoon member and the notion goes on till the last F vehicle indexed as the nth vehicle 

in a platoon with a total of n+1 members – LV  inclusive. The LV has the most 

information about the route to be traversed and the overall path planning. Other platoon 

members are generally only concerned with efficiently following the LV. They need 

not know the route or map or any other such information.  

 

Figure 1.1: Platooon Driving - Lateral and longitudinal control 

L   Lead  ehicle     ollowers
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1.4. Autonomous Platoon Driving 

A collection of one or more Autonomous Vehicles(AV) in a platoon culminates in the 

so-called autonomous platoon. This implies members in autonomous vehicle platoon 

(AVP) need to at least have level two ADS incorporated as described above in order 

to be able to smoothly perform the autonomous vehicle platoon maneuvers. Major 

platoon maneuvers are merge and split. Other platoon maneuvers may include overtake 

and overall navigation. Efficient and proper execution of these tasks greatly affects the 

performance and general success of a platoon. At the moment, however, smooth 

execution of these tasks is not easy given the fact that platoon is majorly mixed. It may 

include vehicles manned by humans, some partially automated and so on. So human 

errors, mechanical and technical failures need to be accounted for as well.  

 

Figure 1.2: Merging and Splitting in AVPS 

Figure 1.2: provides an illustration of the merging and splitting maneuvers of AVPS.  

1.5. Motivation 

The numerous benefits presented by AVPS coupled with its cross-disciplinary reach 

have made the field of AVs in general, and AVPS in particular a trending topic all over 

the world. AVPS are also applicable to variety of applications from different fields 

thereby expanding its outreach even further. Such fields include the military, 

underwater research, academics and so much more.  The benefits it promises range 

from societal to business oriented. The societal benefits include the reduction of 

L   Lead  ehicle                           ollower
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emissions culminating from the fact that AVP member are able to travel at relatively 

shorter distances compared to those when all vehicles are controlled by humans – 

without error or risk of accidents assuming all factors are kept constant.  

Vehicle platoons also maximize the efficiency of road utilization. As an example, two 

trucks travelling in a platoon with a headway spacing of 0.3 seconds or equivalently 

travelling at a speed of 60mph reduced the road space occupied by the two trucks to 

forty four meters from eighty two meters (that is by about 46%) as calculated by 

(Janssen et al. 2015). 

A PS save time and also improve people’s quality of life.  or people like such as the 

color blind, physically incapacitated and also the elderly, driving becomes no longer 

an issue. According to (United Nations D. o. E. a. SA 2017), workers’ bulk is also 

lightened especially those dealing in transportation. Time that would be spent while 

driving can be more effectively used on other tasks such as resting, reading news and 

so on, as depicted in Figure 2.3.  

AVPS increases road safety. (Belcher et al. 2018) reported that the United States 

Department of Transportation observed that more than 90% of the traffic accidents 

resulted from human error, furthermore, that eliminating the human-factor from the 

conditions would minimize accidents by approximately 80%. 

From the business point of view, AVPS benefits include minimization of the fuel 

consumed by platoon members, (Brandt et al. 2010). Reduction in expenses made on 

labor is another advantage especially in Automated Highway Systems (AHS) which 

require drivers to drive for long hours.  

Despite the variety of merits facilitated by AVPS, the tremendous research carried out, 

a multitude issues still face and bar the implementation and deployment of AVPS. 

Such issues include security risks, safety such as; threat of hackers hacking into AVPS 

since they mainly depend on Wi-Fi for communication, (Blum and Eskandarian 2004; 

Marques, Casimiro, and Calha 2009). Another issue is the anxiety, distrust, and 

insecurity of passengers when it comes to AVs. For instance news of accidents caused 

by or involving AVs (CENTER 2017; Claybrook and Kildare 2018; Miller 2015; 

Stewart 2018b).  
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AVPS are also expensive to build, maintain and control. The extra requirements of 

AVs are expensive thereby deterring potential investments. Such requirements range 

from hardware equipment such as sensors to software that will safely control the AVs.  

With this background, yet another relatively cost-efficient approach of modeling and 

controlling AVPS is presented in this study. The proposed approach retrieves data 

obtained from sensors and passes the information within to either of PID or LQR 

controller with the main aim being maintaining a desired inter-vehicle gap between 

platoon members, ensuring user safety by making sure no collisions among platoon 

members occur. Other important aspects of AVPS such as string stability and user 

comfort are also taken into account. 
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CHAPTER 2 

LITERATURE REVIEW 

Owing to the significance its potential, the concept of AVPS has attracted a lot of 

attention from various fields. As such, tremendous research has been conducted related 

to the field. In this chapter, a review, though not exhaustive, of the most prominent 

research, projects, and work pertaining to AVPS is conducted. 

A multitude of studies focusing on the control of autonomous vehicle platoons was 

carried out. The research focusing on this area presents methods aimed at the smooth 

running and operation of autonomous vehicle platoons under various circumstances. 

The proposed approaches include; Cooperative Adaptive Cruise control (Bayuwindra 

et al. 2020; Deng 2016; Han et al. 2013; Naus et al. 2010; Ucar, Ergen, and Ozkasap 

2017; Wang et al. 2018), Adaptive Cruise Control (ACC), (Liu et al. 2008; Richtel and 

Dougherty 2015; Sivaji and Sailaja 2013), Model predictive controllers, (Z. Huang et 

al. 2019; Ibrahim et al. 2018; V. Jain et al. 2018) among others. ACC is an enhance 

form of vehicle speed control where the corresponding vehicle observes a given inter-

vehicle distance between itself and its predecessor by accelerating and decelerating 

appropriately. CACC incorporates communication on ACC systems thereby provided 

better performance,(Anayor, Gao, and Odekunle 2018; Naus et al. 2010; Shladover et 

al. 2015). 

(Z. Huang et al. 2019) joined the MPC and Artificial Intelligence (AI) concepts to 

provide a solution to simultaneous path planning and motion control. They used 

simulations to verify their simulations. (J. Zhao, Ecole, and Lille 2011) present an 

alternative aimed at the reduction of overall carbon emissions and improve safety 

while travelling at high speeds. (Mena-Oreja, Gozalvez, and Sepulcre 2019), examine 

relationship between mixed traffic, maximum platoon length, and safe gaps. The 

Augmented Reality (AR) technic is employed to ease life of welfare workers and the 

elderly in narrow environments such corridors by (Kimura et al. 2017). 

Energy efficiency, (Deng 2016; Van De Hoef, Johansson, and Dimarogonas 2018; Jia 

et al. 2016; Nemeth et al. 2012; Wu, Wu, and Wang 2019) is one of the backbones of 

good platoon performance in AVPS. A linear programming approach to find the 
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optimal number of platoons, energy required by the LV, and duration required for 

gathering members was presented by (Hadded et al. 2018).  

The problem of fuel-efficient coordination for large platoons comprising of trucks 

considering the destination of the platoon members, deadlines of their arrivals to the 

destinations, departure times and so forth was investigated by (Van De Hoef, 

Johansson, and Dimarogonas 2018).  

Optimally energy efficient platoon maneuver execution was explored in (Blum and 

Eskandarian 2004). There work proposed a shortest-path-based algorithm to realize 

energy efficient execution of the merging and splitting maneuvers of platoons.   

Another problem sensitive yet crucial aspect to AVPS, in particular and AVs in general 

is communication(Choi et al. 2009; Hu et al. 2020; R. H. Huang et al. 2018; Ioannou 

and Xu 1994; Mei et al. 2018; Su and Ahn 2016a; Zou and Li 2019). Efficient, robust, 

and reliable communication has the capability to exponentially increase platoon 

performance. On the contrary, poor communication does not only reduce platoon 

performance, but could also affect platoon safety. It is thus, no surprise that a plethora 

of studies were performed, aimed at improving platoon communication (among 

platoon members, or with surroundings). The major protocol used for platoon 

communication is the IEEE 802.11(M. Jain and Saxena 2017; Khaksari and Fischione 

2012), and its variations with the most prominent ones including: at 5GHz, the IEEE 

802.11a, the IEEE 802b at 2.4GHz, and a relatively newer protocol designed for the 

Vehicle Ad hoc Network (VANET), (Kaur et al. 2018; Singh and Agrawal 2014; Su 

and Ahn 2016b; Tonguz et al. 2007), the IEEE 802.11p. 



 

9 

 

 

Figure 2.1: Waymo’s Self-driving Vehicle Samples Lulu Chang (2018) 

Since Wi-Fi based communication systems are susceptible to attacks. Concerns about 

security pose another issue affecting AVPS. Security issues and various attack types 

likely to face VANET were meticulously investigated by (Chaurasia, Verma, and 

Tomar 2011). 

The USDOT also required that vehicles to be sold with effect from 2023 be equipped 

with V2V based DSRC (Tsugawa et al. 2001; Ucar, Ergen, and Ozkasap 2017) systems 

thereby providing another way of standardizing and enhancing communication in 

AVPS. China also decided on using Cellular-Vehicle to Everything (C-V2X), (Qi and 

MacH 2019) and DSRC, with their plan have deployed C-V2X by 2020 in the majority 

of their vehicles, (Estopace 2019).  

A V2V, (Choi et al. 2009; Zhang et al. 2018), based vehicle positioning approach for 

systems that do not require vision sensors was proposed by (Shen et al. 2018). (Marino 

et al. 2009) presented a Null-Space Based approach to control multi robot behavior as 

a solution for communication-based robot patrol. 
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Positioning and orientation are of paramount importance to the successful routing and 

navigation of an AVPS from a given source to a desired destination. Many approaches 

and tools have been designed and proposed to achieve this goal. The most prominent 

among these tools are the Global Positioning Satellite (GPS), (Chakraborty, 

Yamaguchi, and Datta 2018; Omar et al. 2016) and the Global Navigation Satellite 

System (|GNSS), (Chakraborty, Yamaguchi, and Datta 2018; Xiao Chen et al. 2018; 

mann-Wellenhof, Bernhard and Lichtenegger, Herbert and Wasle 2007)(Chakraborty, 

Yamaguchi, and Datta 2018). Especially in cases where the LV is an AV as well, 

centralized, and decentralized approaches for achieving positioning and navigation of 

the platoon were investigated  

(Freddi, Longhi, and Monteriù 2015; Hallé, Laumonier, and Chaib-draa 2004; Stilwell 

and Bishop 2001; Zaher, Madeleine El and Gechter, Franck and Hajjar, Mohammad 

and Gruer 2016).  

Objected detection (Xiaozhi Chen et al. 2015; Redmon et al. 2016; Tseng and Jan 

2018) through sensors followed by positioning and routing approaches were also 

suggested in literature (LeCun et al. 2005; McAllister et al. 2017). Final motion 

generating steps can be implemented by means such as application of neuro evolution 

algorithms (Fortin et al. 2012; A. K. Jain, Mao, and Mohiuddin 1996; Koutník et al. 

2013), supervised learning as done by (Bojarski et al. 2016), reinforcement learning 

(El Sallab et al. 2017) among others. Major data and information acquisition methods 

Figure 2.2: SARTRE Demo SARTRE (2019) 
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majorly include sensors such as cameras (Xiao Chen et al. 2018; Gallego et al. 2019; 

Gaspar, Winters, and Santos-Victor 2000), LIDAR (Reutebuch, Andersen, and 

McGaughey 2005), and RADAR (Levanon 1988; Sivaji and Sailaja 2013; Ziegler et 

al. 2014). 

How autonomous vehicles interact with humans (passengers, pedestrians, and drivers) 

is a topic worth investigating given the fact that global fully autonomous transportation 

is not yet in effect. AVPS, therefore, are inevitably required to interact with other 

humans and sometimes accidents may occur (Boudette 2016; Miller 2015).  

Indoor platoon systems operable in narrow environments as well, and those that lighten 

the workload of employees in welfares were proposed, (Kimura et al. 2017; Sugano et 

al. 2016; Sugano, Okajima, and Matsunaga 2015). 

To date, projects, field tests, and demonstrations were carried out in order to prove that 

AVPS are an achievable goal, not just a dream. Furthermore, overall, general progress 

in the field of AVs and AVPS has been realized. Prominent among such projects 

include; the  AV car demonstration organized by SAE (Visnic 2018), Nvidia’s project 

(Shapiro 2017), and Tesla’s tests (Kessler 2015). Culminating from the google self-

driving car, the Waymo project (Team-Waymo 2019). Figure 2.1: shows sample 

vehicles developed under the Waymo project. Another impressively work was 

SARTRE, whose demonstration is shown in Figure 2.2, (SARTRE Consortium 2012), 

the Hyundai’s project (Hyundai 2019), ARGO AI (Team 2019) both of which aim at 

producing AV products and ultimately providing Mobility as a Service (MaaS), which 

may prove more fruitful for all engaging parties (Global 2019). 

 

Figure 2.3: Platoon Driving; Individuals in Follower(F) Vehicles Can Engage in 

Other Activities 

Figure 2.3: provides a visual demonstration of how  time that would be spent on 

driving can alternatively be used for other productive work in AVPS. 

L   Lead  ehicle          ollower
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CHAPTER 3 

BACKGROUND 

In this chapter, general background of the major tools used in this study are presented. 

Basic underlying concepts applied are also presented and explained in this chapter. 

3.1. ROS 

In this section, the Robot Operating System introduction is done. A general overview 

of ROS, its environment, reasons why it is preferred, and working structure are also 

explained.  

3.1.1.  What is ROS 

The Robot Operating System is an open-source framework for robot software 

development. The main goal of ROS to provide a relatively simple and standard way 

of achieving common robotic tasks such as navigation, path planning (Kolb, Nitzsche, 

and Wagner 2019), control and monitoring of low-level devices such as motors and 

acutators(Chitta, Marder-Eppstein, Meeussen, Pradeep, Tsouroukdissian, et al. 2017), 

simulations (Koenig and Howard 2004) etc. Currently, there are two major versions of 

ROS; ROS1 and ROS2. In this study, ROS1 was used and is the one being referred to 

henceforth unles stated otherwise. ROS provides Operating System (OS)-like 

functionality for robots. It should be noted that ROS is NOT an OS according to the 

traditional definition of an operating system i.e., with major goals of scheduling and 

managing processes. ROS runs on top of an operating system (mostly Linux/Ubuntu) 

but all devices with a woring network connection are capable of running software that 

can communicate with ROS nodes. This feature fascilitates communication of 

Personal Computers (PCs) and embedded devices with, possibly, different architecture 

(heterogenous) over a structured layer, (Quigley 2009). Data processing and 

calculations are performed within nodes. Nodes make up the basic blocks of a ROS 

environment. On top of processing data, nodes can also publish, receive, or do more 

data manipulations.  
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3.1.2. Communication in ROS 

Communication in ROS is fascilitated through messages. These messages are passed 

over topics. Nodes in ROS communicate over these topics. The ROS Master, 

initialized at the start-up of the ROS server, manages communication among all the 

nodes. All nodes register with the master at startup. Nodes in ROS are able to subscribe 

or publish to topics. Generally, there’s one publisher and there maybe one or more 

subscribers to a given topic. The topic serves as a name for a given stream of messages.   

 

3.1.3. Why ROS 

Continously writing and implementing logging systems, basic navigation logic, 

communication protocols among devices and procedures, visualization, and 

debugging systems and so on and so forth, gets tedious over time. In addition to 

providing all the above functions readily implemented, ROS readily provides the 

following: 

ROS Master 

Node A 

(Publisher) 

Node B 

(Subscriber) 

Message 

Topic 
Publish 

Subscribe 

Subscribe 

Register Register 

Figure 3.1: Communication in ROS 
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• Hardware Abstraction 

• Code Reuse 

• Low-level device control 

• Message-passing between processes 

• ROS is modular with fairly easy package management. This enables users to 

easily add new and more specific functionality to already existing packages 

and modules as deemed necessary. ROS applications typically comprise of 

various nodes each performing a specific, and mostly, single task e.g., speed 

control, data aquisition, data multiplexing. 

• A variety of tools and client API libraries in form of packages owing to its large 

community, continous support and being open source. Parties benefit from 

packages written by one another thereby eliminating continous re-inventing of 

the wheel. 

• ROS supports various architecture i.e. simultaneous development across 

multiple hardware architectures using a multitude of supported programming 

languages is a great advantage in ROS. E.g., Nodes of the same application 

could be written on different computers, microprocessors such as arduino, 

android smartphones etc. using different programming languages such as 

Python, C++, MATLAB to mention but a few. 

The details of the major ROS tools, packages and other components utilized in this 

study will be presented in the subsequent corresponding sections.                                                           

3.2. Vehicle Modeling 

Vehicle modeling is no straight forward feat. It comprises of nonlinear vehicle 

components such as  tyres along with a multitude of parameters ranging from vehicle 

mass, tyre-road friction coefficient to mention but a few. 
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Vehicle dynamics modeling is fundamentally centered around forces generated by the 

interaction between the tyres and the road surface in conjunction with the various 

mechanical components of the vehicle.  

Many tyre modeling approaches have been suggested in literature. These include; 

(Pacejka, 2006)’tyre vehicle behavior, tyre modeling using finite element method 

presented by (Gim, 1990, 1991a, 1991b). 

Vehicle Dynamics modeling: To accurately model vehicle dynamics, the choice of the 

list of mechanical parts to be put under consideration is of great importance i.e., 

steering angle, anti-roll bar, suspension geometry, tyres, etc. Complexity and accuracy 

of the model are directly dependent on the list of such chosen vehicle components.  

Normally a tradeoff/compromise between accuracy and complexity is inevitable. 

However, the major deciding factor between complexity and accuracy of the model is 

the ultimate goal to be achieved by the model implementation. (Day 1995, Pham 1997, 

Hingwe 1997, Nouveliere 2002). 

Some of the most complex vehicle models presented in literature include (Lowndes, 

1998) with 28 DoF, (Addi, 2005) presents a rigid body 18 DoF dynamics model. To 

date, 6 DoF models are considered sufficient and are generally accepted almost 

everywhere. This is because they capture the 6 principal movements including. 

The three translations along the X, Y, and Z axes and the three rotational motions about 

the 3 axes i.e., roll, pitch, and yaw motions. Figure 3.2 demonstrates these rotational 

and translational motions in 3D space. 

3.2.1. Vehicle model categories 

Vehicle models can be categorized into three major subcategories: longitudinal,  lateral 

and coupled both longitudinal and lateral vehicle models. Generally, the longitudinal 

acceleration, lateral acceleration, and yaw rate can be derived by applying Newton’s 

second law of motion and putting into account the forces acting on the front and rear 

wheels combined with the torques on the rear wheels. 
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Figure 3.2: Roll, pitch, and yaw demonstration 

Figure 3.2 illustrates the roll, pitch, and yaw motions of a vehicle in 3D space. 

Table 3.1 below summarizes the description of possible motions of a vehicle in a 3D 

plane using the car coordinate space presented in Figure 3.2. 

Table 3.1: Simple motion description summary 

Translation Direction 

Longitudinal along x-axis 

Lateral along the y-axis 

Vertical along the z-axis 

Rotations Direction 

Roll angle (ᶲ) rotation about the z-axis 

Pitch angle(θ) Rotation about x-axis 

Yaw angle(γ): rotation about the y-axis 
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3.2.2. Simple Vehicle Kinematic Model 

 

Figure 3.3: Car kinematics using the bicycle model approach 

Figure 3.3 shows the bicycle model used to derive the car kinematics. A simple car has 

three degrees of freedom, but the velocity space at any configuration is only two-

dimensional. The general car kinematics can, thus be expressed as shown in equations 

(3.1) - (3.3) about the rear wheel axle. 

 �̇� = 𝑣 cos(θ) (3.1) 

 �̇� = 𝑣 sin(θ) (3.2) 

 �̇� =
𝑣

𝐿
tan(𝑢ᶲ) (3.3) 

Where: v is the velocity of the vehicle, 𝜎 is the steering angle, R is the radius of 

rotation, and 𝑢ᶲ  ∈ [−𝜎𝑚𝑎𝑥 , 𝜎𝑚𝑖𝑛], 𝜎𝑚𝑎𝑥 <
𝜋

2
 and (x,y) are the coordinates of the rear 

wheel on the bicycle model of the vehicle as shown in Figure 3.3 above. (LaValle 

2006; Rajamani 2011). 𝜃 is the heading of the vehicle. 
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3.3. Vehicle dynamics 

Consider a vehicle as one rigid body moving along an inclined road as shown in Figure 

3.4. Major forces include gravitational, rolling resistance, and aerodynamic drag 

forces. The general dynamic equations of the vehicle can be obtained as follows: 

 rom Newton’s second law of motion  

 
�⃗� = 𝑚�⃗� 

(3.4) 

Applying it in the longitudinal and lateral directions, we get the following general 

equations. 

 
𝑚𝑎𝑥 = ∑ 𝐹𝑥 

(3.5) 

 
𝑚𝑎𝑦 = ∑ 𝐹𝑦 

(3.6) 

 
𝐽ζ̇ = 𝑙𝑓𝐹𝑓 −  𝑙𝜁𝐹𝜁 

(3.7) 

Where: 

- m is the mass of the car 

- ax , ay  are the longitudinal and lateral accelerations 

respectively 

- Fx , Fy  are foces acting in the longitudinal and lateral 

orientations respectively 

- J is the moment of inertia 

- ζ is the yaw rate during turning  

- lf and lr are the lengths from COG to front and rear axes 

- Ff and Fr are the lateral forces on the front and rear axes 
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Figure 3.4: Forces acting on the vehicle on a longitudinally inclined plane 

Balancing forces in the vehicle’s longitudinal direction, which is the main focus of this 

study, we can write: 

 
𝑚�̈� = 𝐹𝑥𝑓 + 𝐹𝑥𝑟 − 𝑅𝑥𝑓 − 𝑅𝑥𝑟 − 𝑚𝑔𝑠𝑖𝑛(𝜃) − 𝐹𝑎𝑒𝑟𝑜 

(3.8) 

Since longitudinal control is the main focus of this study, the details of lateral control 

are skipped here i.e., equation (3.6), its derivations and details.  

Figure 3.4 demonstrates the action of the major forces on the car on an inclined plane 

or road surface (Rajamani 2011). The meaning of the symbols used is presented in 

Table 3.2. 
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Table 3.2: Description of the symbols presented in the vehicle longitudinal model 

Expression Meaning 

Fxf Longitudinal force exerted on front tyres 

Fxr Longitudinal force exerted on rear tyres 

Faero 
Total longitudinal force due to the 

aerodynamic drag 

Rxf 
Rolling resistance force exerted on the front 

tyres 

Rxr 
Rolling resistance force exerted on the rear 

tyres 

m Vehicle mass 

g Gravitational acceleration 

θ Road inclination angle 
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CHAPTER 4 

METHODOLOGY 

This chapter presents the methods implemented and applied in this study. A brief 

overview and formulation of each of the PID and LQR approaches is presented as well.  

4.1. Platoon Information Flow Models 

The transmission of information from one vehicle to another in a platoon is of 

paramount importance to the behavior of the platoon members, in particular, and the 

overall performance of the platoon, in general. The amount, the source(s) and accuracy 

of the information shared ultimately defines platoon behavior. The term platoon 

information flow topology is usually used to define the direction, source and receiver 

of the information within a platoon, (Han et al. 2013; Wang et al. 2018; Zheng et al. 

2014). 

With Vehicle to Vehicle (V2V) communication, (Kundu et al. 2013; Li and He 2018; 

Zhang et al. 2017; S. Zhao et al. 2015)  in place, a number of information flow 

topologies/models have been developed. Information received, and/or transmitted is 

utilized in the speed, (Ali Memon, Jumani, and Larik 2012; Deng 2016; Hu et al. 2020) 

and/or inter-vehicle spacing (Hu et al. 2020; Willke, Tientrakool, and Maxemchuk 

2009; Yu, Guo, and Lei 2018) control by platoon members.   

A platoon generally comprises of a Leader Vehicle (LV), and a total of n follower (F) 

vehicles. In most cases, the F vehicles are equipped with decentralized controllers 

(Freddi, Longhi, and Monteriù 2015; Ghasemi, Kazemi, and Azadi 2013; Hallé, 

Laumonier, and Chaib-draa 2004) that handle the overall control of the corresponding 

platoon member. The LV is indexed and occasionally referred to as the 0th vehicle, and, 

counting upstream, the last F vehicle becomes the (n-1)th vehicle. 

There are numerous information flow models for platoon control. The behavior of 

individual platoon members is directly affected by the information model used in the 

platoon. Thus, platoon behavior is also, ultimately, influenced by the platoon model(s) 

implemented. 
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Figure 4.1 shows some of the most commonly used information flow models in AVPs. 

These models include: 

1) The Predecessor-Following (PF) model, labelled as i. 

2) The Predecessor-Leader-Following (PLF) model, ii. 

3) The Bidirectional (BD) model, iii. 

4) Bidirectional Leader (BDL) model, iv. 

5) Two Predecessors Following (TPF) model, v. 

6) Two Predecessors Leader Following (TPLF) model, vi. 

 

 

Figure 4.1: Common Information follow models in vehicle platoons. 

4.2. General Platoon Model and Problem Statement 

The controlled platoon comprises four vehicles in total. The Leader Vehicle (LV) and 

three Follower F vehicles. The platoon model considered in this study is based on the 

predecessor-leader following (PLF) communication model described by (Swaroop and 

Hedrick 1999; Wang et al. 2018; Zheng et al. 2014). We design a PID controller and 

an LQR to aid the control of the longitudinal distance between vehicles. Generally, 

both algorithms take as input the current inter-vehicle distance between vehicles (di to 
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the preceding vehicle and dil to the LV) and return as output a velocity reference with 

which the corresponding F Vehicle needs to travel to achieve the desired distance (D) 

to the preceding vehicle and Dil to the LV. Figure 4.2 depicts data acquisition, the 

specific parameters used by the PID algorithm, and how, ultimately, the reference 

velocity of the corresponding Fi vehicle is calculated from the joint outputs of the PID 

controllers where xi(t), yi(t) are the corresponding vehicle’s world coordinates. 

Similarly, the LQR algorithm, Figure 4.3 uses the same world coordinates, xi(t) and 

yi(t) as the position state estimate at time, t, of the F vehicle in question relative to its 

predecessor(s).  We thus state the general problem as: 

Given: 

 𝑑𝑖 = 𝐷 ± 𝐸𝑖 

𝑑𝑖𝑙 = 𝐷𝑖𝑙 ± 𝐸𝑖𝑙 
(4.1) 

Where, 

 𝐸𝑖 = 𝐷 −  𝑑𝑖 

𝐸𝑖𝑙 = 𝐷𝑖𝑙  − 𝑑𝑖𝑙 
(4.2) 

Subjected to: 

     𝐸𝑖 = 𝐸𝑖𝑙 ≤ 𝐸𝑡ℎ𝑟𝑒𝑠ℎ (4.3) 

The main objective is to minimize |𝐸𝑖|. 

Therefore, the primary purpose of the PID and LQR controllers is to reduce the errors, 

Ei and Eil and drive them as close to 0m as possible. 
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Figure 4.2: PID platoon controller model. 

So the best-case scenario at any point in the simulations is to have Ei=Eil=0m, 

especially during the steady-state. For evaluation purposes, analyzing the results of Ei 

is sufficient since Ei is directly proportional to Eil, that is,  

 𝐸𝑖 = 𝑘 ∙ 𝐸𝑖𝑙 (4.4) 

Ei = k· Eil. Where k is the constant of proportionality. k = 1 in this case. Thus, the 

exclusion of the values of Eil and, incidentally, dil from the graphs and tables for 

brevity. 

 

Figure 4.3: LQR platoon controller model 

∀Fi, i∈{1, 2, 3} where di is the ith inter-vehicle distance between the ith F vehicle and 

the preceding vehicle, dil is the inter-vehicle distance between the ith F vehicle and the 
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LV, D is the desired inter-vehicle distance between the ith F vehicle and its 

corresponding predecessor, Dil is the desired inter-vehicle distance between the ith F 

vehicle and the LV, Ei is the error between the ith inter-vehicle distance and the desired 

distance, D and Eil is the error between dil and Dil. Ethresh is the maximum and minimum 

threshold value beyond which any of the errors should not exceed. This constraint 

ensures that F vehicles should not fall more than Ethresh behind the preceding vehicle, 

i.e., Ei ≤ Ethresh and E ≤ Ethresh. It also ensures that F vehicles do not get more than 

Ethresh closer to the preceding vehicle and, incidentally, the LV, i.e., Ei ≥ - Ethresh and Eil 

≥ - Ethresh. Every F vehicle runs the corresponding control algorithm. Applying the 

platoon stability definition provided by (Seiler, Pant, and Hedrick 2004), the steady-

state error transfer function can be written as 

 
𝐻(𝑠) =

𝐸𝑖(𝑠)

𝐸𝑖−1(𝑠)
 (4.5) 

This implies that platoon stability is locally guaranteed under the condition that 

||H(s)||∞ ≤ 1, and h(t) > 0 where h(t) yields the error propagation impulse response of 

the ith vehicle as per the ζ2 norm as defined by (Oncu et al. 2013). ζ∞ extends this notion 

throughout the whole platoon to ensure that overshoots do not occur as the signals 

propagate up the string, hence global stability. 

 

Figure 4.4: Illustration of the inter-vehicle distance di, dil, LV, and F. 

Figure 4.4 demonstrates the platoon setup. LV, is the Leading vehicle, also referred to 

as the root node of the platoon and is generally indexed as the first member of the 

platoon. The F labels depict the follower vehicles. The distance from one vehicle’s 
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head to the preceding or L  vehicle’s rear is referred to as the inter vehicle 

gap/distance in this study. The control algorithm aims at ascertaining a constant inter-

vehicle gap with all vehicles’ velocity sufficiently approximately equal to that of the 

LV in the platoon using only the distance calculated from the data provided by the 

onboard GPS sensors of the vehicles. Errors in the inter-vehicle gap should be 

bounded, and there should be no collisions among platoon members in the worst-case 

scenario at all times during the simulation. In the simulation, constraint parameters 

were set as; Ethresh = 5m, D = 7m. At the start of the simulation, GPS data measurements 

are retrieved asynchronously if available from every vehicle’s onboard GPS sensor. 

From this data, the relative intervehicle gap is calculated and forwarded to the control 

algorithm in question, which in turn returns the reference velocity with which the 

corresponding F vehicle’s velocity is updated with the aim to achieve the desired inter-

vehicle gap between F and the preceding vehicle. The desired inter-vehicle distance, 

D, is set as the PID algorithm’s setpoint and is also one of the LQR algorithm’s 

reference states’ elements, whereas the intervehicle gap estimate, calculated from the 

data measurements provided by the GPS sensors, is provided as the feedback for the 

control algorithms. Similarly, the inter-vehicle gap between a given F vehicle and LV, 

with the exception of the second F vehicle, is controlled using dil as the feedback and 

Dl as the setpoint of the PID – desired state’s value for the LQR algorithm. Then the 

algorithms are executed in a closed loop. 
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4.3. Simulation Environment and Experimental Setup 

 

Figure 4.5: Simulation environment 

3D vehicles were designed and modeled using gazebo and ROS environments. Visuals 

of the 3D vehicle objects were created using the gazebo platform, whereas vehicle 

motion was handled and controlled by the nodes implemented using the ROS 

framework(Quigley 2009). Figure 4.5 shows the environment in which the simulations 

were performed and monitored. The vehicles move forward along the road during 

simulation to preserve the presented platoon formation and the desired inter-vehicle 

distance. We performed simulations under the assumptions and constraints that:  

• The roads are straight and have got no slope so that longitudinal control of the 

platoon remains the focus of the platoon.  

• Communication is wireless, that is, over Wi-Fi (IEEE 802.11), and each 

vehicle is only allowed to communicate to the preceding vehicle.  

• Overtake and reversing maneuvers are not allowed in the platoon. 
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Table 4.1: Vehicle information presents some of the major vehicle model parameters 

and their values. 

Table 4.1: Vehicle information 

Vehicle Attribute  Value 

Vehicle Mass  

Vehicle Length  

Vehicle Width  

Vehicle Height  

Wheel Radius  

Wheelbase  

Wheel Width  

Drag coefficient  

1823.0kg 

5m 

1.89m 

1.480m 

0.34m 

2.95m 

0.225m 

0.27 cd 

 

The platoon comprises four vehicles with-not obligatorily homogeneous attributes. 

The vehicle attributes are presented in Table 1. We approximated these attributes in 

reference to a small vehicle such as the Hyundai Genesis-2014 presented by Edmunds 

(2014). The vehicle attributes are used in the description of the dynamics and 

kinematics of the joints that ultimately make up the vehicle model. ROS obtains 

dynamic and kinematic information of the robot by parsing Universal Robot 

Description Files/Formats (URDF) (Newman 2017), which are based on the 

Extensible Markup Language (XML). From this information, ROS conveniently 

calculates and generates a robot description and stores it in the ROS parameter server. 

From this server, all information concerning the robot is then available for processing 

and manipulation. A robot is defined as a set of rigid kinematic links connected by 

joints in a 3-dimensional (3D) world within the URDF files. The joints connecting the 

robot links can be one of the following six types (Angeli 2018):   

• planar - allows motion in a plane perpendicular to the axis. 

• floating - allows motion for all six degrees of freedom. 

• continuous - a hinge joint; rotates around the axis with no upper and lower 

limits. 
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• fixed - not an actual joint since it cannot move. All degrees of freedom are 

locked. Its configuration requires not the axis, calibration, dynamics, safety 

control, or limits. 

• prismatic - a joint that slides along the axis and has a limited range specified 

by upper and lower limits.  

Alternatively, ROS provides the XML Macro (XACRO) files which enable the 

construction of shorter, more readable, and easier to manage XML files. XACROs can 

perform essential arithmetic evaluations. They provide the feature of code reuse since 

they can access macros from external files-so xacro files have the ability to extend 

other xacro files. This feature simplifies the modeling of more complex robots e.g., 

vehicle parts; wheel, body, steering, etc., can be described in individual xacro files, 

and then combined in a single xacro file, say vehicle.xacro. The vehicle.xacro file is 

then expanded to generate the final URDF file used by ROS. ROS stores the robot 

information as a robot description in the ROS parameter server from which one can 

access this information using any higher-level programming language supported by 

ROS. Such languages include Python, C++ to mention but a few. Furthermore, the 

xacro files are also capable of parsing arguments defined in YAML configuration files 

(Conley 2009). The ability to parse arguments enable the use of variables in the 

evaluation of arithmetic operations. We pass the vehicle attributes presented in Table 

4.1 as arguments to the xacro files since this format allows freedom of modification 

for the various vehicles, i.e., we can spawn simultaneously spawn multiple robots with 

similar or different attributes using the same robot template with varying values. 

Gazebo is an open-source robotics simulator developed by the University of California 

and Willow Garage. ROS and gazebo interact intimately to facilitate robot control and 

simulation. Gazebo offers an option to launch the simulator as a ROS node. Thus, 

information published via ROS messages and topics becomes available for utilization 

to the gazebo simulator. Figure 4.6 shows the generalized structure of the nodes and 

their connections. The platoon_controller node is the center of our inter-vehicle 

distance control algorithm. Within this node is the PID control algorithm which takes 

as input the GPS data containing coordinate measurements of the preceding vehicle 

and the LV. The F vehicle running the algorithm then calculates its distance to the 

preceding vehicle and the LV and passes the result to the control algorithm. The output 

controller(s) becomes the velocity reference of the F vehicle in question. GPS data is 
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generated by a GPS sensor attached to each vehicle, and the data is published by every 

vehicle’s corresponding vehicle/gps node. The F vehicle only needs to subscribe to the 

topic to which the preceding vehicle publishes its data. Each vehicle knows its node 

name, and all data is namespaced with the vehicle node name followed by the topic 

name to which the data is published. E.g., the LV (first vehicle of the platoon) is named 

vehicle1. Its GPS data is published to the topic named vehicle1/gps. The vehicle 

immediately behind the LV is named vehicle2 and its corresponding GPS data is 

published to vehicle2/gps and so forth. Assigning names to vehicle node names occurs 

during the platoon formation process, during the generation of the vehicle description 

information for ROS, and right before the generated robot models spawn in the gazebo 

simulator. 

The platoon_controller publishes PID output velocity references to the respective 

vehicle_cmd_vel nodes of the corresponding vehicles via separate vehicle_cmd_vel 

topics. The vehicle_input node consumes this velocity reference data and prepares the 

different velocity components from this data, i.e., either angular or linear velocity. The 

steering_controller node handles the angular velocity component, whereas the 

velocity_controller node handles the linear velocity component.  

Equation (4.9) and equation (4.10) provide the main formulae which we employ to 

calculate the velocity of the vehicles. ROS control is a rather helpful ROS package 

utility for robot control in ROS. It provides ready implemented joint control loops such 

as PID loop, Sinesweep to ensure joint frequency control, to mention but a few. The 

utility further aids in the abstraction of the robot hardware through hardware interfaces 

for all the uniquely defined robot joints. The velocity_controller and 

Figure 4.6: Internode relationships 
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steering_controller nodes implement the interfaces and provide the inputs to the ROS 

control utility. This utility abstracts the direct interaction of our application with the 

vehicle resources such as actuators/motors, sensors, etc. (Chitta, Marder-Eppstein, 

Meeussen, Pradeep, Rodríguez Tsouroukdissian, et al. 2017) provide more 

information about the details of the utility’s method of operation, configuration, and 

the like. The r_viz, state_publisher, joint_state_data, and the tf nodes are important 

utility nodes. The r_viz node is from the r_viz ROS package, which enables robot 

visualization in real-time. Using this node, we can check the status of each vehicle. 

The joint_state_data node holds data of the joints of the robot. We can monitor joint 

states at any given time. This data is made available by the ROS control package. The 

state_publisher node enables us to publish this data as we wish.  

The tf node provides access to functionalities offered by the Transform library (TF) 

(Foote 2013). This library provides a standard way to track data in different 3D 

coordinate frames in real-time since robots generally have multiple constantly 

changing coordinate frames over time. These frames include the world frame, base 

frame, etc. This node makes it possible for us to track any robot frame we are interested 

in at any moment in time. The gazebo node facilitates connection to the gazebo 

simulator, which we use to visualize the entire platoon during simulation.  

Equation (4.6), equation (4.7), and equation (4.10) represent the inertia matrices of the 

vehicle main body, vehicle wheel and the vehicle steering as defined in the xacro files 

which are ultimately evaluated to derive the underlying lower-level vehicle dynamics: 

 

𝐵𝑜𝑑𝑦𝐼𝑛𝑒𝑟𝑡𝑖𝑎 =

(𝑊2 + 𝑀ℎ
2) ∙ 𝑀

12
0 0

0
(𝐿2 + 𝑀𝑙

2) ∙ 𝑀

12
0

0 0
(𝑊2 + 𝐿2) ∙ 𝑀

12

 (4.6) 
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𝑊ℎ𝑒𝑒𝑙𝐼𝑛𝑒𝑟𝑡𝑖𝑎 =

𝑅2 ∙ 𝑀

2
0 0

0
𝑅2 ∙ 𝑀

4
+

𝑊2 ∙ 𝑀

12
0

0 0
𝑅2 ∙ 𝑀

4
+

𝑊2 ∙ 𝑀

12

 (4.7) 

 

 

𝑆𝑡𝑒𝑒𝑟𝑖𝑛𝑔𝐼𝑛𝑒𝑟𝑡𝑖𝑎 =

𝑅2 ∙ 𝑀

4
+

𝐿2 ∙ 𝑀

12
0 0

0
𝑅2 ∙ 𝑀

2
0

0 0
𝑅2 ∙ 𝑀

4
+

𝐿2 ∙ 𝑀

12

 (4.8) 

where: W is the vehicle width, Mh is vehicle height, L is the vehicle length, M is the 

vehicle mass and R is the wheel radius. We use such matrices to also define the limits 

and values of the vehicle joints in to have the 3D vehicle models spawned in the 

Gazebo platform move realistically in our 3D world. Further details of low-level 

designs and control are left out for brevity since they are not the main focus of this 

study. We calculate the velocity to the rear left and right wheel actuators as follows:  

 𝑉𝑟𝑏, 𝑉𝑙𝑏 =
𝑣𝑥

𝑟
 (4.9) 

 

Equation (4.19) yields the velocity components for the left (Vlb) and right (Vrb) rear 

wheels of the vehicle. Where vx is the x component of the linear input velocity, and r 

is the radius of the vehicle’s wheel. Finally: 

 
𝑉 =

𝑉𝑟𝑏 + 𝑉𝑙𝑏

2
∙ 𝑟 (4.10) 

V is published to a PID controller whose result is then directly issued to the joint links 

controlling the vehicle wheels. Control of steering is beyond the scope of this study 

and thus left out for brevity. Initially, all vehicles are at rest (0 m/s) and are at an inter-

vehicle distance of 1m apart. The inter-vehicle distance is measured from the head of 
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the following vehicle to the rear of the preceding vehicle. The GPS sensors are, 

however, placed at the corresponding vehicle’s center of mass as (Redondo et al. 2018) 

recommend. The LV starts accelerating uniformly at 0.1m/s2 at a time, t > 0s with a 

time-step of 0.1s until it finally reaches a pre-defined velocity reference, V1 = 22 ± 

0.001 m/s. It then moves with constant velocity, V1 m/s for a pre-defined duration, T1 

≈ 55s, after which period, the LV starts to gradually decelerate at a rate of 0.1 m/s2 at 

time intervals of 0.1s until it reaches velocity V2 = 10 ± 0.001 m/s. The LV moves with 

constant velocity, V2 m/s for a duration of T2 ≈ 74s, after which it linearly decelerates 

to velocity V3 = 5 ± 0.001m/s and maintains V3 for T3 = 74s. Ultimately, the LV 

decelerates to rest. We terminate the simulation after the entire platoon reaches 0 m/s, 

i.e., at rest. The follower (F) vehicles accelerate and decelerate accordingly, with their 

reference velocities being the outputs returned by their respective control algorithms. 

Each F vehicle simultaneously controls its distance to both the preceding vehicle and 

the LV - except the second, F, vehicle whose preceding vehicle happens to be the LV. 

We, additionally, include a different scenario (uncertain scenario) during which the 

LV’s velocity is uncertain and changes continuously. That is, the velocity of the LV is 

never constant. Given that acceleration and deceleration of the LV can be viewed as 

disturbances in a platoon according to (Zheng et al. 2014) the LV occasionally exhibits 

random, abrupt and sharp accelerations and/or decelerations during this scenario. This 

behavior is intended to simulate miscellaneous real-life occassions where the LV 

maybe required to make an abrupt deceleration or acceleration For instance, to either 

dodge an obstacle or prevent collision. At the end of this scenario, the LV decelerates 

with a relatively larger deceleration magnitude. This enables us to evaluate how the 

platoon responds to such extreme scenarios. We present the platoon’s performance 

during this scenario in the Results section. Vehicles publish their ROS messages at an 

average rate of ≈10Hz relatively slower than the suggested maximum frequency of 

33Hz, in (Institute 2019), because we expect the signal transmission to the GPS 

receivers to be slower and, in some cases, unstable. We also configure the GPS with 

an update rate of 0.1s. We only update feedback to the controllers when the 

corresponding GPS sensors publish new measurement data. We tune the GPS with the 

following settings: a standard deviation of the additive Gaussian noise to the position 

of 0.01 for the latitude, longitude, and altitude, the standard deviation of the relative 

velocity error in GPS readings is 0.1m/s. 
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4.4. PID Controller 

This section briefly introduces the Proportional, Integral, and Derivative (PID) 

controller along with its general formulation and the meaning of the major parameters 

of the algorithm. Figure 4.7 shows the general closed loop of a PID. 

 

4.4.1. Brief Introduction 

In this section, a brief introduction and overview of the Proportional Integral and 

Derivative(PID) control (Åström and Hägglund 1995; Ogata 2010) concept is 

presented. The basic PID control algorithm, formulation and implementation are also 

discussed in this section. 

All over the world today, most feedback  loops are controlled using the PID controller 

or its modifications - be it as a stand alone controller or as a part of the overall control 

package. The PID controller is arguably the most common control method owing most 

of its fame to its general applicability to most control systems. This is more so the case 

for control systems whose mathematical model is unknown, thereby nullifying the 

application of analytical control and design methods (Ogata 2010). 

4.4.2. PID Formulation 

The goal of a PID controller is to have the difference between the Desired value (D), 

and the measure process value (d) as close to zero as possible. D is optionally referred 

e + D 

d 

- 

Process u 
I 

D 

P 

Σ 

Figure 4.7: General  closed loop PID control 
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to as the SetPoint(SP) The difference between D and d is referred to as the error(e). 

The standard PID formula can be written as: 

 

𝑢(𝑡) = 𝑘𝑃𝑒(𝑡) + 𝑘𝐼 ∫ 𝑒(𝜏)𝑑𝜏 + 𝑘𝐷

𝑑𝑒(𝑡)

𝑑𝑡

𝑡

0

 

 
(4.11) 

Where; 

kP : is the proportional gain 

kD : is the derivative gain 

kI : is the integral gain 

d(t) : the change in time 

u(t) : the system control variable. 

e(t) : is the error between the desired value and the actual value at a given time, t. 

PID control is all about driving the error, e, to 0. The value d is also, referred to as the 

feedback value. This is usually measure or estimated with the aid of sensors and is 

sometimes also referred to as the process measurement. It is re-fed back into the 

control system, hence the term feedback and depending on the error a new control 

input is determined so as to minimize the error(Åström et al. 2006; Chang and Yuan 

2018; Ogata 2010). A control system that determines the control input based on the 

so-called feedback value is referred to as a closed-loop control system. 

4.5. LQR 

In this section, the Linear Quadratic Regulator is briefly introduced and presented. 

Related variations, parameters and what they stand for are also explained in this 

section. 

4.5.1. Brief Introduction 

In this section, a brief introduction and overview of the (Linear Quadratic Regulator) 

LQR optimization concept is presented. The basic LQR optimization algorithm, 

formulation and implementation are also discussed in this section. The optimal control 
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theory is a mathematical optimization approach towards providing solutions for 

system control. The LQR is a subcategory of the optimal control theory. In optimal 

control, the main aim is to calculate a control for a given system – usually dynamic – 

that optimizes the system’s corresponding cost function (Anderson and Moore 2007; 

Heydari and Balakrishnan 2012; Smallwood and Sondik 1973). 

LQR deals with controlling a system, whose dynamics are expressed using a 

combination of Linear differential equations, with a corresponding Quadratic cost 

function at an optimal cost, in general, and minimum, in particular. This is referred to 

as solving the LQ problem. The Linear Quadratic Regulator is thus one of the 

approaches to solving the LQ problem.  

In regulation control, weights are provided that aid in the minimization of the 

corresponding cost function. The cost function is the total of all errors in the observed 

measured values relative to the desired values. LQR is a feedback loop control 

algorithm objectively concerned with minimizing the cost function. Its regulation is 

performed around a predefined reference state. 

4.5.2. LQR Derivation and Formulation 

The LQR algorithm can be divided into two major categories depending on the time, 

generally referred to as the horizon, over which the optimization is performed. This 

can horizon can be one of finite or infinite (Bertsekas 2019; Bertsekas and Shreve 

1996). Furthermore, the formulation is done depending on whether the finite or infinte 

horizon LQR algorithm is to be applied to a discrete or continous system  

(Bertsekas 2012; Bertsekas and Shreve 1996; Carlson, Haurie, and Leizarowitz 2012; 

Garg et al. 2011; Heydari and Balakrishnan 2012; Milano 2018). 

Continuous-time formulations are done assuming the state equation of the continous-

time linear system as provided in equation (4.12), provided that  

x∈ ℝ𝑛 𝑖𝑠 𝑡ℎ𝑒 𝑠𝑡𝑎𝑡𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑠𝑦𝑠𝑡𝑒𝑚 𝑖𝑛 𝑞𝑢𝑒𝑠𝑡𝑖𝑜𝑛 𝑎𝑛𝑑 𝑢 ∈

ℝ𝑚 𝑖𝑠 𝑡ℎ𝑒 𝑐𝑜𝑛𝑡𝑟𝑜𝑙 𝑖𝑛𝑝𝑢𝑡 𝑣𝑒𝑐𝑡𝑜𝑟. 

A and B are the state and input matrices respectively. They are constants whereas x and 

u are functions – of time in this case. 
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 �̇� = 𝐴𝑥 + 𝐵𝑢 (4.12) 

a) Infinite-horizon continuous LQR formulation 

The cost of a continuous system provided in equation (4.12) can be generally 

formulated as: 

 
𝐽 = ∫ (𝑥𝑇𝑄𝑥 + 𝑢𝑇𝑅𝑢 + 2𝑥𝑇𝑁𝑢)𝑑𝑡

∞

0

 (4.13) 

It should be noted that the term in N is almost always left out for most dynamic 

systems. With the feedback gain, K, given as: 

 𝐾 = 𝑅−1(𝐵𝑇𝑃 + 𝑁𝑇) (4.14) 

and solving the algebraic Riccati equation (ARE), (Bertsekas 2012), for P as: 

 𝐴𝑇𝑃 + 𝑃𝐴 −  (𝑃𝐵 + 𝑁)𝑅−1(𝐵𝑇𝑃 + 𝑁𝑇) + 𝑄 = 0 (4.15) 

The control variable which gives the minimum value of the cost function defined in 

equation (4.10) can be given as: 

 𝑢 = −𝐾𝑥 (4.16) 

b) Infinite-horizon discrete-time LQR formulation 

The corresponding discrete-time LQR version can be formulated as follows.  

The corresponding state equation of discrete-time linear system becomes: 

 𝑥𝑘+1 = 𝐴𝑥𝑘 + 𝐵𝑢𝑘 (4.17) 

The associated cost function can be evaluated as: 
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𝐽 =  ∑(𝑥𝑘

𝑇𝑄𝑥𝑘 + 𝑢𝑘
𝑇𝑅𝑢𝑘 + 2𝑥𝑘

𝑇𝑁𝑢𝑘)

∞

0

  (4.18) 

Defining K as: 

 𝐾 = (𝑅 + 𝐵𝑇𝑃𝐵)−1(𝐵𝑇𝑃𝐴 + 𝑁𝑇) (4.19) 

Following, calculating for P from the discrete-time algebraic Ricatti Equation (DARE) 

as: 

 𝑃 = 𝐴𝑇𝑃𝐴 − (𝐴𝑇𝑃𝐵 + 𝑁)(𝐵𝑇𝑃𝐵 + 𝑅)−1(𝑁𝑇 + 𝐵𝑇𝑃𝐴) + 𝑄 (4.20) 

The control can finally be obtained as: 

 𝑢𝑘 = −𝐾𝑥𝑘 (4.21) 

c) Finite-horizon continuous time LQR formulation 

Considering the system represented by equation(4.12), the corresponding cost function 

evaluation for finite horizon LQR can be formulated as: 

 
 𝐽 = 𝑥𝑇(𝑡1)𝐹(𝑡1)𝑥(𝑡1) + ∫ (𝑥𝑇𝑄𝑥 + 𝑢𝑇𝑅𝑢 + 2𝑥𝑇𝑁𝑢)𝑑𝑡

∞

0

 (4.22) 

Defining the gain K as: 

 𝐾 = 𝑅−1(𝐵𝑇𝑃(𝑡)  + 𝑁𝑇) (4.23) 

and P from solving the corresponding ARE as: 

 𝐴𝑇𝑃(𝑡)  + 𝑃(𝑡)𝐴 −  (𝑃(𝑡)𝐵 + 𝑁)𝑅−1(𝐵𝑇𝑃(𝑡) + 𝑁𝑇) + 𝑄 = −𝑃(𝑡)̇  (4.24) 

Subjected to the boundary condition(BC), 
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 𝑃(𝑡1) = 𝐹(𝑡1) (4.25) 

The control variable can be calculated by: 

 𝑢 = −𝐾𝑥 (4.26) 

d) Finite-horizon discrete time LQR formulation 

The finite-horizon discrete time cost function for a system described in equation (4.17) 

can generally be formulated as: 

 

𝐽 = 𝑥𝐻𝑖

𝑇 𝑄𝑥𝐻𝑖
+ ∑ (𝑥𝑘

𝑇𝑄𝑥𝑘 + 𝑢𝑘
𝑇𝑅𝑢𝑘 + 2𝑥𝑘

𝑇𝑁𝑢𝑘)

𝐻𝑖−1

0

 (4.27) 

Where Hi is the time horizon. 

Now, calculating the feedback gain K as: 

 𝐾𝑘 = (𝑅 + 𝐵𝑇𝑃𝑘+1𝐵)−1(𝐵𝑇𝑃𝑘+1𝐴 + 𝑁𝑇) (4.28) 

Where Pk can be found through iteratively solving the following Riccati Equation. 

 𝑃𝑘−1 = 𝐴𝑇𝑃𝑘𝐴 − (𝐴𝑇𝑃𝑘𝐵 + 𝑁)(𝐵𝑇𝑃𝑘𝐵 + 𝑅)−1(𝑁𝑇 + 𝐵𝑇𝑃𝑘𝐴) + 𝑄 (4.29) 

With the boundary condition,  

 𝑃𝑁 = 𝑄 (4.30) 

The the control variable can be evaluated as: 

 𝑢𝑘 = −𝐾𝑘𝑥𝑘 (4.31) 

Results presented were obtained using the formulation from this sub-category. The x 

term in the control variable equations; equation (4.16), equation (4.21), equation 

(4.26), and equation (4.31) can, in some cases like ours, be more conveniently 

expressed as the error between the desired state and current system state. For instance, 
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taking the x term in equation (4.31) as �̅� = 𝑥𝑘,𝑎 − 𝑥𝑑  where 𝑥𝑘,𝑎 is the actual system 

state and 𝑥𝑑 is the desired state. 

Now, the major 15 states of a vehicle are presented in equation (4.32) below. 

 𝑠𝑡𝑎𝑡𝑒𝑠 = (𝑋, 𝑌, 𝑍, 𝑟𝑜𝑙𝑙, 𝑝𝑖𝑡𝑐ℎ, 𝑦𝑎𝑤, �̇�, �̇�, �̇�, 𝑟𝑜𝑙𝑙̇ , 𝑝𝑖𝑡𝑐ℎ̇ , 𝑦𝑎𝑤̇ , �̈�, �̈�, �̈�) (4.32) 

After specifying the vehicle model equations provided in section 3.2 into the ROS 

URDF files, we get access to this state information via the vehicle odemetry topic after 

proper setup at any desired point in time. For longitudinal control,  𝑋, 𝑌, �̇�, 𝑎𝑛𝑑 �̇� are 

sufficient. 𝑌 𝑎𝑛𝑑 �̇�, like the other states are not paramount to platoon control but may 

prove useful in the verification of correctness and accuracy. We obtain X, Y, and Z 

measurements from the GPS sensor and use the states provided by ROS as a part of 

the verification process during simulations. 
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CHAPTER 5 

RESULTS 

In this chapter, results from the performed simulations for all the scenarios under both 

controllers are presented. The results are followed by plot descriptions and 

explanations. 

5.1. Scenario 1 

We performed simulations by periodically varying the LV’s reference velocity 

seamlessly to V1 = 22 m/s, V2 = 10 m/s, and V3 = 5 m/s. This is realized by publishing 

velocity commands to the L ’s velocity topics via ROS. Reference velocities of the   

vehicles were determined by the PID controllers. The desired inter-vehicle distance, 

D, in the simulations was set to 7 m. 

Table 5.1: PID Controller parameters 

Parameter Value 

P 0.07 

I 0.00005 

D 0.08 

 

V1, V2, V3, and D were arbitrarily chosen. Table 5.1 shows the PID gains used by the 

PID controllers. We break down the simulation and entire motion of the platoon into 

eight distinct zones represented by letters A through H in the graphed results for the 

first scenario. These zones are different color coded for a more straightforward 

distinction and clarity. These colors, in brief, represent red: the zone where LV is 

accelerating; white: zone where the LV is moving with constant velocity or at rest; 

green: zone in which the LV is decelerating. Table 5.2 provides a more detailed 
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description of the zones. This section presents the results obtained from the 

simulations. 

Table 5.2: Description of the distinct zones throughout the simulations 

Zone Color Explanation 

A Red LV Accelerating from 0 to 22 m/s 

B White  LV moving with constant velocity, 22 m/s 

C Green LV decelerating from 15 to 10 m/s 

D White LV moving with constant velocity, 10 m/s 

E Green LV decelerating from 10 to 5 m/s 

F White LV moving with constant velocity, 5 m/s 

G Green LV decelerating from 5 m/s to rest 

H White All vehicles at rest with 0 m/s. 
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5.1.1. Results obtained using PID controller 

In this section, graphs of the results obtained using the PID algorithm are presented. 

 

Figure 5.1: IVD while using the PID controller 

In Figure 5.1, the change in the inter-vehicle distance of platoon members over 

simulation time while using PID control is shown. The maximum, and only, overall 

overshoot is exhibited in d1 in this scenario. Neither overshoots nor oscillations are 

observed in d2 and d3 throughout the simulations in this scenario.  

 

Figure 5.2: Error in the IVD while using the PID controller 

The graph in Figure 5.2 shows how the corresponding error in the inter-vehicle 

distance between corresponding platoon members changes over time during the 

simulation in reference to the desired inter-vehicle distance. It can be noted that F1 

generally experiences much greater errors in comparison to F2 and F3 as it only gets 

information from one vehicle (LV) whereas F2 and F3 receive information from two 

different sources (preceding vehicle and LV). 



 

44 

 

 

Figure 5.3: Platoon velocity profile while using the PID controller 

The plot in Figure 5.3 presents the respective velocities of the platoon members 

throughout the simulation. 

The parameter gains that yielded the results obtained using the PID controller are 

provided in Table 5.1. The parameters were selected through trial and error. 

Table 5.3: Error statistics of the three inter-vehicle distances while using PID 

d_i d_1 d_2 d_3 

Zone Std(m) Var(m2) Std(m) Var(m2) Std(m) Var(m2) 

A 0.3876 0.1502 0.3701 0.1370 0.4344 0.1887 

B 0.2410 0.0581 0.0014 0.0000 0.0024 0.0000 

C 0.3890 0.1513 0.0006 0.0000 0.0002 0.0000 

D 0.2359 0.0557 0.0000 0.0000 0.0001 0.0000 

E 0.4284 0.1835 0.0013 0.0000 0.0001 0.0000 

F 0.2028 0.0411 0.0002 0.0000 0.0001 0.0000 

G 0.4737 0.2244 0.0001 0.0000 0.0001 0.0000 

 

Table 5.3 provides statistics of the error in the inter-vehicle distances at different zones 

throughout the simulation when PID control is applied. The statistics presented are the 

standard deviation (std) and the variance (var) of the inter-vehicle distances within the 

specified regions. 
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5.1.2. Results obtained using LQR controller 

Graphs demonstrating the performance of the LQR are presented in this section

 

Figure 5.4:IVD while using the LQR algorithm 

The graph in Figure 5.4 shows the change in the inter-vehicle distance of platoon 

members over simulation time while using LQR control. The graph shows that d1, 

experiences the maximum overshoot followed by d2 and d3 shows the minimum 

overshoot. The  graph also exhibits mild transient oscillations in IVD till the system 

finally settles. 

 

 

Figure 5.5: Error in the Error while using the LQR controller  

The graph in Figure 5.5 depicts the observed IVD error among platoon members under 

LQR control. Ignoring errors resulting from the initial platoon position, it can be 

observed that the error in d1 exhibits the maximum transient error (2.73m), and 
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maximum error overall followed by the maximum error in d2 (1.12m) and finally the 

maximum error in d3 (0.86m).  

 

Figure 5.6: Platoon velocity profile while using the LQR algorithm 

In Figure 5.6, the velocity profile of the platoon members during the simulations under 

LQR control is shown. 

Table 5.4: Error statistics of the three iner-vehicle distances while using LQR 

d_i d_1 d_2 d_3 

Zone Std(m) Var(m2) Std(m) Var(m2) Std(m) Var(m2) 

A 2.0129 4.0519 0.4625 0.2139 0.0881 0.0078 

B 1.0644 1.1329 0.7581 0.5747 1.0677 1.1400 

C 0.0204 0.0004 0.0065 0.0000 0.0040 0.0000 

D 0.1937 0.0375 0.0076 0.0001 0.0076 0.0001 

E 0.2085 0.0435 0.0001 0.0000 0.0044 0.0000 

F 0.2058 0.0423 0.0007 0.0000 0.0030 0.0000 

G 0.0115 0.0001 0.0000 0.0000 0.0002 0.0000 

 

Table 5.4 provides statistics of the error in the inter-vehicle distances at different zones 

throughout the simulation when PID control is applied. The statistics presented are the 

standard deviation (std) and the variance (var) of the inter-vehicle distances within the 

specified regions. 
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5.2. Scenario 2 (Uncertain Scenario) 

During this scenario, platoon performance of each controller is examined when the LV 

velocity profile is uncertain. The LV velocity is continuously varied throughout the 

simulation period. 

5.2.1. PID controller performance 

 

Figure 5.7: Platoon performace when the LV velocity is continuously varied - 

uncertain scenario while using the PID controller 
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Figure 5.7 shows the results of the proposed controller’s performance when the LV’s 

velocity is continuously changing while the platoon is being controlled using a PID 

controller. From top to bottom, in Figure 5.7 is the L ’s velocity plot throughout the 

scenario, followed by the platoon’s inter-vehicle distance (IVD), error, and velocity. 

The maximum and minimum observed errors during this scenario are 3.30 m and -4.50 

m, respectively. The maximum acceleration magnitude observed in this scenario was 

2 m/s2 observed when the elapsed time was 306s. The LV accelerated from 17m/s to 

21 m/s in 2s. It can also be observed that the LV decelerates relatively fastly towards 

the end of the scenario till it comes to rest. That is, from the period when the elapsed 

time is 348s till the LV comes to rest. The LV decelerates from 19.5 m/s to 0 m/s in 17 

s. It should be noted that the error measurements used in the calculation of these 

statistics are those values logged after the first F vehicle observes an inter-vehicle gap 

of 7 m to the LV for thefirst time. That is, di = 7 m for the first time. Error values prior 

to this time are not taken into account during the calculation of statistics in order to 

mitigate the influence of the initial conditions to the performance evaulation of the 

proposed controller. The initial conditions, that is, all vehicles being 1m apart were set 

arbitrarily. This serves two purposes, i.e., ensures that there is no reverse motion in the 

platoon and also enables us to monitor how well and how fast the system recovers 

from an inital error situation. The error plots, therefore, register starting error values 

of -6 m in all the inter vehicle distances, di, between vehicles. The negative sign means 

that the vehicles are 6m closer to each other than desired inter-vehicle distance. A 

positive sign in the error thus means that the vehicles are further from each other than 

desired. 
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5.2.2. LQR controller performance 

 

Figure 5.8: Platoon performace when the LV velocity is continuously varied - 

uncertain scenario while using the LQR 

Figure 5.8 shows the results of the proposed controller’s performance when the LV’s 

velocity is continuously changing while the platoon is being controlled using a PID 

controller. From top to bottom, in Figure 5.8 is the LV’s velocity plot throughout the 

scenario, followed by the platoon’s inter-vehicle distance (IVD), error, and velocity. 

The maximum and minimum observed errors during this scenario are 2.86 m and -1.11 

m, respectively. The maximum acceleration magnitude observed in this scenario was 

2 m/s2 observed when the elapsed time was 306s. The LV accelerated from 17 m/s to 
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21 m/s in 2s. It can also be observed that the LV decelerates relatively fastly towards 

the end of the scenario till it comes to rest. That is, from the period when the elapsed 

time is 348s till the LV comes to rest. The LV decelerates from 19.5 m/s to 0 m/s in 

17s. It should be noted that the error measurements used in the calculation of these 

statistics are those values logged after the first F vehicle observes an inter-vehicle gap 

of 7m to the LV for thefirst time. That is, di = 7m for the first time. Error values prior 

to this time are not taken into account during the calculation of statistics in order to 

mitigate the influence of the initial conditions to the performance evaulation of the 

proposed controller. The initial conditions, that is, all vehicles being 1m apart were set 

arbitrarily. This serves two purposes, i.e., ensures that there is no reverse motion in the 

platoon and also enables us to monitor how well and how fast the system recovers 

from an inital error situation. The error plots, therefore, register starting error values 

of -6m in all the inter vehicle distances, di, between vehicles. Again, negative sign 

means that the vehicles are 6m closer to each other than desired inter-vehicle distance. 

Also again, positive sign in the error thus means that the vehicles are further from each 

other than desired. The main parameters used by the LQR controllers to obtain results 

presented in this chapter are provided below: 

 𝐴 = [
1 0 0
0 1 0
0 0 1

] , 𝐵 = [
𝛿𝑡 ∙ 𝑐𝑜𝑠(𝜃) 0
𝛿𝑡 ∙ 𝑠𝑖𝑛(𝜃) 0

0 𝛿𝑡

] , 𝑄 = [
1650 0 0

0 1 0
0 0 1

] , 𝑅 = [
15 0
0 0

] 

where 𝛿𝑡 is the change in time and 𝜃 is the orientation of the corresponding vehicle. 
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CHAPTER 6 

DISCUSSION: COMPARISONS, CONTRIBUTIONS, AND 

LIMITATIONS 

In this section, we compare and contrast, first, the performance of the two presented 

controllers for the two described scenarios. A summary of the results is tabulated for 

each scenario and then a description of the results is provided, followingly. Secondly, 

a comparison with other methodologies suggested in literature is made. The first 

scenario, being more relatable to the scenarios considered from the selected literature, 

is utilized for the comparisons made with other methodologies. 

6.1. Comparisons 

Table 6.1: General comparison of results obtained from the first scenario 

 Method PID LQR 

Scenario 1 
Max. Overshoot(m) 1.81 2.73 

Max. Undershoot(m) -1.90 -0.62 

 

It can be noted from Table 6.1 that during the first scenario, LQR showed the overall 

maximum overshoot while PID exhibited the overall maximum undershoot. The 

negative signs on the undershoot show that the F vehiles were closer to the 

corresponding preceding vehicles than desired. 

Table 6.2: General comparison of the results obtained from the second scenario 

 Method PID LQR 

Scenario 2 

Max. Overshoot(m) 3.30 2.86 

Max. Undershoot(m) -4.50 -1.11 

 

It is observed from Table 6.2 that during the second scenario, PID control yielded the 

both the maximum overshoot and undershoot throughout the entire simulation. 
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It can be observed from the results provided that all the algorithms guarantee the 

following effect in the platoon while maintaining the desired inter-vehicle distance 

since 𝐸𝑖 ≤ 𝐸𝑡ℎ𝑟𝑒𝑠ℎ almost everywhere in all scenarios under the control of both LQR 

and PID algorithms. During the first scenario, it can be observed from Figure 5.4 and 

Figure 5.5 that LQR control exhibits relatively more transient oscillations before it 

settles down than PID results in Figure 5.1 and Figure 5.2. 

Furthermore, following from the definition of string stability provided by (Öncü 2014), 

string stability is guaranteed in this study since overshoots do not occur and amplify 

as signals propagate up the string. Ignoring the initial errors culminating from initial 

conditions, string stability can be proven using equation (4.5) almost everywhere, in 

the case of PID and at steady-state in the case of LQR – right after the initial transient 

response.  

Table 6.3: Comparison of results with other methodologies suggested in existing  

literature 

Approach 

Max-

transient 

error(m) 

Steady-state 

error(m) 

Communication 

criteria 

Proposed (our) PID-

approach 
1.90 0 Local and global 

Proposed LQR approach 2.73 0 Local and global 

(Ali, Garcia, and 

Martinet 2013) 
~3.2 ~2.5 Local and global 

 

Table 6.3 presents the comparison of our controller’s performance with that of a 

different approach proposed by (Ali, Garcia, and Martinet 2013). They suggest a 

variable inter-vehicle distance control approach where they define the time headway 

term proportional to the difference between the velocity of the vehicle, and an 

additional term, hereafter, referred to as ρ, which is shared by all platoon members. 

Thus, the spacing error is evaluated. The additional term, ρ, is also used as a control 

parameter for their modified constant time headway (CTH) algorithm. Ali et al.’s 

control approach uses both local and global control. In Table 6.3, local control is 

represented by l, whereas global control is represented by g. In local control, data from 

neighboring platoon members are utilized, whereas in global control, data from, at the 

very least, the LV is necessary. We use global and distributed control in our 

approaches. To evaluate the performance of their approach, they vary the velocity of 
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the L  three times, as well, to  1′ ≈ 14 m/s,  2′ ≈ 19 m/s, and  3′ ≈ 16 m/s. They 

perform simulations with both MATLAB and TORCS. MATLAB is used to represent 

a perfect world, and TORCS, a 3D, simulation environment, is used to represent a 

rather more realistic environment since it provides more features. We utilize the results 

obtained using the rather more realistic TORCS environment in the comparison 

provided in Table 6.3. 

(Long, Tian, and Cheng 2020) proposed a distributed model predictive model for 

the longitudinal control of truck platoons. Their model considers the state of the LV. 

In their study, platoon members transition from cruise control (CC), adaptive cruise 

control (ACC), and cooperative adaptive cruise control (CACC). ACC and CACC 

constitute the most advanced platoon controllers that exist today. They use MATLAB 

to evaluate the performance of their model. 

We present a summarized comparison of the performance of our approaches and the 

ACC phase of their study. Throughout the simulations, (Long, Tian, and Cheng 2020) 

had the L  accelerate to ≈16 m/s, then move with constant velocity after that. They 

experienced a maximum transient response error of ≈37 m before the system finally 

settled and had the range error converge to 0 m. Our proposed controllers i.e., PID and 

LQR, had overall maximum absolute transient errors of 1.90m and 2.73m respectively, 

after which they converged to 0m at steady state. 

6.2. Contribution 

In this work, computationally less demanding and scaling approaches to aid realize the 

control of longitudinal inter-vehicle distance in A PS that only utilize the vehicles’ 

onboard GPS sensors and a connection to Wi-Fi are proposed. We trade-off accuracy 

and precision for cost – financial and computational – and ease of setup. There are two 

major categories of platoon control: centralized (global) and decentralized (local). In 

the centralized control, a single management unit is responsible for the main data 

processing, control calculations and the transmission of control commands to the 

platoon members. Under decentralized control, each individual unit in the platoon 

handles its own data processing and runs its control algorithm using its computational 

resources. The proposed approaches are relatively more computationally cost-efficient 

because the controllers presented are all decentralized and run onboard each AV within 
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the platoon. That is, each vehicle handles its own processing of the data retrieved from 

the GPS sensor, extracting the relevant position information and forwarding it to the 

corresponding control algorithm, unlike in approaches based on centralized control as 

presented in (Milutinović and Lima 2006), for instance. In the approaches presented, 

no matter how large (in terms of number of platoon members) the platoon becomes, 

data processing and running the control algorithm costs remain constant unlike 

centralized approaches. These approaches thus scale with platoon size. That is, data 

processing requirements do not change as the number of vehicles in the platoon grows 

unlike in centralized setups for instance methods proposed in (Milutinović and Lima 

2006; Sacone et al. 2021) where relatively more powerful computation resources are 

required at the main processing unit.  

Additionally, the proposed approaches are financially cost-efficient and relatively 

simpler to implement yet providing considerably good real-time performance. All that 

is required for this algorithm is a single GPS sensor per platoon member for data 

acquisition. This is relatively much simpler to setup and configure in comparison to 

sensor fusion approaches that require a minimum of two sensors (e.g., GPS and IMU) 

such as the one presented by (Sukkarieh, Nebot, and Durrant-Whyte 1999). Setting up, 

calibrating, and configuring sensors in a sensor fusion system is relatively more 

complex, financially, and computationally more resource demanding as well.  

All inter-vehicle distance information is extracted from measurements taken by the 

vehicle’s onboard GPS sensors, thereby reducing data acquisition and computation 

resources. Thus, extra data acquisition and computational resources that would be used 

for longitudinal inter-vehicle gap control can be allocated to other, relatively more 

demanding platoon applications. Furthermore, this work differs from those that only 

perform numeric simulations such as (Ali Memon, Jumani, and Larik 2012; Heydari 

and Balakrishnan 2012) by not only using generated GPS data but also by applying 

the algorithm to the 3D vehicle models of the platoon simulated using ROS and the 

Gazebo platform to mimic the real world as much as possible. 

6.3. Limitations 

The approach presented in this study does have limitations. The first limitation of this 

algorithm stems from the fact that it is mainly based on GPS sensors. GPS, in reality, 
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is affected by high-frequency faults culminating from multipath errors that occur when 

signals bounce off surfaces before they can reach the sensor receivers. The position 

fix, therefore, gets affected as the signals are delayed. Another rarer cause of GPS 

faults happens when one of the satellites used by the sensor receiver gets blocked and, 

as a result, has to be compensated by signals received from a different satellite. The 

position fix received by the GPS sensor is affected by the geometry of the satellites 

from which the sensor gets signals. So, such changes in configurations of the satellite 

observed by the sensor receiver affect the position fix finally reported by the GPS 

receiver.  

High-frequency faults and multipath make the accuracy of GPS sensor, and ultimately, 

the efficiency of our algorithm heavily environment-dependent, making it more 

accurate and preferable in open space areas than in underground passages, enclosed 

environments, or places with tall buildings such as skyscrapers. The algorithm can be 

incorporated into indoor environments or closed environments by replacing the GPS 

technology with higher precision localization tools and, or sensors such as beacon 

technology illustrated by (Siegwart and Nourbakhsh 2004; Surian et al. 2019). We 

meticulously analyzed the impact of factors such as delays in V2V communication, 

delays in signal propagation from the PID controllers to the vehicle acuators on the 

performance of the proposed approach. We also analyzed the impact of GPS sensor 

lags and the random abrupt acceleration or deceleration of the LV due to miscellaneous 

factors such as having to stop at the traffic lights, inaccuracies resulting from following 

a human controlled vehicle and the like in (Gunagwera and Zengin 2022). 

Autonomous vehicle platooning applications in urban areas involve high precision 

dependent maneuvers that require about 0.02 m accuracy to guarantee safety, among 

other requirements - such as lane-keeping/changing on busy streets, overtaking 

operations, to mention but a few. In such applications, a 0.5m error is pretty significant. 

This limitation will be rectified in our future works, as well. 
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CHAPTER 7 

CONCLUSION 

At the beginning of this study, a brief review of autonomous vehicles and autonomous 

vehicle platoons is made. Thorough definition of the major terms in and surrounding 

the field of AVPs is presented followed by the current state-of-the-art. Factors 

paramount to the successful performance of AVPs are reviewed. These factors range 

from efficient communication among platoon members, energy efficiency of the 

autonomous vehicle platoon as a whole, to – but not limited to – safety guarantee by 

the platoon to both the platoon members and the surroundings. Furthermore, current 

progress towards the realization of autonomous vehicle platoons, issues and challenges 

still barring the realization of AVPs in the world today are discussed. 

We then present the modeling and control of a cost-efficient autonomous vehicle 

platoon as a step toward increasing the applicability and operability of the concept of 

AVPs in both indoor and outdoor intelligent transport systems and cross-disciplinary 

fields such as mobile robotics, electrical and industrial engineering to mention, but a 

few. Decentralized (local) algorithms are used to control the longitudinal inter-vehicle 

distance of an AVP comprising of four members using both PID and LQR controllers. 

In the presented approaches, each vehicle handles its own data processing and the 

running of the control algorithms. Data required by the control algorithms is provided 

by GPS sensors, thus, making the proposed algorithm cost-efficient both financially 

and computationally. The proposed approach takes as the main input to the PID and 

LQR controllers, the updated inter-vehicle distance between a follower vehicle and the 

preceding and/or leader vehicle. This distance is calculated from the data measured 

and provided by the vehicles’ onboard sensors. The controllers return the reference 

velocity with which the corresponding follower vehicle should move to achieve the 

desired inter-vehicle distance. 3D simulations using Gazebo and ROS are additionally 

used to aid the verification and monitoring of the performance of the predefined 

autonomous vehicle platoon under two main scenarios. The first scenario had the AVP 

get in motion from an erroneous initial state. The LV, accelerated, moved with constant 

velocity and at long last decelerated to rest. Response of the control algorithms 

incorporated within the F vehicles was then monitored. In the second scenario, we had 
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the LV, once again, accelerate with the platoon in an erroneous initial state except this 

time the velocity of the LV, was continuously varied and totally uncertain to the rest 

of the platoon members. General response and performance of the controllers 

incorporated within the F vehicles was graphed and the results’ summary tabulated 

and discussed in the results section. The platoon control methods applied in this study, 

utilize both local and global communication, thus, all platoon members are required to 

have a connection to Wi-Fi. 

The proposed approaches ensure maintenance of platoon formation and no collisions 

among platoon members. Furthermore, after the transient response to the leader 

vehicle’s acceleration, the standard deviation of the inter-vehicle distance error was 

kept under 7%, when using PID and under 29% when using LQR, of the desired inter-

vehicle distance throughout the entire simulation period while using both approaches. 

The system achieved a 0m error at the steady state after the initial transient response. 

Both approaches achieved individual vehicle stability and string stability after the 

transient response as well. In the first scenario, the PID controller displayed a 

maximum overshoot of 1.81m while the LQR controller displayed 2.73m as the 

maximum overshoot. The PID and LQR controllers showed -1.90m and -0.62m as 

maximum undershoots, respectively. During the second scenario, the maximum 

overshoot and undershoot of the PID controller were 3.30m and -4.50m respectively 

while the maximum overshoot and undershoot of the LQR algorithm were 2.86m and 

-1.11m respectively. 

However, the proposed method is mainly suitable for open environments since GPS 

accuracy is susceptible to high-frequency errors resulting from multipath and collision 

of GPS signals with surfaces before they reach the receiver. Applicability of the 

approach can be extended to closed and underground environments if GPS is replaced 

with high precision localization equipment such as position beacons installed in the 

target environments. 
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CHAPTER 8 

FUTURE WORK 

Lateral control of autonomous vehicle platoons with the aid of the approaches 

presented in this study is among the immediate future works. Implementation of lateral 

control alongside a longitudinally controlled autonomous vehicle platoon yields a fully 

autonomous vehicle platoon system with relatively wider applicability. 

Increasing the number of sensors to complement the GPS sensor, thereby providing 

more data is another topic for our future works. Fusing data from more sensors such 

as the IMU, LIDAR, RADAR, and Camera with the ultimate aim of improving 

controller accuracy and, incidentally, enhancing platoon performance is a future work 

objective of ours. 
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▪ Big data and data analysis using python, R, and/or 

MATLAB with sample cases on analysing the trend in 

the number of foreign students in Turkey – prior to the 

corona pandemic.  

▪ Deep and Machine learning: with sample practical cases 

in consumer preferences in logistic patterns – Finished. 

▪ Control theory and applications: ongoing research with 

theoretical and practical sample applications on the 

control of autonomous land vehicle platoons, 

mechanical components etc. – ongoing 
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G. SKILLS AND TECHNICAL EXPERTISE 

• Programming Languages and skills: 

o Java (Proficient) 

o Latex(Intermediate – prior experience) 

o MATLAB (Proficient) 

o PHP (Proficient with prior experience) 

o Database Systems (MySQL) – Proficient 

o Web development (Prior Experience) 

o Racket (intermediate) 

o Python (Proficient) 

o HTML, CSS, Javascript (Proficient) 

o Android Development (Prior Experience) 

o Micro-controllers and embedded systems (Prior Experience). 

• Technologies And Frameworks 

o Robotics Operating System (ROS). (Proficient with 

experience). 

o JQuery, Angular, Vue, Bootstrap, etc. (Proficient). 

o Stack J2EE (JSP, EJB, JMS, JPA) (Prior Experience) 

o Visual Studio (Prior experience/comfortable) 

o MapReduce (Beginner)  

• Operating Systems 

o Windows(Proficient with experience) 

o Linux (Proficient with experience) 

o Android 

• VCSs 

o Git (Proficient) 


