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Teknolojinin gelismesiyle birlikte endiistride ve akademide verilerin depolan-
mast biiyiik 6lciide kolaylagmis olup islenebilirligi de dnem kazanmistir. Bu veriler
kullanilarak sistemlerin modellenmesi ile kestirim, hassas kontrol, hata teshisi gibi
caligmalar yapilmaktadir. Ornek olarak elektrik tiiketim verilerinin tahmin edilmesi
kolay olmayan ama tahmin edildiginde 6nceden iiretim miktarinin belirlenmesini ve
gereksiz tiiketimin Oniine ge¢ilmesini saglayacak bilgiler icerir. Simdiye kadar bu
giiclii veriyi islemek ic¢in farkli yontemler kullanilmis ancak yeterli performanslar
elde edilememistir. Bu tez caligmasinda, elektrik tiiketim verisinden sembolik regres-
yon yontemi ile dzniteliklerin ¢ikarimi yapilmakta ve bu 6znitelikler kullanilarak tek
katmanl sinir aglar ile tahminleme yapilmaktadir. Temel amac, tasarlanan model-
leri karsilagtirmak degil az parametreli yapay sinir ag1 modellerinin performansini,
Oznitelik c¢ikarimi ile artirmak ve yiliksek basarimli tahmin sonuglar elde etmektir.
Elde edilen tahmin sonuglari, 6znitelik ¢ikarimi olmadan elde edilen sonuglar ile

karsilagtirilmigtr.

Anahtar Kelimeler: Yiiksek mertebeden sinir agi, 6znitelik ¢ikarimi, sembolik reg-

resyon, elektrik tiikketim tahmini.
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High-Order Neural Network Design with Symbolic Regression Based Feature

Extraction: Electricity Consumption Forecasting
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With the development of technology, the storage of data in industry and academia
has become much easier and its workability has gained importance. By using these
data, studies such as prediction, precise control and fault diagnosis are carried out by
modelling the systems. For instance, electricity consumption data contains informa-
tion that is not easy to predict, but when it is predicted, it will enable to determine
the amount of production in advance and to prevent unnecessary consumption. So
far, different methods have been used to process this powerful data, but sufficient per-
formances have not been achieved. In this thesis, features are extracted from electri-
city consumption data with symbolic regression method and prediction is made with
single-layer neural-networks using these features. The main purpose is not to com-
pare the designed models, but to increase the performance of artificial neural network
models with few parameters by feature extraction and to obtain high performance
prediction results. The prediction results obtained were compared with the results ob-

tained without feature extraction.

Keywords: Higher-order neural-networks, feature extraction, symbolic regression,

prediction of electricity consumption.
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1 Giris

Bir proses, bir veya daha fazla girdiyi bir veya daha fazla ¢iktiya doniistiiren bir dizi
baglantil1 faaliyetleri olusturmaktadir. Tiim is faaliyetleri siireclerde gerceklestirilir ve
tahmin de bir istisna degildir. Tahmin siireci problemin tanimlanmasiyla baglar. Problem
tanimlanmasi yapildiktan sonra gerekli veri toplanir ve analizi yapilir. Analizi yapilan ve
on iglemlerden gecirilerek temizlenmis olan veri secilen modele gore revize edilir ve mo-
dele uygulanir. Modelin olusturdugu ciktiya gére modelin dogrulugunun kontrolu yapilir
[41]. Kontrol islemi gergeklestirildikten sonra model iyilestirilmesine yonelik optimizas-

yon yontemleri kullanilir.

1.1 Enerji Tiiketim Verisi

Enerji tiiketim verisi endiistride ¢ogunlukla karsimiza ¢ikan depolamasi ve islenmesi son
zamanlarda onem kazanmus bir veri tipidir. Bu verinin incelenmesi yapildiginda zamanla
degisim gosteren bir veri tipi oldugu gozlemlenmektedir. Bu nedenle verinin taninmasi
ve tahminlenmesinin yapilabilinmesi icin Oncelikle zaman serileri bilinmeli ve zamanla

degisen verilerin 6zelliklerinin taninmas1 gerekmektedir.

1.1.1 Zaman Serisi Tahminleme

Tahmin, isletme ve sanayi, devlet, ekonomi, ¢evre bilimleri, tip, sosyal bilimler, siyaset
ve finans gibi bir¢ok alan1 kapsayan énemli bir sorundur. Tahminleme problemleri genel
olarak kisa, orta vadeli ve uzun vadeli olacak sekilde ayristirilmaktadir. Kisa vadeli tahmin
problemleri, olaylar1 yalnizca birka¢ zaman diliminde (giinler, haftalar ve aylar) gelecege
tahmin etmeyi icerir. Orta vadeli tahminler 1 ila 2 yil siireye kadar uzanir, uzun vadeli
tahminler ise bu siirelerden daha uzun oldugu durumu kapsamaktadir. Operasyon yoneti-
minden biitcelemeye ve yeni arastirma ve gelistirme projelerinin secilmesine kadar uzanan
faaliyetlerde kisa ve orta vadeli tahminler gerekmektedir. Uzun vadeli tahminler, stratejik
planlama gibi konularda dikkate alinmaktadir. Kisa ve orta vadeli tahminler ge¢mis verile-
rini baz alarak sistemleri tanimlamaya, modellemeye ve tahmin etmeye dayanmaktadir. Bu

tarihsel veriler genellikle atalet sergilediginden ve ¢ok hizli bir sekilde degismediginden,



istatistiksel yontemler kisa ve orta vadeli tahminler i¢in ¢cok faydalidir. Cogu tahminleme
problemi, zaman serisi verilerinin kullanilip, islenmesini icermektedir. Bir zaman serisi,
incelenmekte olan ve degisen bir parametre iizerinde zaman yonelimli veya kronolojik
bir izlenim dizisidir. Hiz degigkeni, cogu zaman serisinde ve tahmin uygulamasinda tipik
oldugu gibi, esit aralikli zaman periyotlarinda toplanir. Tahmin edilen parametre bircok
is uygulamasinda giinliik, haftalik, aylik, yillik verilerinde kullanilir, ancak herhangi bir
raporlama araliginda kullanilabilir durumdadir. Zaman serileri endiistriyel siirecler kap-
saminda ele alindiinda ise, iiretim siirecinin kritik parametrelerinin 6zelliklerinin gele-
cekteki degerlerinin tahminlerinde, siirecteki 6nemli kontrol edilebilir degiskenlerin ne
zaman degistirilmesi gerektiginde veya siirecin kapatilip elden gecirilmesi gerekip gerek-
medigini belirlemekte yardimci olabilir. Geri besleme ve ileri beslemeli yapilarini igeren
kontrol modelleri, endiistriyel siireclerin izlenmesinde ve ayarlanmasinda yaygin olarak
kullanilmaktadir ve siire¢ ¢iktisinin tahminleri bu proseslerin ayrilmaz bir pargasidir [41].
Endiistriden 0rnek verecek olursak, sekil 1’de ana fabrikanin elektrik enerji tiiketimini
gosterir.

Genel zaman serisi modelleri, resmi bir model belirtmek icin ge¢mis verilerin istatis-
tiksel ozelliklerini kullanir ve daha sonra bu modelin bilinmeyen parametrelerini (genel-
likle) en kiiciik karelerle veya cesitli optimizasyon yontemleriyle tahmin eder. Buna ek
olarak, zaman serisi denildiginde, zaman serisi grafikleri, rastgele, egilimler, seviye kay-
malari, donemler veya dongiiler, olagandis1 gézlemler veya kaliplarin bir kombinasyonu
gibi kaliplar1 ortaya ¢ikarabilir [41]. Endiistride ve ticarette fiilen karsilasilan bircok seri,
duragan olmayan daranig sergiler ve 0zellikle sabit bir ortalamaya gore degismez[10]. Bu

davraniga ornek olarak sekil 2’de gosterilebilir.
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Sekil 1: Ana fabrikanin 6rnek giinliik enerji tiikketimi

1.2 Literatiir Ozeti
1.2.1 Enerji Tiiketim Tahminlemesi

Artan enerji tiikketimi, insan sagligini, tarimi, dogal ekosistemleri ve diinya sicakligini etki-
leyen sera gazlari gibi kirleticilerin salinmasina yol agcmistir. Yenilenebilir enerjinin dogru
tahmin edilmesi ve 6n goriilmesi, enerji sektoriinde politika ve karar verme siireci i¢in
hayati onem tasimaktadir. Bu nedenle, cevresel ve ekonomik faktorleri géz oniinde bu-
lundurarak yenilenebilir enerji tiikketiminin optimum tahmini i¢in Yapay Sinir Ag1 (YSA)
yaklasimi sunulabilinir. Buna gore, [4] ¢alismasinda YSA, verileri En Diisiik Ortalama
Mutlak Yiizde Hatasi1 (MAPE) sahip Cok Katmanlhi Algilayict (MLP) yaklagimiyla egitir
ve test edilir. Onerilen yaklagim, mevcut dlgiim ekipmaninin bulunmadigi yerler icin kulla
nmilmistir ve yenilenebilir enerji tiiketiminin tahmini icin en iyi modeli se¢cmek icin tam

duyarhlik analizi yapilmistir. Elde edilen sonuclar yaklasik %99,9’1uk yiiksek dogruluk
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Sekil 2: Ana fabrikanin 6rnek haftalik elektrik enerjisi tiikketimi

gostermistir. Onerilen modelin sonuglari, avantajlarini ve iistiinliigiinii gostermek icin ge-
leneksel ve bulanik regresyon modelleri ile karsilastirilmistir. Yapay sinir aglarinin kul-
lanildig1 bir diger calismaya 6rnek verecek olursak, [11] calismasinda, binalardaki enerji
tilkketimini tahmin etmek i¢in Elektromanyetizma Tabanli Atesbocegi Algoritmasi- Ya-
pay Sinir Ag1 (EFA-ANN) adli yeni bir hibrit model incelenmistir. Model, verilen farkli
iki veri toplulugunun kullanimu ile birlikte 1sitma yiikiinti (HL) ve sogutma yiikiinii (CL)
degerlendirmek i¢in uygulanmaktadir. Ayr1 ayr her bir veri seti, sirasiyla cephe sistemi-
nin ve binanin boyutlarinin enerji tiiketimi lizerindeki etkisi gozlemlenerek elde edilmistir.
EFA-ANN’nin performansi, elde edilen sonuglarin diger yontemlerle karsilagtirilmasiyla
dogrulanip, EFA-ANN’nin HL ve CL i¢in daha hizli ve daha dogru bir tahmin sagladig1
gosterilmigtir. Her bir girdinin binanin enerji performansi lizerindeki etkisini belirlemek
icin bir duyarlilik analizi yapilmistir ve sonug¢ olarak, EFA-ANN’nin enerji verimli bi-

nalarin erken tasarimlarinda ingaat miithendislerine ve ingaat yoneticilerine yardimci ola-

12



bilecegi One siiriilmiistiir. Binalardaki enerji verimliligini ele alan bir diger calismada
[46], birden fazla binada saatlik ¢oziiniirliikte kisa vadeli enerji tiiketimini tahmin etmek
icin Random Forest (RF) tabanli bir tahmin modeli onerilmistir. EZitim ve test siirecleri
zarfinda RF modelinin performansini incelemek ve test etmek icin saatlik bina enerji tiike-
timine iligkin bes tane yillik veri seti kullanilmistir. Degerlendirme sonuclari, RF modeli-
nin tahminde basarili bir tahmin dogrulugu sergiledigini gdstermektedir. Dort degerlendirme
senaryosunda, ortalama Ortalama Mutlak Hata (MAE) degerleri 1 adim ileri tahmin i¢in
0,430 ila 0,501 kWh, 12 adim ileri tahmin i¢in 0,612 ila 0,940 kWh ve 24 adim ilerisi tah-
min i¢in 0,626 ila 0,868 kWh arasinda degistigi gdzlemlenmistir. RF modeli, M5P ve Ran-
dom Tree (RT) modellerinden daha iistiin sonuglar verdigi savunulmustur. RF, 1 adim ileri
bina enerji tiiketimini tahmin etmede RT modelinden yaklasik %49.21, MAE’de %46.93
ve ortalama mutlak yiizde hatasinda (MAPE) daha iyi sonug verdigi gozlemlenmistir. RF
modeli, M5P modeline kiyasla MAE’de sirasiyla 12 adim ileri ve 24 adim ileri enerji
kullaniminda %49.95 ve %29.29’luk performans: gostermistir. Bu nedenle onerilen RF
modeli, incelenen Makine Ogrenmesi (ML) modelleri arasinda etkili bir tahmin modeli
olusturdugu one siirlilmiistiir. Bir diger calismada [18] ise, gelismis tekrarlayan sinir ag1
tabanli stratejilerin yararliligini arastirilmistir. Her strateji, iki diizeyde benzersiz 6zellik-
ler sunmakla birlikte, yiiksek diizeyde, 6zyinelemeli yaklasim, dogrudan yaklasim ve Cok
Girdili Cok Ciktili (MIMO) yaklasim dahil olmak iizere kisa vadeli tahminler iiretmek i¢in
tic cikarim yaklagimi kullanilmistir. Diisiik seviyede, tek boyutlu evrisimli islemlerin kul-
lanimu, ¢ift yonlii islemler ve farkli tipte yinelenen birimlerin kullanimi1 gibi tekrarlayan
model gelistirme i¢in en son teknikler kullamilmistir. Farkli stratejik modellerin perfor-
mansi, gercek bina operasyonel verilerine dayanarak farkli perspektiflerden degerlendirilerek
test edilmistir. Aragtirma sonuglari, ingaat uzmanlari ile gelismis biiytik veri analitigi arasin
daki bilgi boslugunu gidermeye yardimci olacagina deginilmistir. Elektrik santralde iire-
tilirken ayn1 anda tiiketildiginden, kararli gii¢c kaynaklari icin enerji tiikketimini dnceden
dogru bir sekilde tahmin etmek énemli bir noktadir.

Yapilan bagka bir calismada, konut enerji tiiketimini yiiksek bagar1 oranina sahip bir
sekilde tahmin etmek i¢cin mekansal ve zamansal 6zellikleri ¢cikarabilen bir Konvoliisyonel

Sinir Ag1-Uzun Kisa Siireli Bellek (CNN-LSTM) sinir ag1 kullanimi 6nerilmistir. Calisma
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sonuglart ve yapilan testler, konvoliisyonel sinir agin1 (CNN) ve Uzun Kisa Siireli Bel-
lek (LSTM) birlestiren CNN LSTM sinir aginin, enerji tiiketiminin karmasik 6zellikle-
rini ¢ikarabildigini ortaya koymaktadir. CNN katmani, enerji tiikketimini etkileyen cesitli
degiskenler arasindaki 6zellikleri ¢ikarabilir ve LSTM katmani, zaman serisi bilesenlerindeki
diizensiz egilimlerin zamansal bilgilerini modellemek i¢in uygun bulunmustur [31].

Buna ek olarak, Takviyeli 68renme ve derin 6grenmenin bir kombinasyonu olarak,
Derin Takviyeli Ogrenme (DRL) tekniklerinin dogrusal olmayan ve karmasik sorunlari
cozmesi beklenmektedir. Ancak, bina enerji tiiketimini tahmin etmede DRL teknikleri
hakkinda ¢ok fazla c¢alisma bulunmamaktadir. Bu nedenden dolayi, bina enerji tiiketi-
mini tahmin etmek i¢in yaygin olarak kullanilan iic DRL teknigini kullanan bir ofis bi-
nasinin ornek proses incelemesi iizerine ¢alisma yapilmistir. Asenkron Avantaj Aktor-
Kritik (A3C), Derin Deterministik Politik Gradyan (DDPG) ve Tekrarlayan Determinis-
tik Politik Gradyan (RDPG) seklinde farkli modeller kullanilmistir. DRL modelleri ile
yaygin olarak denetlenen modeller arasinda kapsamli bir karsilagtirma da saglanmis olup,
onerilen DDPG ve RDPG modellerinin su alanlarda bariz avantajlara sahip oldugunu
gostermektedir. Ortak denetimli modellere kiyasla bina enerji tiiketimini tahmin eder-
ken, model egitimi icin daha fazla hesaplama siiresini hesaba katmistir. Olgiilen tahmin
performanslart MAE, tek adimli tahmin i¢in %16-24 ve cok adimli tahmin i¢in %19-
32 oraninda iyilestirme yapildig1 gozlenmistir. Ayrica A3C’nin diisiik tahmin dogrulugu
gerceklestirdigini de gostermekte olup, DDPG ve RDPG’den ¢ok daha yavas yakinsama
yaptig1 gostermistir. Bununla birlikte, A3C bu li¢ DRL yontemi arasinda hala en verimli
teknik oldugu 6ne siiriilmiistiir [38].

Yillik enerji tiiketimini en aza indirmeyi ve termal konforu en iist diizeye ¢cikarmay1
amaclayan 1s1itma, havalandirma ve iklimlendirme (HVAC) sistem operasyonlarini kontrol
etmek amaciyla, Yapay sinir ag1 (YSA) ve cok amach genetik algoritmanin (MOGA) kom-
binasyonu, bir binada iki sogutmal1 sistemin ¢aligmasini optimize etmek i¢in uygulanmustir.
Binaya kurulan HVAC sistemi, radyan sogutma sistemi, degisken hava hacimli (VAV)
sogutma grubu sistemi ve 6zel dis hava sistemi (DOAS) gibi enerjinin izlenecegi ve kont-
roliiniin saglanacag: sistemler icermektedir. Sicaklik ayari, pasif giines enerjisi tasarimi

ve sogutucu ¢alisma sistemi kontrolii gibi ¢esitli parametreler karar degiskenleri olarak
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kullanilmigtir. Daha sonra, memnun olmayan insanlarin yiizdesi (PPD) ve yillik bina enerji
tiiketimi amag fonksiyonu olarak se¢ilmis ve kullanilmigstir. Sistemi iki ama¢ fonksiyonu
ile optimize etmek i¢in ¢ok amacli optimizasyon yontemi kullanilmasi dyle bir durum icin
uygun bulunmustur. Sonug¢ olarak YSA, karar degiskenleri ile ama¢ fonksiyonu arasinda
iyi bir iligki kurmugtur. Ayrica, MOGA, termal konfor ve yillik enerji tiikketimi a¢isindan
optimum sistemi elde etmek i¢in ¢esitli alternatif olasi tasarim degiskenlerini basariyla
sagland1g1 One stirtilmiistiir [52].

Otomatik gerilemeli entegre hareketli ortalama, yapay sinir ag1, bulanik ¢ikarim sis-
temi modeli, uyarlanabilir noéro bulanik ¢ikarim sistemi, destek vektorii regresyonu, asiri
makine 6grenimi ve toplu, uzun vadeli enerji talebini tahmin etmek i¢in genetik algoritma
iceren yeni bir topluluk metodolojisi 6nerilmistir. Cerceveyi, ortalama kare hatasi ve orta-
lama mutlak yiizde hatasi ile hata fonksiyonlariyla kiyaslama yontemiyle karsilagtirdiktan
ve bir model dogrulama seti uyguladiktan sonra, onerilen yontemin 6nceki yaklasimlara
gore tahmin dogrulugunu iyilestirdigi gosterilmistir. Onerilen yaklagim, rnek bir calismada
en iyi yapay zeka ve ekonometrik modellere gore ortalama %?22,3 RMSE ve %33.1 orta-
lama mutlak hata yiizdesi ile sonu¢lanmistir. Bu metodolojide tahmin grubunun iglem son-
ras1 optimizasyonu, tahmin dogrulugunu arttirmistir. Gelistirilen yaklasim, nasil hibridize
edildigine dair alana bir ek saglamigstir [47].

Binalar, kiiresel enerji tiiketiminin ve kiiresel sera gazi emisyonlarinin biiyiik bir kisminda
onemli bir rol oynamaktadir. Akilli cihazlardaki ve sensorlerdeki biiyiime goz oniinde bu-
lunduruldugunda, yeni nesil daha akilli, daha baglam farkinda, bina kontrolorleri gelistirme
firsat1 oldugu goriilmiistiir. Hava durumu, doluluk ve i¢ ortam sicaklifini girdi olarak
alindiinda, bolge diizeyinde yapay sinir aglar1 olusturulmustur. Bu gibi parametreler,
enerji tilketimini en aza indirmek amaciyla bir genetik algoritma tarafindan degerlendirme
amach kullamlmistir. Cardiff, Ingiltere’deki kiiciik bir ofis binasinda her bélge igin 6zel
olarak hazirlanmig 24 saatlik 1sitma ayar noktas1 programlar1 kurulmustur. Optimizasyon
stratejisi, giin oncesi optimizasyon veya her bir saat bagladiginda yeniden optimize edi-
len bir model tahminleyicisi kontrolii olacak seilde iki modda dagitilmigtir. Optimizas-
yonun temel bir 1sitma stratejisine gore enerji tiiketimini yaklasik %25 oraninda azalttig

gozlemlenmistir. Kullanim siiresi tarifesi degerlendirildiginde, optimizasyon enerji tiiketi-
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minden ziyade maliyeti en aza indirecek sekilde degistirildigi goriilmiistiir. Optimizasyon
stratejisi, yiikii daha ucuz fiyat donemlerine basariyla kaydirilmis olup, temel stratejiye
kiyasla enerji maliyetini yaklasik olarak %27 oraninda azalttig1 gozlemlenmistir [50].

Bir destek vektor makinesi, enerji tiiketimi tahmin modeli kurarak binalarinin enerji
tiiketimini incelemekte ve analiz etmektedir. Destek vektorii makine modeli, iklimlen-
dirme sisteminin hava parametrelerini ve calisma parametrelerini giris degiskenleri olarak
kullanmistir ve aykir1 degerlerin etkisini engellemek i¢cin normal dagilim araligini belirle-
yip degistirerek girig parametrelerinin kritik degerini hesaplayabilmektedir. RBF cekirdek
modeli, destek vektor makinesinin ¢ekirdek modeli olarak se¢ilmis ve ¢ekirdek para-
metrelerinin optimize edilmesiyle birlikte model tahmininin dogrulugu iyilestirilmistir.
Sonuglarda elde edilen model tahmininin MSE degeri %2.22 ve R? 0.94 olacak sekilde
sonug¢landirilmistir [53].

Enerji tiiketim bilgisi, bircok gercek sistemde periyodiklik i¢eren bir tiir zaman serisi
iken, genel tahmin yontemleri periyodiklik ile ilgili degildir. Periyodik enerji tiiketimini
tahmin etmek ve performansini incelemek i¢in uzun kisa siireli bellek (LSTM) agina da-
yal1 yeni bir yaklagim onerilmistir. Ik olarak, gercek endiistriyel veriler arasindaki oto-
korelasyon grafigi olusturulmustur. Korelasyon analizi ve mekanizma analizi, model ola-
rak uygun ikinci parametrelerin bulunmasina yardimer olmustur. Buna ek olarak, peri-
yodikligi tam olarak yakalamak icin zaman degiskeni kullanilmistir. Ardindan, sirali ve-
rileri modellemek ve tahmin etmek icin bir LSTM ag1 olusturulmus ve kullanilmustir.
Belirli bir sogutma sistemi lizerindeki test sonuglari, onerilen yontemin, Otoregresif Ha-
reketli Ortalama Modeli (ARMA), Otoregresif Kesirli Entegre Hareketli Ortalama Mo-
deli (ARFIMA) ve geri yayilim sinir ag1 (BPNN) gibi birka¢ geleneksel tahmin yonte-
miyle kiyaslandiginda daha yiiksek tahmin performansina sahip oldugunu gdstermistir.
LSTM’nin RMSE’si test verilerinde BPNN, ARMA, ARFIMA’dan %19.7, %54.85, %64.59
daha diisiik degerlerde oldugu goriilmiistiir. Ayrica, eksik belirli 6l¢iim ekipmanlarinin
sinirlamas1 goz onilinde bulundurularak, azaltilmis ikincil degiskenlere sahip yeni tahmin
modelleri, tahmin dogrulugu ve potansiyel girdi degiskenleri arasindaki iligkiyi kesfetmek
icin yeniden egitilebilinecegi onesiiriilmiistiir [57].

Doluluk davranigt binalarda enerji tiiketiminde 6nemli bir parametre olmustur. S1g
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doluluk orani, tahmin edilen ve Olgiilen enerji kullanim degeri arasinda 6nemli bir per-
formans eksikligine yol actif1 gézlemlenmistir. Bu nedenle kor sistem tanimlamasina
(BSI) dayali doluluk tahmini i¢in bir yaklasim Onerilmis ve bir iklimlendirme sistemi ta-
rafindan elektrik tiiketiminin tahmin modeli, yolcu sayisinin BSI tahmini ile bir yapay
sinir agina dayal1 olarak gelistirilmistir ve raporlanmistir. Kiitle korunumu kanunundan
ve havalandirma seviyelerinden tiiretilen i¢ mekan CO2 dinamiklerinin tantmlanmasindan
baglanilmistir. Doluluk orani ve model parametreleri de dahil olmak iizere bilinmeyen
parametreler, bir siklik maksimum olabilirlik algoritmasi ve Bayes tahmini kullanilarak
tahmin degerleri olusturulmustur. Ikinci asama ise, Bir Ileri Beslemeli Sinir Ag1 (FFNN),
Asir1 Ogrenme Mekanizmas1 (ELM) ve ayrica topluluk modelleri kullanarak iklimlen-
dirme sisteminin elektrik tiiketimini tahmin eden modeli olusturmaktir. Yap1 parametre-
lerinin, girdi secimi alternatiflerinin etkisini belirlemek i¢in ve kargilagtirma testinin bazi
yonlerini analiz etmek icin, (1) temel bilesen analizine dayali tahmin edici seciminin etkisi,
(2) tahmini doluluk oraninin etkisinin etkisi ve (3) sinir ag1 toplulugunun etkisi tizerine ii¢
caligsma yapilmistir. Girdi olarak doluluk sayisinin kullanildig: bir sinir ag1 modeli kulla-
narak enerji tiikketimini tahmin etmekteki dogrulugu artirabildigini gosterilmistir [61].

Diizensiz insan davranislar1 ve tek degiskenli veri kiimeleri, bireysel haneler icin ve-
riye dayal1 enerji tiiketimi tahminlerinin iki ana etken olmaya devam etmektedir. Bu konu
hakkinda yapilan bir ¢aligmada, hibrit bir derin 6grenme modeli bir topluluk uzun kisa
siireli bellek (LSTM) sinir aginin sabit dalgacik dontisiimii (SWT) teknigi ile birlestirilmesi
onerilmistir. SWT, stireksizlik azaltilmis ve potansiyel olarak LSTM tahmin dogrulugunu
lyilestirmeye yardimci olan veri boyutlarini arttirmistir. Ayrica, topluluk LSTM sinir agi,
Onerilen yontemin tahmin performansini daha da gelistirmistir. Dogrulama deneyleri, "UK-
DALE” tarafindan toplanan gercek zamanli hanehalki enerji tiiketimi veri setine dayali
olarak uygulanmistir. Rekabetci bir egitim verimliligi ile 6nerilen yontemin, kalic1 yontem,
destek vektor regresyonu (SVR), uzun kisa siireli bellek (LSTM) sinir ag1 ve konvoliisyo-
nel sinir ag1 dahil olmak iizere tiim karsilastirilan son teknoloji yontemlerden daha iyi
performans gosterdigini gosterilmek istenmisgtir [62].

Derin Sinir Aglar1 (DNN), bircok zorlu yapay zeka gorevinde son teknoloji dogrulugu

ortaya koydugu goriilmektedir. Hesaplamanin ¢ogu su anda bulutta bulunsa da, gizlilik,
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giivenlik ve gecikme endigeleri veya iletisim bant genigligindeki sinirlamalar nedeniyle
DNN isleminin sensoriin yakinina yerel olarak yerlestirilmesi talep edilmektedir. Buna
gore, enerji verimli DNN’ler tasarlamaya yoOnelik arastirma toplulugunda artan bir ilgi
vardir. Ancak, DNN modelinden enerji tiiketimini tahmin etmek, depolama maliyeti (mo-
del boyutu) ve verim (islem sayis1) gibi diger Olciitlerden cok daha zordur. Bunun sebebi,
enerjinin onemli, biiyiik bir boliimiiniin direkt olarak DNN modelinden ¢ikarilmasi zor
olan veri hareketi tarafindan kullanilmasidir. Mimariye, seyrekligine ve bit genisligine da-
yal1 olarak bir DNN’nin enerji tiiketimini tahmin edebilecek bir enerji tahmin metodolojisi
olusturulmasi onerilmistir. Bu metodoloji, su anda sahada onerilen ¢esitli DNN mimari-
lerini ve enerji verimli teknikleri degerlendirmek ve enerji verimli DNN’lerin tasarimina

rehberlik etmek icin kullanilanilmistir [63].

1.2.1.1 Literatiirde Elektrik Enerjisi Tiiketimi Tahminlenmesine Yonelik Calismalar

Bina sektoriiniin enerji talebindeki artan egilim, giivenilir ve saglam enerji tiiketimi tah-
min modellerini gerektirmektedir. Londra, Birlesik Krallik’ta bulunan bir yonetim bi-
nasinin elektrik tiiketimini tahmin ederek beg farkli akilli sistem tekniginin tahmin yete-
neklerini karsilastirmay1 amaglayan bir calisma yapilmistir. Bu ¢alismada kullanilan tek-
nikler su sekildedir; Coklu Regresyon (MR), Genetik Programlama (GP), Yapay Sinir
Ag1 (ANN), Derin Sinir Ag1 (DNN) ve Destek Vektor Makinesi (SVM). Tahmin etme
modelleri, glines radyasyonu, riizgar hizi, sicaklik, nem ve hafta ici indeksi gibi farklh
parametrelerin bes yillik gozlenen verilerine dayali olacak sekilde gerceklestirilmistir.
Hafta ici endeksi, calisilan ve calisilmayan giinleri ayirt etmek i¢in tanitilan bir para-
metre olarak onemli rol oynamaktadir. Modellerin egitilmesi ve besinci y1l i¢in tahmin
verilerinin elde edilmesi icin ilk dort yil verileri kullanilmistir. Son olarak, tiim model-
lerin elektrik tiiketimi tahmini, besinci yilin gergek tiiketimi ile kiyaslanmistir. Sonuglar
goz Oniinde bulunduruldugunda, ANN’nin %6 Ortalama Mutlak Yiizde Hatas1 (MAPE)
ile diger dort teknigin hepsinden daha iyi performans gosterdigini, oysa MR, GP, SVM
ve DNN’nin sirasiyla %8.5, %8.7, %9 ve %11 MAPE’ye sahip oldugunu gosterilmekte-
dir. Bu ¢alismanin uygulanabilirligi diger bina kategorilerini kapsayabilmektedir ve enerji

yonetimi ekiplerinin cesitli binalarin enerji tiiketimini tahmin etmesine yardimci olacagi
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diistintilmektedir [2].

Diger bir ¢calismada, stokastik prosediirlerin kullanildigi, elektrik talebini tahmin edildigi
entegre bir Genetik Algoritma (GA) ve yapay sinir ag1(YSA) onerilmigtir. Bu ¢alismada
kullanilan parametreler fiyat, katma deger, miisteri sayisi ve onceki donemlerdeki tiike-
tim seklindedir. Model, parametre degerlerini optimize ederek gelecekteki enerji talebini
tahmin etmek i¢in kullanilabilir. Bu ¢alismada uygulanan GA, tiim parametreleri i¢in
ayarlanmis ve tiim parametre degerleri ayn1 anda test edilirken, en az hataya sahip en iyi
katsayilar belirlenmistir. Genetik algoritma modelinin tahmin hatalari, regresyon yontemi
ile tahmin edilenden daha az oldugu gozlemlenmektedir. Her bir bagimsiz degiskeni tah-
min etmek i¢in YSA kullanilmis olup, ardindan 2008 yilina kadar elektrik tiiketimi tahmin
edilmek icin ¢calisilmistir. Entegre GA ve YSA’nin daha az MAPE (Mean Absolute Percen-
tage Error) hatas1 vermesi agisindan zaman serisi yaklasimina hakim oldugu gosterilmistir.
Ayrica, bu calismanin diger bir 6zelligi, enerji tiiketimi icin daha iyi tahminler elde etmek
i¢in zaman serileri yerine YSA’nin kullanilmasidir. 1981°den 2005°e kadar Irandaki tarim
sektoriiniin elektrik tiikketimi bu ¢alismanin veri seti olarak ele alinmistir [5].

Elektrik tiiketimi, malzeme iiretimi sektorii, saglik ve egitim sektorii gibi ulusal eko-
nomik, sosyal ve teknolojik faaliyetleri iceren alanlar i¢in biiyilk 6nem tagimaktadir. Bu
nedenden dolay1, daha iyi stratejik planlama yapilmsi, enerji kullanimi, atik yonetimi, ge-
lirin iyilestirilmesi ve gii¢ sistemlerinin bakimi gibi siirecler i¢in verimli elektrik talebi
tahmini ve yonetimi gerekli goriilmektedir. Ampirik Mod Ayristirma (EMD) tabanli bir
derin 6grenme Onerilen yontemler arasindadir. Belirli bir mevsim, giin ve bir giiniin za-
man aralif1 i¢in elektrik talebini tahmin etmek icin EMD yontemini LSTM modeliyle
birlestiren yaklagim kullanilmistir. Bu hedef dahilinde, EMD algoritmasi, bir zaman se-
risi sinyalini birkag i¢csel mod islevine (IMF’ler) ve parametrelere ayirmistir. Daha sonra,
cikarilan her bir IMF ve artik i¢in ayr1 ayr1 bir LSTM modeli egitilmistir. Son olarak,
tiim IMF’lerin tahmin sonuclari, elektrik talebi i¢in toplam ¢iktiy1 ortaya koymak i¢in top-
lama yoluyla birlestirilmistir. Onerilen yaklasimin uygulanabilirligini gostermek ve per-
formansini degerlendirmek i¢cin Chandigarh sehrinin elektrik tiiketim verileri degerlendirmeye
alimmistir. Ayrica, Onerilen yaklagimin performansi, tahmin sonuclar1 Tekrarlayan Sinir

Aglar1 (RNN), LSTM ve EMD tabanli RNN (EMDCRNN) modelleri ile karsilastirilarak
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degerlendirilmistir [6].

Ayrica, optimum elektrik talebi tahminini gercekleyebilmek icin c¢esitli simiilasyon
programlari, miithendislik ve yapay zeka tabanli yontemler kullanilmaktadir. Miihendis-
lik yontemleri tahmin i¢in dinamik denklemler kullanirken, yapay zeka tabanli yontemler
gelecekteki talebi tahmin etmek ic¢in gecmis verileri kullanir. Bununla birlikte, mevcut
yontemler yalnizca kisa vadeli bagimliliklar: ele almak i¢in yararli oldugundan, dogrusal
olmayan elektrik talep modellerinin modellemesi, saglam ¢oziimler i¢in hala az gelismistir.
Ayrica, mevcut yontemler, tamamen tarihsel verilere dayali olduklar i¢in dogalar1 geregi
statiktir. Uzun vadeli tarihsel bagimliliklar1 dikkate alarak elektrik talebini tahmin etmek
icin derin 6grenmeye dayal1 bir ¢erceve onerilen bir ¢alisma yapilmustir. ilk olarak, tiim
aylarin elektrik tiikketim verileri lizerinde kiime analizi yapilarak sezon bazinda segmente
edilmis veriler elde edilmistir. Ardindan, kiimelerin her birine diisen ana veriler hakkinda
daha derin bir anlayisa sahip olmak icin yiik egilimi karakterizasyonu gerceklestirilmis
ve degerlendirilmigtir. Ayrica, LSTM c¢ok girisli ¢cok ¢ikishh modeller, mevsim, tarih ve
aralik verilerine dayali olarak elektrik talebini tahmin etmek i¢in uygulamaya alinmigtir.
Bu ¢alismada, tahmin sonuclarini iyilestirmek icin hareketli pencere tabanl aktif 6grenme
kavrami da dahil edilmistir. Onerilen yaklasimin uygulanabilirligini ve etkinligini goster-
mek i¢in Hindistan, Union Territory Chandigarh’in elektrik tiiketim verilerine uygulanmugtir.
Onerilen yaklasimin performans olgiitii, tahmin sonuclar1 Yapay Sinir Ag1, Tekrarlayan
Sinir Ag1 ve Destek Vektor Regresyon modelleri gibi bircok model ile karsilastirilarak
degerlendirilmistir [7].

Bir yenilik olan elektrik enerjisi sektoriine daha dogru talep tahminleri elde etmek i¢in
Bootstrap agregasyon (Bagging) ve tahmin yontemlerini de iceren calismalar yapilmisgtir.
Farkli iilkelerden aylik elektrik enerjisi tiikketimi zaman serileri kullanilarak karsilagtirmali
bir drneklem dig1 analiz yapilmistir. Sonuclari, 6nerilen metodolojilerin hem gelismis hem
de gelismekte olan iilkelerde enerji son kullanim hizmetleri talebinin tahmin dogrulugunu
onemli ol¢iide 1yilestirdigini gostermektedir [16].

Model tahmini i¢in kullanilan veri seti ¢cok kaynakli, heterojen veya yetersiz oldugu
durumda, tek veriye dayali model yakinsama sorunu ortaya ¢ikabilir veya diisiik mo-

del dogrulugunaneden olabilir. Gelismis evrimsel algoritmalarin (EA’lar) ve veriye dayali
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modellerin kombinasyonunun, tahmin dogrulugu ve saglamlik iyilestirmeleri acgisindan
etkili oldugu kanitlanmistir. Ancak, bazilarinin yakinsama yontemleri ¢cok zaman almak-
tadir. Bu yazida, kisa vadeli bina enerji kullanimi tahmini igin yeni bir EA, yani Ogretme
Ogrenmeye Dayali Optimizasyon (TLBO) 6nerilen yontemler arasindadir. Yakinsama hizim
ve optimizasyon dogrulugunu degerlendirmek ve artirmak i¢in, temel TLBO algoritmasi
farkli acilarda degistirilerek degerlendirilmistir. Gelistirilen algoritma, yapay sinir aglar
(YSA) ile birlestirilmis ve sirastyla ABD ve Cin’de bulunan iki egitim binasinin saatlik
elektrik enerjisi tahminine uygulanmistir. Performans karsilagtirmalari, 6nerilen modelin
yakinsama hizin1 ve tahmin dogrulugunu daha 6nce bildirilen GA-ANN ve PSO-ANN
yontemlerle kiyaslandigi durumda degerlendirildiginde daha iistiin performanslara sahip
oldugu ve gelecekte ¢cevrimici enerji tahmini i¢in uygun oldugu 6ne siiriilmiistiir [37].
Ayni zamanda farkli bir caligmada, geleneksel istatistiksel yontem (dogrusal regres-
yon) ve yapay sinir ag1 (YSA) algoritmalarini kullanan bina elektrik enerjisi tahmin yakla-
stmlarin karsilastirmaktadir. Doluluk oranlari, sicaklik, nem degeri, bulut tiirii, glines rad-
yasyonu gibi yerel cevre kosullar tiiketim tahmini boyuttundaki onemi arastirilmis ve
degerledirilmistir. Riizgar hiz1, hem calisma hem de caligma dig1 giinler i¢in bir kampiis
binasinda gercek elektrik enerjisi tiikketimini ne boyutta etkiledigi incelenmistir. Her girdi
veri tiirii 6Zesinin etki derecesini analiz etmek icin bu veri kiimelerine bir etki degeri
faktorii uygulanmigtir. Uygulama sonuglarina deginildiginde, YSA modellemesinin, is-
tatiksel yontemlere gore modellemelerden daha dogru ve kararli oldugunu goriilmiistiir.
Is giinleri icin elektrik tiiketimi tahmin etmede dogrusal regresyon yontemi kullanilmastir.
Calisma giinleri i¢in etki faktorii analizi ile, binadaki elektrik tiiketimine doluluk oran-
larinin giiclii bir sekilde hakim oldugu, sicaklik ve nemin de sonuglari etkiledigi bulunmustur.
Bununla birlikte, farkli veri tiirli 6gelerinin calisma dis1 giin sonuglari tizerinde benzer
etkileri oldugu i¢in, ¢alisma digt giinlerde elektrik tiiketimini tahmin etmede iki model
arasinda dogruluk farki yoktur. Iki modelde —dogrusal regresyon ve Levenberg—Marquardt
Geri Yayilim (LM-BP) algoritmasina sahip YSA— uzun vadeli ve gercek zamanli ve-
rilerin analizinde gereksinimleri karsilayabilmistir. Doluluk oranlarina ve yerel cevresel
kosullara dayal1 olarak fiili bir binanin elektrik tiiketimi i¢in saatlik tahmin gereksinimleri

gosterilmistir. Girdi eleman1 degisikliklerinin makroskopik bir dl¢ekte analizi, sayisal etki
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faktorii ile her bir elemanin binalarda elektrik enerjisi tiiketimini nasil etkiledigini tah-
min etmede yardimci olmustur. LM-BP algoritmasi ile 6nerilen YSA yontemi, bir binanin
elektrik tiiketimini tahmin etmek icin dogrusal regresyon modellemesine kiyasla giivenilir
bir yaklagim olarak kullanilabilinecegi Onesiiriilmiistiir [29].

Genel isletmelerin giinliik elektrik tiiketimini tahmin etmek icin EEMD-RF adli top-
luluk ampirik mod ayristirma (EEMD) ile birlestirilmis bir rastgele orman (RF) modeli
sunulmustur. Aday veriler ilk once EEMD tarafindan birkac i¢sel mod islevine (IMF’ler)
ayristirthir. Hizlh Fourier doniigiimii yontemi ile , her bir IMF’deki 6zelliklerin zaman-
frekans alanindaki degerleri hesaplanmis, ardindan simiiledilmis ve RF modeli tarafindan
tahmin edilmistir. Buna ek olarak, her bir IMF nin sonuclari, bu isletmeler i¢in giinliik
elektrik tiiketiminin genel dagihimana entegre edilmistir. Onerilen bu yontem, Jiangsu
Yiiksek Teknoloji Bolgesi’nde bulunan iki isletmeye farkli farkli olacak sekilde uygulanmistir
ve toplanan verilerin siiresi 1 Ocak 2015’ten 3 Mayis 2016’ya kadar degerlendirilmistir.

EEMD-RF yaklasiminin uygulanabilirligini ve iistiinliigiinii gdstermek icin iki temel kargi-

lagtirma icin modeller bir geri yayilim sinir ag1 (BPNN) ve en kiiciik kareler destek vektor
regresyonu (LSSVM) ve bes model deney (EEMD-BPNN, EEMD-LSSVM, RF, BPNN ve
LSSVM) olacak sekilde se¢ilmistir. Bu yaklasimlar arasinda dnerilen model sergilenmistir.
Ortalama mutlak hata, ortalama mutlak yiizde hatas1 ve ortalama karekok hatasi agisindan
en iyi tahmin performansi gosterdigi onesiiriilmiistiir [35].

Bir saatlik ¢oziintirliikte ticari ve konut binalarindaki elektrik tiiketim profillerinin orta
ila uzun vadeli tahminlerini, yani 1 haftalik zaman ufkunu modellemek i¢in tekrarlayan
bir sinir ag1 modeli sunulan bir calisma yapilmistir. ABD’deki toplam enerji tiiketimi-
nin 6nemli bir kisminda konut ve ticari binalar 6nemli bir faktor olarak goriilmektedir.
Sensorler ve akilli teknolojilerdeki gelismelerle birlikte, karar vermeyi desteklemek i¢in
konut ve ticari binalarda saatlik araliklarla orta ila uzun vadeli elektrik tiiketimi tahminine
ihtiya¢ duyulmaktadir. Yapilan calismalar, talep stratejileri ve dagitilmis iiretim sistem-
lerinin igletilmesi ile ilgilidir. Model, binanin programlar1 ve ekipmanlar1 gibi paramet-
relere sinirl erisime sahiptir. Mevcut enerji tiikketimi verileri, zaman serisi tahminlerini

zorlastiran eksik veri bloklar1 da icerebilir. Bu nedenle, calismanin ana hedefleri su sekilde
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sunulmustur: (a) Bir saatlik ¢oziiniirliikte orta ila uzun vadeli elektrik yiikii tahminini he-
defleyen yeni derin tekrarlayan sinir ag1 (RNN) modellerini gelistirmek ve optimize et-
mek; (b) Farkli elektrik tiiketimi modelleri i¢in modelin goreli performansini analiz etmek;
ve (c) Eksik degerlerin segmentlerini iceren bir elektrik tiiketimi veri kiimesi iizerinde
degerlendirme yapmak icin derin NN’yi kullanmak. Onerilen modeller, Salt Lake City,
Utah’daki Kamu Giivenligi Binasi i¢in saatlik elektrik tiiketimini ve Austin, Teksas’taki
konut binalarindaki toplam saatlik elektrik tiiketim tahmin elde etmek icin kullanilmistir.
Ticari binanin yiik profillerini tahmin etmek icin, 6nerilen RNN diziden diziye model-
ler, geleneksel ¢ok katmanli algilayici sinir agr ile karsilastirlldiginda genellikle daha
diisiik bagil hataya karsilik gelmigtir. Konut binalarinda toplam elektrik tiiketimini tah-
min etmek i¢in, Onerilen model genellikle cok katmanli modele kiyasla dogrulukta kazang
saglamamakta oldugu sonucuna varilmigtir [48].

Bir diger calismada, geleneksel regresyon analizine ek olarak, karar agaci ve sinir
aglar da degerlendirmeye alinmistir. Model secimi, ortalama kare hatasinin karekokiine
agh olarak degerlendirilmistir. Bir elektrik enerjisi tiiketimi caligmasina yonelik ampirik
bir uygulamada, karar agaci ve sinir ag1 modelleri, enerji tiikketim modellerini anlamada ve
enerji tiikketim seviyelerini tahmin etmede adim adim regresyon modeline uygun alterna-
tifler olarak goriinmektedir. Tahmine dayali modelleme i¢in veri madenciligi yaklagiminin
ortaya ¢ikmasi ile birlikte, bircok platformda farkli tipte modeller olusturulabilinir. Bu
nokta da onemli olan ¢esitli modelleme tekniklerini uygulamak, farkli modellerin perfor-
mansint degerlendirmek ve gelecek tahmini i¢in en uygun modeli segmektir [58].

Elektrik enerjisi tiiketimi (EEC), hiikiimetin makul enerji politikasi kapsaminda y biiyiik
etkiye sahiptir ve elektrik sektoriinde rekabetin serbestlesmesi ile birlikte elektrik iire-
tim gruplarinin farkli bir boyutta ilgisini ¢ekmektedir. Aslinda elektrik tiiketimi, iklim
faktorli ve gayri safi yurtici hasila dahil bir¢ok faktorden kolaylikla etkilenmektedir. Bu
nedenle, elektrik enerjisi tiiketiminin kesin olarak tahmin edilmesi kolay bir uygulama
degildir. Bu calisma, elektrik enerjisi tiiketimini tahmin etmek i¢in gelistirilmis bir yanki
durum ag1 kullanan ESN-DE adl etkili ve kararli bir model 6nermeyi amaglamaktadir.
Diferansiyel evrim algoritmas1 kullanilmaktadir. Onerilen ESN-DE modelinin uygulana-

bilirligini ve dogrulugunu kanitlamak icin iki farkli kargilagtirma yontemi kullanilmig
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ve genigletilmis bir 6rnek olusturulmugtur. ESN-DE’nin ortalama mutlak yiizde hatalar1
sirastyla%1.516 ve %0.570 seklindedir. Karsilastirmali 6rneklerin hatalari, ESN-DE’nin
geleneksel yanki durumu ag1 ve mevcut en iyi modelden daha iyi performans gosterdigini
one siirmektedir. ESN-DE’nin ortalama mutlak yiizde hatasi, Zhengzhou Sehri’nin elekt-
rik enerjisi tiiketimi tahmini icin %2.156 seklinde hesaplanmstir. Onerilen ESN-DE, ko-
lay uygulanabilirligi ve kararliligindan dolay1 elektrik enerjisi tiiketiminin etkin tahmini
i¢in potansiyel bir aday olarak goriilmiistiir [60].

Optimize edilmis bir Geri Yayilim (BP) sinir agina dayali bir binada elektrik tiiketi-
mini tahmin etmek icin birlesik kontrol yaklasimlarini ele alinan bir ¢alisma yapilmisgtir.
Yonetim sistemleri, giic dagititmin1 ve giivenli iiretimi dogrudan etkiledigi i¢cn elektrik
tilketimi tahminine ayr1 bir 6nem vermektedir. BP sinir ag1 tahmin yontemi, yiiksek per-
formansi ve basit yapisi nedeniyle bu amag icin yaygin olarak kullanmilmustir, fakat yavas
yakinsama, dalgalanmalar ve egitim sirasinda salinim gibi dezavantajlar1 da bulunmak-
tadir. Tahminlerin dogrulugunu artirmak icin Levenberg-Marquardt geri yayilim (LM-
BP) sinir aginin kullanilmasimi Onerilmigtir. Gradyan inis ve Quasi-Newton yontemle-
rini birlegtirerek olusturulan model, hizli yakinsama hizinin saglanmasi ve daha iyi ge-
nel performansin korunmasi amaglamaktadir. Buna ek olarak, ag agirliklari, dik gradyan
inig yontemi ile Gauss-Newton yOntemi arasinda uyarlamali ayarlama ile optimize edi-
lebilir hale getirlmistir, boylece agin etkin bir sekilde yakinsamasi saglanmistir. Bu ne-
denden dolayi, Levenberg-Marquardt Metot (LM) algoritmasinin dogrulugu ve kararlilig1
tyilestirilirmis olup, gelistirilmis BP sinir agina dayali olarak bir bina elektrik tiiketimi
tahmin modeli olusturulmustur. Sonuclara bakildiginda, LM-BP sinir agina dayali tahmin
modelinin, tahminlerin dogrulugunu ve kararliligini1 gelistirdigini ve bina elektrik tiiketi-
minin kisa vadeli tahmini i¢in uygun oldugunu gosterilmigtir [64].

Tekrarlanan sinir ag1 modeline dayali elektrik eneerjisi tiikketim tahminin yapildigi
bir calisma da bulunmaktadir. Modeli gelistirirken, asagidaki baskin faktorler dikkate
alinmistir: tahmin donemi boyunca enerji tiiketimine iligkin veriler; meteorolojik etki pa-
rametreleri (bulutluluk, hava sicakligi, yagis miktari, riizgar hizi, giin 15181n1n uzunlugu
vb.) seklindedir. Buna ek olarak, tarih (giin, ay), iiretim takvimlerinin verileri (haftanin

giiniine iligkin bilgiler: hafta ici / hafta sonu / tatil / kisaltilmis), s6z konusu bolgedeki
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endiistrinin 6zgiilliigii (federal bolgelerin ana merkezlerine iliskin istatistiksel bilgilerin
birlestirilmesi) gibi parametrelerde degerlendirilmistir. Bu parametreler, sabit konfigiiras-
yonlu sinir ag1 lizerinden yapilan uygulamalar1 kapsaminda secilmistir. Calismanin ilgi
diizeyi, tahminin biiyiik hatas1 daha pahali tarifelere neden oldugunda, Rusya enerji pi-
yasasinin ana parametrelerini tahmin edebilmek icin dogru yontemleri aramanin pratik
onemi ile deginilmisgtir. Olusturulan tekrarlayan sinir ag1, regresyon bagimliliklarina dayal
olarak yaygin kullanilan matematiksel tahmin modellerinden daha dogru tahmin sonuglari
olusturmustur. Elde edilen bilimsel sonu¢, Rusya’da toptan elektrik enerjisi ve kapasite-
sinde elektro-enerji konularinin maliyetlerini diisiirmeye ve enerji verimliligini artirmaya

yardimci olmustur [65].
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2 Kullanilan Metotlar

2.1 Yapay Sinir Aglari

Yapay Sinir Aglar1 (YSA), biyolojik organizmalarda 6grenme mekanizmasini simiilas-
yonunu yapan popiiler makine 6grenme teknikleridir. Insan sinir sistemi, noronlar ola-
rak adlandirilan hiicreler igerir. Noronlar, akson ve dendritlerin kullanimi ile birbirine
baglanir ve aksonlar ve dendritler arasindaki baglant1 bolgelerine sinaps ad1 verilir. Sinap-
tik baglantilarin giicii genellikle dig uyaranlara yanit olarak degisir. Bu degisim, 6grenmenin
canli organizmalarda nasil gerceklestigidir. Bu biyolojik mekanizma, noronlar olarak ad-
landirilan hesaplama birimlerini iceren yapay sinir aglarinda simiiledilir. Hesaplama bi-
rimleri, biyolojik organizmalardaki sinaptik baglantilarin giiciiyle ayni rolii iistlenen agirliklar
araciligiyla birbirine baglanir. Bir nérona her girdi, o birimde hesaplanan iglevi etkileyen

bir agirlikla 6l¢eklenir [1].

Dendritler

Govde

Sinaps
Cekirdek i

Sekil 3: Biyolojik olarak bir sinir ag1 yapisi [1]

Sekil 3, biyolojik bir sinir agina 6rnek olarak verilirken, sekil 4, bu sinir aginin fiziksel

modellemesini gostermektedir.

Bir yapay sinir ag1, giris noronlarindan hesaplanan degerleri ¢ikis noron(lar)ina yaya-
rak ve agirliklar1 ara parametreler olarak kullanarak girdilerin bir fonksiyonu hesaplanir.

Ogrenme, noronlari birbirine baglayan agirhiklarin degistirilmesiyle gerceklesir. Biyolojik
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organizmalarda 6grenme icin dig uyaranlara ihtiya¢ duyuldugu gibi, yapay sinir aglarinda
dis uyaran, 68renilecek fonksiyonun girdi-¢cikt1 ciftlerinin 6rneklerini igeren egitim veri-
leriyle saglanir. Ornek verilecek olundugunda, egitim verileri, ¢ikt1 olarak goriintiilerin
(giris) ve agiklamali etiketlerinin (6rnegin havug, muz) piksel temsillerini icerebilir [1].
Bu egitim seti veri ¢iftleri, ¢ikt1 etiketleri hakkinda tahminler yapmak i¢in giris temsilleri
kullanarak sinir agina giris olarak verilir. Egitim verileri, belirli bir girdi i¢in tahmin edi-
len ¢iktinin (6rnekteki gibi havug olasiligl) egitim verilerindeki isaretli ¢ikt1 etiketiyle ne
kadar iyi eglestigine bagl olarak sinir agindaki agirliklarin dogruluguna iligkin geri bildi-
rim olusturur. Bir islevin hesaplanmasinda noral ag tarafindan yapilan hatalari, biyolojik
bir organizmada sinaptik giiclerde bir ayarlamaya yol acan bir tiir hos olmayan geribildi-
rim olarak gorebilir. Benzer sekilde, ndronlar arasindaki agirliklar, tahmin hatalarina cevap
olarak bir sinir aginda ayarlanmaktadir. Agirliklar1 degistirmenin temel amaci, gelecekteki
tekrarlamalarda tahminleri daha dogru hale getirmek i¢in hesaplanani1 degistirmektir. Bu
nedenden dolayi, bu ornekteki hesaplama hatasim1 azaltmak icin agirliklar matematiksel
olarak dogrulanmis ve onaylanmis bir sekilde dikkatlice degistirilmektedir. Birgok girdi-
cikt1 ¢ifti lizerinde noronlar arasindaki agirliklar art arda ayarlanilarak, sinir ag1 tarafindan
hesaplanan fonksiyon, daha dogru tahminler olusturmasi i¢in zaman ig¢inde iyilestirilir.
Bu nedenle, sinir ag1 bir¢ok farkli muz goriintiisii ile egitildiginde, sonunda daha 6nce
gormedigi bir goriintiideki bir muzu dogru bir sekilde taniyabilecek hale gelmektedir.
Sonlu bir girdi-¢ikti ¢ifti verileri lizerinde egitim vererek goriinmeyen girdilerin fonksi-
yonlarini dogru bir sekilde hesaplama becerisi, model genellemesi olarak isimlendirilir.
Tiim makine 6grenimi modellerinin birincil kullanighlig1, 6grenmelerini goriilen egitim

verilerinden goriinmeyen orneklere genellestirme yeteneklerinden elde edilir [1].

2.1.1 Standart Yapay Sinir Ag

Diger bir agidan bakildiginda sekil 4, modeli tek katmanli bir sinir ag1 olarak adlandirilir

ve Bu sinir aginin matematiksel modellemesi yapildiginda su sekilde denklemlestirilir:

d
g = sig{W - X} = sig{Dd_ wjz;} (1)

Jj=1
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Sinaptik agirhklarla
dendritler

Sekil 4: Biyolojik sinir aginin modeli [1]

Bu noktada X = [z;...74] ve W = [w;...w,] seklinde giris ve agirlik matrisleridir.
e=y—y 2)

Denklem (2) modelin giris ve ¢ikis arasindaki farkliligi, uyusmazhig diger bir deyisle
hatay1 ifade eder. Model egitimi yapilirken bu bahsi gecen hata oraninin azalmasi goz
ontinde bulundurulur ve modele uygun optimizasyon yontemleri secilerek agirlik matrisi

giincellenir.

2.1.2 Yiiksek Mertebeden Yapay Sinir Aglari

Geleneksel YSA modelleri, oriintii eslestirme, Oriintii tanima ve matematiksel fonksi-
yon yaklasimindaki miikemmel performanslariyla taninmalarina ragmen, genellikle kiire-
sel minimumdan ziyade yerel minimumda takilip kalirlar. Ek olarak, YSA’larin pratikte
yakinsamasi kabul edilemeyecek kadar uzun zaman almaktadir [19]. Ayrica,YSA’lar, fi-
nansal zaman serisi simiilasyonu ve tahmininde diizgiin olmayan, siireksiz egitim veri-
lerini ve karmasik eslemeleri yonetemez. YSA’lar dogalar1 geregi “’kara kutu”dur, bu da
ciktilarinin agiklamalarinin acik olmadig1 anlamina gelir. Bu, Yiiksek Dereceli Sinir Aglari
(HONN) iizerine yapilan ¢aligmalar icin motivasyona yol acar. HONN, girdilerinin daha

yiiksek kombinasyonlarini kullanan aglardir [66].

28



HONN, hizli 6grenme yetenekleri, daha giiclii yaklasim, daha biiyiik depolama kapasi-
tesi, daha yiiksek hata toleransi yetenegi ve tek katmanl egitilebilir agirliklarin gii¢lii hari-
talanmasi ile karakterize edilir. Daha yiiksek dereceli terimler tamitildigindan, dogrusal ol-
mayan karar sinirlar1 saglarlar, dolayisiyla dogrusal nérona kiyasla daha iyi siniflandirma
yetenegi sunarlar. Dogadan ilham alan optimizasyon algoritmalari, gradyan inis tabanli
arama tekniklerinden daha iyi arama yapabilir. Yapilan bir calismada, temel model olarak
Pi-Sigma, Sigma-P1i, Jordan Pi-Sigma sinir ag1 ve Fonksiyonel baglant1 yapay sinir ag1 gibi
dort HONN dikkate alinarak bazi hibrit modeller gelistirmektedir. Bu sinir aglarinin op-
timum parametreleri, Parcacik siiriisii optimizasyonu ve bir Genetik Algoritma tarafindan
degerlendirilmektedir. Modeller, stok verileriyle iligkili agirt dagilimli, dogrusal olmama
ve belirsizligi yakalamak i¢in kullanilmigtir. Bu hibrit modellerin performansi, bazi reel
borsalarin bir adim ilerideki doviz kurlar1 tahmin edilerek degerlendirilmektedir. Mo-
dellerin verimliligi, Radyal tabanli fonksiyonel sinir agi, cok katmanli algilayict ve ¢ok
dogrusal regresyon yontemi ile karsilastirild: ve iistiinliikleri belirlendi. Sonuglarin bilim-
sel olarak anlamlil1g1 i¢cin Friedman testi ve Nemenyi post-hoc testi uygulanmisgtir [42].

Literatiirde, modelleme ve simiilasyon i¢in yiiksek mertebeden sinir birimlerinin (HO-
NUs) ve daha yiiksek mertebeden sinir aglarinin(HONNS ) temel ilkelerine de deginilmistir.
HONN’lerin temel bir parcagigi, giris degiskeni s ve HONU arasindaki daha yiiksek dere-
celi agirlikli kombinasyonlarda veya korelasyonlarda olusturulabilinir. Statik HONU’larin
yliksek kaliteli dogrusal olmayan yaklasimi diginda, dinamik HONU’larin dinamik sistem-
leri modelleme yetenegi gosterilir ve pratik bir 6grenme algoritmasi kullanildiginda gele-
neksel tekrarlayan sinir aglariyla karsilastirilir. Ayrica, degistirilebilir zaman gecikmeleri
uygulanabileceginden dolai, siirekli dinamik HONU’larin yiiksek dinamik sirali sistemlere
yaklagsma potansiyeli incelenmistir. Bu boliim, baz tipik drnekleri kullanarak, sistemlerin
modellenmesi i¢in daha yiiksek dereceli kombinasyonlarin veya korelasyonlarin nasil ve
neden etkili olabilecegini aciklanmistir [23].

Dogru ve giivenilir iiretim tahmini, petrol rezervlerinin yonetimi ve planlamasi i¢in
kuskusuz onemli bir adimdir. Diger bir ¢alismada, bir petrol rezervuarinin petrol iire-
timini tahmin etmek icin yiiksek dereceli sinir ag1 (HONN) adi1 verilen yeni bir sinir-

sel yaklagim sunulmugstur. HONN’de, sinirsel girdi degiskenleri, geleneksel sinir aginin
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sinirlamasinin iistesinden gelen, dogrusal ve dogrusal olmayan bir sekilde bagintilidir.
Bu nedenle, HONN, yeterli ag egitim verisi olmadan petrol rezervuari iiretim tahmini
icin umut verici bir tekniktir. HONN’lerin yetersiz veri ile petrol iiretimi tahminindeki
etkinliini kanitlamak i¢in simiilasyon ¢alismalari i¢cin Hindistan’1n Gujarat kentinde bu-
lunan bir kumtagi rezervuari se¢ildi. Petrol sahasindan 6lciilen verilerdeki giirtiltiiyii azalt-
mak i¢in al¢ak geciren filtreden olusan bir 6n isleme prosediirii kullanilmistir. Ayrica op-
timum girig degiskenlerini belirlemek icin bir otokorelasyon fonksiyonu(ACF) ve buna ek
olarak, capraz korelasyon fonksiyonu(CCF) kullanilmistir. Bu simiilasyon caligsmalarindan

elde edilen sonuclar, HONN modellerinin petrol iiretiminin tahmininde daha yiiksek dogru-

lukla gelismis tahmin kabiliyetine sahip oldugunu gostermistir [12].

Ayn1 zamanda, yiiksek mertebeden baglantilara sahip tekrarlayan sinir aglari, kombi-
natoryal optimizasyon problemlerinin ¢oziimii i¢in kullanilabilir. Gezgin satic1 problemi-
nin (TSP) bir HONN rasgele siparis iizerine eslenmesi gelistirilmistir, boylece TSP’yi
cozmek icin kullanilabilecek bir ilgili aglar ailesi olusturulmustur. Yapilan caligmada,
TSP’nin HONN tarafindan saglanan ag karmasikligi ve ¢oziim kalitesi arasindaki takas
yapisi aragtirtlmaktadir. Takas, keyfi bir HONN diizeninde TSP’ye yonelik gecerli ¢oziimle-
rin kararliliginin bir analizini iistlenerek arastirilir. Duraganlik analizini degerlendirmek
icin kullanilan teknikler son donemde ortaya ¢ikan teknikler degildir, fakat literatiirde
bagka yerlerde yaygin olarak kullamildigi goriilmektedir. Asil iizerinde durulmak iste-
nen temel amag, bu tekniklerin TSP’yi ¢6zmek i¢in kullanilan bir HONN rasgele diizene
uygulanmasi seklindedir. Kararlilik analizinin sonuglarina deginildiginde ise, agin sirasi
ile ol¢iildiigiinde, ag karmagikliginin arttirilmasiyla ¢oziim kalitesinin iyilestirildigini one
siiriilmektedir [15].

Simdiye kadar yapilan ¢alismalarda, birinci mertebeden sinir aglarinin fonksiyon yakla
sim yetenekleri titizlikle arastirnlmistir, ancak daha yiiksek mertebeden sinir aglar ile
ilgili birkac¢ ¢alisma rapor edilmigtir. Yapilan bu ¢alismada, aktivasyon fonksiyonunun
C®’ye ait olmasit ve polinom olmamas1 kosuluyla, yiiksek dereceli sinir aglarinin, kom-
pakt bir kiime iizerindeki herhangi bir siirekli fonksiyona keyfi bir dogruluk derecesi ile

yaklagabilecegini kanitlanmak istenmistir. Bu teoriye gore, kismen baglantili yiiksek de-
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receli sinir aglarinin, tam bagh sinir aglarinin yapabildigi gibi, herhangi bir siirekli fonk-
siyona yaklasabilecegini bilinmektedir. Bu bilgiye dayanarak, yaklasik olarak ayni sayida
baglantiy: siirdiirtirken birinci dereceden ag ile karsilastirma yapmak i¢in kismen bagh
yiiksek dereceli bir ag tasarlanmistir. Teori, giines lekeleri serisine uygulanarak dogrulanir
ve simiilasyon sonuglari, kismen baglantili yiiksek dereceli agin birinci dereceden aga
kiyasla daha 1yi yakinsama orani ve genelleme yetenegi sergiledigini gosterilmistir [36].

Diger bir acidan ele alindiginda, borsa, dogas1 geregi karmagiktir, dinamigini ve rast-
gele dalgalanmalarini modellemek i¢in bir arastirma konusu olmustur. Yiiksek mertebe-
den sinir ag1 (HONN), girdi temsil alanin1 genisletmek, yiiksek 6grenme yetenekleri or-
taya koymak gibi yeteneklere sahiptir ve bircok karmagik veri madenciligi problemini
cozmek i¢in kullanilmaktadir. Buna 6rnek olarak, hisse senedi verileri degerlendirme ko-
nusu oldugunda asir1 dalgali olusu, dogrusal olmayisi ve belirsizligi yakalamak i¢in calisma
yapilmistir. Bu ¢alisma, bes gercek hisse senedi piyasasinin kapanis fiyatlarinin tahmini
hesaplamak i¢in iki uyarlanabilir evrimsel optimizasyon tabanli pi-sigma sinir agin1 (AE-
PSNN) karsilagtirmaktadir. Bu ¢alisma icin kisa, orta ve uzun vadeli tahminleri degerlendir
mek icin BSE, DJIA, FTSE, NASDAQ ve TAIEX hisse senedi endeksleri parametre olacak
sekilde kullanilmistir. AE-PSNN modellerinin performansi, gradyan inis tabanlit PSNN
(GD-PSNN) modelinin performanst ile kargilastirilmis, tahmin dogrulugu ve yon degisikligi
tahmini agisindan iistiin oldugu bulunmustur [43].

Yiiksek dereceli sinaptik islemlere (NU-HSO’lar) sahip sinir birimlerini kullanan giinliik
nehir desarjini tahmin etmek i¢in yeni bir sinirsel modelleme metodolojisi de yapilan diger
caligmalardan biridir. Hidrolojik tahmin i¢in, literatiirdeki mekanik yaklagimlara dayanan
geleneksel yagis-akis modelleri, asir1 parametrelendirme ve karmasikliklarina atfedilebi-
len sinirlamalar gostermistir. Ikinci dereceden sinaptik islem (NU-QSO) ve kiibik sinaptik
islem (NU-CSO) ile sinir birimlerinin kullanimu ile, rafine sinirsel modelleme metodolo-
jisi, geleneksel modellerin karmagikliginin ve verimsizliginin iistesinden gelebilir. Yapilan
calismada, nehir desarjin1 tahmin etmek icin NU-HSO’lu sinir ag1 (NN) modelleri, lineer
sinaptik islemli (NU-LSO) sinir birimlerine sahip geleneksel NN’ler ile karsilagtirilmistir.
Bu caligma, yiiksek dereceli sinir aglarinin (HO-NN’ler) etkinligini degerlendirmek icin

Naraj olclim sahasindaki Mahanadi Nehri havzasinda 1 ila 5 giinliik teslim siiresi tahmini
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kullanilarak gergeklestirilmistir. Glinliik desarj tahmininin tahminine yonelik performans
endeksleri, NU-CSO’lu NN’lerin ve NU-QSO’lu NN’lerin daha az sayida gizli ndronla
bile NU-LSO’lu NN’lerden daha 1yi performans gosterdigini gostermistir. Dolayisiyla bu
calisma, HO-NN’lerin hidrolojik tahminde etkili olabilecegini gostermektedir [56].
Otomatik hedef tanima ve endiistriyel robotik gérme gibi uygulamalar i¢in Oriintii tani-
madaki en son teknoloji, dijital goriintii islemeye dayanmaktadir. Otomasyon Oriintii tanima
icin dijital goriintii isleme, biiyiik matris islemleri yoluyla gerceklestirilen 6zellik ¢ikarmay1
iceren, hesaplama acisindan oldukca yogundur. Nesneleri konumlarindan, 6l¢eklerinden
ve acisal yonelimlerinden bagimsiz olarak tamimaya yonelik dijital teknikler, sayisal algo-
ritmalardaki matris denklemlerini hesaplamak icin gereken uzun siire nedeniyle kolayca
uyarlanamaz. Otomatik Oriintii tanima icin gerekli olan tam 0zellik ¢ikarma Oriintii siniflan
dirma paradigmasini gerceklestiren daha yiiksek dereceli bir sinir ag1 modeli yapilan ¢calisma
lar arasindadir. Ugiincii dereceden bir sinir ag1 kullanarak, 6lcek, konum ve diizlem ici
doniis bozulmalarina kars1 tam, %100 dogru degismezligi gosterilmistir. Daha yiiksek
dereceli sinir aglarinda, ozellik ¢ikarimi agda yerlesiktir ve ogrenilmesi gerekmez. Sa-
dece basit siniflandirma adimi 6grenilmelidir. Bu, ¢ok hizli bir egitim elde etmenin anah-
tarin1 olusturdugu 6ne siirtilmektedir. Egitim seti, standart sinir ag1 yazilimindan ¢ok daha
kiigiiktiir, ¢linkii iist diizey aga, 68renilecek her nesnenin olast her goriiniimii degil, yalnizca
bir goriiniimii gosterilmelidir. Yazilim ve grafiksel kullanic1 arayiizii, herhangi bir Sun ig
istasyonunda calisilabilir seviyededir. Ayrica, sinirsel yazilimin otonom bir robotik gérme
sisteminde kullaniminin sonuglarina da deginilmistir. Bu tiir bir sistem, robotik iiretiminde

kapsamli bir uygulamaya ihtiya¢ duyabilinecegi ortaya konulmustur [49].

2.1.2.1 Pi-Sigma Sinir Aglari

Ghosh ve Shin, normal olarak daha yiiksek dereceli aglarla iligskilendirilen agirliklarin
ve islem birimlerinin sayisindaki iistel artis1 6nleyen ’pi-sigma’ ag1 olan bagka bir yiiksek
dereceli ag1 ilk tanitan olarak bilinirler [21]. Pi-sigma terimi, bu aglarin girdi bilesenlerinin
toplamlarinin iiriinlerini kullanmas1 gerceginden gelir. PSN’ler yalnizca bir ayarlanabilir
agirlik katmanina sahip olmakla birlikte, ¢iktt katmaninin agirliklart normal olarak I'de

sabitlenmektedir, bu da PSN’lerin hizl1 6grenmesiyle sonug¢lanmaktadir [21]. Bir pi-sigma
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aginin c¢iktis1 asagidaki gibi hesaplanur,

J
Or = f(I] vkj) 3)
j=1
Ykj = Z Wijilsi 4)
=1

burada f aktivasyon fonksiyonudur, X, ..., X giris sinyalleridir, X;,; ongerilim birimine
bir giristir, Wj;; kth ¢ikis birimi i¢in girig birimi X; ve gizli birim Y}; arasindaki agirhiktir
Or, Wij41 esik (veya sapma), yi; gizli Yy, biriminin ¢iktisidir ve oy, Oy ¢ikt1 biriminin
ciktisidir. Her bir gizli birim, Y;’deki £ alt simgesiyle gosterildigi gibi sadece bir ¢ikig
birimine bagl olmaktadir. Bu nedenle denklem 3 ayrica ¢oklu ¢ikis PSN’leri icin her bir
cikis birimi i¢in bagimsiz bir toplama biriminin gerekli oldugunu gosterir. PSN’ler, aga

giris sayis1 arttikca daha yiiksek dereceli terimlerin birlesimsel patlamasini gosterir.

A
J‘I
Carpim Cikis Katmam
Sabit Asmrhklar
h
] hi
iex € ) Gizli Katmandaki

Toplama Birimleri

Giris Katmam

Sekil 5: Pi-Sigma Sinir Ag1 Modeli [21].

Sekil 5, tipik bir Pi-Sigma agim gostermektedir; burada W;;, girig birimi x; ve gizli

birim Ay, fe arasindaki agirliktir) ¢ikis birimlerine uygulanan standart lojistik fonksiyon-
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dur ve cikig birimine giden tiim agirliklar 1’e sabitlenmistir. Gizli katman, toplama bi-
rimlerinden ve ¢arpim birimleri de ¢ikti katmanindan olugmaktadir. Y}, kth ¢ikis birimi-
nin lh toplama biriminin ¢ikisini ifade eder. Gizli birimler icin dogrusal bir aktivasyon
oldugu varsayilmaktadir. Bir PSN, bir gii¢ serisinin yalnizca sinirli bir yaklagimin saglar,
bu da PSN’nin kompakt bir kiimede tanimlanabilen tiim siirekli cok degiskenli islevleri
tek bicimli olarak yaklasmamasina neden olur. Bununla birlikte, farkli siradaki birkag
PSN’nin ¢iktilarinin toplanmasiyla evrensel yaklasim elde edilebilir. Ortaya ¢ikan PSN
agina Ridge Polinom Agi1 denir. Bir PSN, dogrusal olmayan etkinlestirme islevlerini kul-
lanarak hem analog hem de ikili giris/¢ikis olacak sekilde kullanilabilinir. Lojik boyuttaki
islevi, dogrusal olmayan bir etkinlestirme islevi olarak kullanilabilir ve ikili ¢ikislar icin
isaret veya esikleme islevi gorebilir. Ghosh ve digerleri arastirmacilar tarafindan PSN icin
kullanilan 6grenme kurali, gradyan inis prosediiriiniin rastgele oldugu bir versiyonudur.
Bir PSN’nin her egitim dongiisii esnasinda, rastgele bir toplama birimi se¢ilmekte olup,
bu toplama birimiyle iligkili tiim agirliklar, gradyan inisi kullanilarak giincellenmektedir.
Her egitim dongiisiinde tiim agirliklar yerine yalmizca bir agirlik alt kiimesini giincelle-
meye yonelik bu degisiklik, bir PSN’nin egitim siiresinin azalmasina neden oldu. Bu nok-
tada, sadece li¢ veya dort toplama birimi kullanan pi-sigma aglarinin olduk¢a karmagik
yaklagim ve siiflandirma problemlerinin iistesinden gelebilecegi de diisiintilmiistiir [21].

1991 yilinda yapilan bir ¢alismada, Pi-sigma ag1 daha az sayida agirlik ve iglem bi-
rimi kullanirken daha yiiksek dereceli aglarin yeteneklerini dolayl olarak dahil etmek
icin ¢iktr birimleri olarak iiriin hiicrelerini kullanir. Ag diizenli bir yapiya sahiptir, ¢cok
daha hizli 6grenme sergiler ve istenen karmasiklik diizeyine ulagsmak i¢in birimlerin ka-
demeli olarak eklenmesine uygundur. Yapilan ¢alismanin sonuclari, fonksiyon yaklagimi
icin 1y1 yakinsama Ozellikleri ve dogrulugu gosterir. Pi-sigma aglarinin siniflandirma ye-
teneklerini vurgulamak ve degerlendirmek icin DARPA akustik gecici veri setini kullanan
karsilagtirmali sonuglar olusturulmus ve degerlendirilmistir [54].

Diger bir calismada ise, Pi-sigma sinir agin1 egitmek i¢in hibrit bir genetik 6grenme al-
goritmasi kullanilmis olup, bu algoritma, bir fonksiyon optimizasyon problemini ¢6zmek
icin kullanilmigtir. Hibrit genetik 6grenme algoritmasi, daha giiclii global genetik algo-

ritma aramasina kiyasla, esnek polihedron yonteminin daha giiclii yerel minimum ara-
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masini dahil etmektedir ve global optimum noktasina standart genetik algoritmadan daha
hizli bir sekilde ulasmaktadir. Yapilan ¢aligmalar, hibrit genetik algoritmanin daha iyi per-
formans elde edebilecegini gostermektedir. Sonunda, hibrit genetik algoritmanin 1 olasilikla
global optimuma yakinsadigi kanitlanmugtir [44].

Sicaklik tahminin yapilmak istendigi diger bir calismada ise temel amac, tek adimlh
sicaklik tahmini i¢in Pi-Sigma Sinir A§1 modelini yaygin olarak kullanmilan Cok Kat-
manli Algilayic1 (MLP) ile kargilagtirarak Pi-Sigma Sinir Aglart (PSNN)’nin performans-
larim1 degerlendirmektir. Yiiksek Dereceli Sinir Aglarinin (HONN) bir sinift olan PSNN,
oldukca diizenli bir yapiya sahiptir, cok daha az agirlik ve daha az egitim siiresi gerektirir.
PSNN, yerel minimumlara kolayca sikisabilen ve asirtya kagmaya meyilli olan MLP’nin
dezavantajlarinin iistesinden gelmek icin kullanilir. Her iki ag modeli de standart geri
yayilim algoritmasi ile egitilmistir. Batu Pahat bolgesinin ge¢mis sicaklik verileri kul-
lanilarak PSNN’nin yiiksek bir uygulanabilirlige ve bir adim ileri i¢in daha iyi sicaklik
tahminine sahip oldugu gosterilmistir [24].

Sinir aglarindaki hizli gelisme nedeniyle son birkag¢ yildir bilim camiasinda en 6nemli
arastirma alani olarak ortaya ¢ikmaktadir. Uzun egitim siiresi ve dogrusal olmayan veri-

lerle basa ¢ikamama gibi sinir aglarinin sinirlamalarinin iistesinden gelmek icin, arastirmaci-

lar daha yiiksek dereceli sinir aglarina yonelmistir. Daha az sayida islem birimi kullanan
daha yiiksek dereceli sinir aginin dogrusal olmayan haritalama yetenegi, cesitli sinifflandirma
yontemlerinin iiretkenliginde ve performansinda biiyiik artisa yol agmustir. Pi-sigma si-
nir ag1 adi verilen yiiksek dereceli bir sinir agiin kapsamli bir analitik caligmast ve
siniflandirma, tahmin, fonksiyon yaklagimi, Oriintii tanima gibi ¢esitli uygulama alan-
larindaki varyasyonlari incelemistir. Ayrica, yapilan ¢alismada ayrica ¢esitli uygulama
alanlarinda Pi-sigma sinir aginin iistiinliigiinii tanimlamak i¢in arastirma alanindaki zor-

luklara ve ¢esitli konulara odaklanmaktadir [S5].

2.1.2.2 Sigma-Pi Sinir Aglari

Bir sigma-pi sinir aginin gizli katman birimleri, girdilerin bir ¢carpimini(veya birlesimini)

hesaplamaktadir [22]. Sigma-pi sinir aglarinda, yalnizca her bir girdiye degil, ayn1 za-
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manda ikinci ve muhtemelen daha yiiksek dereceli carpimlara veya girdilerin birlesimlerine
de bir agirlik uygulanmaktadir. Sigma-pi sinir aglarindaki baglantilar, bir birimin digerine
gecit vermesi noktasinda kolaylik saglamaktadir. Bu nedenden dolay1, ¢arpimsal bir birim
ciftinin bir birimi sifirsa, diger iiyenin ¢ikt1 {izerinde higbir etkisi olmamaktadir. Ote yan-
dan, bir ¢iftin bir birimi 1 degerine sahipse, diger birimin ¢ikist degismeden alici birime
iletilir. Bu sekilde girdilerin bir polinom fonksiyonu ¢ikti katmaninin transfer fonksiyo-
nuna girdi olarak sunulur, yani ¢ikis biriminin degeri Oy,
N
Ov=1f( >, wqll za) (5)
q€conjunct  kj=1
burada f aktivasyon fonksiyonu, W, bir sinaptik agirlik, X ¢l, X¢2, ..., X ¢, lirlinii veya

baglaci olusturmak i¢in birlestirilen /N giris sinyalidir ve ¢, k& biriminde kullanilan baglar
veya lirtinleri indeksler; baglag, girdiler i¢in tiim alt simge baglaclarinin kiimesidir. Denk-

lem 5°de tiiretilen mimari, daha yiiksek dereceli aglar olusturma yontemini sunar.
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Sekil 6: Sigma-Pi Sinir Ag1 6rnegi [66]

Sekil 6, gizli katmanda toplama yerine carpmanin gerceklestirildigi, ardindan ¢ikis kat-
maninda bir toplama biriminin takip edildigi iki girigli bir sigma-pi agin1 gostermektedir.
Bu, 0rnegin, Y5 = X; X, ve Y; = X, dir, burada Y}, y; gizli biriminin ¢iktisidir. Gizli bi-
rim y; ile ¢ikig birimi Oy, arasindaki agirlik W;,;” ile gosterilmekte olup, sigma-pi aglarinda

giriglerin polinom bir fonksiyon ¢ikis katmani aktivasyon fonksiyonuna girilmektedir.

O1 = f(wuy + wiaye + wizys) = f(wnzy + w172 + wi33) (6)
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Terimler girdilerin ¢arpimlarini icermesine ragmen, her girdinin birden fazla kuvveti ol-
mamast, bu tiir ifadelerdeki terimleri icin coklu dogrusal adinin ortaya ¢ikmasina neden
olur. Coklu dogrusal parametrelere sahip diigiimleri aktivasyonlar:1 birden biiyiik olan te-
rimlere bagli oldugundan dolayi, daha yiiksek dereceli diigiimler olarak da isimlendiri-
lirler. Sigma-pi birimleriyle ilgili sorun, terimlerin sayisinin ve dolayisiyla agirliklarin
girdi sayisiyla ¢ok hizli bir sekilde artmasi ve dolayisiyla bircok durumda kullanim i¢in
kabul edilemez ol¢iide biiyiik hale gelmesidir [22]. Bu nedenle, bu tip mimarinin deja-
vantaji, eger baglamlar elle kodlanmazsa, agirlik sayisinda bir kombinasyonel patlamaya
neden olabilir. Bu konu iizerine ¢aligsan bilim insanlari, verilen gorevle ilgili 6n bilgileri
kullanarak, birim sayisini, diger bir deyisle terim sayisini, istenilen dogruluk derecesine
ulasgtirabilmek icin yeterli bir konfigiirasyonla sinirlayarak bu sorunla miicadele etmeyi
amaglar. Normalde, bu terimlerden sadece biri veya birkaci sinir aglariyla ilgili olmaktadir.
En iyi mimariyi belirlemeye yonelik en yaygin kullanilan yaklagim yontemi, agin asamali
olarak biiylimesidir. Bu yaklagimda, birka¢ terimden olusan bir baslangic ag1 secilmis
olup, mevcut mimari kullanilarak hata azaltilmadigr durumda aga yeni terim eklenmigtir.
Bu artimli biiyiime siireci, istenen hata diizeyine veya dogruluga ulasilana kadar devam et-
mektedir. Sigma-pi sinir ag1 modelinin literatiirdeki ¢alismalarina ornekler incelendiginde
kargilasilan ¢alismalar su sekilde 6zetlenebilir;

Smiflandirma problemlerinde sigma-pi yapay sinir aglari i¢in mantiksal hata diizeltme
yontemlerinin uygulanmasi ele alinmaktadir. Mantiksal yontemler, incelenen bir alan-
daki ortiik diizenliliklerin tespitinde yaygin olarak kullamilmaktadir. Sigma-pi ndronu-
nun yapisina gore bu tiir diizenlilikleri ortaya c¢ikarmak icin bir teknik onerilmistir. Bu,
ozellikle tanima sisteminin uyarlanabilir 6zelliklerini gelistirir. Kombine bir yaklasimin
tanima sistemi performanslarina katkida bulundugunu iddia edilmistir. Sigma-pi ndron-
larinin yanlis tepki vermesi durumunda mantiksal bir diizeltme yontemi kullanilarak tanimla
nan karakteristik 6zelliklerle en yakin nesneleri istenenlere gostererek ¢oziim olarak sagla-
maktadir [39].

Gecmise bakildiginda hava tahmini halen bir sanattir ve tahmincilerin deneyimi ve
sezgileri, tahminleme kalitesinin belirlenmesinde onemli bir rol oynamaktadir. Yapilan

caligmalarda, sinir aglarini kullanarak yagis tahmini i¢in yeni bir yaklagimin gelistirilmesi
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anlatilmaktadir. Kisa vadeli yagis tahmini géz 6ntinde bulunduruldugunda radar goriintiile-
rinden bilgilerin ¢ikarilmasi ve ge¢mis yagmur dlcer kayitlarinin degerlendirilmesi i¢in bir
calisma yapilmistir. Bu ¢alismada, tiim meteorolojik veriler Hong Kong Kraliyet Gozle-
mevi (ROHK) tarafindan saglanmaktadir. Bu sinir ag1 yagis tahmini i¢in veri oncelikle
on igleme prosediirlerine tabi tutulmustur. Yagis tahmini, halka onceden bir firtina uyari
sinyalinin iletilebilmesi i¢in her yarim saatte bir yapilmigtir. A§ mimarisi, tekrarlayan bir
Sigma-Pi agindan olugsmaktadir. Sonuglar ¢ok umut verici ve bu sinirsel tabanl yagis tah-
min sistemi, Hong Kong halkina bir saat nceden yagmur firtinasi uyari sinyali saglayabiliyor
hale gelmistir [14].

Sigma-pi yapay sinir ag1 kullanilarak duygu durumu tanima problemleri de ele alinan
calismalar arasindadir. Bahsi gegen bu sinir aginin kendine 6zgii 6zelligi, sigmoid ve
can bi¢imli iki farkl tipte aktivasyon fonksiyonundan olusmasidir. Sigma-pi ag1 icin bir
O0grenme algoritmasi One siiriilmiis olup, bu algoritma, ozellikle gercek zamanl olarak
dogrusal olmayan siireclerde yiiksek yaklasim dogrulugu ile 6n plana ¢ikmistir. Goriintii veri
seti lizerinde egitim ve test iglemleri gerceklestirilip, degerlendirilmigtir [34].

Ucaklarin performansi ve kararlilig1, ugus kontroloriiniin yerlesik aerodinamik mode-
line duyarlidir. Asir1 6nyargi, olcek faktorii veya tesisi etkileyen giiriiltii ile aerodinamik
belirsizlik nedeniyle, kii¢iik bir ugak tipik olarak saglam bir ucgus kontrol sistemi tasar-
lamak icin gereken modelleme dogrulugundan yoksundur. Bu eksiklikler, uyarlanabilir
bir dogrusal olmayan kontrol yasasi ile zenginlestirilmis geleneksel bir dogrusal kont-
rol yasasinin uygulanmastyla agilabilir. Geri beslemeli dogrusallastirmaya sahip dogrusal
olmayan bir dinamik ters ¢cevirme kontrol yasasi kararlidir ancak modele modelleme be-
lirsizligi eklendiginde performanstan yoksundur. Hatali ve modellenmemis dinamikleri
tahmin etmek icin geleneksel yaklagimli bir sinir ag1 ile dengelemek, daha once ucak ta-
rafindan goriilmeyen ugus i¢i rejimler i¢in bile saglam bir kontrol tasarimi saglamaktadir.
Bu noktada yapilan ¢alismada, ugcak hiz/irtifa kontroliinde hem motor hizi1 hem de asansor
komutlarina uyum saglamak i¢in Sigma-Pi Sinir Aglar1 (SPNN) kullanimi arastirilmustir.
Sinir ag1 modelinin egitimi, 6zyinelemeli en kii¢giik kareler tahmincisi (RLSE) kullanilarak
gerceklestirilmistir ve SPNN kontrol tasarimlari alti serbestlik derecesi (6DOF) dijital

simiilasyon {izerinde dogrulanmigtir [30].
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Normal egitim setlerinde miikemmel performans gosterebilmek icin gizli katmanda
sigma-pi birimleri ile ii¢ katmanli ileri beslemeli sinir aglarinin nasil tasarlanacagina iliskin
calisma yapilmistir. Bu ¢alismada, biiyiik 6l¢iide paralel 6rneklemeye dayanmakta olan ve
hiperbolik kardinal 6teleme tipi enterpolasyon operatorleri tarafindan indiiklenmekte olan
gercek zamanli tasarim modellerine deginilmistir. Temel strateji gercek zamanli dogasi,
sinir ag1 dilinde yaklagim genel ve verimli tek seferlik 6grenme semasindan bagka bir sey
olmamasindan kaynaklanmaktadir. Ayrica, sigma-pi birimleri 6zel hiperbolik yapisi nede-
niyle, genel olarak daha yiiksek mertebeli aglarda meydana gelen olagan dramatik para-
metre ve agirlik artisina sahip olmamaktadir. Nihai aglar yonetilebilir karmagikliga sahip
olmakla birlikte, ¢cok gruplu diskriminant problemlerine, goriintii tanima ve goriintii isleme
alanlaria uygulanabilir. Ayrintili olarak, XOR-problemi ve 6zel bir ¢coklu grup diskrimi-

nant problemi de bu ¢calismanin konusu olmaktadir [24].

2.2 Regresyon Yontemleri

Bir regresyon modelinin amaci ¢ok basittir: bir veya daha fazla say1 girdi olarak alindiginda,
belirli iglem sonucunda farkli bir say1 elde etmektir. Basitten karmagik fonksiyonlara ka-
dar bu iglemi gerceklestirmenin bir¢ok yolu vardir. En basit durum dogrusal regresyondur.
Cikt1 baz1 egitim hatalarini en aza indirmek i¢in sec¢ilen katsayilarla, girdi degiskenlerinin
dogrusal bir kombinasyonudur. Pek ¢ok baglamda bunun gibi basit bir model yeterli ola-
caktir, ancak degiskenler arasindaki dogrusal olmayan iligkilerin ilgili oldugu durum-
larda basarisiz olacaktir. Gergcek hayat verileri bu duruma 6rnek olarak verilebilir. Model
karmasiklig1 spektrumunun diger tarafinda bir sonu¢ vermeden 6nce girdi verilerini bir
dizi hesaplamayla doniistiiren sinir aglar1 gibi kara kutu regresorleri de bulunmaktadir. Bu
modeller, bir giin genel bir yapay zeka ile sonu¢lanacaklar1 vaadi ile bilgisayar goriisii gibi

zor problemlerde ¢arpici basarilar1 nedeniyle giiniimiizde olduk¢a popiilerdir.

2.2.1 Sembolik Regresyon Yontemi

Dogrusal regresyon veya polinom regresyon kavraminin bir genellemesi seklinde ifade

edilebilir. Girdi degiskenlerini kullanarak cikti degiskenlerinin en iyi sekilde tahmin ede-
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bilenler i¢in olasi tiim matematiksel formiillerin uzayini aramaya calismaktir. Toplama
gibi bir dizi temel fonksiyonlardan baglayarak trigonometrik fonksiyonlar ve iistel fonk-
siyonlara kadar arama sikalas1 genisletilebilir. Sembolik bir regresyon optimizasyonunda,
ayni dogruluga sahip daha kiiciik bir formiille kargilagilirsa karmagik olanin bir 6nemi
kalmayacaktir. Bu yontem, 2009 yilinda ilgili formiilleri aramak icin genetik bir algoritma
gelistirilmistir. Bu yazilim nihayetinde ampirik verilerden yeni fizik yasalari ¢cikarmak i¢in
kullanilabilecegi vaadiyle tin kazanmigtir [17]. Sembolik regresyon konusunu baz alarak
kullanildig1 alanlara deginildiginde, Bal arisi siiriilerinin akilli yiyecek arama davranisini
simiile eden yapay ar1 kolonisi algoritmasi, en popiiler siirii tabanli optimizasyon algorit-
malarindan biridir. 2005 yilinda tanitilmis ve bugiine kadar farkli sorunlar1 ¢c6zmek icin
cesitli alanlarda uygulanmistir. Sembolik regresyon lizerine yeni bir yontem olarak Ya-
pay Ari Kolonisi Programlama (ABCP) olarak adlandirilan yapay bir ar1 kolonisi algo-
ritmasi ilk kez anlatilmaktadir. Sembolik regresyon, bagimsiz degiskenlerin degerlerinin
ve bagimli degiskenlerin ilgili degerlerinin verilen sonlu orneklemesini kullanmakla bir-
likte matematiksel bir model elde etme siireci halinde tanimlanabilir. Bu ¢alismada, yapay
ar1 kolonisi programlama kullanilarak bir dizi sembolik regresyon kiyaslama problemi
coziilmiis ve daha sonra performansi, ¢ok iyi bilinen bilgisayar programlarini gelistirme
yontemi olan genetik programlama ile karsilagtirnlmistir. Simiilasyon sonuclari, 6nerilen
yontemin, sembolik regresyonun dikkate alinan test problemlerinde oldukca uygulanabilir
ve saglam oldugunu gostermektedir [26]. Korunan operatorlerin kullanimi ve kare hata
Olciileri goz Onilinde bulunduruldugunda, sembolik regresyonda standart yaklagimlardan
birini olusturmaktadir. Bir sembolik regresyon sisteminin kiigiik iki modifikasyonunun,
biiyiik olctide gelistirilmis tahmin performansi ve indiiklenen ifadelerin giivenilirligi ile
sonuglanabilecegi One siiriilmiistiir. Bu noktaya ulagsmak i¢in aralik aritmetigi ve dogrusal
Olcekleme kullanilmistir [27]. Rastgele sembolik ifadelerin ¢iktilar: lizerinde dogrusal bir
regresyon gerceklestirmenin ampirik olarak biiyiik faydalar sagladigi ilgi konusu olmusgtur.
Burada lineer regresyonun bazi temel teorik sonuclarina deginilecek olundugunda, sem-
bolik regresyonda kullanim ic¢in uygulanabilirlikleri konusunda gézden gecirilmesi ge-
rektigi diisiiniilmektedir. Olgeklemeden sonra hatamin hesaplandig1 6lceklendirilmis bir

hata 6l¢iistiniin kullanilmasinin, tiim olast sembolik regresyon problemlerinde 6lceklenmemis
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muadilinden daha iyi performans gostermesinin beklendigi kanitlanacaktir. Yontem (i)bir
sembolik regresyon caligmasina ek parametreler getirmediginden, (ii)cogu sembolik reg-
resyon probleminde sonuglari iyilestirmesi garanti edilir (ve baska hicbir problemde daha
kotii degildir) ve (iii)iyi tanimlanmis bir hatanin {ist sinir1, 6lceklenmis karesel hata, sem-
bolik regresyonun pratik uygulamalar i¢in standart hata 6l¢iisii olmak i¢in ideal bir adaydir
[28]. Bu boliim, mevcut en gelismis sembolik regresyon motorlarinda dogrulugun zayif
oldugunu iddia ediyor. Bagka bir deyisle, son teknoloji sembolik regresyon motorlari, iyi
bir kondisyona sahip bir sampiyon dondiiriir; ancak, dogru formiile sahip bir sampiyon
elde etmek, minimal karmasik dilbilgisi derinligine sahip tek bir temel islev durumunda
bile olas1 degildir. Ideal olarak, kullanicilar giiriiltii olmadan, yalmzca belirtilen dilbil-
gisindeki islevleri kullanarak, yalnizca bir temel islevle ve bazi minimum dilbilgisi de-
rinligiyle olusturulan test problemlerinde, son teknoloji sembolik regresyon sistemleri-
nin tam formiilii (veya en azindan bir izomorf) test verilerini olusturmak i¢in kullanilir.
Ne yazik ki, bu beklenti su anda yaymlanmis son teknoloji sembolik regresyon teknik-
leri kullanilarak elde edilememektedir. Inatc1 oldugu kanitlanan birkag test formiilii smifi
incelenir ve neden inat¢1 olduklarina dair bir anlayis gelistirilir. Soyut ifade dilbilgisin-
deki teknikler, ayr1 popiilasyon adalarinda coklu hedefli epigenomlarin iiremesi ile bir-
likte, evrimsel siire¢ sirasinda epigenomun manipiilasyonu da dahil olmak iizere, bu so-
runlart izlenebilir kilmak icin kullanilir. Halihazirda zorlu olan secilmis bir dizi proble-
min, bu teknikleri kullanarak ¢oziilebilir oldugu gosterilmistir ve son teknoloji sembolik
regresyon sistemlerinde dogrulugu gelistirmek i¢in disiplin ¢apinda bir program icin bir
Oneri ileri siirlilmiistiir [33]. Sembolik Regresyon (SR), genetik programlama (GP) i¢in
yaygin bir uygulamadir. Sembolik regresyon i¢in, gercek diinya problemlerinde yetkin GP
yaklasimlariyla karsilagtirildiginda, biiyiikliik siralar1 daha hizli olan (sadece birkag saniye
siiren), daha basit modeller dondiiren, goriinmeyen veriler iizerinde karsilastirilabilir veya
daha iyi tahminlere sahip olan ve evrimsel olmayan yeni bir teknik sunmaktadir. Giive-
nilir ve deterministik olarak yakinsamakta oldugu onesiiriilmiistiir. Hizl1 islev Cikarma
icin FFX yaklasimini adlandirilmaktadir. FFX, biiyiik bir dizi aday temel islevi kompakt
modellere kadar hizla indirgemek i¢in yeni gelistirilmig bir makine 6grenimi teknigi, yola

dayali diizenli 6grenme kullanilmistir. FFX, 13 ila 1468 girdi degiskenine sahip, GP’den

41



daha iyi performans gosteren ve ayni zamanda birka¢ son teknoloji regresyon teknigine
sahip genis bir gercek diinya problemlerinde dogrulanmistir [40]. Billard ve Diday 2000
yilinda yaptig1 calismalarinda, sembolik aralik degerli verilere bir regresyon denklemi
uydurmak i¢in prosediirler gelistirmistir. Yapilan bu calismada, yaklasim klasik teknik-
ler kullanilarak birkac olasi alternatif modelle karsilastirilmistir. Karsilastirma sonucunda,
sembolik regresyon yaklasimi tercih edilmistir. Bu sonugtan dolayi, sembolik histogram
degerli veriler i¢in bir regresyon yaklasimi saglanmis olmusgtur. Sonuglar bir tibbi veri seti
ile test edilip degerlendirilmistir [9]. Diger bir calismada ise, genetik programlamaya (GP)
dayanan bir sembolik regresyon uygulamasi sunulmaktadir. Ne yazik ki, GP’nin derlenmis
dillerdeki standart uygulamalar1 genellikle en verimli olanlar1 degildir. Mevcut yaklasim,
geleneksel GP uygulamalariyla karsilastirildiginda daha fazla basitlik ve daha i1yi per-
formans saglayan dogrusal kodunu kullanarak agac benzeri yapilar icin basit bir temsil
kullanir. Bireylerin yaratilmasi, ¢aprazlanmasi ve mutasyonu resmilestirilmistir. Rastgele
katsayilarin olusturulmasina izin veren bir uzant: sunulmustur. Onerilen uygulamanin et-
kinligi, calismada 0zetlenen hesaplama deneylerinde onaylanmistir [3]. Makine 6grenimi
modelleri olusturulurken faydali 6zellikler otaya ¢ikarmak, makine 6grenimi uygulayicisi
icin temel gorev haline gelmistir. Iyi ve basarihi 6zellikler sadece bir modelin tahmin
giiciinii arttirmakla kalmayip, ayn1 zamanda bir hedef degiskenin altinda yatan itici gii¢leri
aydinlatmada da fayda oldugu one siiriilmiistiir. Yapilan bir diger calismada, Sembolik reg-
resyonun zaman i¢inde degiskenler toplaminin fonksiyonlar1 kesfedilmesi i¢in izin veren
bir “Aralik Terminali” ile donatildig1 yeni bir 6zellik 68renme yontemi Onerilmistir. Range
Terminal’i, Kuzey Kutbu’nun bir boliimiinde uydudan elde edilen sicaklik ve kar verile-
rini kullanarak mevsimsel yesilligi tahmin ettigi sentetik bir veri setidir ve gercek diinya
verileri lizerinde test islemi gerceklestirilmigtir. Sentetik veri setinde, Menzil Terminali ile
Sembolik regresyonun standart Sembolik regresyon ve Kement regresyonundan daha iyi
performans gosterdigini goriilmektedir. Arctic veri setinde, standart Sembolik regresyon-
dan daha iyi performans gosterdigini, Kement regresyonunu gecemedigini, ancak Ark-
tik’teki Kara Yiizey Sicakligi, Kar ve mevsimsel vejetatif biiyiime arasindaki etkilesimi
tanimlayan faydali 6zellikler buldugunu 6nesiiriilmiistiir [20]. Gizli akis fizigini ayrik ve

seyrek gozlemlerden damitmak i¢in modiiler bir yaklagim ortaya koyduk. Kara kutu ma-
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kine 6grenimi yontemlerinin onemli bir sinirlamasi olan islevsel ifade edilebilirligi ele
almak icin, temel siireclerle ilgili iligkileri ve operatorleri tanimlamak icin bir ilke olarak
sembolik regresyon kullanimi Onerilmistir. Bu noktada bahsi gecen yaklagim, Euler re-
ferans cercevesindeki akiskan akiglarinin yoriingesine gomiilii gizli parametrelestirmeleri
ortaya cikarmak i¢in evrimsel hesaplamayi birlestirmektedir. Bu caligmadaki yaklagim, te-
mel olarak gen ekspresyon programlamasi (GEP) ve sirali esik ridge regresyon (STRidge)
algoritmalarindan olugsmaktadir. Sonuclar ii¢ farkli asamada deginilmektedir (i)denklem
kesfi, (ii)kesme hatasi analizi ve (iii)hem bir dizi seyrek gozlemden bilinmeyen kaynak
terimlerini tahmin etmeyi hem de alt 1zgara 6lge8i kapanmasini kesfetmeyi dahil edildigi
gizli fizik kesfi modelerini kullanmaktadir. Hem GEP hem de STRidge algoritmalarinin
Kraichnan tiirbiilans problemini ¢c6zmede Smagorinsky modelini bir dizi uyarlanmis 6zel-
likten arindirildig: gosterilmistir. Sonuglar, karmagik fizik problemlerinde test edilmis olup,
bu tekniklerin biiyiik potansiyelini gostermekte ve model kesif yaklagimlarinda 6zellik
seciminin 6nemini ortaya koymaktadir [59].

Son zamanlarda ise sembolik regresyon kullanarak asir1 6grenme mekanizmalarinin
bagaris1 yiiksek derecede artirilmig [32] sistem tanilamada kullanilmistir. Ayn1 sekilde ro-

botik modelleme ve Ongoriilii kontrol ile kullanilarak tanilama temelli kontrol yapilmistir

[8].

2.3 Parametre Optimizasyon Yontemi

Sosyal hayatta, yatinmecilar yiiksek getiri oran1 elde ederken asir1 riskten kaginan portfdyler
olusturmaya calisirlar. Ureticiler, iiretim siireclerinin tasariminda ve isletilmesinde mak-
simum verimlilige ulagsmay1 hedeflemektedirler. Miihendisler ise, tasarimlarinin perfor-
mansini optimize etmek i¢in parametrelerin ayarlanmasiyla ilgilenmektedirler. Fiziksel
sistemler minimum enerji durumuna egilim gostermektedirler. Izole bir kimyasal sistem-
deki molekiiller gibi, elektronlarin da toplam potansiyel enerjisi en aza indirilene kadar
birbirleriyle reaksiyona girdigi gozlemlenir. Isik 1sinlari seyahat siirelerini en aza indi-
rene kadar yollan takip etmeye devam ederler. Optimizasyon, karar biliminde ve fizik-
sel sistemlerin analizinde de dnemli bir ara¢ olarak kullanilmaktadir. Bu araci kullan-

mak icin, Oncelikle incelenen sistemin performansinin nicel bir 6l¢iisii olan bazi hedef-
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lerin belirlenmesine deginilmesi gerekmektedir. Bu amag, zaman, kir potansiyel enerji
veya tek bir say1 ile temsil edilebilecegi gibi herhangi bir miktar veya miktar kombinas-
yonu da olabilir. Temel amac, sistemin degiskenler veya bilinmeyen parametreleri ola-
rak adlandirilan belirli 6zelliklerine bagli olmasidir. Ulagilmak istenilen, sonucu opti-
mize eden degiskenlerin degerlerinin bulunmasi durumudur. Cogu zaman degiskenlerin
bir sekilde kisitlandig1 goriilmektedir. Ornek verilecek olunursa, bir molekiildeki elektron
yogunlugu ve bir kredideki faiz orami gibi nicelikler negatif deger olamamaktadir. Be-
lirli bir problem i¢in temel amag, degiskenleri ve kisitlamalar belirleme siirecinin kisaligi
ve verimliligidir. Uygun bir modelin olusturulabilmek icin, optimizasyon siirecindeki ilk
adim, bazen de en 6nemli adim1 olusturmaktadir. Model ¢ok basit oldugu taktirde, pra-
tik problem hakkinda faydali bilgiler verilemeyecektir. Cok karmasiksa, ¢oziilmesi ¢ok
zor hale gelecektir. Model formiile edildikten sonra, genellikle bir bilgisayar yardimiyla
¢cOziimiinii saglanacak ve bir optimizasyon algoritmasi kullanilacaktir. Evrensel bir optimi-
zasyon algoritmasi olmamakla birlikte, bunun yerine her biri belirli bir optimizasyon prob-
lemine uyarlanmig algoritmalar toplulugu bulunmaktadir. Belirli bir uygulamaya uygun
algoritmay1 secme sorumlulugu genellikle kullaniciya diiser. Bu se¢cim, sorunun hizli mi
yoksa yavas mi1 ¢oziilecegini ve gercekten de ¢oziimiin bulunup bulunmadigin belirleyebi-
lecegi i¢in Onemli bir se¢cimdir. Modele bir optimizasyon algoritmasi uygulandiktan sonra,
modelin bir ¢6ziim bulma gorevinde basarili olup olmadig1 anlasilinabilir. Cogu siirecte,
mevcut degiskenler kiimesinin ger¢ekten de sorunun ¢oziimii olup olmadigini kontrol et-
mek i¢in optimallik kosullar olarak bilinen zarif matematiksel ifadeler incelenmektedir.
Optimallik kosullar1 saglanmadig1 durumda, en azindan ¢dziimiin mevcut tahmininin nasil
iyilestirilebilecegi konusunda faydali bilgiler sunulabilmektedir. C6ziimiin modeldeki ve
verilerdeki degisikliklere duyarliligini ortaya koyan duyarlilik analizi gibi teknikler uygu-
lanarak model gelistirilebilir. Coziimiin uygulama agisindan yorumlanmasi noktasinda ise,
modelin iyilestirilebilecegi veya diizeltilebilecegi yollar da 6nerebilinir. Modelde herhangi
bir degisiklik yapildig1 durumda optimizasyon problemi yeniden ¢oziilmektedir ve siire¢
tekrarlanmaktadir [45]. Matematiksel olarak deginildiginde, optimizasyon, degiskenleri
tizerindeki kisitlamalara tabi bir fonksiyonun minimizasyonu veya maksimizasyonudur.

x bilinmeyenler veya parametreler olarak da adlandirilan degiskenlerin vektoriiyken, f

44



maksimize etmek veya minimize etmek istedigimiz x’in bir (skaler) fonksiyonu olan amag
fonksiyonudur. ¢;, 2’in bilinmeyen vektoriiniin karsilamas1 gereken belirli denklemleri ve

esitsizlikleri tanimlayan skaler fonksiyonlar1 olan kisit fonksiyonlaridir.

min(f(x)), € R, (7)
ci(r) =0,i€e (8)
ci(x) >=0,iel 9)

Burada I ve e, sirasiyla esitlik ve esitsizlik kisitlamalar icin indeks kiimeleridir. Yu-
karidaki optimizasyon problemi, karar degiskenlerinin “en iyi” vektorii #’in tiim olasi
vektorler iizerinde setin icinde bulunmasini iceren bir karar problemi olarak goriilebilir.
“En iyi” vektor ile amag fonksiyonunun en kiiciik degeriyle sonuclanani kastedilmektedir.
Cok sayida kiiciiltiicii olmas1 miimkiindiir. Bu durumda, kiigiiltiiciilerden herhangi birini
bulmak yeterli olacaktir [13]. Genel olarak bakildiginda modelde kosulu saglayacak en uy-
gun minimum noktay1 bulabilmek icin gradient tabanl bir ¢cok arama yontemi gelistirilmistir.
Bu yontemlerin cogu dogrusal sistemlerde biiyiik basarilar elde etmistir. Fakat veri boyutu
arttikca biiyiin gradient matrislerin hesaplanmasi zorlasmig olmakla birlikte dogrusal ol-

mayan sistemlerde iyi basari sergileyemedikleri goriilmiistiir [45].

2.3.1 Levenberg-Marquardt Yontemi

Levenberg-Marquardt Optimizasyonu, orta 6l¢ekli problemler sz konusu oldugunda grad-
yan inig ve eslenik gradyan yontemlerinden ziyade onemli 6l¢iide daha iyi performans
gosterebilen ve dogrusal olmayan optimizasyon islemlerinde bir standardi olusturmaktadir.
Bu yontem, sadece fonksiyon hesaplamalar1 ve gradyan bilgisi ile calismaktadir,fakat
gradyanlarin dig carpimlarinin toplaminmi1 kullanarak Hessian matrisini tahmin ettigi icin
sOzde ikinci dereceden bir yontemi ifade etmektedir [51]. Marquardt, bu yontemi, tahmini
yerel egrilik bilgilerinin akillica dahil edilmesiyle gelistirmistir ve Levenberg-Marquardt
yontemiyle sonu¢lanmisgtir.

Wit1 = W; — (V)d (10)
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Bu noktada w fonksiyon parametrelerini ifade ederken, d tiirevi ifade etmekte ve v hessian
matrisini ifade etmektedir. Denklem 10, optimizasyon yontemi olan, Newton yontemleri-

nin genel giincelleme yontemini ifade etmektedir.

wiy1 = wi(H+N)"'d (11)

Bununla birlikte denklem 11, Levenberg-Marquardt yonteminin Hessian yaklasima ile bir-
likte ortaya konulmus giincelleme denklemidir. Bu yontemi kisaca su sekilde sozde kod
haline getirebilinir.

1. Ilk olarak kuralin belirttigi sekilde bir giincelleme yapilr.

2. Yeni agirlik vektoriindeki hatay1 degerlendirilir.

3. Giincelleme sonucunda hata artis1 gozlemlenirse, lamda geri cekilir (yani agirhiklar
onceki degerlerinde tutulur), 10 kat veya buna benzer onemli bir faktor kadar artirilir.
Boyle bir durumda (1)’e gidilir ve giincelleme yeniden gerceklestirilir.

4. Giincelleme sonucunda hata azaldiysa, adim kabul edilir (yani agirliklar1 koruyun yeni
degerlerinde) ve 10 kat kadar azaltilir.

Eger hata artiyorsa, ikinci dereceden yaklagim iyi ¢alismiyor ve muhtemelen minimuma
yakin bir noktada bulunulmamaktadir, bu nedenle basit gradyan inisine daha fazla uyum
saglamak i¢in lamda arttirllmalidir. Tersine, eger hata azaliyorsa, yaklagim iyi ¢alistyor ve

minimuma yaklagsma beklenecektir [51].

2.4 Onerilen Oznitelik Cikarim Temelli Modeller

Bu noktaya kadar bahsi gecen yontemler gbz oniinde bulunduruldugunda, zaman serisi
tahminlemesi i¢in ¢ogu alanda calismalar yapilmis ve degerlendirilmistir. Bu ¢aligmalara
ek olarak, bu ¢alismada sembolik regresyon tabanli 6znitelik ¢ikarimu ile birlikte bu 6z
niteliklere dayanarak ve bahsi gecen sinir ag1 modelleri kullanarak tahminleme islemi

gerceklestirilmistir.
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Sekil 7: Onerilen Metotlarda kullanilan veri seti gorseli.

Bu calisma gergeklestirlirken KLEMSAN firmasinin ana fabrika binasinin yaklasik 5
yillik, saatlik kaydedilen elektrik tiiketim veri seti kullanilmistir. Veri seti oncelikle 6n

islemden gecirilerek kullanilacak formata uygun hale getirilmistir. Kullanilan veri setinin

ornegi sekil 7°de gosterilmistir.

24.1 Sembolik Resresyon Temelli Yapay Sinir Aglar:

Onerilen yontemlerden bir tanesi standart yapay sinir ag1 modelini sembolik regresyon
cikiglart olan 6zniteliklerle egitmektir. Sembolik regresyon goz oniinde bulunduruldugunda
baz1 aritmetik fonksiyonlar ve operatorler kullanilmistir. Bu iglemlerin 6znitelik olarak
secimi gerceklestirilmis ve degerlendirme sonucunda rasgele secilen operasyon ve ya
fonksiyonlar sinir ag1 i¢in Oznitelik olarak kullanilmistir. Bu operatorler ve fonksiyon-

lar asagida listelenmistir;
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1. Rastgele Operatorler

a+b
axb
min(a,b)
mazx(a,b)

mod(a, b)

2. Rastgele Fonksiyonlar

1/(1 + exp(—f1))
0.01f,

S

(12)
(13)
(14)
(15)
(16)

(7)
(18)
(19)
(20)
21
(22)
(23)
(24)
(25)
(26)
27)

Baglangi¢ noktasinda rasgele olarak secilen bu fonksiyon veya operatorler giincellenen

agirliklara gore tekrar segilir ve optimum noktay: bulana kadar degisim gosterir. Optimum

nokta bulundugunda islem tekrar gerceklestirilir ve egitimin en optimum oldugu nokta

icin gegerli 6znitelik ve indeks bulunmusg olur. Bulunan bu nokta test i¢in kullanilir ve test

islemi gerceklestirilerek hata parametreleri hesaplanir. Standart yapay sinir aginin para-

metrelerinin giincellenmesinde Levenberg-Marquardt metodu kullanilmakta olup, biitiin

gerekli parametreler ayn1 anda giincellenmektedir.
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2.4.2 Sembolik Resresyon Temelli Sigma-Pi Sinir Aglar

Gimcellenen
z —_— —_— .Tj i
H
Z-1—> |B|— X,
B
4
[
8
=y
i
L) |—= E’ R
el J
2
5
(L]
Z-d|——= — X3 Gizhi Katmandalki
Toplama Birimleri
|G1'ri§ Katmam
Zaman Serisi  Sembolik Regresyon HONN

Sekil 8: Onerilen Metotun Sinir A1 Modeli.
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Sunulan yontemlerin bir digeri ise Sembolik regresyon sonucunda elde edilen 6zni-
teliklerin yiliksek mertebeden sinir ag1 olan Sigma-Pi sinir ag1 kullanilarak egitilmesidir.
Sekil 8’de yontem modellemesi gosterilmis olup sinir aginin agirliklar1 Levenberg-Marquardt
yontemiyle giincellenmektedir. Bu yontemler MATLAB programinda yazilmig ve sonuclar

bu programda derlenmistir.

2.4.3 Sembolik Resresyon Temelli Pi-Sigma Sinir Aglari

Sembolik regresyon temelli 6znitelik ¢ikarimi yapilip egitimin farkli bir yiliksek mertebe-
den sinir ag1 olan Pi-Sigma sinir agiyla egitiminin yapildig1 bir diger yontem daha 6nerilen
yontemler arasindadir. Bu yontemde farkli olarak kullanilan Pi-Sigma sinir ag1, ¢ikislarin

carpimi iglemi gerceklestirmektedir.

Gimncellenen
z —_— — X ] A
H
Z-1— |[B|— X,
B
'S
8
=y
)
Z-]|— E’ = X
el J
=
5
(L]
Gizhi Katmandaki
z-dj— — %y Carpim Birimleri
|G1'ri§ Katmam
Zaman Serisi  Sembolik Regresyon HONN

Sekil 9: Onerilen Metotun Sinir Ag1 Modeli.
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3 Benzetim Calismalar:

Onerilen yontemlerin MATLAB yaziliminda yazilip kosturulmast ile elde edilen sonuglar
bu boliimde incelenecek ve degerlendirilecektir.

Verinin Hazirlanmast

Benzetim caligmalarinda 4000 adet enerji tikketim verisi kullamlmistir. Bu verilerin 2000
adeti modelleri egitmede (training), 1000 adeti modellerin dogrulanmasinda (validation),

kalan 1000 adet veri ise modellerin test edilmesinde (testing) kullanilmistir. Dogrulama

0 500 1000 1500 2000 2500 3000 3500 4000
Zaman (saat)

Modellemede kullanilan tiketim verisi
o o o o o o
N w £ (4] (o] ~

o©
=
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Sekil 10: Benzetim ¢alismalarinda kullanilan veri.

verisi sadece egitme sayisini belirlemede kullanilmistir. Yani modelin ezberlenmesi en-
gellemek i¢in dogrulama seti kullanilmigtir. Ayrica tiikketim verisi [0, 1] araligina § =
(Y = Ymin) /| (Ymaz — Ymin) formulii kullanilarak normalize edilmistir. Tim veri Sekil 10°de
gosterilmektedir. Veri incelenirse periyodik sekilde tiikketimin gerceklestigi goriilmektedir.
Fakat farkli tikketim nitelikleri, giirtiltiiye benzer modellerin tahmin etmede zorlanacag:
veriler tiretmektedir.

Model Yapist

Tasarlanan standart ANN ve diger HONN modelleri, genel olarak NARMA (Nonlinear
Autoregressive-Moving-Average) yapisindadir. Dolayisiyla modeller tasarlanir iken ha-

rici girig verisi kullanilmamistir. Sadece enerji tiiketim verisinin ge¢misteki son 3 degeri
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kullanilmaktadir. Ayrica giris-cikis iligkisi dogrusal olmayan yapidadir. Genel olarak tek-

adim kestirim modeli alttaki gibi ifade edilmektedir.

U = fmodel(ykfla Yk—2, yk73) (28)

Burada dikkat edilmesi gereken husus iistte ifade edilen NARMA modeli 6znitelik ¢ikarimi
olmadan giriglerin direkt kullanildig1 durumdur. Fakat 6znitelik ¢ikarimi yapilarak model-
leme yapilmasi durumunda bu girigler direkt kullanilmasiin yaninda bu giriglerin ikili
kombinasyonlarinin operator ve fonksiyonlardan gecirilmesi ile elde edilen 6znitelikler,
modelin girisi olacaktir. Benzetimlerin sonunda en iyi modelemeyi saglayan 6znitelik ope-
rator ve fonksiyonlari iki farkli model i¢in verilecektir.

Temel Performans Olciitleri: RMSE ve MAPE

Modelleme ve kestirim calismalarinda model bagarisinin dl¢iilmesinde en ¢ok kullanilan

iki performans 0l¢iiti RMSE ve MAPE dir.

RMSE = $ X_j(y(kr) —9(k))?/N (29)
O ylk) — (k)]
MAPE = kz:jl RTINS (30)

Burada, y(k) orjinal tiikketim verisi, (k) tahmini tiiketim verisi, N ise veri say1sidir.
Model Karmagsikligina Karsi Performans Olgiitii:MDL

Standart ANN modelenin gizli katmandaki noron sayilar1 deneme yanilma yontemi ile
10 ve 50 olarak belirlenmistir. Fakat HONN modellerinde bu sayida noron kullanimi
kotii sonug verdigi bilinmektedir. Zaten HONN yapilarinda amag¢ ¢ok az sayida noron
sayist ile hizli 6grenmenin saglanmasidir. Bu yiizden HONN yapilarinda gizli katman 3
noron ve 5 noron olmak belirlenmistir. Burada modellerin karmagiklig1, parametre sayisi
ve modelleme bagarisini ayni anda 6l¢en Enkiiciik-Belirleyici-Uzunluk (MDL) 6l¢iitii kulla-
nilmigtir. Bu 6l¢iit bize gergekte tasarlanan model yapisinin ne kadar bilgiyi sakladig1 yada
tasidi8 Olciitiinii vermektedir. Yani HONN yapilarinda az parametre ve az noron sayisi ile
yakin performans sagliyor ise fakat MDL degeri eksi olarak daha kiigiik ise o yapinin
daha verimli daha bagarili oldugunu gostermektedir. Bu ol¢iitii benzetim sonuglarinda tek-

rar degerlendirecegiz. MDL 6l¢iitii su formiil ile hesaplanmaktadir.
MDL = Nlog(MSE) + Plog(N) (31)
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Burada N giris-¢ikis veri sayisidir, MSE modellemenin ortalama karesel hatasidir, P ise

parametre sayidir. Bu degerler modelin egitme verileridir.

3.1 Oznitelik Cikarim Kullamlmadan Elde Edilen Sonuclar

Bu alt boliimde 6znitelik ¢ikarimi yapmadan direkt 3 girig kullanilarak elde edilen e8itme
ve test sonuclarinin RMSE, MAPE ve MDL degerleri verilmektedir. Burada dogru karsilag-

tirmanin yapilabilmesi i¢in tiim modellerin ilk degerleri 10! olarak alinmgtir.
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(c) Egitme tahmin sonuglar1. (d) Test tahmin sonuglari.

Sekil 11: Standart ANN (10 noron): 6znitelik ¢cikarimi olmayan modelleme ve kestirim

sonuglari

Sekil 11°de standart ANN model tahminleme sonuglart verilmektedir. 10 ndron sayis1
ile oncelikle dogrulama verisi kullanilarak optimal egitme sayis1 110 olarak belirlenmis

olup daha sonra 110 egitme sayis1 ile model egitilmis ve test verisi iizerinde modelleme
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(c) Egitme tahmin sonuglari. (d) Test tahmin sonuglari.

Sekil 12: Sigma-Pi sinir ag1 (3 diigiim): 6znitelik ¢cikarimi olmayan modelleme ve kestirim

sonuclari

yapilmistir. Sonug olarak elde edilen en iyi modelleme sonuclar1 grafikler ile eklenmigtir.
Standart ANN modelin 50 néron kullanilmasi durumunda 6nemli seviyede basar1 artigi
olmadig1 gézlenmistir.

Oznitelik ¢ikarimi olmadan elde edilen RMSE, MAPE ve MDL degerleri Tablo 1°de
verilmistir. RMSE ve MAPE degerleri test verisi lizerinden MDL degeri ise egitme veri-
leri iizerinden hesaplanmaktadir. Elde edilen sonuclara gore standart ANN modelin daha
1yl sonug¢ verdigi gozlenmistir. Sigma-Pi sinir aginin ¢ikisinda 3 diigiimiin kullanilmasi
ile elde edilen modelleme ve tahmin sonuclar ise Sekil 12°de verilmistir. Grafiklerden
standart ANN modele gore daha hizli 6grenmenin gerceklestigi sOylenebilir, fakat test
verisi lizerindeki RMSE ve MAPE sonuglarina gére daha kotii tahmin sonuglari tirettigi

gozlenmistir. MDL degerlerine bakildiginda az parametre sayisindan dolay1 Sigma-Pi aglari
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Tablo 1: Oznitelik ¢ikarimi kullanilmadan elde edilen performans sonuglar

Test Verisi RMSE | MAPE | MDL
ANN(10 n6ron) 0.0349 | 0.0594 | -5.63e+03
ANN(50 n6ron) 0.0348 | 0.0599 | -5.06e+03

Sigma-Pi (3 diigtim) | 0.0418 | 0.0680 | -5.41e+03

Sigma-Pi (10 diigtim) | 0.0431 | 0.0711 | -5.2762e+03
Pi-Sigma (3 diigiim) | 0.1393 | 0.2255 | -3.3183e+03
Pi-Sigma (10 diigiim) | 0.1393 | 0.2255 | -3.2391e+03

kiiciik MDL degeri iiretmistir. Fakat standart ANN modelin tahmin basarimi iyi olmasindan
dolay1 en kiiciik MDL degerini iiretimistir.

Elde edilen tahminleme performanslart goz oniine alindiginda, standart ANN ve Sigma-
Pi aglarinin %>5’in altinda RMSE hatast iirettigi i¢in kabul edilebilir performanslar oldugu
goriilmektedir. Pi-Sigma aglarinin ise modelleme basaris1 kotii olmasindan dolay1 son-
raki boliimde benzetim ¢alismalarinda kullanilmayacaktir. Literatiir calismalarinda da Pi-

Sigma aglar1 daha kotii tahmin sonuglar tirettigi gosterilmis ve daha az kullanilmstir.
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Tablo 2: Oznitelik ¢ikarimi kullanilarak elde edilen performans sonuclari
Test Verisi RMSE | MAPE | MDL

ANN(10 noron) 0.0328 | 0.0542 | -5.85e+03
Sigma-Pi (3 diigiim) | 0.0365 | 0.0620 | -5.61e+03

Tablo 3: Oznitelik operator ve fonksiyonlar

Standart ANN &znitelik= [exp(maz(yg_1, Yk—2)), Vmin(yx_1, Yk—3), Sin(yx_2 X yr_3)]

Sigma-Pi 6znitelik= [\/yx—1 + yx—2, cos(3 X maz(yk—1,Yk—3)), €xp(Yk—2 + Yk—3)]

3.2 Oznitelik Cikarim Kullanilarak Elde Edilen Sonuclar

Bu alt boliimde ise tez calismasinda 6nerilen sembolik regresyon temelli 6znitelik ¢cikarimi
uygulanacak ve elde edilen 6znitelik uzay1 kullanilarak modelleme ve tahmin yapilacaktir.
Onceki boliimde belirtildigi iizere en iyi sonug veren iki model iizerinden sonuglar tek-
rar kaydedilecektir. Oznitelik cikariminda amag giris degerlerindeki gizli bilgiyi ortaya
cikarmak ve modelleme basarisinini artirmaktir. Bilindigi lizere anlik girig verisinin mat-
ris oldugu durumlarda, 6rnegin goriintii siniflandirma caligmalarinda filtreler kullanilarak
Oznitelik ¢ikarimi saglanmaktadir. Fakat zaman serisi tahmininde giris verisi sadece se-
rinin eski degerleri oldugu i¢in bdyle bir imkan yoktur. Ancak ¢ok katmanli ag yapisi
ile yani ¢ok parametrik bir model ile miimkiin olacaktir. Dolayisiyla tez calismasinda girig
degerlerini farkli fonksiyon ve operatorlerden gecirerek basari artirilabilecegi ongoriilmiistiir.
Genel amac, Onerilen 0znitelik ¢ikarimi sayesinde az parametreli basit modellerin bagarisini
artirmak ve gomiilii sistemlerde kullaniminmi saglamaktir.

Tablo 2’de 6znitelik ¢cikarimi kullanilarak yapilan modelleme caligmalarina iligkin per-
formans degerleri verilmektedir. Elde edilen sonuglar incelendiginde 6znitelik ¢ikarimi
Sigma-Pi ag1igin %12.6 iyilestirme saglar iken standart YSA model icin %8 civar1 iyilestirme
saglamaktadir. Tablo 3’de tasarlanan 6znitelik operator ve fonksiyonlar: verilmigtir. Goriil-
diigii lizere zaman serisinin ge¢mis degerlerinin direk kullanilmas1 yerine basit operator
ve fonksiyondan gecirilmesi ile veriden daha anlamli bilgi ¢ikarimi yapilabildigi goste-
rilmektedir. Buna benzer bir sonug, deneme yanilma yontemi ile 6znitelik fonksiyonlar

bulunmus ve az sayidaki veriden basarili modelleme performansi [25] elde edilmistir.
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Sekil 13: Sigma-Pi sinir ag1 (3 diigiim): 6znitelik ¢ikarimi kullanarak modelleme ve kesti-

rim sonuglari
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4 Sonuclarin Degerlendirilmesi ve Gelecek Calismalar

Tez ¢alismanin amaci zaman serisi tahminlemesinde 6znitelik ¢ikarimina yeni bakig acisi
getirmek olup tahminleme performansini arttirmak ve hata oranimi azaltarak gercek ha-
yatta verilerin kullanilabilirligini arttirmaktir. Sembolik regresyon temelli 6znitelik ¢ikarimi
yontemi, sinir ag1 modellerine giren veriden daha anlamli bilgi ¢ikarimi saglamis ve sinir
agmin modelleme performansinin artmasim saglamistir. Ikincil olarak, Sigma-Pi ve Pi-
Sigma sinir agilarinin zaman serisi islenmesinde kullanilmasi, daha az diigiim sayisiyla ve
az parametre ile sonug verecek bir model olmustur. Onerilen 6znitelik ¢ikarim %8 — 15
arasi iyilestirme saglamasi bazi uygulamalarda yeterli iken bazi uygulamalarda yetersiz
kalacaktir. Elde edilen kismi iyilestirme her tahminleme sonucunda kullanilmasi duru-
munda, iistel olarak artan bir iyilestirme saglayacaktir.

Calismanin daha iyi sonug¢ vermesi i¢in bazi iyilestirmelerin yapilmasi ongoriilmiigtiir.
Birincisi zaman serisinin ka¢ adet gecmis degeri kullanilacagi, ikincisi hangilerinin kul-
lanilacag: (input selection) ve en 6nemlisi ka¢ adet sembolik fonksiyon ve operator ile
oznitelik ¢ikarilacag: tasarlanmalidir. Ayrica LM egitmenin siirekli lokal minimuma takil-
masi ve giris sayis1 degistikce optimizasyon kodunun degisecek olmasindan dolay1 burada
tic adet giris ile stnirlandirilmistir. Fakat sezgisel yontemlerin kullanilmast durumunda, lo-
kal minimum ve baglangi¢ sartlarina baglilik probleminden kacinilacak ve istenilen sayida
giris ile Jakobyan matrisini degistirmeden kolayca parametre optimizasyonu saglanacaktir.
Ek olarak, enerji tiiketim verisinde var olan anomalilerin isaretlendigi veri seti kullana-
rak veri smiflandirma islemi yapilmasi planlanmaktadir. Veri kaydi yapan cihazlara bu
modeller entegre edilebilir hale getirilecek ve faturalandirma ve hata tahminlenmesinde

kullanilacaktir.
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