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BiR IPLiK URETIM TESISINDE NIiTELIK SECIMi VE
SINIFLANDIRMA iLE iPLiK KALITESININ BELIRLENMESI

Tayfun OZMEN

Erciyes Universitesi, Fen Bilimleri Enstitiisii
Yiiksek Lisans Tezi, Mayis 2017
Damisman: Yrd. Dog¢. Dr. Pinar Zarif TAPKAN

OZET

Giiniimiiz bilgisayar teknolojisi hizla ilerlemekte ve bilgisayarlarin hafiza kapasiteleri
her gecen giin artmaktadir. Bilgisayarlarin hafiza kapasitelerinin artmasiyla birlikte bilgi
kaydi yapilan alanlarin sayisi da artmaktadir ve bu sayede veriye ulasmanin kolaylastigi
goriilmektedir. Bilgisayar teknolojisi ile kaydi yapilan ve iretilen veriler tek baslarina
bir anlam ifade etmemektedir. Bu veriler belli bir ama¢ dogrultusunda islendigi zaman
bir anlam ifade etmeye baslamaktadir. Bu ham veriyi bilgiye veya anlamli hale

doniistiirme iglemleri veri madenciligi ile yapilabilmektedir.

Bu caligmada veri madenciligi tiim detaylar1 ile incelenip veri madenciligi siireci,
modelleri agiklanmis ve bir iplik iiretim tesisinde iplik kalitesinin degismesine sebep
olabilecek faktorler belirlenmistir. Faktorlerin 6nem siralari Taguchi yontemi ile
belirlenmistir. Iplik kalitesini etkileyen faktdr sayisimin fazla olmasi sebebiyle nitelik
secimi ve smiflandirma yontemleri kullanilarak kural olusturulmustur. Siniflandirma
islemi i¢cin Weka 3.8.1 ve MT-VeMa 1.0 paket programlart kullanilmistir. Kurallar,
kaliteli iplik iiretimi icin isletmeye yol gosterici olmustur. Bu calisma ile veri
madenciligi uygulamalarinin, bir tekstil sirketinde gercek verilerle nasil sonuca ulastigi

gosterilmis ve ilgili siirece katkida bulunulmustur.

Anahtar Soézciikler: Veri Madenciligi, Veri Madenciligi Siireci, Veri Madenciligi
Modelleri, Taguchi Yontemi, Siniflandirma Kural Cikarima,

Weka 3.8.1, MT-VeMa 1.0.
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DETERMINING THE YARN QUALITY BY FEATURE SELECTION AND
CLASSIFICATION IN A YARN PRODUCTION FACILITY
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Supervisor: Yrd. Dog. Dr. Pinar Zarif TAPKAN

ABSTRACT

Today’s computer technology is advancing rapidly and computers memory capacity is
increasing everyday. The number of the fields which are storing information is
increasing with the increasing of computers information storage capacity and therefore
the facilitator of attaining data. Data which are produced by computers are worthless
alone because they are meaningless. These data become meaningful when they are
processed for an aim. Changing this raw data to information and to significant state is

possible with data mining.

In this study data mining’s all of details are researched, data mining’s process, models
are explained and the factors of the yarn quality caused change are designated in yarn
manufacturing plant. Factors order of importance is determined with Taguchi method.
Hence the yarn quality is effected from number of factors is much, while qualification
election and classification method are used, the rule is created. Weka 3.8.1 and MT-
VeMa 1.0 package programs are used for classification method. The rules is a guided to
the plant for produced quality yarn. With this study, how data mining’s practises are
reached the result, is showed with real datas in the textile company and concerning this
process are contributed.

Keywords: Data Mining, Data Mining’s Process, Data Mining’s Models, Taguchi
Method, Classification Rule Extraction, Weka 3.8.1, MT-VeMa 1.0.
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1. GIRIS

Bilgisayar sistemleri ile iiretilen veriler tek baglaria degersizdir, ¢iinkii bakildiginda bir
anlam ifade etmezler. Bu veriler belli bir ama¢ dogrultusunda islendigi zaman bir anlam
ifade etmeye baglar [1]. Diger taraftan ge¢miste yasanan kotii bir tecriibeden
kaynaklanan kaybin engellenmesi miimkiin degildir. Onemli olan ge¢mise ait olaylara
dair gizli bilgileri kesfetmek, ileriye yonelik durumsal ongoriiler veren modeller ile
onceden tedbir almamiz1 saglayacak bir yonetim anlayisina gecmek ve olasi kayiplari
ongorebilmektir [2]. Bu yiizden biiyliik miktardaki verileri isleyebilen teknikleri
kullanabilmek biiyiilk 6nem kazanmaktadir. Bu ham veriyi bilgiye veya anlamli hale
dontistirme islemleri veri madenciligi ile yapilabilmektedir [1]. Veri madenciligi, bu
gibi durumlarda kullanilan biiylik miktardaki veri kiimelerinde sakli durumda bulunan

ortintii ve egilimleri kesfetme islemidir [3].

Bilgisayar ve iletisim teknolojilerindeki gelismelere paralel olarak donanimin
ucuzlamas: verilerin uzun siire depolanmasina dolayisiyla biiyiikk kapasiteli
veritabanlarinin olusmasina neden olmustur. Giinlimiizde veritabanlar1 artik tera
byte’larla Olciilmektedir. Bu Olgekte biiyiik veriler, stratejik oneme sahip bilgileri
gizlemektedir. Veri madenciligi, biiylik veri tabanlarindaki gizli bilgi ve yapiy1 agiga

¢ikarmak i¢in ¢ok sayida veri analizi aracini kullanan bir siiregtir [4].

Temel olarak dort alanda meydana gelen gelismeler veri kaynaklarmi bulma, onlar
sorgulama, sorgulanan verileri derleme ve verilerden bilgi iiretmek i¢in analiz yapma
konusunda yeni firsatlar ve arastirma konulari dogmasina neden olmaktadir. Bu alanlar

asagida aciklandig gibidir:

1. Veri isleme ve saklama alanindaki teknolojik gelismeler giin gectik¢e artmakta

ve daha fazla veriyi daha kisa siirede islememize olanak saglamaktadir.



2. Bilgisayar kullanimi {igiincii diinya iilkeleri de dahil, yillar igerisinde artmakta
ve giin gectikge daha fazla kisi, daha fazla dijital ortamda ¢alismaya baglayarak,
daha fazla dijital veri liretmektedir.

3. lletisim teknolojileri ve internet gibi altyapilar hizla tiim diinyay1 sarmakta, yer
ve zamandan bagimsiz bir yasam sekli gelismektedir.

4. Insanlar daha hizli ve dogru karar almak igin veriye dayali bir arastirma,

inceleme ve muhakeme kiltiiriini benimsemektedir.

Veri madenciligi bu gelismelere paralel dogmus ve veri yigmlart i¢indeki dnceden

kesfedilmemis iligkileri bulmaya odaklanmis sicak bir arastirma alanidir [5].

Bu calismada bir iplik tiretim tesisinde iretilen ipligin kalitesi, veri madenciligi
smiflandirma yontemi kullanilarak belirlenecektir. Calismanin 2. bdliimiinde veri
madenciligi genel kapsamda sunulacaktir. Boliim 2.1°de veri madenciligin tarihinden,
Bolim 2.2°de veri madenciligin kullanildigi alanlardan, Bo6lim 2.3’de  veri
madenciligini etkileyen etmenlerden, Bolim 2.4’de veri madenciliginde karsilasilan
problemlerden, Boliim 2.5°de veri madenciligi siirecinden bahsedilecektir. Boliim 3’de
veri madenciligi modelleri detaylar1 ile agiklanacaktir. Bolim 4’de iplik kalitesini
etkileyen faktorlerden bahsedilecektir. Ayrica bu faktorlerin 6nem siralar1 Taguchi
yontemi ile belirlenecektir. Bolim 5°de ¢ikan sonuglar veri madenciligi paket
programlarinda incelenip iplik kalitesini etkileyen faktorlerden bir simiflandirma
yapilarak kural olusturulacaktir. Sonug¢ boliimiinde ise ¢ikan veri sonuglar ile birlikte

veri madenciliginin genel degerlendirilmesi yapilacaktir.



2. VERI MADENCILIGI

Veri madenciligi, biiyiik miktarlardaki veri i¢inden, gelecegin tahmin edilmesinde
yardimc1 olacak anlamli ve yararli baglanti ve kurallarin bilgisayar programlar
aracilifiyla aranmasi ve analizidir. Ayrica veri madenciligi, ¢ok biiyiik miktardaki
verilerin igindeki iliskileri inceleyerek aralarindaki baglantiyr bulmaya yardimei olan ve
veri tabani sistemleri icerisinde gizli kalmis bilgilerin ¢ekilmesini saglayan veri analizi
teknigidir [1]. Veri madenciligi biiyiik miktarda veri inceleme amaci {izerine kurulmus
oldugu icin veri tabanlar1 ile yakindan iligkilidir. Gilinlimiizde yaygin olarak
kullanilmaya baslanan veri ambarlar1 giinliik kullanilan veri tabanlarinin birlestirilmis
ve islemeye daha uygun bir 6zetini saklamay1 amaglar. Veri madenciligi kendi basina
bir ¢oziim degil ¢ozlime ulasmak icin verilecek karar siirecini destekleyen, problemi
¢ozmek i¢in gerekli bilgileri saglamaya yarayan bir aractir. Veri madenciligi; analiste, is
yapma agamasinda olusan veriler arasindaki sablonlar1 ve iligkileri bulmasi konusunda

yardim etmektedir [6].

Veri madenciliginin etkilesimde oldugu alanlar olduk¢a genistir. Bu alanlar igerisinde
Sekil 2.1.’de gosterildigi gibi, veri tabani sistemleri, veri gorselligi, yapay sinir aglari,

istatistik, yapay 6grenme vb. disiplinler bulunmaktadir.
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Sekil 2.1. Veri madenciligi ile iliskili disiplinler.

Veri madenciligi araglar1 kullanilarak, isletmelerin daha etkin kararlar almasina yonelik
karar destek sistemlerinde gerekli olan egilimlerin ve davranmig kaliplarinin ortaya
cikarilmast miimkiin olmaktadir. Gegmisteki klasik karar destek sistemlerinin
kullanildig araglardan farkli olarak, veri madenciliginde ¢ok daha kapsamli ve otomatik

hale getirilmis analizler yapmaya yonelik, bir¢ok farkli 6zellik bulunmaktadir [2].

Glinlimiizin ekonomik kosullar1 ve yasanan hizli de8isim ortamlarinda, tecriibe ve
Onsezilere dayanarak alinan kararlarda yanlis karar alma riski ¢ok yiiksektir. Riski
azaltmanin tek yolu bilgiye dayali yonetimi ongoren karar destek ¢oziimleridir. Veri
madenciligi teknikleri, gercek anlamda bir karar destek sistemi olusturmada olmazsa

olmaz araclardir. Bu noktada bilgi teknolojilerinden yararlanmak kac¢inilmaz olmustur

[7].
Veri madenciliginin 6zelliklerini siralayacak olursak;

- Biiyiik ve karmasik verilerle caligir.
- Her tiirlii veriyi kullanarak ¢éziimler iiretebilir.
- Veritabani sistemleri, veri gorselligi, yapay sinir aglari, istatistik, yapay 6grenme

vb. disiplinlerden faydalanir.



- Daha 6nceden bilinmeyen, dogrulanabilir, etkinlestirilebilir bilgiyi arar.
- Otomatik veya yar1 otomatik olarak ¢alisan ¢6ziim araglar1 kullanr.

- Bircok endiistride kullanilmaktadir.

- Sorunlara gore degisen ¢6ziim araglart vardir.

- Hizla biiylimekte olan bir alandir.

Bugiine kadar farkli kaynaklarda veri madenciliginin pek ¢ok tanimiyla kargilagilmistir.

Bu kaynaklardan bazilarina gore veri madenciliginin tanimi sdyledir:

Veri madenciligi, eldeki verilerden iistii kapali, ¢cok net olmayan, dnceden bilinmeyen
ancak potansiyel olarak kullanigli bilginin ¢ikarilmasidir. Bu da; kiimeleme, veri
Ozetleme, degisikliklerin analizi, sapmalarin tespiti gibi belirli sayida teknik

yaklagimlar1 igerir [8].

Hand [9] veri madenciligini istatistik, veritabani teknolojisi, Oriintii tanima, makine
ogrenme ile etkilesimli yeni bir disiplin ve genis veritabanlarinda onceden tahmin
edilemeyen iliskilerin ikincil analizi olarak tanimlamuistir. Kitler ve Wang [10] veri
madenciligini tahminci anahtar degiskenlerin binlerce potansiyel degiskenden izole
edilmesini saglama yetenegi olarak tanimlamislardir. Jacobs [11] veri madenciligini,
ham verinin tek basina sunamadigi bilgiyi ¢ikaran, veri analizi siireci olarak

tanimlamistir.

Veri madenciligi, diger bir adla veritabaninda bilgi kesfi; ¢ok biiyiik veri hacimleri
arasinda tutulan, anlam1 daha once kesfedilmemis potansiyel olarak faydali ve anlagilir
bilgilerin ¢ikarildig1 ve arka planda veritabani1 yonetim sistemleri, istatistik, yapay zeka,

makine 6grenme, paralel ve dagitik islemlerin bulundugu veri analiz teknikleridir [12].

Veri madenciligi; veri ambarlarinda tutulan ¢ok c¢esitli ve c¢ok miktarda veriye
dayanarak daha once kesfedilmemis bilgileri ortaya ¢ikarma, bunlar1 karar verme ve

eylem planimi gergeklestirmek i¢in kullanma siirecidir [13].

Veri madenciligi, oriintii tanima teknolojileri ile istatistiksel ve matematiksel teknikleri
kullanarak havuzlarda saklanan yiiklii miktardaki verilerin incelenmesi ile anlamli yeni

korelasyonlar, oriintiiler ve egilimler ortaya ¢ikarma stirecidir [14].



Veri madenciligi, biliyik veri yiginlar1 arasindan gelecekle ilgili tahminde
bulunabilmemizi saglayabilecek baglantilarin, bilgisayar programi kullanarak aranmasi

isidir [15].

2.1. Veri Madenciliginin Tarihi

1950’11 yillarda ilk bilgisayarlar sayimlar i¢in kullanilmaya baslanmistir. 1960’larda ise
veritaban1 ve verilerin depolanmasi kavrami teknoloji diinyasinda yerini almistir.
1960’larin sonunda bilim adamlar1 basit 6grenmeli bilgisayarlar gelistirebilmislerdir.
Minsky ve Papert, glinimiizde sinir aglari olarak bilinen algilayicilarin sadece ¢ok basit
olan kurallar1 ogrenebilecegini gostermislerdir. 1970’lerde Iliskisel Veri Tabani
Yonetim Sistemleri uygulamalari kullanilmaya baglanmistir. Bununla beraber bilgisayar
uzmanlar1 basit kurallara dayanan uzman sistemler gelistirmisler ve basit anlamda
makine Ogrenimini saglamiglardir. 1980’lerde veri tabani yoOnetim sistemleri
yayginlagmig ve bilimsel alanlarda uygulanmaya baslanmistir. Bu yillarda sirketler;
miisterileri, rakipleri ve irilinleri ile ilgili verilerden olusan veri tabanlari
olusturmuslardir. Bu veri tabanlarinin igerisinde ¢ok biiyiik miktarlarda veri bulunmakta
ve bunlara SQL veri tabami sorgulama dili ya da benzeri diller kullanarak
ulasilabilmektedir. 1990’larda artik i¢indeki veri miktar1 katlanarak artan veri
tabanlarindan, faydali bilgilerin nasil bulunabilecegi diisiiniilmeye baslanmis, bunun
lizerine ¢alismalara ve yayinlara baglanmistir. KDD (IJCAI)-89 Veri Tabanlarinda Bilgi
Kesfi Calisma Grubu toplantisi ile bilgi kesfi ve veri madenciligi ile ilgili temel tanim
ve kavramlarin ortaya konmasi ile siire¢ daha da hizlanmis ve nihayet 1992 yilinda veri
madenciligi i¢in ilk yazilim gerceklestirilmistir. 2000’11 yillarda veri madenciligi stirekli
gelismis ve hemen hemen tiim alanlara uygulanmaya baslanmistir. Alinan sonuglarin
faydalar1 goriildiikce, bu alana ilgi artmistir [7]. Veri madenciliginin tarihsel gelisim

stirect, Sekil 2.2.°de gdsterilmistir.



N

1950'ler

- 11k bilgisayarlar (saymm igin)

1960'lar

- Veri tabani ve verilerin depolanmasi
- Algilayicilar

1970'ler

- Iliskisel veri taban1 yonetim sistemleri
- Basit kurallara dayanan uzman sistemler ve makine
Ogrenimi

N

1980'ler

- Biiyiik miktarda veri iceren veri tabanlar
- SQL sorgu dili

1990'lar

- Veri tabanlarinda bilgi kesfi ¢alisma grubu ve sonug
bildirgesi
- Veri madenciligi i¢in ilk yazilim

N

2000'ler

- Tiim alanlar i¢in veri madenciligi uygulamalar

Sekil 2.2. Veri madenciliginin tarihsel siireci.

Tablo 2.1.°de ise veri madenciliginin gelisim adimlar1 yine tarihi siire¢

detaylarla belirtilmistir.

igerisinde



Tablo 2.1. Veri madenciliginin gelisim adimlar1 [16].

Gelisim Adimlar: Cevaplanan Karar Kullanilabilen Uriin Saglayicilar Karakteristikler
Ploblemi Teknolojiler
. “Benim toplam karim o . - .
Veri Toplama Bilgisayarlar, Geriye doniik, statik

(1960°1ar)

gecen 5 yilda ne
kadardi1?”

Teypler, Diskler

IBM, CDC

veri dagitimi

Veri Erisimi
(1980°1er)

“Ingiltere’de gegen mart
ayinda birim satiglari ne
kadard1?”

Iliskisel veritabanlari,

SQL, ODBC

Oracle, Sybase,
Informix, IBM,
Microsoft

Kayit diizeyinde geriye
doniik, dinamik veri
dagitimi

Veri Ambarlama
ve Karar Destek
Sistemleri
(1990’1ar)

“Turkiye’de gegen nisan
ayinda birim satiglari ne
kadard1?”

OLAP, Cok boyutlu
veritabani sistemleri,
Veri ambarlari

Pilot, Comshare,
Arbor, Cognos,
Microstrategy

Coklu diizeylerde,
geriye doniik dinamik
veri dagitimi

Veri Madenciligi
(Bugiin)

“Gelecek ay Boston’daki
birim satiglar
muhtemelen ne olabilir,
nigin?”

ileri diizeyde
algoritmalar, Cok
islemcili bilgisayarlar,
Biiyiik veritabanlari

Pilot, Lockheed, IBM,
SGl, SPSS, SAS,
Microsoft vs.

Gelecege doniik,
proaktif enformasyon
dagitimi

2.2. Veri Madenciliginin Kullanildig1 Alanlar

Biiytik hacimde veri bulunan her yerde veri madenciligi kullanmak miimkiindiir.
Glintimiizde karar verme siirecine ihtiya¢ duyulan birgok alanda veri madenciligi
uygulamalari yaygin olarak kullanilmaktadir [2], [17], [18]. Veri madenciligi astronomi,
biyoloji, finans, pazarlama, sigorta, tip ve bir¢ok baska dalda uygulanmaktadir. Bununla
birlikte giiniimiizde veri madenciligi teknikleri 6zellikle isletmelerde cesitli alanlarda
basar1 ile kullanilmaktadir. Bu uygulamalarin baglicalar ilgili alanlara gore soyledir

[19];

Pazarlama
- Miisterilerin satin alma Oriintiilerinin belirlenmesi
- Hedef pazarim belirlenmesi
- Miisteri memnuniyetinin belirlenmesi
- Capraz satig
- Hilekarlik tespiti
- Kampanya yonetimi

- Dagitim kanal1 performans analizi



- Proses kontrol, kalite kontrol
- Envanter yonetimi
- Misterilerin demografik 6zellikleri arasindaki baglantilarin bulunmasi
- Posta kampanyalarinda cevap verme oraninin artirilmast
- Mevcut miisterilerin elde tutulmasi, yeni miisterilerin kazanilmasi
- Pazar sepeti analizi
- Misteri iligkileri yonetimi
- Miisteri degerlendirme
- Satis tahmini
Bankacilik
- Farkl finansal gostergeler arasinda gizli korelasyonlarin bulunmasi
- Kiredi kart1 dolandiriciliklarinin tespiti
- Usulstizliik tespiti
- Risk analizleri
- Risk yonetimi
- Kredi kart1 harcamalarina gore miisteri gruplarinin belirlenmesi
- Kredi taleplerinin degerlendirilmesi
Sigortacihik
- Yeni polige talep edecek miisterilerin tahmin edilmesi
- Sigorta dolandiriciliklarinin tespiti
- Riskli miisteri oriintiilerinin belirlenmesi
Perakendecilik
- Satis noktasi veri analizleri
- Aligveris sepeti analizleri
- Tedarik ve magaza yerlesim optimizasyonu
Borsa
- Hisse senedi fiyat tahmini
- Genel piyasa analizleri
- Alim-satim stratejilerinin optimizasyonu
Endiistri
- Kalite kontrol analizleri
- Lojistik

- Uretim siireclerinin iyilestirilmesi
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Bilim ve Miihendislik

Ampirik veriler lizerinde modeller kurarak bilimsel ve teknik problemlerin

¢Oziimlenmesi

Telekomiinikasyon

fletisim desenlerinin belirlenmesi
Kalite ve iyilestirme analizleri
Hatlarin yogunluk tahmini
Kaynaklarin daha iyi kullanimi

Servis kalitesinin artirilmasi

insanlarin Gen Haritalarinin Olusturulmasi

Tip

Genetik veritabani
Gen siralarinin tespiti

Genler ile hastaliklarin iliskilendirilmesi

Semptomlara gore hastalik tespiti

Tedavi siirecinin belirlenmesi

Test sonuglarinin tahmini

Fonksiyonel magnetik rezonans verileri kullanilarak fiziksel hareketler ile etkin
sinir sistemi bolgeleri iliskilerinin belirlenmesi
Klinik bilgi sistemleri

T1bbi karar sistemleri

T1bbi kayit sistemleri

Entegre akademik bilgi yonetim sistemleri
Hastane yonetim sistemleri

Bilgisayar destekli tip egitimi

T1bbi uzman sistemler

Goriintii isleme ve analizi

Sinyal analizi

Hemsirelik bilgi sistemleri

Idari karar sistemleri

Tibbi bilgi ag1

Saglik bilgi standartlari

T1bbi bilisim egitimi
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2.3. Veri Madenciligini Etkileyen Etmenler

Temel olarak veri madenciligini bes ana harici egilim etkiler [20]:

- Veri: Veri madenciliginin bu kadar gelismesindeki en 6nemli etkendir. Son
yirmi yilda sayisal verinin hizla artmasi, veri madenciligindeki gelismeleri
hizlandirmistir. Bu kadar fazla veriye bilgisayar aglari {izerinden erisilmektedir.
Diger yandan bu verilerle ugrasan bilim adamlari, miihendisler ve
istatistikcilerin sayis1 hala aynidir. O yiizden, verileri analiz etme yontemleri ve
teknikleri gelistirilmektedir.

- Donanmm: Veri madenciligi, sayisal ve istatistiksel olarak biiylik veri kiimeleri
iizerinde yogun islemler yapmayi gerektirir. Gelisen bellek ve islem hizi
kapasitesi, birka¢ yi1l 6nce madencilik yapilamayan veriler iizerinde calismay1
miimkiin hale getirmistir.

- Bilgisayar Aglari: Yeni nesil internet yaklasik 100 Gbits/sn’lik, hatta belki
daha da iizerinde hizlarn kullanmamizi saglayacaktir. Bu da gilinlimiizde
kullanilan bilgisayar aglarindaki hizin 100 katindan daha fazla bir siirat ve
tasima kapasitesi demektir. Boyle bir bilgisayar ag1 ortami olustuktan sonra,
dagitik verileri analiz etmek ve farkli algoritmalart kullanmak miimkiin
olacaktir. Buna bagli olarak, veri madenciligine uygun aglarin tasarimi da
yapilmaktadir.

- Bilimsel Hesaplamalar: Giiniimiiz bilim adamlart ve miihendisleri,
simiilasyonu bilimin ii¢lincii yolu olarak gormektedirler. Veri madenciligi ve
bilgi kesfi, su 3 metodu birbirine baglamada 6nemli rol almaktadir: teori, deney
ve simiilasyon.

- Ticari Egilimler: Giliniimiizde ticaret ¢ok karli olmali, daha hizli ilerlemeli ve
daha yiiksek kalite hizmet verme yoOniinde olmali, biitiin bunlar1 yaparken de
minimum maliyeti ve en az insan giiclinii géz 6niinde bulundurmalidir. Bu tip
hedef ve kisitlarin yer aldigi is diinyasinda veri madenciligi, temel
teknolojilerden biri haline gelmistir. Ciinkii veri madenciligi sayesinde
misterilerin ve miisteri faaliyetlerinin yarattigir firsatlar daha kolay tespit

edilebilmekte ve riskler daha acgik goriilebilmektedir.
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2.4. Veri Madenciliginde Karsilasilan Problemler

Kiiciik veri kiimelerinde hizli ve dogru bir bicimde calisan bir sistem, ¢ok biiyiik
veritabanlarina uygulandiginda tamamen farkli davranabilir. Bir veri madenciligi
sistemi tutarli veri {izerinde miikemmel ¢alisirken, ayni veriye giiriiltii eklendiginde
kayda deger bir bigimde kotilesebilir. Asagida veri madenciliginin gliniimiiz

sistemlerinde kars1 karsiya oldugu problemler incelenmistir [21].

2.4.1. Veritabam Boyutu

Veri tabant boyutlar1 inanilmaz bir hizla artmaktadir. Pek c¢ok makine 6grenme
algoritmas1 birka¢ yiiz tutanaklik oldukea kiiciik 6rneklemleri ele alabilecek bigcimde
geligtirilmistir. Ayni algoritmalarin  yiiz binlerce kat biiyiikk Orneklemlerde
kullanilabilmesi icin azami dikkat gerekmektedir. Orneklemin biiyiikk olmasi,
Ortintiilerin gercekten var oldugunu gostermesi agisindan bir avantajdir ancak bdyle bir
orneklemden elde edilebilecek olasi Oriintii sayisi ¢ok biyiiktiir. Bu yiizden veri
madenciligi sistemlerinin karst karsiya oldugu en O6nemli sorunlardan biri veritabani
boyutunun ¢ok biiyiik olmasidir. Dolayisiyla veri madenciligi yontemleri ya sezgisel bir

yaklasimla arama uzayini taramali ya da 6rneklemi yatay/dikey olarak indirgemelidir.

Yatay indirgeme ¢esitli bigimlerde gerceklestirilebilir. Ilkinde, belirli bir niteligin alan
degerleri onceden siradiizensel olarak siniflandirilir (ya da kategorize edilir) ki buna
genellestirme iglemi de denilmektedir. Sonrasinda, ise ilgili niteligin degerleri dnceden
belirlenmis genelleme sira diizeninden asagidan yukariya dogru seviye seviye
giincellenir (yani, st nitelik degeri ile degistirilir) ve tekrarli (mikerrer) ¢oklular
cikarihir [22]. Ikincisinde, olduk¢a saglam olan 6rnekleme kurami kullanilarak cok
biiyiikk boyutlu veri dyle bir boyuta indirgenir ki hem kaynak veri belirli bir giiven
araliginda temsil edilebilir hem de indirgenen veri kiimesi makine Ogrenme
algoritmalarinca islenebilir [23]. Sonuncusunda ise, siirekli degerlerden olusan bir alana
sahip nitelik lizerine kesiklendirme tekniginin uygulanmasidir [24]. Siirekli degerlerin
belirli aralik degerlerine doniistliriilmesi ile tekrarlilik arz eden c¢oklular ortadan
kaldirilarak yatay indirgeme saglanabilir. Aslinda bu kesiklendirme teknigi, siirekli
sayisal degerler icin gecerli olmayan makine 6grenme algoritmalari i¢in bir 6nkosul ya
da 6nislemdir ki bu konu ayr bir alt baglik olarak verilecektir. Dikey indirgeme, artik

niteliklerin indirgenmesi islemidir ki bu, artik veri alt baghiginda tartisilacaktir.
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2.4.2. Girriiltiilii Veri

Biiylik veri tabanlarinda pek ¢ok niteligin degeri yanlis olabilir. Bu hata, veri girisi
sirasinda yapilan insan hatalar1 veya girilen degerin yanlis 6l¢iilmesinden kaynaklanir.
Veri girisi ya da veri toplanmasi sirasinda olugan sistem dis1 hatalara giiriiltii adi verilir.
Ancak giinlimiizde kullanilan ticari iligkisel veritabanlar1 veri girisi sirasinda olusan
hatalar1 otomatik bigcimde gidermek konusunda diisiik seviyede bir destek
saglamaktadir. Hatali veri ger¢ek hayat veritabanlarinda ciddi problem olusturabilir. Bu
durum, bir veri madenciligi yonteminin kullanilan veri kiimesinde bulunan giiriiltilii
verilere karst daha az duyarli olmasmi gerektirir. Giiriltiili verinin yol agtif1
problemler, tiimevarimsal karar agaglarinda uygulanan metotlar baglaminda kapsamli
bir bicimde arastirilmistir [25]. Eger veri kiimesi giiriiltiilii ise sistem bozuk veriyi
tanimali ve ihmal etmelidir. Quinlan [25] giiriiltiiniin siniflandirma tizerindeki etkisini
arastirmak i¢in bir dizi deney yapmistir. Deneysel sonuglar, etiketli 6grenmede etiket
tizerindeki giiriiltli, Ogrenme algoritmasinin performansini dogrudan etkileyerek
diismesine sebep olmustur. Buna karsin egitim kiimesindeki nesnelerin
ozellikleri/nitelikleri tizerindeki en ¢ok %10’luk giiriilti miktar1 ayiklanabilmektedir.
Chan ve Wong [26] giiriiltiiniin etkisini analiz etmek i¢in istatiksel yontemler

kullanmiglardir.

2.4.3. Bos Degerler

Bir veri tabaninda bos deger, birincil anahtarda yer almayan herhangi bir niteligin
degeri olabilir. Bos deger tanim1 geregi kendisi de dahil olmak {izere hi¢ bir degere esit
olmayan degerdir. Bir girdinin eger bir nitelik degeri bos ise o nitelik bilinmeyen ve
uygulanamaz bir degere sahiptir. Bu durum iliskisel veritabanlarinda sik¢a karsimiza
cikmaktadir. Bir iligkide yer alan tiim ¢oklular ayn1 sayida nitelige (niteligin degeri bos
olsa bile) sahip olmalidir. Ornegin kisisel bilgisayarlarin 6zelliklerini tutan bir iliskide

bazi model bilgisayarlar i¢in ses kartt modeli niteliginin degeri bos olabilir.

Lee [27] bos degeri, (1) bilinmeyen, (2) uygulanamaz, ve (3) bilinmeyen veya
uygulanamaz olacak bigimde {ice ayiran bir yaklagimi iliskisel veritabanlarini
genisletmek icin One siirmiistiir. Mevcut bos deger tasiyan veri i¢in herhangi bir ¢oziim
sunmayan bu yaklasimin disinda bu konuda sadece bilinmeyen deger {lizerinde

calismalar yapilmustir [28], [29], [30], [31]. Bos degerli nitelikler veri kiimesinde
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bulunuyorsa, ya bunlar tamamiyla ihmal edilmeli ya da bunlara nitelige olas1 en yakin

deger atanmalidir [32].

2.4.4. Eksik Veri

Veri kiimesindeki eksiklik yatay ve dikey boyutta mevcuttur. Bu eksiklikler su sekilde
olabilir [33];

- Yatay boyutta: Yatay boyuttaki eksiklik, veri kiimesinde olmas1 gereken nitelik
veya niteliklerin olmamasidir.
- Dikey boyutta: Dikey boyuttaki eksiklik veri kiimesindeki kayitlarin eksik

olmasidir.

2.4.5. Artik Veri

Verilen veri kiimesi, eldeki probleme uygun olmayan veya artik nitelikler icerebilir. Bu
durum pek cok islem sirasinda karsimiza cikabilir. Ornegin, eldeki problem ile ilgili
veriyi elde etmek igin iki iligkiyi ortak nitelikler lizerinden birlestirirsek sonug girdide
kullanicinin farkinda olmadig: artik nitelikler bulunur. Artik nitelikleri elemek ig¢in

gelistirilmis algoritmalar nitelik se¢imi olarak adlandirilir [34].

Nitelik se¢imi, tlimevarima dayali 6grenmede budama Oncesi yapilan bir islemdir.
Bagka bir deyisle, nitelik se¢imi, verilen bir iligkinin i¢sel tanimini, digsal tanimin
tasidig1r (veya igerdigi) bilgiyi bozmadan onu eldeki niteliklerden daha az sayidaki
niteliklerle (yeterli ve gerekli) ifadeleyebilmektir. Nitelik se¢imi yalnizca arama uzayimni
kiigliltmekle kalmayip, siniflama isleminin kalitesini de arttirmaktadir [35], [36], [37],
[38], [39].

2.4.6. Dinamik Veri

Kurumsal ¢evrim-i¢i veri tabanlar1 dinamiktir, yani igerigi stirekli olarak degisir. Bu
durum, bilgi kesfi metotlar1 i¢in onemli sakincalar dogurmaktadir. ilk olarak sadece
okuma yapan ve uzun siire ¢alisan bilgi kesfi metodu, bir veri taban1 uygulamasi olarak
mevcut veri tabani ile birlikte calistirildiginda mevcut uygulamanin da performansi
ciddi ol¢iide diiser. Diger bir sakinca ise, veritabaninda bulunan verilerin kalict oldugu
varsayilip, ¢evrimdist veri tizerinde bilgi kesif metodu calistirildiginda, degisen verinin

elde edilen oOriintiilere yansimasi gerekmektedir. Bu islem, bilgi kesfi metodunun
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tirettigi Orlintlileri zaman iginde degisen veriye gore sadece ilgili Oriintiileri yigmali
olarak giincelleme yetenegine sahip olmasimi gerektirir [40]. Aktif veri tabanlari,
tetikleme mekanizmalarma sahiptir ve bu 06zellik bilgi kesif metotlar1 ile birlikte

kullanilabilir [41].

2.4.7. Farkh Tipteki Verileri Ele Alma

Gergek hayattaki uygulamalar makine 6grenmede oldugu gibi yalnizca sembolik veya
kategorik veri tiirleri degil; tamsay1, kesirli sayilar, ¢oklu ortam verisi, cografi bilgi
iceren veri gibi farkl tipteki veriler iizerinde ayni1 anda islem yapilmasini gerektirir.
Kullanilan verinin saklandig1 ortam, diiz bir kiitiik veya iliskisel veritabaninda yer alan
tablolar olacagi gibi, nesneye yonelik veritabanlari, ¢oklu ortam veritabanlari, cografi
veritabanlar1 vb. olabilir. Saklandig1 ortama gore veri, basit tipte olabilecegi gibi
karmagik veri tipleri (¢oklu ortam verisi, zaman igeren veri, yardimli metin, cografi vb.)
de olabilir. Bununla birlikte veri tipi ¢esitliliginin fazla olmasi bir veri madenciligi
algoritmasinin tiim veri tiplerini ele alabilmesini olanaksizlastirmaktadir. Bu ylizden

veri tipine 6zgii veri madenciligi algoritmalari gelistirilmektedir [42].

2.5. Veri Madenciligi Siireci

Veri madenciligi, ayn1 zamanda bir siirectir. Veri yiginlar1 arasinda, soyut kazilar
yaparak veriyi ortaya ¢ikarmanin yani sira, bilgi kesfi siirecinde oriintiileri ayristirarak
stizmek ve bir sonraki adima hazir hale getirmek de bu siirecin bir parcasidir. Bu siire¢
Sekil 2.3.’de gosterilmistir. Uzerinde inceleme yapilan isin ve verilerin 6zelliklerinin
bilinmemesi durumunda ne kadar etkin olursa olsun hi¢ bir veri madenciligi
algoritmasinin fayda saglamasi miimkiin degildir. Bu sebeple, veri madenciligi siirecine

girilmeden Once, basarinin ilk sarti, is ve veri Ozelliklerinin detayli analiz edilmesidir

[7].
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Degerlendirme
7]

Veri . .
- L BILGI \
‘-
— 1  oronTOLER
» —— ‘PD&NU$TURULMU$
. ON iSLENMIS VERI VERI
- ) 1

-

' HEDEF VERI

Sekil 2.3. Bilgi kesfi siirecinde veri madenciligi [43].

A

Fayyad [43]’a gore veri tabanlarindan bilgi kesfi siirecinde yer alan adimlar soyledir;

- Veri Secimi: Veri kiimesinin birlestirilerek, sorguya uygun 6rneklem kiimesinin elde

edildigi adimdir.

- Veri Temizleme ve Onisleme: Secilen 6rneklemde yer alan hatali orneklerin
cikarildig1 ve eksik nitelik degerlerinin degistirildigi asamadir. Bu asama kesfedilen

bilginin kalitesini arttirir.

- Veri Indirgeme: Secilen orneklemden ilgisiz niteliklerin atildig1 ve tekrarh
tutanaklarin ayiklandig1 adimdir. Bu asama segilen veri madenciligi sorgusunun ¢alisma

zamanini iyilestirir.

- Veri Madenciligi: Verilen bir veri madenciligi sorgusunun (siiflandirma, kiimeleme,

birliktelik analizi vb.) isletilmesidir.

- Degerlendirme: Kesfedilen bilginin gegerlilik, yenilik, yararlilik ve basitlik gibi

Olctitlere gore degerlendirilmesi asamasidir.
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Akpinar [19]’a gore veri tabanlarinda bilgi kesfi siirecinde izlenmesi gereken temel
agsamalar sunlardir;

- Problemin tanimlanmasi,

- Verilerin hazirlanmasi,

- Modelin kurulmasi ve degerlendirilmesi,

- Modelin kullanilmasi,

- Modelin izlenmesi.

2.5.1. Problemin Tanimlanmasi

Veri madenciligi calismalarinda basarili olmanin ilk sarti, uygulamanin hangi isletme
amac1 igin yapilacaginin agik bir sekilde tanimlanmasidir. ilgili isletme amaci, isletme
problemi {iizerine odaklanmis ve agik bir dille ifade edilmis olmali; elde edilecek
sonuclarin basar1 diizeylerinin nasil Olciilecegi tanimlanmalidir. Ayrica yanlis
tahminlerde katlanilacak olan maliyetlere ve dogru tahminlerde kazanilacak faydalara

iliskin tahminlere de bu asamada yer verilmelidir.

2.5.2. Verilerin Hazirlanmasi

Modelin kurulmasi asamasinda ortaya cikacak sorunlar, bu asamaya sik sik geri
doniilmesine ve verilerin yeniden diizenlenmesine neden olacaktir. Bu durum verilerin
hazirlanmas1 ve modelin kurulmasi asamalar1 i¢in, bir analizcinin veri kesfi siirecinin
toplami igerisinde enerji ve zamaninin % 50 - % 85’ini harcamasina neden olmaktadir.
Verilerin hazirlanmasi asamasi kendi igerisinde toplama, deger bigme, birlestirme ve

temizleme, se¢gme ve doniistiirme adimlarindan meydana gelmektedir.

- Toplama

Tanimlanan problem i¢in gerekli oldugu diisiiniilen verilerin ve bu verilerin toplanacagi
veri kaynaklariin belirlenmesi adimidir. Verilerin toplanmasinda kurulusun kendi veri
kaynaklarinin disinda, niifus sayimi, hava durumu, merkez bankasi kara listesi gibi veri

tabanlarindan veya veri pazarlayan kuruluslarin veri tabanlarindan faydalanilabilir.
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- Deger Bicme

Veri madenciliginde kullanilacak verilerin farkli kaynaklardan toplanmasi, dogal olarak
veri uyumsuzluklarina neden olacaktir. Bu uyumsuzluklarin baslicalari farkli zamanlara
ait olmalari, kodlama farkliliklar1 (6rnegin bir veri tabaninda cinsiyet 6zelliginin e/k,
diger bir veri tabaninda 0/1 olarak kodlanmasi), farkli 6l¢ii birimleridir. Ayrica verilerin
nasil, nerede ve hangi kosullar altinda toplandig1 da 6énem tasimaktadir. Bu nedenlerle,
iyl sonu¢ alinacak modeller ancak iyi verilerin iizerine kurulabilecegi icin, toplanan

verilerin ne 6l¢iide uyumlu olduklart bu adimda incelenerek degerlendirilmelidir.

- Birlestirme ve Temizleme

Bu adimda farkli kaynaklardan toplanan verilerde bulunan ve bir Onceki adimda
belirlenen sorunlar miimkiin oldugu o6l¢iide giderilerek veriler tek bir veri tabaninda
toplanir. Ancak basit yontemlerle ve bastan savma olarak yapilacak sorun giderme

islemlerinin, ileriki agamalarda daha biiyiik sorunlarin kaynagi olacagi unutulmamalidir.

- Se¢cim

Bu adimda kurulacak modele bagli olarak veri segimi yapilir. Ornegin tahmin edici bir
model i¢in, bu adim bagimli ve bagimsiz degiskenlerin ve modelin egitiminde
kullanilacak veri kiimesinin secilmesi anlamini tagimaktadir. Sira numarasi, kimlik
numarast gibi anlamli olmayan ve diger degiskenlerin modeldeki agirliginin azalmasina
da neden olabilecek degiskenlerin modele girmemesi gerekmektedir. Bazi veri
madenciligi algoritmalar1 konu ile ilgisi olmayan bu tip degiskenleri otomatik olarak
elese de, pratikte bu islemin kullanilan yazilima birakilmamasi daha akilci olacaktir.
Verilerin gorsellestirilmesine olanak saglayan grafik aracglar ve bunlarin sundugu
iligkiler, bagimsiz degiskenlerin se¢ilmesinde 6nemli yararlar saglayabilir. Genellikle
yanlig veri girisinden veya bir kereye 6zgii bir olayin gergeklesmesinden kaynaklanan
verilerin, 6nemli bir uyarici enformasyon igerip igermedigi kontrol edildikten sonra veri
kiimesinden ¢ikarilmasi tercih edilir. Modelde kullanilan veri tabanmin c¢ok biiyiik
olmas1 durumunda tesadiifiligi bozmayacak sekilde érnekleme yapilmasi uygun olabilir.

Giliniimiizde hesaplama olanaklar1 ne kadar gelismis olursa olsun, ¢ok biiyiik veri



19

tabanlar1 ilizerinde ¢ok sayida modelin denenmesi zaman kisiti nedeni ile miimkiin
olamamaktadir. Bu nedenle tiim veri tabanini kullanarak birkag model denemek yerine,
tesadiifi olarak orneklenmis bir veri tabani parcasi iizerinde bircok modelin denenmesi

ve bunlar arasindan en giivenilir ve gii¢lii modelin se¢ilmesi daha uygun olacaktir.

- Doniistiirme

Kredi riskinin tahmini i¢in gelistirilen bir modelde, borg/gelir gibi dnceden hesaplanmis
bir oran yerine, ayr1 ayr1 borg ve gelir verilerinin kullanilmasi tercih edilebilir. Ayrica
modelde kullanilan algoritma, verilerin gdsteriminde 6nemli rol oynayacaktir. Ornegin
bir uygulamada bir yapay sinir ag1 algoritmasinin kullanilmasi durumunda kategorik
degisken degerlerinin evet/hayir olmasi; bir karar agaci algoritmasinin kullanilmasi
durumunda ise 6rnegin gelir degisken degerlerinin yiiksek/orta/diisiik olarak gruplanmis

olmas1 modelin etkinligini artiracaktir.

2.5.3. Modelin Kurulmasi ve Degerlendirilmesi

Tanimlanan problem i¢in en uygun modelin bulunabilmesi, olabildigince ¢ok sayida
modelin kurularak denenmesi ile mimkiindiir. Bu nedenle veri hazirlama ve model
kurma asamalari, en 1yi oldugu diisliniilen modele varilincaya kadar yinelenen bir

siiregtir.

Model kurulus siireci danismanli ve damismansiz 6grenmenin kullanildigi modellere
gore farklilik gostermektedir. Ornekten 6grenme olarak da isimlendirilen danismanli
ogrenmede, bir denet¢i tarafindan ilgili siniflar onceden belirlenen bir kritere gore
ayrilarak, her siif i¢in ¢esitli Ornekler verilir. Sistemin amaci verilen drneklerden
hareket ederek her bir smifa iliskin ozelliklerin bulunmas: ve bu O6zelliklerin kural
ciimleleri ile ifade edilmesidir. Ogrenme siireci tamamlandiginda, tanimlanan kural
climleleri verilen yeni 6rneklere uygulanir ve yeni orneklerin hangi smifa ait oldugu
kurulan model tarafindan belirlenir. Danigmansiz &grenmede, kiimeleme analizinde
oldugu gibi ilgili orneklerin gbézlenmesi ve bu Orneklerin ozellikleri arasindaki

benzerliklerden hareket ederek siniflarin tanimlanmasi amag¢lanmaktadir.
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Danigmanli 6grenmede secilen algoritmaya uygun olarak ilgili veriler hazirlandiktan
sonra, ilk asamada verinin bir kismi modelin 6grenimi, diger kismi ise modelin
gecerliliginin test edilmesi i¢in ayrilir. Modelin 6grenimi egitim kiimesi kullanilarak
gerceklestirildikten sonra, test kiimesi ile modelin dogruluk derecesi belirlenir. Bir
modelin dogrulugunun test edilmesinde kullanilan en basit yontem basit gecerlilik
testidir. Bu yontemde tipik olarak verilerin % 5 ile % 33 arasindaki bir kismi test
verileri olarak ayrilir ve kalan kisim {izerinde modelin 6grenimi gergeklestirildikten
sonra, bu veriler iizerinde test islemi yapilir. Bir siniflama modelinde yanlis olarak
siiflanan olay sayisinin, tiim olay sayisina boliinmesi ile hata orani, dogru olarak
smiflanan olay sayisinin tiim olay sayisina boliinmesi ile ise dogruluk orani hesaplanir

(Dogruluk Oran1 = 1 - Hata Orani).

Sinirli miktarda veriye sahip olunmasi durumunda, kullanilabilecek diger bir yontem
capraz gecerlilik testidir. Bu yontemde veri kiimesi tesadiifi olarak iki esit pargaya
ayrilir (a ve b). Ik asamada a parcasi iizerinde model egitimi ve b parcasi iizerinde test
islemi; ikinci asamada ise b pargasi lizerinde model egitimi ve a pargasi lizerinde test
islemi yapilarak elde edilen hata oranlarinin ortalamasi kullanilir. Birkag bin veya daha
az satirdan meydana gelen kiiciik veri tabanlarinda, verilerin n gruba ayrildigi n-kath
capraz gegerlilik testi tercih edilebilir. Verilerin 6rnegin 10 gruba ayrildigi bu
yontemde, ilk asamada birinci grup test, diger gruplar 6grenim i¢in kullanilir. Bu siire¢
her defasinda bir grubun test, diger gruplarin 6grenim amaclh kullanilmasi ile
siirdiiriiliir. Sonucta elde edilen 10 hata oraninin ortalamasi, kurulan modelin tahmini

hata orani olacaktir.

Onyiikleme, kiigiik veri kiimeleri icin modelin hata diizeyinin tahmininde kullanilan bir
baska tekniktir. Capraz gecerlilikte oldugu gibi model biitiin veri kiimesi tiizerine
kurulur. Daha sonra en az 200, bazen 1000’in iizerinde olmak {izere ¢ok fazla sayida
O0grenim kiimesi tekrarli Orneklemelerle veri kiimesinden olusturularak hata orani

hesaplanir.

Model kurulusu calismalarinin  sonucuna baglhh olarak, ayni teknikle farkl
parametrelerin kullanildigi veya bagka algoritma ve araglarin denendigi degisik
modeller kurulabilir. Model kurulus ¢alismalarina baglamadan 6nce, imkansiz olmasa

da hangi teknigin en uygun olduguna karar verebilmek giictiir. Bu nedenle farkl
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modeller kurarak, dogruluk derecelerine gére en uygun modeli bulmak iizere denemeler
yapilmasinda yarar bulunmaktadir. Ozellikle siniflandirma problemleri igin kurulan
modellerin dogruluk derecelerinin degerlendirilmesinde basit ancak faydali bir ara¢ olan

risk matrisi kullanilmaktadir.

Onemli diger bir degerlendirme kriteri modelin anlasilabilirligidir. Baz1 uygulamalarda
dogruluk oranlarindaki kiiciik artiglar ¢cok 6nemli olsa da, bir¢ok isletme uygulamasinda
ilgili kararin nigin verildiginin yorumlanabilmesi ¢ok daha biiyiik 6nem tasiyabilir. Cok
ender olarak yorumlanamayacak kadar karmasiklagsalar da, genel olarak karar agaci ve
kural temelli sistemler model tahmininin altinda yatan nedenleri ¢ok iyi ortaya
koyabilmektedir. Kaldirag oram1 ve grafigi, bir modelin sagladigi faydanin
degerlendirilmesinde kullanilan 6nemli bir yardimecidir. Ornegin  kredi kartmi
muhtemelen iade edecek miisterilerin belirlenmesi amacini tagiyan bir uygulamada,
kullanilan modelin belirledigi 100 kisinin 35’1 gercekten bir siire sonra kredi kartini iade
ediyorsa ve tesadiifi olarak secilen 100 miisterinin ayn1 zaman diliminde sadece 5’i
kredi kartini iade ediyorsa kaldira¢ orani 7 olarak bulunacaktir. Kurulan modelin
degerinin belirlenmesinde kullanilan diger bir 06l¢li, model tarafindan onerilen
uygulamadan elde edilecek kazancin bu uygulamanin gergeklestirilmesi igin

katlanilacak maliyete boliinmesi ile elde edilecek olan yatirimin geri doniis oranidir.

Kurulan modelin dogruluk derecesi ne denli yiiksek olursa olsun, ger¢ek hayati tam
anlami ile modelledigini garanti edebilmek miimkiin degildir. Yapilan testler sonucunda
gecerli bir modelin dogru olmamasindaki baslica nedenler, model kurulusunda kabul
edilen varsayimlar ve modelde kullanilan verilerin dogru olmamasidir. Ornegin modelin
kurulmasi sirasinda varsayilan enflasyon oraninin zaman igerisinde degismesi, bireyin

satin alma davranigini belirgin olarak etkileyecektir.

2.5.4. Modelin Kullanilmasi

Kurulan ve gegerliligi kabul edilen model dogrudan bir uygulama olabilecegi gibi, bir
baska uygulamanin alt pargasi olarak da kullanilabilir. Kurulan modeller risk analizi,
kredi degerlendirme, dolandiricilik tespiti gibi isletme uygulamalarinda dogrudan

kullanilabilecegi gibi, promosyon planlamasi simiilasyonuna entegre edilebilir veya
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tahmin edilen envanter diizeyleri yeniden siparis noktasinin altina diistiiglinde, otomatik

olarak siparis verilmesini saglayacak bir uygulamanin i¢ine gémiilebilir.

2.5.5. Modelin izlenmesi

Zaman igerisinde biitlin sistemlerin 6zelliklerinde ve dolayisiyla trettikleri verilerde
ortaya ¢ikan degisiklikler, kurulan modellerin siirekli olarak izlenmesini ve gerekiyorsa
yeniden diizenlenmesini gerektirecektir. Tahmin edilen ve gozlenen degiskenler
arasindaki farkliligi gosteren grafikler model sonuglarinin izlenmesinde kullanilan

yararli bir yontemdir.



3. VERIi MADENCILiGi MODELLERI

Veri madenciligi ile ilgili kullanilan pek ¢ok yontemin yanina hemen her gecen giin
yeni yontem ve algoritmalar eklenmektedir. Bunlardan bir kismi onlarca yildir
kullanilan klasik teknikler diyebilecegimiz, agirlikli olarak istatistiksel yontemlerdir.
Diger yontemler de genellikle istatistigi temel alan ama daha ¢ok makine 6grenme ve
yapay zeka destekli yeni nesil yontemlerdir. Veri madenciligi modelleri, gordiikleri

islevlere gore temel olarak 3 grupta toplanir. Bunlar:

1. Smuflandirma ve Regresyon,
2. Kimeleme,

3. Birliktelik Kurallaridir.

Siiflama ve regresyon modelleri tahmin edici, kiimeleme ve birliktelik kurallar
modelleri tanimlayic1 6zelliktedir [44]. Sekil 3.1.°de veri madenciligi modelleri

gosterilmektedir.



Veri Madenciligi Modelleri

Tahmin Edici
(Predictive)

-

Siiflandima ve Regresyon
(Classification and Regression)

~

S

I

-

Karar Agaclari
(Decision Trees)

Bayes Smiflandumasi
(Bayesian Classfication)

Dogrusal Regresyon
(Linear Regression)

Karar Destelc Malineleri
(Support Vector Machines)

K-En Yakm Komsu
(K- Nearest Neighbour)

Yapay Sinir Aglari
(Neural Networks)

Genetik Algoritmasi
(Genetic Algorithms)

Lojistik Regresyon
(Logistic Regression)

Siirii Zekas1 Teknikleri

(Swarm Intelligence Techniques)

Durum TabanliNedenleme
(Situation BasedReasoning)

Kaba Kiime Yaklaguni
(Rough Set Theory)

Bulanik Kiime Yaklagum
(Fuzzy Set Theory)

Diger Metotlar
(Other Methods)

Tanumlayici
(Descriptive)
'
Kiimeleme

L (Clustering)
p

Birliktelilt Kurallar:
L (Assoaation Rules)

SwaliDizi Analizi
L (Sequence Analysis)
i s

Ozetleme

L (Summerization)
( .

Tanunsal Istatistik
L (Descriptive Statistic)
' -

Istisna Analizi

(Outliner Analysis)

p
Diger Metotlar
(Other Methods)

Sekil 3.1. Veri madenciligi modelleri [45].
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Veri madenciliginde kullanilan modeller, tahmin edici ve tanimlayici olmak tizere iki

ana baslik altinda incelenmektedir.

3.1. Tahmin Edici Modeller

Sonuglart bilinen verilerden hareket edilerek bir model gelistirilmesi ve kurulan bu
modelden yararlanilarak sonuglari bilinmeyen veri kiimeleri i¢in sonug¢ degerlerin
tahmin edilmesi amaglanmaktadir. Tahmin edici modeller siniflandirma ve regresyon

yontemleridir [19].

3.1.1. Simiflandirma ve Regresyon Modelleri

Mevcut verilerden hareket ederek gelecegin tahmin edilmesinde faydalanilan ve veri
madenciligi teknikleri igerisinde en yaygin kullanima sahip olan siniflandirma ve
regresyon modelleri arasindaki temel fark, tahmin edilen bagimli degiskenin kategorik
veya siireklilik gosteren bir degere sahip olmasidir. Ancak ¢ok terimli lojistik regresyon
gibi kategorik degerlerin de tahmin edilmesine olanak saglayan tekniklerle, her iki
model giderek birbirine yaklagsmakta ve bunun bir sonucu olarak ayni tekniklerden

yararlanilmasi miimkiin olmaktadir [19].

Siniflandirma ve regresyon modellerinde kullanilan baglica algoritmalar soyle

siralanabilir [33];

- Karar agaclari,

- Yapay sinir aglari

- Genetik algoritmalar

- K-en yakin komsu

- Bayes siniflandiricilar

- Dogrusal regresyon

- Dogrusal olmayan regresyon
- Lojistik regresyon

- Siirli zekasi teknikleri

- Durum tabanli nedenleme
- Kaba kiime yaklasimi

- Bulanik kiime yaklagimi
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3.1.1.1. Karar Agaclan

Karar agaclari, smiflar1 bilinen 6rnek veriden tiimevarim yontemiyle 0grenilen agag
sekilli bir karar yapisi ¢esididir. Bir karar agaci, basit karar verme adimlar1 uygulanarak,
biiyiik miktarlardaki kayitlari, ¢ok kiiciik kayit gruplarina bolerek kullanilan bir yapidir.
Her basarili bolme islemiyle, sonug¢ gruplarinin iiyeleri bir digeriyle ¢ok daha benzer
hale gelmektedir. Biliyiikk veri tabanlarinin kullanildigi pek ¢ok siniflandirma

probleminde ve karmasik ya da hata iceren bilgilerde karar agaclar1 yararli bir ¢oziim

olmaktadir [46].

Tahmin edici ve tamimlayici 6zelliklere sahip olan karar agaclari, veri madenciliginde
[19];

- Kuruluslarinin ucuz olmasi,

- Yorumlanmalarinin kolay olmasi,

- Veri taban sistemleri ile kolayca entegre edilebilmeleri,

- Givenilirliklerinin daha iyi olmasi,

nedenleri ile siniflandirma modelleri igerisinde en yaygin kullanima sahiptir.
Karar agaci temelli analizlerin yaygin olarak kullanildig: sahalar [19];

- Belirli bir siifin muhtemel {iyesi olacak elemanlarin belirlenmesi,

- Cesitli vakalarim yiiksek, orta, diisiik risk gruplart gibi cesitli kategorilere
ayrilmasi,

- Gelecekteki olaylarin tahmin edilebilmesi i¢in kurallar olusturulmast,

- Parametrik modellerin kurulmasinda kullanilmak {izere ¢ok miktardaki degisken
ve veri kiimesinden faydali olacaklarin se¢ilmesi,

- Sadece belirli alt gruplara 6zgii olan iligkilerin tanimlanmasi, kategorilerin

birlestirilmesi ve stirekli degiskenlerin kesikliye doniistiiriilmesidir.

Karar agaci temelli tipik uygulamalar ise [19];

- Hangi demografik gruplarin mektupla yapilan pazarlama uygulamalarinda
yiiksek cevaplama oranina sahip oldugunun belirlenmesi,

- Bireylerin kredi ge¢mislerini kullanarak kredi kararlarinin verilmesi,

- Gegmiste isletmeye en faydali olan bireylerin 6zelliklerini kullanarak ise alma

stireclerinin belirlenmesi,
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- Tibbi gozlem verilerinden yararlanarak en etkin kararlarin verilmesi,
- Hangi degiskenlerin satislari etkilediginin belirlenmesi,
- Uretim verilerini inceleyerek {iriin hatalarina yol acan degiskenlerin

belirlenmesidir.

Gergek diinyanin sosyal ve ekonomik olaylarini daha giivenilir bir sekilde
gosterebilmek igin standart istatistik tekniklerin disinda yeni analiz tekniklerinin
gelistirilmesi ile ilgilenen Morgan ve Sonquist tarafindan University of Michigan’da
1970’11 yillarin baglarinda kullanima alinan Automatic Interaction Detector (AID), karar
agaci temelli ilk algoritma ve yazilimdir. Automatic Interaction Detector (AID) teknigi
en kuvvetli ve en 1yi tahmini gergeklestirebilmek icin bagimli ve bagimsiz degiskenler
arasindaki miimkiin biitlin iliskilerin incelenmesine dayanmaktadir. En kuvvetli iligskiye
sahip bagimsiz degisken bulundugunda, veri kiimesi bu bagimsiz degisken degerlerine
gore ikiye ayrilmakta ve siire¢ miimkiin boliinmeler tamamlanincaya kadar devam

etmektedir [19].

Karar agaglar ile ilgili bir drnek verecek olursak; Siz bir sirket yoneticisisiniz ve
elinizde sirkete dair yiiklii bir miktar para var. Bu paray:1 sizden en yiiksek getiriyi
saglayacak sekilde faiz veya senet alarak degerlendirmeniz isteniyor. Isterseniz bir
danismandan yardim alabilir isterseniz kendiniz karar verebilirsiniz. Olasiliklar
cikartacak olursak; ilk olarak danismana basvuralim. Danisman size senet al veya faize
yatir se¢eneklerini sunacaktir. Bu seceneklerde kendi aralarinda basarili veya basarisiz
olarak ikiye ayrilacaktir. Ik etapta finans ile ilgili yeterli bilgiye sahip olmadigimiz
diistiniilerek danigsmana basvurmak mantikli gelecektir. Ama bu segenek sonucunda
danismana da bir miktar 6deme yapmamiz gerekecektir. Diger yandan danismanlik
hizmeti almazsiniz ve kendiniz karar verirsiniz. Hisse senedi karli olacaktir (karlh
olmasma karsin faize yatir veya senet al) veya hisse senedi zararli olacaktir.

Bahsettigimiz bu olaylarin karar agaci Sekil 3.2.”deki gibidir [47].
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Sekil 3.2. Ornek karar agac1 gdsterimi [47].

3.1.1.2. Yapay Sinir Aglan

1980’lerden sonra yayginlagan yapay sinir aglarinda amag¢ fonksiyonu, birbirine bagl
basit iglemci tinitelerinden olusan bir ag tizerine dagitilmistir [48]. Yapay sinir aglarinda
kullanilan 6grenme algoritmalari, veriden {initeler arasindaki baglanti agirliklarimi
hesaplar. Yapay sinir aglar istatistiksel yontemler gibi veri hakkinda parametrik bir
model varsaymaz yani uygulama alan1 daha genistir ve bellek tabanli yontemler kadar

yiiksek islem ve bellek gerektirmez [49].

Yapay Sinir Aglar1 [50];

- 1Ilk kez 1943’te ortaya ¢ikmus ancak bilgisayarlarda kullanimi 1980’lerde
baslamistir.

- Yapay sinir aglar1 beynin yapisindan esinlenmis bir bilgi isleme sistemidir.
Noronlara benzestirilmis islem 6geleri arasindaki iliskilerle yapilandirilmastir.

- Insan beyni gibi yapay sinir ag1 da birbirine bagl bir¢ok islem biriminden
olusmustur. Bir¢ok diiglim (islem birimi) ve arkla (i¢ baglantilar) yonetilen bir

grafik olarak yapilandirilir.
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- Bu islem birimleri birbirlerinden bagimsiz iglev goriirler ve yalnizca yerel veriyi
(diigiime gelen girdi ve diigiimden ¢ikan ¢ikt1) kullanirlar. Bu 6zellik, sinir
aglarinin dagitik ya da paralel ortamlarda kullanimini kolaylastirir.

- Sinir aglan, kaynak (girdi), ¢cikt1 ve i¢ (gizli) diigiimlerle yonetilen bir grafik
olarak gorilebilir. Girdi diigiimii girdi katmaninda, ¢ikt1 diiglimii ise ¢ikt
katmaninda bulunur. Gizli diglimler, bir ya da daha ¢ok gizli katmanda bulunur.
Veri madenciliginde, ¢ikt1 diigiimii tahmini belirler.

- Tek bir girdi diigiimiiniin oldugu (agacin kokii) karar agaglarindan farkli olarak
sinir aglarinda, her 6znitelik degeri i¢in bir girdi diiglimii vardir.

- Sinir aglarnt karmasik sorunlari ¢0zebilir, ayrica temel uygulamalardan
Ogrenebilir. Yani soruna kotii bir ¢o6ziim bulunduysa, ag bu soruna bir dahaki

sefer daha iyi bir ¢6ziim bulacak bigimde degistirilir.

Sinir aglar1 {i¢ boliimden olusur [50];

1. Sinir agmin veri yapisini tanimlayan sinir ag1 grafigi.
2. Ogrenmenin nasil gergeklesecegini belirten grenme algoritmas.

3. Bilginin agdan nasil elde edilecegini belirleyen teknikler.

Yapay sinir aglari [50];

- Oriintii tanimada,

- Ses tanima ve ¢oziimlemede,

- Tibbi uygulamalarda (tani, ilag),
- Hata algilamada,

- Sorun tanilamada,

- Robot denetiminde,

- Herhangi bir islevi hesaplamada kullanilabilir.
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3.1.1.3. Genetik Algoritmalar

Genetik algoritmalar; dogal seleksiyon prensibinden yola cikilarak gelistirilmis arama
algoritmalaridir. Algoritma, belirli bir uzunluga sahip dizilerden olusmus bir
popiilasyona sahiptir. Popiilasyon i¢indeki her bir kromozom, ¢6ziim uzayinda bir
noktay temsil eder. Bu diziler ayn1 zamanda iireme yolu ile varligin1 slirdiirmeye aday
olan birer bireydir. Algoritmanin temel isleyisi; ¢oziime uygun olmayan bireyleri
elemek, ¢oziime daha uygun bireyleri segmek ve secilen bireylerden yeni bireyler
tiretmek dogrultusundadir. Algoritmanin isleyisi asamali olarak diisiiniildiiglinde temel
prensibinin eleme oldugu anlasiimaktadir. ikinci prensip ise, elemeyi asan bireylerden
yararlanilarak olas1 yeni c¢oziimler elde etmektir. Bu da bireyler arasindaki bilgi
aligverisi ile saglanir. Bireyler arasi rasgele bilgi aligverisi, arama isleminin, ¢dziim

uzayimin daha uygun noktalarinda devam etmesini saglar [51].

John Holland [52] evrim siirecinin bir bilgisayar yardimiyla kullanilarak, bilgisayara
anlayamadig1 ¢oziim yontemlerinin 6gretilebilecegini diisiinmiistiir. Genetik algoritma
John Holland tarafindan bu diisiincenin bir sonucu olarak bulunmustur. Genetik
algoritma stokastik bir arama yontemidir. “En uygun olan hayatta kalir” ilkesine
dayanmaktadir. Sezgisel bir yontem olan genetik algoritma, problem ic¢in optimum
sonucu bulamayabilir, ancak bilinen metotlarla ¢oziilemeyen veya ¢dziim zamani ¢ok
biiylik olan problemlerde optimuma ¢ok yakin c¢oziimler vermektedir. Holland’in

arastirmasi iki yonliidiir [51];

- Dogal sistemlerde goriilen adaptasyon (ortama uyum yetenegi) kavramini agiklamak,

- Dogal sistemlerin temel isleyisini, yapay yazilim sistemleri aracilig: ile modellemek.

Dogal sistemler olduk¢a saglam ve kararli yapidadirlar. Uyum yeteneginin nasil gelisip
isledigini 6grenmenin en iyi yolu, biyolojik sistemler iizerindeki calismalardir. Genetik
algoritmalarin karmasik arama uzaylarina uygulandiginda kararli ¢oziimlere ulastiklari,
kuramsal ve deneysel c¢alismalar ile kanitlanmistir. Etkili ve verimli bir yontem oldugu
kanitlandiktan sonra ¢esitli bilim dallarinin yani sira is diinyas: ve miihendislikte genis
bir uygulama alani bulmasiin en 6nemli nedeni, kuskusuz hesaplamalarda sagladig:

basitlik ve arama islemlerindeki iyilestirme glictidiir [51].
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3.1.1.4. K-en Yakin Komsu Algoritmasi

Kayuitlar, bir veri uzayindaki noktalar olarak diisiiniiliirse, birbirine yakin olan kayaitlar,
birbirinin civarinda (yakin komsu) olur. K-en yakin komsulugunda temel diislince
“komsunun yaptig1 gibi yap” tir. Eger belirli bir kisinin davranisi tahmin edilmek
isteniyorsa, veri uzayinda o kisiye yakin, drnegin on kiginin davranislarina bakilir. Bu
on kisinin davraniglarinin ortalamasi hesaplanir ve bu ortalama, belirlenen kisi i¢in
tahmin olur. K-en yakin komsulugunda, K harfi arastirilan komsularin sayisidir. 5-en

yakin komsulugunda, 5 kisiye ve 1-en yakin komsulugunda 1 kisiye bakilir [45].

Bu modellerin olas1 dezavantaj1 6zellikle ¢cok fazla agiklayict degisken varsa ¢ok fazla
hesaplama yiikii getirmesidir. Bu durumda komsuluklar ilgisiz noktalarda belirebilir, bu

sebepten dolay1 ortalamalarini almak anlamli sonuglar vermeyebilir [51].

3.1.1.5. Bayes Siniflandiricilar

Bayes siniflandiricilar istatistiksel smiflandiricilardir. Ozel bir siifa ait olarak verilen
bir olasilik gibi, sinif tiyeliklerine ait olasiliklar1 6nceden sdyleyebilirler [45]. Bunun
yant sira biiyiik veri tabanlari tlizerinde islem yapan bayes siniflandiricilar hiz ve
dogruluk yoniinden oldukca yiiksek performansa sahiptirler. Bayes siniflandiricilar,
verinin olasilik dagilimi verildiginde en diisiik hata oraniyla etkin bir sekilde

caligabilirler [53].

Bayes, verilen bir smif {izerindeki bir 6zellige ait degerin etkisinin diger ozellige ait
degerlerden bagimsiz oldugunu farz eder. Bu kabul, sinif kosullu bagimsizlik olarak
adlandirilir. Bu ise gerekli hesaplamalar1 basitlestirir, anlasilirhgi kolaylastirir ve dogal

olarak saf yani “naive” kelimesi ile ifade edilir [33].

Bayes smiflandiricilar  verinin  tek  bir kez taranmasim1  gerektiren  basit
siniflandiricilardir. Bu nedenle biiyiik veri yiginlarinda yiiksek dogruluk ve hiz elde
edebilirler. Performanslar karar agaglar1 ve sinir aglari ile rekabet edebilecek Olgiidedir
[54].
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3.1.1.6. Dogrusal Regresyon

Regresyon analizi istatistiksel bir teknik olup, bir veya daha c¢ok degiskenin baska
degiskenler cinsinden tahmin edilmesini saglayan iliskilerin bulunmasina yardimci olur.
Regresyon analizinin degisik tiirleri vardir. Dogrusal regresyonda veri, diiz bir dogru
kullanilarak modellenir. Dogrusal regresyon, regresyonun en basit halidir. Iki degiskenli
dogrusal regresyon, rassal bir degisken olan Y’yi (yanit degiskeni) diger bir rassal
degisken olan X’in (tahminleyici degisken) dogrusal bir fonksiyonu olarak modeller
[45]. Fonksiyon su sekildedir;

Y=a+px (3.1)

Burada yanit degiskeni Y’nin varyansi sabit olarak kabul edilir. a ve S, sirasiyla Y-
kesisim ve dogrunun egimini saglayan regresyon sabitleridir. Bu sabitler, gercek veri ve
tahmin edilen dogru arasindaki hatayr en kiigiikleyen, en kiiciik kareler yontemi ile
coziilebilir. Dogrusal regresyon, bagimli ve bagimsiz tiim degiskenler niimerik

oldugunda segilecek en dogal yontemdir [55].

3.1.1.7. Dogrusal Olmayan Regresyon

Veri dogrusal bir bagimlilik gostermiyorsa, yanit degiskeni ve tahminleyici degiskenler
ancak ¢ok terimli bir fonksiyonla modellenebiliyorsa bu durumda dogrusal olmayan
regresyon kullanilir. Cok terimli regresyon, temel dogrusal modele ¢ok terimli ifadeler
ekleyerek modellenir. Dogrusal olmayan regresyonda degiskenlere doniigiimler
uygulanarak, dogrusal olmayan model dogrusal bir model haline doniistiiriiliir ve bu

dogrusal model daha sonra en kiiciik kareler yontemi ile ¢oziiliir [33].

3.1.1.8. Lojistik Regresyon

Lojistik regresyon analizinin kullanim amaci, istatistikte kullanilan diger model
yapilandirma teknikleriyle ayni olup en az degiskeni kullanarak en iyl uyuma sahip
olacak sekilde bagimli (sonug) degisken ile bagimsiz degiskenler kiimesi (agiklayici
degiskenler) arasindaki iliskiyi tanimlayabilen ve genel olarak kabul edilebilir bir model
kurmaktir. Lojistik regresyonu, dogrusal regresyondan ayiran en belirgin 6zellik ise,

lojistik regresyonda bagimli degiskenin kategorik degisken olmasidir. Lojistik
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regresyon ve dogrusal regresyon arasindaki bu fark, hem parametrik model se¢imine,
hem de varsayimlara yansimaktadir. Lojistik regresyonda da, dogrusal regresyon
analizinde oldugu gibi baz1 degisken degerlerine dayanarak kestirim yapilmaya calisilir,

ancak iki yontem arasinda {i¢ 6nemli fark vardir [56]:

1. Dogrusal regresyon analizinde tahmin edilecek olan bagimli degisken stirekli

iken, lojistik regresyonda bagimli degisken kesikli bir deger olmalidir.

2. Dogrusal regresyon analizinde bagimli degiskenin degeri, lojistik regresyonda
ise bagimli degiskenin alabilecegi degerlerden birinin gergeklesme olasilig

tahmin edilir.

3. Dogrusal regresyon analizinde bagimsiz degiskenlerin ¢oklu normal dagilim
gostermesi kosulu aranirken, lojistik regresyonun uygulanabilmesi i¢in bagimsiz

degiskenlerin dagilimina iligskin hi¢ bir 6n kosul yoktur.

3.1.1.9. Siirii Zekas

Stirii zekasi, 6zerk yapidaki basit bireyler grubunun kolektif bir zeka gelistirmesi olarak
tanimlanir [57]. Siirii zekas1 tanimi ilk olarak 1989 yilinda Gerardo Beni ve Jing Wang
tarafindan hiicresel robotik sistemler kavrami i¢inde kullanilmistir. Siirii zekasi, merkezi

olmayan, kendi kendini yoneten sistemlerde toplu davranis ¢calismasina dayanmaktadir.

Siirti zekas: sistemleri genel olarak, birbirleriyle ve cevreleriyle etkilesen basit ajanlar
toplulugundan olusur. Birey olarak ajanlarin nasil davranacagini dikte eden
merkezilesmis bir kontrol yapisi yoktur. Bu ajanlar arasindaki yerel etkilesimler
cogunlukla kiiresel davranisin ortaya ¢ikisini gosterir. Bu tip sistemlere 6rnekler dogada
mevcuttur. Bunlara 6rnek olarak karinca kolonileri, kus siiriileri, hayvan siirtileri,

bakteri kiifleri, ar1 kolonileri, balik siiriisti vb. verilebilir.

Stirti zekasi, etkilesim ve kendi kendine organizasyon olmak iizere iki mekanizma
tizerine kuruludur. Etkilesim, siiriinlin iletisim kurmasina ve siiriideki elamanlarin

birbirlerinin hareketlerini diizenlemelerine yardimci olur. Kendi kendine organizasyon
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ise, siirinlin herhangi bir plan olmadan sonug iiretebilmesini, esnek, saglam ve merkezi

bir yonetim birimi olmadan yapilanmasini saglar.

Siirli zekasi, karinca koloni optimizasyonu [58], pargacik siirii optimizasyonu [59], ar1
algoritmas1 [60] ve stokastik diflizyon arama [61] olmak tizere farkli algoritmalar
icermektedir. Bu algoritmalar optimizasyonda basar1 ile kullanilmaktadir. Gliniimiizde
stirli zekasi teknikleri veri madenciligi alaninda da kullanilmaya baslanmistir ve yapilan
uygulamalar bu tekniklerin smiflandirmada 1yi sonuglar elde edebildigini

gostermektedir.

3.1.1.10. Durum Tabanlh Nedenleme

[lk olarak Schank [62] tarafindan ortaya atilan durum tabanli nedenleme
siniflandiricilari, 6rnek tabanli smiflandiricilardir [45]. Durum tabanli nedenleme,
deneyimle 6grenir ve verilen problemle daha dnce karsilagilan problemlerin benzerlik
ve farkliliklarindan yararlanir. Egitim Orneklerini Oklit uzayinda noktalar olarak
saklayan en yakin komsu siiflandiricilarindan farkli olarak, durum tabanli nedenleme
tarafindan saklanan 6rnekler veya durumlar karmagik sembolik tanimlamalardir. Yapay
sinir aglarindan farkli olarak ise durum tabanli nedenlemeye dayali siniflandiricilar

genelleme yapmazlar. Durum tabanli nedenleme siniflandiricilar: sunlart igerir [63];

- Yeni istekleri karsilamak icin eski ¢oziimleri uyarlamak,
- Yeni durumlari agiklamak veya yeni ¢oziimleri ispatlamak i¢in eski durumlari
kullanmak,

- Yeni durumlar1 yorumlamak i¢in 6nceki durumlari nedenlemek.

Siniflandirilacak yeni bir durum ele alindiginda, bir durum tabanli nedenleyici ilk olarak
belirli bir egitim durumunun mevcut olup olmadigini kontrol eder. Eger bir egitim
durumu mevcutsa, ilisik bir ¢6ziim o duruma geri gonderilir. Eger hi¢ bir belirli durum
bulunmazsa, bu durumda durum tabanli nedenleyici yeni durumun bilesenleriyle ayn
bilesenlere sahip egitim durumlarini arar. Kavramsal olarak bu egitim durumlari yeni
durumun komsular olarak diistintilebilir. Durum tabanli nedenleyici yeni duruma bir
¢Oziim Onermek i¢in komsu egitim durumlarinin ¢oziimlerini birlestirmeye c¢alisir.

Coziimlerde uyusmazlik ortaya ¢ikarsa bu durumda yeni ¢ézlimler i¢in yeniden arama
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yapmak gerekebilir. Durum tabanli nedenleyici, uygun bilesik bir ¢dziim bulmak igin

gegmis bilgileri ve problem ¢ozme stratejilerini kullanabilir [33].

Durum tabanli nedenlemeye yeni yaklasimlar iyi bir benzerlik 6lgiistiniin bulunmasi,
egitim durumlarint indekslemek igin etkin tekniklerin gelistirilmesi ve c¢oziimlerin
birlestirilmesini igerir. Mevcut bazi durum se¢im metotlar1 sunlardir [64]; 6zetlenmis en
yakin komsu, durum genisletme veya budama ile 6rnek tabanli 6grenme (IB3 gibi),

nitelik agirliklandirma ile 6rnek tabanli 6grenme (IB4 gibi).

3.1.1.11. Kaba Kiime Yaklasim

Ik olarak Pawlak [65] tarafindan ortaya atilan kaba kiime yaklasimi simiflandirmada
kesin olmayan, giiriiltiilii verideki yapisal iliskileri bulmakta kullanilir ve kesikli degerli
degiskenlere uygulanir. Kaba kiime yaklasimi, klasik kiimedeki, kiimenin yalnizca
elemanlar1 ile tanimlandigi ve kiimenin elemanlart hakkinda ilave higbir bilginin
bulunmadigr yaklasimin aksine, bir kiimenin tanimlanmasi i¢in baslangicta uzay
hakkinda bazi bilgilere gereksinim oldugu varsayimina dayanir. Kaba kiime
yaklasiminin temelini ayirt edilememe iliskisi olusturur. Bilginin temelini olusturan ve
ayni nesnelerin kiimesi olan kiimeye elemanter kiime denir. Elemanter kiimelerin
herhangi bir birlesimi ise kesin kiime olarak adlandirilir, aksi halde bir kiime kaba
olarak ifade edilir. Her kaba kiimenin kesinlikle kiimenin kendisinin veya tiimleyen
kiimesinin elemanlar1 olarak smiflandirilamayan elemanlari vardir, bunlara sinir hatti

elemanlar1 denir [66].

Kaba kiime yaklasimi, ele alinan bir egitim verisinde denklik siniflarinin kurulumuna
dayanir. Bir denklik smifin1 olusturan tiim veri ornekleri ayirt edilemez niteliktedir.
Verilen bir smif i¢in kaba kiime tanimi iki kiime ile tahmin edilir, bunlar alt yaklagim ve
{ist yaklasimdir. Alt yaklasim kesin olarak smifa ait olan tiim nesnelerden olusur. Ust
yaklagim ise smifa ait olmasi olasi biitiin nesneleri igerir. Alt ve {iist yaklagimlar
arasindaki fark smir bolgesini olusturur [67]. Karar kurallar1 her bir sinir igin
olusturulur. Genel olarak kaba kiime yaklasiminda, kurallar1 gostermekte karar tablolar

kullanilir [45].
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Kaba kiime yaklasimi kullanilarak c¢oziilebilen ana problemler; 6zellik degerleri
cinsinden nesnelerin kiimesinin tanimi, O&zellikler arasindaki tam veya kismi
bagimliliklarin belirlenmesi, 6zelliklerin indirgenmesi, O6zelliklerin oneminin ortaya

konulmasi ve karar kurallarinin olusturulmasidir [65].

3.1.1.12. Bulanik Kiime Yaklasimi

Zadeh [68] tarafindan ortaya atilan ve bulanik mantiga dayanan bulanik kiime
yaklagimi, belirsizlik ile ilgilenir. Bulanik mantik, karmasik, iyi tanimlanmamis ya da
matematiksel olarak kolay analiz edilemeyen sistemlerin davraniglarini tanimlamak icin
hemen hemen dogru ve etkin yontemler sunar. Diger bir deyisle, bulanik mantik,
belirsiz ve kesin olmayan bilginin kullanilmasi i¢in bir platform olusturur. Kategoriler

arasinda kesin bir ayrimdan ziyade, 0-1 arasinda bir dogruluk degeri kullanirlar.

Bulanik kiime yaklagimlari, veri madenciligi uygulamalarinda 6zellikle siniflandirma
amactyla kullanilmaktadir. Ancak siirekli degiskenler icin keskin sinirlarin olmasi
simniflandirmada O6nemli bir dezavantajdir. Bununla birlikte yiiksek diizeyde bir

soyutlama saglamalar1 siniflandirmada bulanik kiime yaklasimina avantaj saglamaktadir

[45].

3.2. Tamimlayic1 Modeller

Tanimlayic1 modellerde ise karar vermeye rehberlik etmede kullanilabilecek mevcut
verilerdeki Oriintiilerin tanimlanmasi saglanmaktadir. Tanimlayict modeller kiimeleme

ve birliktelik kurallaridir [19].

3.2.1. Kiimeleme Yontemi

Kiimeleme, 6rnekler arasindaki yakinlik veya benzerligin uygun niteligine gore, drnek
kiimesinin belirli parca veya kiimelere gruplanmasi siireci olarak tanimlanir [69].
Kiimeleme ile birbirinden farkli olan ve birbirine benzeyen gruplar kesfedilmeye
calisilir. Kiimelemede amag, verileri alt kiimelere ayirmaktir [70]. Kiimelemede
smiflandirmadan farkli olarak, baglangigta kiimelerin ne olacagi veya hangi
degiskenlerle verinin kiimelenecegi bilinmez. Ele alinan konu ile ilgili uzman bir kisinin

kiimeleri yorumlamasi gerekir. Kiimeler belirlendikten sonra veri kiimesi uygun bir
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sekilde pargalanmalidir. Boylece bu kiimeler daha sonra yeni verileri siniflandirmakta

kullanilabilir [33].

Kiimelemede, benzerlikleri bulmak igin ¢ogunlukla Manhattan ve Oklit uzaklik
fonksiyonlar1 kullanilir. Uzaklik fonksiyonu sonucunun yiiksek bir deger olmasi az
benzerlik oldugunu, diisiik bir deger olmasi ise ¢ok benzerlik oldugunu ifade eder. Veri
kiimeleri i¢in uygulanacak uzaklik fonksiyonlarinin verimi farkli olabilir. Bundan
dolay1 Manhattan ve Oklit haricindeki uzaklik fonksiyonlar1 bazi veri kiimeleri igin

daha uygun olabilir [33].

Kiimeleme modellerinin 6zellikleri kisaca sdyle siralanabilir;

- Danismansiz 6grenmedir,

- Kiimelerin yapilar1 dogrudan veriden bulunmalidir,

- Onceden tanimlanan smif ve simif etiketli 6grenme drnekleriyle
calismamaktadir,

- Bir veri madenciligi fonksiyonudur,

- Veri dagilimim anlamaya yardimci olur,

- Her bir kiimenin 6zelliklerini izler.

Tipik bir 6rnek kiimeleme faaliyeti bes adimdan olusmaktadir. Bunlar [71];

Uygun 0rnek gosterimi
Nesneler arasinda uygun uzaklik veya benzerlik 6l¢iitii ile yakinligin tanimi
Kiimeleme

Veri soyutlama

o b~ w0 D

Ciktinin degerlendirilmesi

Kiimeleme modellerinde yer alan algoritmalar Boliimleme Kiimeleme Algoritmasi ve
Hiyerarsik Kiimeleme Algoritmasi olmak iizere ikiye ayrilir [72]. Boliimleme
kiimelemede, kiimeler arasinda iligki bulunmaz, hiyerarsik kiimelemede ise, her kiimede
veri orneklerini igerecek bir baglanti kurulur. Bu algoritmalarin siniflandirilmasi asagida

verilmistir;

- Boliimleme Kiimeleme Algoritmasi
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- K-ortalamalar

- K-medoid (CLARANS)

- Beklenen maksimizasyon algoritmasi
- Danigmansiz bayes

- Mod bulma

- Yogunluk tabanl yaklasim

- Hiyerarsik Kiimeleme Algoritmasi
- Toplayict hiyerarsik kiimeleme algoritmasi

- Boliicii hiyerarsik kiimeleme algoritmasi

Veri madenciligi amaci ile kullanilan kiimeleme algoritmalarinin asagidaki 6zellikleri

tasimasi gerekir [54];

- Olgeklenebilir olmall,

- Farkl veri tipleri ile basa ¢ikabilmeli,

- Goreli sekildeki kiimeleri kesfedebilmeli,

- Girdi parametrelerini belirlemekte alan bilgisi i¢in minimum ihtiya¢ géstermeli,
- Aykar1 degerlerle ve giiriiltii ile basa ¢ikabilmeli,

- Girdi kayitlariin sirasina duyarsiz olmali,

- Yiksek boyutta olmali,

- Kullanisli ve yorumlanabilir olmali.

3.2.2. Birliktelik Kurah

Bir aligveris sirasinda veya birbirini izleyen aligverislerde miisterinin hangi mal veya
hizmetleri satin almaya egilimli oldugunun belirlenmesi, miisteriye daha fazla iirliniin
satilmasin1 saglama yollarindan biridir. Satin alma egilimlerinin tanimlanmasini
saglayan birliktelik kurallar1 ve ardisik zamanli Oriintiiler, pazarlama amaglh olarak
Pazar Sepeti Analizi (Market Basket Analysis) adi altinda veri madenciliginde yaygin
olarak kullanilmaktadir. Bununla birlikte bu teknikler, tip, finans ve farkli olaylarin
birbirleri ile iligkili oldugunun belirlenmesi sonucunda degerli bilgi kazaniminin s6z

konusu oldugu ortamlarda da 6énem tasimaktadir. Birliktelik kurallar1 asagida sunulan
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orneklerde goriildiigii gibi es zamanlh olarak gerceklesen iligkilerin tanimlanmasinda

kullanilir [19].

- Midsteriler kola satin aldiginda, %75 ihtimalle patates cipsi de alirlar,
- Diisiik yagh peynir ve yagsiz yogurt alan miisteriler, %85 ihtimalle diyet siit de

satin alirlar.

Ardisik zamanli Oriintiiler ise asagida sunulan 6rneklerde goriildiigii gibi birbirleri ile
iligkisi olan ancak birbirini izleyen donemlerde gerceklesen iligkilerin tanimlanmasinda

kullanilir [19].

- X ameliyati yapildiginda, 15 giin iginde %45 ihtimalle Y enfeksiyonu
olusacaktir,

- IMKB endeksi diiserken A hisse senedinin degeri %15°den daha fazla artacak
olursa, 3 is giinii igerisinde B hisse senedinin degeri %60 ihtimalle artacaktir,

- Cekig satin alan bir miisteri, ilk ii¢ ay igerisinde %15, bu dénemi izleyen li¢ ay

igerisinde %10 ihtimalle ¢ivi satin alacaktir.



4. IPLIK KALITESI SECIMINE ETKi EDEN FAKTORLERIN
TAGUCHI DENEYSEL TASARIM YONTEMI iLE
BELIRLENMESI

Bu boliimde; uygulama c¢aligmasinin gergeklestirilecegi firmadan, makineden ve iplik
kalitesi se¢imine etki eden faktdrlerin, deneysel tasarim metodu ile 6nem siralarinin

belirlenmesi ve sayilarinin azaltilmaya ¢alisilmasindan bahsedilecektir.

Uygulama c¢alismasinin gerceklestirilecegi firma bir Karamanci Holding sirketi olan
Orta Anadolu Tekstildir. 1953 yilinda Kayseri'de entegre bir iplik ve dokuma fabrikasi
olarak kurulmustur. 1986 yilindaki yeniden yapilanma sonunda faaliyet alanini %100
pamuklu jean giyim kumaglar {iretimi olarak belirleyen sirket, bu alanda diinyanin
ilerici, saygin ve tartigmasiz lideri olmay1 kendisine vizyon edinmistir. Bugiin itibari ile
50 milyon metrelik tiretimi ile Tiirkiye'de birinci, Avrupa'da ikinci konumda bulunan
Orta Anadolu, iirettigi "Ordenim" ve "Orcotton" markasi ile diinya denim (jean kumas1)

sektoriinde liriin ve hizmet kalitesinde hakl1 bir line sahiptir.

Modern tekstil teknolojisini, gegmis deneyimleri ve uzman kadrosuyla birlestiren, Orta
Anadolu tiretiminin %70'ini basta Avrupa Toplulugu iilkeleri olmak {izere ¢esitli diinya
tilkelerine ihra¢ etmektedir. Diger taraftan Orta Anadolu diinya denim kumas pazarinin

%1 1ni elinde tutmaktadir.

Uygulama c¢alismasinin gercgeklestirilecegi, Orta Anadolu fabrikasinin iplik {iretim

boliimiinde isleyis prosesi Sekil 4.1.de oldugu gibidir.
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PAMUK HARMAN- - e
AMBARI HALLAC CER-1 CER-2 FITIL RING IPLIK

Sekil 4.1. Isleyis prosesi sematik ¢izimi.

Isletmeye gelen pamuk, pamuk ambarinda stoklanir ve burada giris testlerine tabi
tutulur. Harman-halla¢g makineleri olan Unifloc, Unimix, Erm ve Tarak makinelerinden
sirasiyla gecirilerek temizlenip serit haline getirilir. Kovalara yerlestirilen seritler Cer-1
ve Cer-2 makinelerinde diizgiinlestirilip diizenli hale getirilir. Bu seritler kovalar
halinde Fitil makinesine gelir, burada incelip biikiim verilen seritler fitil seklinde
makaralara sarilir. Makaralar daha sonra Ring Iplik makinesine baglanip, egrilerek
inceltilip iplik elde edilir. Bu siire¢ igerisinde iplik kalitesine birgok faktor etki eder.
Ring Iplik makinesi, ipligi son haline getiren makine olmasi sebebiyle, iplik kalitesinde

en ¢ok etkiye sahiptir.

Bu calismada Ring Iplik makinesinde iplik kalitesine etki eden 6 faktdr belirlenmistir.
Bu 6 faktoriin her birine ait 3 adet seviye vardir. Bu faktor ve seviyeler Tablo 4.1.°de

goriildiigi gibidir.

Tablo 4.1. Iplik kalitesine etki eden faktor ve seviyeleri.

Seviye/Faktor Manson | Kilips Kop¢a | Kafes Devir | Biikiim
1.Seviye Yumusak | 3.5mm | h2dr02 | Dar 7500 581
2.5eviye Orta 4 mm h2dr04 | Mevcut 8000 618
3.Seviye Sert 45mm | h2dr08 | Genis 8500 655

Iplik kalitesine en c¢ok etki eden Ring Iplik makinesi ve iplik kalitesini etkileyen

faktorlerden asagidaki kisimda detayli olarak bahsedilecektir.
4.1. Ring iplik Makinesi

Bu makinede fitil, ¢ekilerek tasarlanan derecede inceltilir, biikiim verilerek istenilen

mukavemete getirilir ve masura {izerine sarilir.



Ring iplik makinesi asagidaki 3 gorevle mikelleftir:

1. Calisilmakta olan fitili istenen iplik numarasi nispetinde ¢ekerek inceltmek,
2. Iplige biikiim vererek yeterli mukavemeti saglamak,

3. Ipligi masura iizerine kops teskil edilecek sekilde sarmak.

Ring Iplik makinesinin sematik gosterimi Sekil 4.2.‘deki gibidir.

1. Fitil Caghg

2. Cekim sistemi
3. Biikiim boliimii
4. Doffer

5. Masura transportu
6.

Masura toplama bolgesi

Sekil 4.2. G5/11 Ring Iplik makinesi sematik gosterimi.

Ring Iplik makinesi ¢alisma elemanlar1 asagidaki gibidir:

- Fitil bobinlerinin takilacag bir caglik,
- Fitilin gekilerek inceltilecegi ¢cekim sistemi,
- Iplik {izerine biikiimiin dagitilacag1 kopga-bilezik tertibati,

- Ipligin kops halinde masuraya sarilma diizeni,

42
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- Otomatik takim degistirme tertibati.

Fitil caghgu: Fitil bobinleri Ring iplik makinesinin caghigina takilir. Bu cagliga takilan
fitil sayisi, iplik makinesinin ig sayisina esittir. Her fitil bir ige hizmet vermektedir. Fitil
bobinlerinin cagliga takildiklar1 cisme “fitil askisi” denir. Fitil askisinin goérevini
emniyetli bir sekilde yerine getirebilmesi i¢in; fitil bobinlerinin rahatlikla takilabilir
olmasi, diisey konumda tutulabilmesi, zor kosullarda bile aksaksiz fitil akisinin

saglanmasi, bos fitil masurasinin rahatga c¢ikarilabilmesi gerekir.

Cekim sistemi: Cekim, bu kisimdaki silindirlerin birbirinden daha hizli donmesiyle
olusur. Cekim aparatinda, arkadaki silindire az ¢ekim verilir. Ciinkii buraya giren fitilde
bir miktar biikim vardir, ¢Oziilmesini rahatlikla saglayabilmek i¢in az ¢ekim
verilmelidir. Cekimi muntazam yapabilmek icin ve silindirler arasindaki mesafeyi
kisaltip elyaf yigilmasini Onlemek maksadiyla 2. silindire apronlar gecirilmistir.
Apronlar sayesinde fitil alimi1 bozulmadan 6n silindire yakin bir mesafeye tasinir.
Cekimi degistirmek i¢in 6n silindirden arka silindire hareket veren 2 disliden herhangi
birinin dis adedini degistirmek gerekir. Dislilerden birisi numara, digeri arka dislidir.
Cekime etki eden faktorler; elyafin uzunlugu, kisa elyaf miktar, fitilin kalinlhigi,
silindirlerin  &lgii ve yapisi, cekim aparatinin  konstriiksiyonudur. Ring iplik
makinelerinde 3 silindir ve 2 apronlu ¢ekim sistemi kullanilmaktadir. Cekim sisteminin
gorevi; cagliga takili olan fitil bobininden sagilan fitilin, istenen iplik inceligi elde
edilinceye kadar cekilerek inceltilmesini saglamaktadir. 3 adet iist baski silindirini ve
iist apronu bilinyesinde barindiran sisteme baski kolu veya tabanca denilmektedir. Baski
kolunda giris ve c¢ikis st silindirleri olarak genellikle 28-35 mm ¢apli, orta baski
silindir olarak da 25 mm gapli silindirler kullanilir. Kullanilan hammaddeye bagli olarak
baski silindirlerine uygulanabilecek baski degerlerini degistirebilmek miimkiindiir.
Burada lif uzunluguna ve lif yapisina baglh olarak en iyi iplik neticelerini elde etmek
lizere uygun olan baski degeri ayarlanir. Cikis silindiri lizerindeki baskinin istenen
degere ayarlanmasi 6zel bir anahtar yardimiyla yapilir. Baskinin tizerindeki her farkli
renk, farkli bir degeri ifade eder. Baski yaylari, konstriiksiyonlar itibariyle dzelliklerini
uzun yillar korur. Bu da ayarlanan baski degerinin kendiliginden degismeyecegi
anlamini tagir. Her st silindirin kendine ait, bagimsiz bir baski elemani mevcuttur.

Dolayisiyla her ¢cekim alani i¢in uygulanan baski ayar1 uygulandigi bolgeye ait kalir ve
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komsu {ist silindirler tarafindan etkilenmezler. Sekil 4.3.’de ¢ekim sistemi ve sematik

gosterimi yer almistir.

Sekil 4.3. Cekim sistemi ve sematik gdsterimi.

Cekim sisteminde apronlar ve baski mangonlari: Cekim sistemi i¢inde liflerin
transportunu gerceklestiren apronlar list ve alt apron olarak ikiye ayrilir. Kisa lif

iplikhanesinde kullanilan apronlar asagidaki 6zelliklere sahip olmalidir:

- Lif transportunu basariyla gergeklestirebilmel,
- Asinmaya kars1 yliksek mukavemet gistermeli,
- Kopma mukavemeti yiiksek olmali,

- Siirtiinme katsayis1 diisiik olmal.

Apronlar agik ve kapali apron olarak piyasada kullanilir. Kapali apronlarda ek yeri
olmayacag i¢in calisma sirasinda en ufak bir darbe olmayacaktir. Apronlar genellikle
sentetik malzemeden imal edilir. Cekim sistemindeki lif kistirma noktalarinda liflerin
zedelenmemesi i¢in iist baski silindirlerinin her iki tarafina kauguk malzemeden imal
edilmis manson gegirilmistir. Ring Iplik makinelerinde kullanilan mansonlar 60° shore
ile 85° shore arasinda imal edilir. Yumusak mansonlarda liflerin kistirilmasi ve sevki

daha kontrollii olmakta, sert mangsonlar ise daha fazla baskiya dayanikli olmakta ve
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elyaf sarig1 teskiline meyili daha az olmaktadir. Mesela, Ne 30/1 penye veya daha ince
ipliklerde genellikle giris silindirinde 82° shore, orta silindirde 73° shore ve cikis
silindirinde 65° shore sertliginde manson kullanilabilir. Belirli bir caligma siiresi
sonunda (ortalama 1000-2000 calisma saati) mansonlarin iizerinde aginmalar, ¢apaklar
ve ince yariklar olusur. Bu asinmalar malzeme yorulmasi, yiiksek baski kolu basinci
veya mangon lizerinde olugabilen elyaf sariklarini temizlemek {izere is¢inin, kullanimi
yasak olan kesici madde kullanmasiyla meydana gelebilir. Asinma durumunda bu
mansonlarin taglanmasi (rektifiye edilmesi) gerekir. Mansonlarin rektifiyesi, manson
asgari ¢apa diisiinceye kadar tekrarlanir. Daha sonra mangon ¢ekirdeginden ¢ikarilarak

atilir ve yenisi takilir. Sekil 4.4.’de manson goriilmektedir.

Sekil 4.4. Manson gorseli.

Ust apron kafesinde klipsler bulunur. Klipslerin gorevi, alt apron ve iist apron
arasindaki basinci ayarlamaktir. Klips olmazsa apronlar arasindaki basing bozulur,
iplikte siirekli kopmalar meydana gelir. Ayn1 zamanda kalitesiz iplik iiretilmis olur.

Calisan ipligin numarasina gore klips renkleri degisir. Sekil 4.5.”de klips goriilmektedir.
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Sekil 4.5. Klips gorseli.

Cekim sistemi temizligi; hem gezer temizleyiciler hem de iizeri ¢uha kapl silindirler
vasitastyla saglanir. Ayrica Ring temizlik ekibi her giin belli sayida Ring Iplik
makinesini temizlige agarak ozellikle ¢ekim sistemini temizlik tabancalariyla temizler.

Sekil 4.6.’da temizleme silindiri goriilmektedir.

Sekil 4.6. Temizleme silindiri gorseli.

Biikiim béliimii: Ring iplik makinesinin ¢ekim sistemini terk eden lif bandim bir arada

tutmak icin biikiim verilir. Fitil makinesine oranla ¢ekim sistemini terk eden lif bandina
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Ring Iplik makinesinde kuvvetli miktarda biikiim verilmesi gerekmektedir. Ciinkii Ring
Iplik makinesinde ¢ekim sistemini terk eden liflerin kesitteki sayisi, fitildekine gore ¢ok

azdir. Ring Iplik makinesinde iplige verilen biikiimii asagidaki faktorler etkiler:

- Kullanilan hammadde 6zellikleri (lif boyu vs.),

- Egrilecek ipligin inceligi (numarasi),

- Ipligin kullanim yerinin dokuma (¢dzgii ve atki ipligi) veya trikoya yonelik
olacag (kapali biikiim ya da agik biikiim olacagy).

Ring Iplik makinesinde ig devri asagidaki faktdrlere bagh olarak degisiklik gosterir:

- Teknolojik faktorler (kopga hizi, bilezik ¢ap1 vs.),
- Iplige bagl faktérler (biikiim).

Biikiimiin meydana gelmesinde son ¢ekim silindirlerinden ¢ikan ipligin hizinin, ig devir

sayisinin, bilezik ve kopcanin etkisi vardir.

Kopga ve bilezik: Biikiimiin iplik {izerine dagitilmas1 ve ipligin kopsa sarilmasinda etkili
olan, ig devir sayisim1 smir koyan kopga ve bilezik, Ring Iplik ve Ring Biikiim
proseslerinin iki elemanidir. Makinenin verimini ve ¢alisma kosullarini biiylik oranda

etkilerler. Bilezik lizerinde biiyiik bir hizla donen kopca su iki fonksiyonu yerine getirir:

- Cekim sisteminden sevk edilen iplige biikiimiin dagitilmasi,
- Iplige uygun bir gerginlik kazandirarak masura iizerine kops formunda

sarilmasi.

Diizgiin bir sarim ve kops yapisi i¢in bilezik kopgaya rehberlik eder. Kopga tarafindan
yerine getirilen iplik {lizerine bilikiim dagitilmas: ve ipligin kops halinde sarilmasi
islemleri, asir1 derecede gerilmeden yapilmalidir. Pamuk iplikhanesinde, C tipi, N tipi,
eliptik veya yart eliptik kopcalar 6nem arz etmektedir. Kopgalar yuvarlak veya basik
kesitlidir. Yuvarlak kesitler pamukta tercih edilir. Iplikhanelerde ¢elik kopgalar
kullanilir.  Celik kopgalar belli oranda sertlestirilmis ve yiiksek derecede
polisajlanmistir. C tipi, N tipi, eliptik kopgalar gibi flang bilezik kopgalar1 yaglanmazlar.
Sekil 4.7.”de kopca ve bilezik goriilmektedir.
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Sekil 4.7. Kopga ve bilezik gorseli.

Diizgiin ve sarsintisiz kopga calismasi i¢in asagidaki sartlarin geceklesmesi gerekir:

- Bilezik bankosunun iglere gore konumu kusursuz ve hareketi her zaman ayni
olmalidir.

- Bilezik ve iglerde oldugu kadar balon kirict ve iplik kilavuzunun da ayni
eksende ve 1yi merkezlenmis olmasi1 gerekmektedir.

- Bilezik tam yuvarlak ve temas yiizeyinin yatay pozisyonda olmasi gereklidir.

- Igin salgisiz galismasi ve masuramin eksantrik bir cevre yiizeyine sahip
olmamas1 gerekmektedir.

- Bilezigin kopca ¢alisma ylizeyi kusursuz olmalidir. Bilezik iizerinde yanlis ve
farkli kopg¢a kullanimindan kaynaklanan iz ve ¢apaklar bulunmamalidir.

- Kopca temizleyicisi dogru ayarlanmalidir (kopga ile temizleyici aras1 yaklasik
0.5 mm olmalidir).

- Bilezik ¢ap1 ile masura capt orani uygun olmalidir. Burada bilezik capinin
masura ¢apina oraninin 2 veya daha kiiciik olmasi tavsiye edilir.

- Calisilan iplik numarasi, iplik kalitesi ve kopca formati dikkate alinarak flans

bileziklerinde flans eni dogru secilmelidir.

Degismeyen bir 1s1 ve nem orani kopganin c¢alismasini olumlu yonde etkiler. Salon
klima degerlerindeki oynamalar (6rnegin artan rutubet) kopca asinmasini arttirir. En

uygun bilezik ve kopg¢a formunun tayini en yiiksek verimlere ulagmanin basta gelen
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kosuludur. Bilezik profili ile kopcanin formunun iyi uyumu sayesinde kopcanin bilezik
tizerinde stabil konumu saglanmis olur. Kopga bilezik iizerinde yeterince serbest hareket

edebilmelidir.

Kopg¢a numarasi: Kopga agirliginin (numara) ¢alisilan ipligin numarasina uygun olmast
gerekmektedir. Burada aymi sekilde ig devri, hammadde, balon biiyiikliigii ve kops
sertligi goz oniline alinmalidir. Balon formunun iplik kopuslarina olan etkisi biiytiktiir.
Iplik balonu normal kosullarda balon kiriciya hafifce temas etmelidir. Cok gevsek ve
cok gergin iplik balonu olusmasina (¢ok hafif ve ¢ok agir kopca nedeniyle) engel
olunmalidir. Bu tiir balonlar iplik kopuslarina, kopga asinmalarina ve iplik kalitesinin
bozulmasina neden olur. Kopgaya rehberlik yapan bilezigin hammaddesi birinci sinif
rulman ¢eligidir. Bilezikler, beklenilen yiiksek performansi karsilayabilmek icin kopca
sertligine uygun olarak tamamen sertlestirilir. Flans formu kadar bilezik c¢alisma

yiizeyinin yuvarlakligi da kopganin calisma 6zelliklerini etkileyen faktordiir.

Kopg¢a hizi: 1§ devir ve bilezik ¢apina bagl olarak degisir ve asagidaki formiile gore
hesaplanir:

Kopg¢a hizi= bilezik ¢api(mm) xig devri(devir/dakika) xIT/1000x60=m/sn 4.1.)

Bilezik alistirmasi (Rodaj islemi): Yeni bilezik degisimlerinde uygulanan rodaj islemi,
metalik ¢aligma yiizeyinin diizeltilmesi, kopganin bilezik iizerinde kendisine bir kulvar
hazirlamasi ve ilk ¢alisma sartlarinin optimum seviyeye en kisa zamanda getirilmesi

icin yapilir.

Bileziklerin temizlenmesi: Bilezikler miisteriye teslim edilmeden Once {iizerleri pas
Onleyici soliisyon ile kaplanirlar. Satin alinan bilezikler yag ¢ozlici madde
kullanilmadan silinmelidir. Flang bilezikler kuru olarak calisirlar. Bileziklerin yerine
takilmasi; bileziklerin tutucularina siki olarak oturtulmasi ve oynamamalidir. Bilezik ve

1§ merkezlenmelidir.

Kopga se¢imi: Kopgalar, rodaj kopcasi ve calisma kopcgasi olarak ikiye ayrilir. Rodaj

sirasinda kopca firmasinin tavsiye ettigi rodaj kopgasi kullanilir. Rodaj isleminin
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bitirilmesi: Tavsiye edilen rodaj isleminin devami esnasinda eger kopga aginmasi tespit

edilemiyorsa rodaj islemi o sathada sona erdirilir.

Biikiim: Biikiimiin artmasi ile iplikteki mukavemet artarken, 6zellikle o iplikten ortilmiis
kumasin tusesi (tutumu) sertlesir ve Ring Iplik makinesinde birim zamanda ¢ikan iiretim
azalir. Bir iplige verilecek biikiim miktari, o ipligin daha sonraki kullanim yerine gore
secilir. Biikiimiin derecesi genellikle ikiye ayrilir. Agik biikiim, triko(6rme) ipliklerine
verilir. Orme makinesinde ipliklerin karsilayacagi direng¢ nispeten diisiik oldugu igin
triko ipligi lizerindeki biikiim miktar1 dokuma ipligine gore diisiiktiir. Kapali biikiim,
dokuma ipliklerine verilir, dokuma tezgahinda 6zellikle ¢c6zgii ipliklerinin {izerine binen
yiikk oldukca fazla oldugu icin dokuma ipliklerine, drmeye nispeten yiiksek biikiim

verilir. Dolayisiyla dokuma ipliginin mukavemeti trikoya gore daha yiiksektir.

ipligin sarilmasi: Igin donmesi sonucu ¢ekim sistemiyle ig arasindaki iplik parcasi bir
devir hareketi kadar kaydirilarak ig etrafina dolanir. Bu ipligin temas ettigi makine
eleman1 kopcadir. Iplik ve kopga bilezik etrafinda doner ve plangamin o sirada
bulundugu konumu itibariyla masuraya sarilir. Kopga, kendi agirligindan dolayi
hareketsiz kalmak isterken, iplikteki gerdirme kuvveti kopgayr bilezik iizerinde
dondiiriir. Bilezik ile kopga arasinda meydana gelen stirtiinme kuvveti ilave bir frenleme
olarak ¢alisir. Ipligin sevki ile beraber kopca iizerindeki gerdirme kuvveti azalir; fakat
kopga ige gore, sevk edilen iplik pargasi kadar geriye kalir. Bunun neticesinde iplik

lizerine sarilmis olur.

Sarim  gerginligi: Masuranin konik yapisindan dolayr iplik gerginligi devaml
degismektedir. Kiiciik sarim capinda iplik gerginligi biiyiik sarim c¢apina gore daha
fazladir. Kops sarim baslangicindaki gerginlik orani kops koniginin tamamlanmasi
sirasinda da ayni sekildedir. Iplik gerginliginin arttigi bu konumlarda iplikte artmasi
muhtemel iplik kopuslarinin 6nlenmesi i¢in i devri, programlanabilen otomatik devir

regiilatorii ile degistirilir.

Balon kiricilar: Iplik kopus sayisiin azalmasini saglarlar. Kopus sayisini azaltmak igin

makinenin ¢alisma hizinmi diisiirmek tiretim kaybiyla es anlama geldigi i¢in uygulanmaz.
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Bunu hafif kopca ile saglamak sadece teorik olarak miimkiindiir, ¢linkii bu durumda

iplik balonu genisler. Sekil 4.8.”de balonlasmanin olusumu goriilmektedir.

a) Iplik kilavuzu

b) iplik

c) Kopca

d) Bilezik

e) Iplik kopsu

f) Balonlagma bilezigi

Sekil 4.8. Ring iplik egirmede balonlagsmanin olusumu.

Ig devrini etkileyen faktorler: Iplik makinesinde ig devrinin yiikselmesiyle iiretim artar.

Ig devrini etkileyen faktorler asagidaki gibidir:

- Bilezik ¢api kiigiildiikge 1§ devri artar,

- Kopca hiz1 yiikseldikge ig devri artar,

- Iplik numaras1 inceldikge ig devri artar,

- Biikiimiin ve dolayistyla mukavemetin daha yiiksek olmasindan dolayr dokuma

ipliklerinde, trikoya oranla daha yiiksek ig devirlerine ¢ikilir.
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Iplik masuralari: Ring Iplik makinelerinde kullanilan ve ipligin iizerinde kops formu
teskil edecek sekilde sarildigi masuralar, biiylik cogunlukla sertlestirilmis plastik
maddeden imal edilmistir. Takimin elle degistirildigi makinelerde daha wucuz
polipropilen malzemeden mamul iplik masuralart kullanilirken, stirtinmenin daha
yiiksek oldugu dofferli makinelerde ABS veya poliiiretan malzeme kullanilmaktadir.

Masuranin boyu genel olarak kullanilan bilezik ¢capinin 5 kat1 olarak secilmelidir.

Otomatik takim degistirme tertibati: Otomatik takim degistirmenin faydalar

asagidaki gibidir:

- Takim degistirme siiresi 2-2.5 dakika gibi kisa bir zaman siiresinde yapildig1 i¢in

durus siiresi azalmakta ve tliretim randimani artmaktadir,

- Erken takim diislirmeye gerek kalmadigi i¢cin hem ring iplik hem de bobin
makinesinde kops daha uzun siire c¢alismakta, boylece makine randimani

artmaktadir,

- Takim degistirme ¢ok az bir siire aldig1 i¢in kalin numaralar i¢in bile gecerli
olmak iizere bilezik capi kiigiik se¢ilmekte ve kiigiik bilezik ¢apindan dolay1
yiiksek ig hizlarina ulagilabilmektedir,

- Takimciya gerek kalmadig i¢in personel sayis1 azalir,

- Bos masuranin ige oturtulmasi robot kol vasitasiyla ve biitlin iglerde ayni gii¢
sarfiyla yapilacagindan, ig dibi sarig1 ve masura kusuru olmadig siirece biitiin
masuralar iglere ayni derinlikte oturacak ve sarim, masura dibinden itibaren

ayarlanan yiikseklikten itibaren (6rnegin 15 mm) baslayacaktir.

Sekil 4.9.”da ring iplik egirmesinin sematik hali goriilmektedir.
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Sekil 4.9. Ring iplik egirme sematik gosterimi.

Iplik kalitesine etki eden faktdrlerden ve Ring Iplik makinesi galigma prensibinden
bahsedilmistir. Bu faktorlerden iplik kalitesine en ¢ok etki eden 6 faktor, isletme
miithendisi ile tekstil makineleri literatiirii baz alinarak belirlenmistir. 6 faktoriin her
birinde 3’er seviye bulunmaktadir (Tablo 4.1.). Bu faktérlerin birbirini etkileme ihtimali
baz alindiginda 6 faktoriin her biri i¢in iplik kalitesini ne kadar etkiledigi, hangi
seviyede optimum ¢alistig1, kaliteyi olumsuz anlamda en az diizeyde etkileyen faktor ve
seviye hangisi gibi bir ¢ok soru ortaya ¢ikmaktadir. Her makinenin 2.5 saatte 100 kg ve
giinliik 1 ton iplik trettigi, iplik maliyetinin 5 dolar/kg oldugu disiiniildiigiinde, 76
Ring Iplik makinesi olan isletmede iplik kalitesinde olusabilecek sorunlar ciddi
maliyetler yaratmaktadir. Isletmenin bu sorular1 deneme yanilma ile ¢dzmeye calismasi
hem uzun slirmekte hem de maliyetli olmaktadir. Ciinkii iiretilen kalitesiz iplik hem
para hem de zaman kaybina sebep olmaktadir. Bu ¢alismada bu zaman ve para kaybin

en az diizeye indirecek sekilde bir bilgi isleme sistematigi getirmek hedeflenmektedir.

Iplik kalitesini dlgme testi, uluslararasi bir standart olan Uster standartlarma gore

degerlendirilmektedir. Isletme testlerini en son teknoloji Uster Tester 5 cihazi ile
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yapmaktadir. Iplik kalitesinde; ince yer, kaln yer, tiiyliilik ve neps degerlerine
bakilmaktadir. Ayrica standardin bir ifadesi olan ve bahsedilen 4 degerin cesitli
katsayilarla carpilmasi ile olusturulan bir Uster degeri de bulunmaktadir. Isletme 5
degeri de inceleyerek ipligin kalitesine karar vermektedir. Bu degerlerden en az bir
tanesinin sonucunun olumsuz ¢ikmasi o ipligin kalitesinin bozuk olacagi anlamina

gelmektedir.

Bu c¢alismada isletmede siirekli iretilen ve diger iplikler konusunda da fikir sahibi

edecek KLZ140NA iplik tipi iizerinde uygulama caligsmasi gergeklestirilmistir.

- K:Karde

- L:Likral

- Z: Z bikiim

- 140: 14 Ne

- N: Normal iplik

A: Isletme versiyonu anlamlari tasimaktadir.

Testlerin sonucunun degiskenlik gostermesini engellemek igin ¢alisma 75 nolu

makinede ve 1000-1005 iglerinde yapilmistir. Makine ve igler sabit tutulmustur.

Yukaridaki bilgiler 1s181nda 6 faktoriin ve 3 seviyesinin birbiri ile etkilesimini anlamak
i¢in 36=729 adet test yapilmasi gerekmektedir. Giinde 4 adet test yapilabildigi gdze
alindiginda bu gozlem icin 182 giin gerekmektedir. Bu zaman kayb1 yaratmaktadir ve
testlerin olumsuz ¢ikmasi sonucu; 1 ton/giin * 5 $/kg = 5000 $/giin para kayb1 olusacag:

agikardir.

Test sayisin1 daha aza indirmek igin faktorleri azaltmamiz ya da faktorlerin en etkili
seviyelerini belirlememiz gerekecektir. Bu calismada bu islem i¢in Taguchi deneysel
tasarim metodu kullanilmis olup, faktdr onem siralamalari ve en etkili seviyeler
belirlenmistir. Cikan sonuglardaki veriler, veri madenciligi paket programlari ile

islenmis olup simiflandirma yontemleri ile kural kiimesi ortaya ¢ikarilmistir.
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4.2. Taguchi Deneysel Tasarim Metodu

Taguchi yontemi Dr. Genichi Taguchi tarafindan 1950’lerde siire¢ en iyileme teknigi
olarak gelistirilmistir. Taguchi’nin kalite alanina getirmis oldugu en dikkat ¢ekici katki,
kalite sistemini iiretim Oncesi ve iiretim siireci olarak ikiye ayirarak bir iirliniin
kalitesinin ve miisteri memnuniyetinin, Uretim Oncesindeki asamada tasarim ve

gelistirmenin miikemmelligi ile yakindan ilgili oldugunu gdsteriyor olmasidir [73].

Taguchi yontemi farkli parametrelerin, farkli seviyeleri arasindan en iyi kombinasyonu
saptamak i¢in olduk¢a kullanigh bir yontemdir. Her bir parametrenin, her bir seviyesini
iceren tim kombinasyonlar i¢in olduk¢a fazla deneysel calisma yapilmasi gereken
durumlarda Taguchi yontemi ile dikey dizi tablosu (Tablo 4.2.) kullanilarak ¢ok daha az

sayida deneysel ¢alismayla sonuca ulagsmak miimkiindiir [74].

Parametreler belirlendikten sonra Tablo 4.2.’deki Taguchi dikey dizisinden bir dizi
segcmek gerekmektedir. Tablo 4.2.°ye gore; iplik kalitesine etki eden 6 parametre ve her
bir parametrenin 3 seviyesi olduguna gore L27 dizisi en uygun dizi olarak seg¢ilir. Tablo
4.2.’nin disinda kalan parametre ve seviyeler i¢in deney sartlar1 daha zor oldugundan

parametre ya da seviye kiiciiltiilerek uygun diziye getirilmesi gerekmektedir.



56

Tablo 4.2. Taguchi dikey dizi se¢im tablosu.

SEVIYE SAYISI
2 3 4 5
p=2 S=2 L4 |P=2 S=3 p=2 S=4 p=2 S=5
P=3 S=2 P=3 S=3 L9 [p=3 S=4 L1s [P=3 S=5
P=4 S=2 P=4 S=3 P=4 S=4 P=4 S=5 L25
P=5 S=2 g |P=5 S=3 P=5 S=4 P=5 S=5
P=6 S=2 P=6 S=3 P=6 S=5
P=7 S=2 p=7 S=3
P=8 S=2 P=8 S=3
P=9 S=2 P=9 S=3 L27
P=10 [S=2 L2 520 Js=3
@ lp=11 [s=2 P=11 |S=3
Z|P=12 [s=2 P=12 [5=3
@ [P=13  [s=2 g |P=13 ]s=3
o [p=14 [s=2
Wip=15  |s=2
<|lp=16 [s=2
=17 [s=2
& lp=18 [s=2
P=19 [S=2
P=20 [S=2
P=21 [S=2
P=22 [s=2
P=23 [S=2
P=24 [S=2 L32
P=25 [S=2
P=26 [S=2
P=27 [S=2
P=28 [S=2
P=29 [s=2
P=30 |S=2
P=31 [S=2

Taguchi tasariminda bir {liriiniin kalite saglama seviyesi hem {iiriin tasarimi hem de siire¢

tasarimini kapsayan 3 tasarim {izerine kurulmustur. Bunlar:

- Sistem tasarimi: kavram olusturma asamasidir.

- Parametre tasarimi: {iriin ve siire¢ i¢in hedef olusturma asamasidir.

- Tolerans tasarimi: sonug istenen hedefe ulasilamadiginda yapilan ilave

calismalardir.

Sistem tasarimi: Bu adimda eldeki biitiin materyaller degerlendirilirken mevcut
teknolojik yenilikler arastirilir ve sistem icerisinde kullanabilirligi {izerine fizibilitesi
yapilir. Bu adimda amag, en az maliyetle en iyi iirlin tasarimi ve maksimum miisteri

memnuniyetidir [75].
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Parametre tasarimi: Siire¢ iyilestirme ve gelistirmenin en 6nemli adimi parametre
tasarimidir. Bu adimda iiretilecek ya da gelistirilecek olan iiriiniin 6zelliklerinin en iyi
seviyeye getirilebilmesi i¢in liretimde kullanilan parametrelerin iyilestirilmesi saglanir.
Parametrelere en iyi seviyeler secilir. Uretim esnasinda iiriiniin kalitesini olumsuz
etkileyecek kontrol edilemeyen etkiler belirlenir ve bunlara kontrol edilemeyen
parametre adi verilir. Ardindan bu parametrelerin etkileri en kii¢iiklenir. Bu adimda
parametreler bloklanirken Taguchi’nin gelistirmis oldugu dikey diziler kullanilir. Aynm
zamanda sinyal giiriiltii oranm1 (S/N - Signal/Noise ratio) analizi ile de hesaplama
yapilabilir. Aynt zamanda ortalamalar ve giriiltii oran1 (S/N means) degerleri de

hesaplanarak kaydedilir [75].

Tolerans tasarimi: Tolerans tasarimi, parametre belirleme ¢aligsmalari sonucu istenilen
hedefe ulasilamadiginda yapilan ilave c¢alismalardir. Bu asamada gozlenen degerlerden
faydalanilarak iiriiniin hedef degerden sapma gostermesinin getirdigi kayiplar bulunarak

sapmalar azaltilir [75].

Taguchi kayip fonksiyonu olarak bilinen ve ayni zamanda giiriiltii orami (S/N-
Sinyal/Noise ratio) fonksiyonu olarak da ifade edilen 3 farkli amaca uygun fonksiyon

199 ¢

bulunmaktadir. Buna gore, amacin “en kii¢lik en 1yi”, “en biiyiik en iyi” ve “nominal en

b b

1yi” olmasma gore asagidaki esitlikler (Es. 4.2.-4.6.) kullanilarak S/N oranlar

hesaplanir.

En diisiik (kiigiik) en iyi oldugu durumda:

S (4.2)
1 2.
/N = —10log (—n ?:13’1'2)

En yiiksek (biiyiik) en iyi oldugu durumda:

* N 3)
N= —-10 lOg (; izly_iz)



58

Nominal en iyi oldugu durumda:

L1
y= ;Z?ﬂ Vi (4.4
J " (45)
/N =10 log (Z—z)
1 A
§?= — i (i — 9)? (4.6.)

Esitliklerde y; : performans yanitinin i. gézlem degeri, n: bir denemedeki test sayisi, y:

gozlem degerlerinin ortalamasi ve S2: gdzlem degerlerinin varyansini ifade etmektedir.

Taguchi yonteminin gerek genis kullanim alanina sahip olmasi, gerekse daha az deney
yaparak hem zaman kazanci, hem de daha az maliyetle sonuglarin elde edilmesine
imkan saglamasi gibi avantajlar sunmasi, tez kapsaminda kullanilmasinda etkili
olmustur. Eger Taguchi deneysel tasarim metodu kullanilmasa idi, 6 faktoriin ve 3
seviyesinin birbiri ile etkilesimini anlamak igin 36=729 adet test yapilmasi gerekecek

idi. Bu durum, isletme i¢in zaman ve maliyet agisindan imkansizdir.

4.3. Taguchi Deney Tasarim Metodu fle iplik Kalite Secimine Etki Eden
Faktorlerin Incelenmesi

Bu ¢aligmada Ring Iplik makinesinde iplik kalitesine etki eden 6 faktdr belirlenmistir.
Bu 6 faktoriin her birine ait 3 adet seviyesi vardir. Bu faktor ve seviyeler Tablo 4.1.’de

yer almaktadir.

Her biri tiger seviyeli 6 faktor icin Minitabl4 paket programindan ¢ikan sonug¢ L27
Taguchi Tasarimi1 modelidir. L27 tasarimindaki faktor seviyeleri kullanilarak yapilan
deneyler sonucunda elde edilen “en kiigiik en iyi” durumu i¢in hesaplanan S/N oranlari
Tablo 4.3.’de yer almaktadir. Test isleminin saglikli olmasi acisindan her test 6 kez

tekrarlanmustir.
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Sekil 4.10.-4.16.’da iplik test verilerinin Minitabl4 paket programindaki Taguchi

deneysel tasarim metodu uygulama ekranlar1 gériilmektedir.

&3 MINITAE - Untitled - [Worksheet 1] =

{5 Fle Edit Data Calc Stat Graph Egitor Took Window Help =|8Ix|

FH & s@ma|o LRI CBEOH 590N EEE =2 ol di @

+ c1 Cc2 C3 Cc4 C5 Cc6 Cc7 Cc8 c9 Cc10 Cc1 C12 Cc13 Cc14 C15 C16 Cc17 C18 c19 |~
Manson Klips Kopca Kafes Devir Bukum Test1 Test2 Test3 Testd Test5s Testh |

[CR TN (N G I PSP O B B G P P Y O L P ) IR LY G B
[C I IV ) DRGSO B PR O I VY () QTP NP T ) B P Y VS S
N N O Y NP I O P O P I VR N B B B P S Y
P N ORISR Y Y PR R I G G B /) B P Y R PR e Y
[ B B B N N R N PR ) B Y O B O Y U PRI DRV Y
JE L Y P VR R /Y B B G Y N O B N N e T I R )

o
W w e W w W N NN N R R s
(RIS IS LY B T R Y (PSR O I NP ) G G B TS ) PR R CH Y DG G
Do o w W R N e R s W W W ww kR R o o
PRI B PR Y L I I R U Y N Y Y D A ) D PR A C I PR Y
[ B L Y L Y N PR N G B ) DI P ) S R B e P Y
[ O N N N P P /Y R R T /Y R P ) N R B I P

Current Worksheet: Worksheet 1 _ _ 1701

2 ™
TR 1701

26122016 | |

Sekil 4.10. Test verilerinin Minitab14 paket programina girilmesi.

C1-C6 siitunlan, iplik kalitesini etkileyen faktorleri gostermektedir. Faktorlerin
seviyeleri 1, 2 ve 3 olarak ifade edilmistir. C7-C12 siitunlari, her bir veri kiimesinin 6

test sonucunu belirtmektedir. Sonug pozitif ise 1, negatif ise 2 ile ifade edilmistir.
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i 1 Multivariate ’ % Modify Design... T3, Dafine Custom Taguchi Design... 2 1
s ! i !, Depty Deson... 3
8 1 Nonparametrics > 2 2 2[Td predict Taguchi Results... 2 2
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10 | 2 Power and Sample Siza »| 1 2 2 1 2 1 2 2
1 2 2 3 1 2 2 2 1 2
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Fit a model to a Taguchi design

Sekil 4.11. Test verilerinin Minitab14 paket programinda analiz ekrani.

Analiz ekrani, Minitab14 de; Stat- DOE-Taguchi islemleri takip edilerek agilir.

£= MINITAB - Untitled - [Worksheet 1 *7] L= 2 |
[ Fle Edt Data Calc Stat Graph Editor Tools Window Help —|&lx|
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20 3 1 3 2 4|
ER 3 1 3 2 1
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B3
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<[ »

Fit a model to a Taguchi design

Sekil 4.12. Minitab14 paket programinda girdi ve ¢ikt1 parametrelerinin belirlenmesi.

Girdi bilgileri sol kutucuga, ¢ikti bilgileri sag kutucuga girilir.
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Sekil 4.13. Minitab14 paket programinda sonug verilerinin belirlenmesi.

Girdilerin, ana etkileri ve etkilesim modelleri belirlenir.

Fit a model to a Taguchi design
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Sekil 4.14. Minitab14 paket programinda sonug tablolarinin belirlenmesi.

Ciktilarin, etki tablolar1 ve modelleri belirlenir.
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Sekil 4.15. Minitab14 paket programinda faktorlerin ikili etkilerinin belirlenmesi.

Faktorlerin birbiri ile etkilesim icinde olup olmadiklart belirlenir. Sekil 4.17.’deki
sonuglara gore, S/N oranlar1 baz alindiginda %95 giiven diizeyinde Klips ile Devir
arasinda diisiik ihtimali de olsa bir etkilesim vardir. Devir p degerinin ¢ok yiiksek

cikmast ve Oonem diizeyinde son sirada yer almasi sebebiyle bu etkilesim gz ardi

edilmistir.
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Sekil 4.16. Minitab14 paket programinda sinyal giiriiltii oraninin belirlenmesi.

Giriiltii oran1 (S/N-Sinyal/Noise ratio) fonksiyonu se¢imi yapilir.



Sekil 4.17.’de Taguchi tasarim Minitab14 sonuglar1 goriilmektedir.

26.12.2016 16:58:07

Welcome to Minitab, press F1 for help.
Taguchi Design

Taguchi Orthogonal Array Design
L27(3**6)

Factors: 6
Runs: 27

Columns of L27(3**13) Array

123456

Taguchi Analysis: Testl; Test2; Test3; ... versus Manson; Klips; Kopca,; ...
The following terms cannot be estimated, and were removed.

Manson*Klips
Manson*Kopca
Manson*Kafes
Manson*Devir
Manson*Bukum
Klips*Kopca
Klips*Kafes
Klips*Bukum
Kopca*Kafes
Kopca*Devir
Kopca*Bukum
Kafes*Bukum
Devir*Bukum

Linear Model Analysis: SN ratios versus Manson; Klips; Kopca; Kafes; Devir; ...

Estimated Model Coefficients for SN ratios
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Term Coef SE Coef T p

Constant -4,67791 0,1195 -39,137 0,000
Manson 1 -0,38485 0,1690 -2,277 0,063
Manson 2 0,43287 0,1690 2,561 0,043
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Klips 1 -0,58051 0,1690 -3,434 0,014
Klips 2 0,79090 0,1690 4,679 0,003
Kopca 1 -1,14939 0,1690 -6,800 0,000
Kopca 2 0,76735 0,1690 4,540 0,004
Kafes 1 1,15867 0,1690 6,854 0,000
Kafes 2 -0,22249 0,1690 -1,316 0,236
Devir 1 -0,35136 0,1690 -2,079 0,083
Devir 2 0,40173 0,1690 2,377 0,055
Bukum 1 -0,40604 0,1690 -2,402 0,053
Bukum 2 -0,04042 0,1690 -0,239 0,819
Klips*Devir 1 1 0,68604 0,2391 2,870 0,028
Klips*Devir 1 2 -0,55415 0,2391 -2,318 0,060
Klips*Devir 2 1 -0,90852 0,2391 -3,800 0,009
Klips*Devir 2 2 0,89144 0,2391 3,729 0,010
Kafes*Devir 1 1 -0,46617 0,2391 -1,950 0,099
Kafes*Devir 1 2 0,30052 0,2391 1,257 0,255
Kafes*Devir 2 1 0,10486 0,2391 0,439 0,676
Kafes*Devir 2 2 0,09127 0,2391 0,382 0,716
S=0,6211 R? = 96,6% R?*(adj) = 85,5%
Analysis of Variance for SN ratios
Source DF Seq SS Adj SS Adj MS F p
Manson 2 3,040 3,040 1,5201 3,94 0,081
Klips 2 9,061 9,061 4,5305 11,74 0,008
Kopca 2 18,503 18,503 9,2514 23,98 0,001
Kafes 2 20,416 20,416 10,2080 26,46 0,001
Devir 2 2,586 2,586 1,2932 3,35 0,105
Bukum 2 3,293 3,293 1,6463 4,27 0,070
Klips*Devir 4 7,776 7,776 1,9440 5,04 0,040
Kafes*Devir 4 2,033 2,033 0,5084 1,32 0,362
Residual Error 6 2,314 2,314 0,3857
Total 26 69,023
Unusual Observations for SN ratios
Observation | SN ratios Fit SE Fit Residual St Resid
5 -1,761 -2,383 0,548 0,622 2,12R

R denotes an observation with a large standardized residual.




Response Table for Signal to Noise Ratios
Smaller is better
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Level Manson Klips Kopca Kafes Devir Bukum
1 -5,063 -5,258 -5,827 -3,519 -5,029 -5,084
2 -4,245 -3,887 -3,911 -4,900 -4,276 -4,718
3 -4,726 -4,888 -4,296 -5,614 -4,728 -4,231
Delta 0,818 1,371 1,917 2,095 0,753 0,853
Rank 5 3 2 1 6 4

Sekil 4.17. Taguchi tasarim Minitab14 sonuglari.

Iplik kalitesi i¢in hesaplanan S/N orani ve ortalamalar icin varyans analizi sonuglar:

Sekil 4.17.’de sunulmaktadir. S/N oranlar1 baz alindiginda %95 giiven diizeyinde Kafes,

Kopga ve Klips faktorlerinin iigliniin de sonuglar iizerinde etkili faktorler oldugu

(p<0.05) goriilmektedir. Biikiim, Manson ve Devir degerleri ise daha az etkili

faktorlerdir. Ayarli R?* degerinden modelin tahmin giicii %85.5 olarak bulunmustur

(Sekil 4.17.).

Tablo 4.3. Taguchi tasarim Minitab14 sonuglari 6zet tablosu.

Level Manson Klips Kopca Kafes Devir Bukum
1 -5,063 -5,258 -5,827 -3,519 -5,029 -5,084
2 -4,245 -3,887 -3,911 -4,900 -4,276 -4,718
3 -4,726 -4,888 -4,296 -5,614 -4,728 -4,231
Rank 5 3 2 1 6 4

p value 0,081 0,008 0,001 0,001 0,105 0,070

Tablo 4.3.°de Taguchi yontemi uygulamasi sonucu elde edilen faktoér seviyeleri

verilmektedir. S/N oranlari i¢in verilen yanit ve ana etki grafiginden (Tablo 4.3. ve Sekil

4.18.) de goriildiigii gibi en iyi faktér kombinasyonlar1 Kafes-3, Kopga-1, Klips-1,

Biikiim-1, Manson-1 ve Devir-1 olarak belirlenmistir.
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Sekil 4.18. S/N oranlari i¢in ana etkiler.

Taguchi deneysel tasarimini uygulamadaki amag elimizde bulunan 6 faktorden
hangilerinin daha etkili, hangilerinin az etkili oldugunu tespit etmek ve faktorlerin en iyi
seviyelerini belirlemektir. Sonug olarak 3 faktoriin; Kafes, Kopga ve Klips etkisinin ¢ok
oldugu goriilmistiir. Diger 3 faktoriin; Biikiim, Mangon ve Devirin en etkili seviyeleri
belirlenmistir. Bu sayede sectigimiz 3 faktoriin birbiri ile etkilesiminin tespit
edilebilmesi igin sadece 3% =27 test gereklidir. Boylece ana amaglardan, zaman ve
hatali iiriinden kaynakli para kaybi olmayacaktir. Etkili olan 3 faktoriin tiim
thtimallerinin denenecegi, etkisiz olan faktorlerin en iyi seviyeleri ile test edilecegi yeni

veri kiimesi Tablo 4.4.’de goriilmektedir.
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Tablo 4.4. Taguchi deney tasarimi sonucunda tekrar olusturulan veri kiimesi.

Kafes | Kopega | Klips | Biikiim | Manson | Devir | Testl | Test2 | Test3 | Test4 | Test5] Test6




5. IPLIK KALITESI SECIMINE ETKi EDEN FAKTORLERDEN
VERI MADENCILIGi SINIFLANDIRMA YONTEMi iLE KURAL
OLUSTURULMASI

Siniflandirma islemine, sonug¢ olarak bir kural kiimesine sahip olunabilmesi i¢in gerek
duyulmaktadir. Kural kiimesi, isletme i¢in esneklik acisindan gereklidir. Elde olmayan
ve iyi sonug verdigi bilinen bir par¢canin yerine, elde olan parca kullanilirsa makine nasil
tepki verecektir ya da diger parametrelerden hangileri degistirilirse sonu¢ beklenen
degere ulasmis olur? Ornegin isletmede 4.5 mm klips mevcut degilse yerine 3.5 mm
klips takildiginda sonucun iyi olmasi i¢in kafes genisligi ne olmalidir? Bu bilgi isletme
acisindan ¢ok onemlidir. Sonug olarak bir kural kiimesine sahip olunmasina, bu sebep

dolayisti ile ihtiyag¢ vardir.

Taguchi deney tasarimi sonuclarindan olusturulan yeni veri kiimesinin, veri madenciligi
paket programlarinda islenmesi ile nihai sonug¢ elde edilecektir. Paket program olarak;
Weka 3.8.1 ve MT-VeMa 1.0 kullanilacaktir. Veri madenciligi paket programlarinda
smiflandirma yaparken veriler, maliyete duyarli ve maliyete duyarsiz olarak

islenecektir.

Maliyete-duyarli 6grenmenin, maliyete-duyarsiz 6grenmeden en 6nemli farki, yanlis
siiflandirma maliyetini dikkate almasi ve beklenen yanlis siiflandirma hatalar
sayisint en kiigilklemek yerine, beklenen yanlis smiflandirma maliyetini en
kiiciklemekle ilgilenmesidir. Maliyete-duyarsiz durum i¢in yanlis siniflandirma
maliyetleri arasinda bir fark yokken, maliyete-duyarl siniflandirmada belli bir sinifa ait
bir ornegi baska bir smifta tahmin etmenin maliyeti, tahmin edilen siifa gore
degiskenlik gostermektedir. Diger bir deyisle, maliyete-duyarsiz siniflandirma,

maliyete-duyarli siniflandirmanin 6zel bir seklidir [76].
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Beklenen yanlis siniflandirma hatalar1 sayisini en kiicliklemeyi amaclayan maliyete-
duyarsiz smiflandiricilar, maliyete-duyarli smiflandirma problemlerini ¢dzmekte
yetersiz kalmaktadir. Bunun temel sebebi, basit bir 0/1 maliyet fonksiyonunu en
kiictikleyen geleneksel siniflandiricilarin daha karmagsik bir maliyet matrisinin kayip
fonksiyonunun alanimi degistirmesi sebebiyle kayip fonksiyonunun en kiigiiklenecegini
garanti edememesidir. Maliyete-duyarli 6grenme genellikle bir¢cok ger¢ek hayat
uygulamasinda karsilasilan dengesiz smif dagilimina sahip veri kiimeleri iizerinde
kullanilir. Bu tiir bir veri kiimesi maliyete-duyarsiz smiflandiricilar kullanilarak
simiflandirildiginda, iki smifin s6z konusu oldugu varsayimiyla, neredeyse biitiin
ornekler negatif olarak smiflandirilacagindan dolayr dengesizlik orani yiiksek veri
kiimelerinde biiyiik bir problem teskil eder. ikili-siniflandirma agisindan ele alindiginda

daha az sayida yer alan sinif pozitif, diger sinif ise negatif sinif olarak nitelendirilir [76].

Provost [77], tarafindan da belirtildigi gibi, maliyete-duyarsiz siniflandiricilarda iki
temel varsayim yapilmaktadir: amacin dogrulugu en biiyiiklemek (ya da hata oranini en
kiicliklemek) olmasi ve egitim ve test veri kiimelerinin sinif dagilimmnin ayni olmasi.
Ancak bu iki varsayim altinda yiiksek derecede dengesiz bir veri kiimesi i¢in neredeyse
biitiin 6rnekler negatif olarak simiflandirilacaktir. Iste maliyete-duyarli simiflandirma bu

tiir veri kiimelerinin siniflandirilmasinda kullanilabilecek etkin bir yontemdir.

Elkan [78] ve Zadrozny ve Elkan [79] c¢alismalarinda ikili-siniflandirma igin maliyete
duyarli 6grenmenin genel yapisini sunmus ve yanlig siniflandirma maliyetinin farkli
maliyete duyarli 6grenme algoritmalar: lizerindeki roliinii detayl1 olarak agiklamislardir.
Pozitif ve negatif olarak adlandirilan iki sinif iceren ikili-siniflandirmaya dayali drnek

bir maliyet matrisi Tablo 5.1.’de verilmistir.

Tablo 5.1. Ikili-smiflandirma i¢in maliyet matrisi drnegi.

Tahminlenen negatif Tahminlenen pozitif

Gercek negatif C(0,0) TN C(1,0)FP

Gergek pozitif C(0,1) FN C(11) TP
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Maliyete-duyarli 6grenmede yanlis pozitif (FP - gergekte negatif ancak pozitif olarak
tahmin edilmis), yanlis negatif (FN — gergekte pozitif ancak negatif olarak tahmin
edilmis), dogru pozitif (TP — gercekte pozitif ve pozitif olarak tahmin edilmis) ve dogru
negatif (TN — gercekte negatif ve negatif olarak tahmin edilmis) maliyetleri, maliyet
matrisi i¢inde verilmistir. Tabloda, C(i,j) aslinda sinifi i olan bir 6rnegi j sinifi olarak
tahmin etmenin maliyetini; C(i,i) degerleri ise fayda olarak nitelendirilmekte olup dogru
tahmin edilen 6rnekleri temsil etmektedir. Verilen 6rnekte 1 pozitif siifi, 0 ise negatif
siifi gostermektedir. Maliyete-duyarli 6grenmede bu tiir bir maliyet matrisinin bilindigi
varsayilir ve ¢oklu simiflandirmaya ait bir maliyet matrisi ig¢in satir ve siitunlar
kolaylikla genisletilebilir. Verilen bu maliyet matrisine bagli olarak eldeki ornekler
minimum beklenen maliyet degerlerine gore siniflandirilacaktir. X Ornegini j smifi

olarak siniflandirmanin beklenen maliyeti asagidaki gibi tanimlanmaktadir.

R 10)=5:P(ix)C i, J) (5.1)

Verilen esitlikte P(i/X), x 6rnegini i sinifi olarak siniflandirmanin olasilik tahminini
gostermektedir. X Orneginin pozitif olarak smiflandirilmas1 asagidaki  sartin

saglanmasina baghdir.

P(0/x)C(1,0) + P(1/x)C(1,1) < P(0/x)C(0,0) + P(1/x)C(0,1) (5.2
veya,
P(0/X)(C(L,0) - C(0,0) ) < P(1/x)(C(0,1) - C(1,1)) (5.3)

Verilen maliyet matrisi {izerinde ilk siitundan C(0,0) degeri ve ikinci siitundan C(1,1)

degeri ¢ikarildiginda daha basit bir maliyet matrisi elde edilecektir (Tablo 5.2.).
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Tablo 5.2. ikili-siniflandirma igin basitlestirilmis maliyet matrisi.

Tahminlenen negatif Tahminlenen pozitif

Gergek negatif 0 C(1,0) - C(0,0)

Gercek pozitif C(0,1)-C(1,1) 0

Netice olarak verilen herhangi bir maliyet matrisi C(0,0)=C(1,1)=0 olan baska bir
matrise doniistiiriilebilir. C(0,0)=C(1,1)=0 oldugu varsayimi altinda X 6rneginin pozitif

olarak siniflandirilma sart1 da Esitlik 5.4.’deki hale doniisecektir.

P(0/)C(1,0) < P(1/x)C(0,1) (5.4)

Diger taraftan P(0/x)=1-P(1/x) oldugundan x Orneginin pozitif  olarak
siiflandirilabilmesi i¢in ilgili olasilik tahmini degerinin belli bir esik degerini gegmesi
gerekmektedir (p*).

c(1,0) __ FP .

D+c(1,0) FP+FN P

P (1/X)2— (5.5

Dolayisiyla maliyete-duyarsiz bir simiflandirict i¢in P(1/X) degeri {iretilebilirse bu
siiflandirict maliyete-duyarli hale doniistiiriilebilmekte ve literatiirde gelistirilmis

bir¢cok maliyete-duyarl 6grenme algoritmasi da bu mantiga dayanmaktadir.

Maliyete-duyarli siniflandirmada en yaygin pratik yaklasim, 6grenme algoritmasinin
kararlarin maliyetini en kiiglikleyen ¢iktiy1 elde edebilmesi i¢in egitim verisinin sinif
dagilimini degistirmektir. Iki-smifli problemler igin bunu yapmanm en basit ve en
yaygin kullanilan yolu, egitim kiimesindeki Orneklerin sinif oranlarinin maliyet
degerlerine orantili olarak degistirilmesine dayanir. Tablo 5.3.’de gergeklestirilen,

caligmaya ait maliyet matrisi rnek alinirsa,
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Tablo 5.3. Yapilan ¢alismaya ait maliyet matrisi.

Tahminlenen negatif Tahminlenen pozitif
Gercek negatif 0 2200
Gergek pozitif 500 0

pozitif sinifa ait 6rnekler geri kalan Orneklere gore 4.4 (=2200/500) kat daha fazla
olacaktir. Bu yoOnteme tabakalasma ya da tekrar dengeleme adi verilmekte olup
genellikle daha az pahali siniftan seyrek ornekleme ya da daha pahali siniftan fazla

ornekleme yaparken kullanilmaktadir [80].

Tabakalasmanin avantaji herhangi bir iki-smifli probleme kolaylikla uygulanabilir
olmasidir. Ancak bu avantaj iki soruna neden olmaktadir: (1) orjinal formiilasyonda
tabakalasma sadece iki-sinifli problemler iizerinde ¢alisabilmekte ve (2) tabakalagma
O0grenme algoritmasi tarafindan hipotezi kurmak i¢in kullanilan igsel mekanizmay1

dikkate almadigindan verinin orijinal dagilimina zarar vermektedir.

Tablo 5.3.’de ki veriler su sekilde belirlenmistir. 1 Ring Iplik makinesi 1 takimda 100
kg iplik iiretmektedir. Uretilen ipligin satis fiyat1 5 $/kg’dir. Uretilen 100 kg iplik ile
666 metre kumas iretilmektedir. Kumasin satis fiyati 3.30 $/metre’dir. Sonug olarak
eger gergek sonug pozitif iken, negatif degerlendirilirse 100 kg iplik hurdaya
ayrilmaktadir ve 500 $ maliyet kaybina sebebiyet vermektedir. Eger gergek sonug
negatif iken pozitif kabul edilirse, 666 metre kumas hurdaya ayrilmaktadir. Bu da 2200

$ maliyet kaybina sebebiyet vermektedir.

5.1. Veri Madenciligi Paket Programlari

Calisma sonugclari, Weka 3.8.1 ve MT-VeMa 1.0 olmak iizere 2 farkli paket programda

incelenecektir.
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5.1.1. Weka 3.8.1 Paket Program

WEKA (Waikato Environment for Knowledge Analyses), Waikato Universitesi
tarafindan gelistirilerek 1996°da ilk resmi siiriimii yayinlanmis olan bir makine 6grenme
ve veri madenciligi yazilimidir. Akademik aragtirmalar, egitim ve endiistriyel uygulama
alanlarinda kullanim yeri olan WEKA, veri analizi ve tahminleyici modelleme igin
gelistirilmis algoritma ve araglarin gorsel bir birlesimini igerir. Gelistirilen yazilimin
temel avantajlar1 genis veri onisleme ve modelleme tekniklerine sahip olmasi, grafiksel
kullanict ara yiizii sayesinde kullaniminin kolay olmasi ve Java programlama dili ile

uygulandigindan herhangi bir platformda kullanilabilmesi yani tasinabilir olmasidir
[81].

5.1.2. MT-VeMa 1.0 Paket Program

MT-VeMa 1.0 paket programi; BEE-miner, MEPAR-miner ve DIFACONN-miner
algoritmalarmin ortak bir platformda kullanimina imkan verir. Paket program “Veri
Onisleme”, “Smiflandirma” ve “Raporlama” olmak iizere ii¢ boliimden olusmaktadir.
Veri Onisleme béliimiinde; kesiklendirme yontemleri, veri kiimesi ayrimi test-egitim
olarak ve kayip degerleri doldurma yontemlerinin tamami yer almaktadir. Siniflandirma
boliimiinde siniflandirma yapabilmek amaciyla maliyete-duyarli ve maliyete-duyarsiz
siniflandiricilar, Raporlama boliimiinde ise elde edilen sonuglarin kullaniciya sunuldugu

Ozet bilgiler yer almaktadir.

BEE-miner simflandirma algoritmasi

BEE-miner algoritmasi iki/¢ok sinifli yapilara uygulanabilen ve Ar1 Algoritmasina [60]
dayanan maliyete duyarsiz/duyarli bir smiflandiric1 6zelligi tasimaktadir. Gelistirilen
algoritma dogrudan bir yontem olma 06zelligi tasidigindan girdi ya da ¢ikt1 lizerinde
yapilacak giincellemeler yerine, maliyet bileseni algoritmanin ¢aligma prensibi igine
dahil edilmistir. Maliyet bileseni igeren bu asamalar uygunluk fonksiyonunun ve

komsuluk yapilarmin belirlenmesidir [76].
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BEE-miner algoritmasi, siirekli niteliklerin kesiklendirildigi ve eksik verilerin
tamamlandig1 6nislem asamasiyla baglar. Sonrasinda baglangi¢ ¢6ziimleri olusturulur ve

bu ¢6ziimlerin uygunluk fonksiyonu degerleri degerlendirilir.

Ar Algoritmasi ile yeni popiilasyon olusturulur. Dogadaki arilarda, yiyecek arama
islemini 6nce kasif arilar baglatir ve rastgele yiyecek kaynaklari secerler. Ayrica yiyecek
toplama siireci boyunca popiilasyonun belli bir ylizdesi kasif arilar olarak kalir. Benzer
olarak Ar1 Algoritmalarinda n adet kasif arinin arastirma uzayina rastgele yerlestirilmesi
ile baglar. Kasif arilarca ziyaret edilen noktalarin uygunluklar1 degerlendirilir. Dogadaki
arilara bakildiginda, bir ar1 kolonisi ¢ok sayida yiyecek kaynagini tiiketmek icin bircok
yonde ve biiylik uzakliklar boyunca arama yapabilmektedir. Prensipte nektar miktari
fazla olan ve diisiik bir cabayla tiiketilebilen yiyecek kaynaklari daha fazla ar
tarafindan, az miktarda nektara sahip yiyecek kaynaklari ise daha az ar1 tarafindan
ziyaret edilecektir. Bu gercekten hareketle en iyi uygunluk degerine sahip arilar (m)
komsuluk aramasi i¢in segilir. Secilen arilarin komsulugunda arastirma baslar ve daha
umut verici ¢oziimleri temsil eden en iyi e bolgeye, secilen diger bolgelere (m-e) gore
daha fazla ar1 gonderilerek daha detayli arama yapilir. Yeni popiilasyonun olusturulmasi
icin her bolgedeki en iy1 uygunluk degerine sahip ar1 segilir. Popiilasyondaki diger arilar
(n-m) yeni potansiyel ¢oziimler elde etmek icin rastgele olarak arastirma uzayina
atanirlar. Boylece her iterasyonun sonunda yeni popiilasyon, segilen her bdlgenin
temsilcileri ve rastgele arama yapan kasif arilar olmak tizere iki pargadan olusacaktir.
Diger taraftan Ar1 Algoritmasi kasif ar1 sayisi ile temsil edilen popiilasyon boyutu (n),
ziyaret edilen n bolge icinden segilen bdlge sayist (m), segilen m bolge i¢indeki en iyi
bdlge sayisi (€), en iyi e bolgeye gonderilen izci ar1 sayisi (nep), secilen diger bolgelere
(m-e) gonderilen izci ar1 sayis1 (nsp), komsuluk arama boyutu (ngh) ve durdurma Kriteri

olmak iizere bircok parametre icermektedir.

Son olarak genetik algoritma kullanilarak kural kiimesi belirlenir. BEE-miner

algoritmasina ait akis diyagrami Sekil 5.1.’de sunulmustur [76].
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Sekil 5.1. BEE-miner algoritmasi akis diyagrami [76].
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BEE-miner algoritmasinda kullanilacak parametrelerin degerleri ve MT-VeMa

programindaki goriintimii Sekil 5.2.’deki gibidir.

P .. . B e e R . . s
VERI ONISLEME | SINIFLANDIRMA | RAPORLAMA

@ Maliyete Duyarsiz
Egitim Veri Sayisi: 107
- . _ Maliyete Duyarl
Test VeriSayisi: 55

VeriSeti 2 Sifl An Algoritmasi Parametreleri Genetik Algoritma Parametreleri
Kasif An Sayist : 30 Baslangic popiilasyonu-Kromozom Sayist : 40
@ BEE - Miner
) Gorevli An Sayis1 2|20 (Caprazlama Olasihg : 08
) DIFACONN - Miner
MEPAR - M Elit An Sayist s 10 Mutasyon Olasihg : 02
- - Miner
Her Bir Elit Ariya Gonderilecek izci Ari Sajisn @ 8 Her Bir Iterasyonda Korunacak Birey Yiizdesi: 20
Diger Gorevli Anilara Gonderilecek Izci An Sayis1 § 4 Iterasyon Sayist @100
Iterasyon Sayist : 250

KOSMASAYISI @ 1

PRI

% ?

Sekil 5.2. BEE-miner algoritmasinda kullanilacak parametrelerin MT-VeMa
programindaki goriiniimii.

MEPAR-miner algoritmasi

MEPAR-miner algoritmasi, sembolik regresyona yonelik gelistirilen ¢oklu denklem
programlama (CDP) yaklagiminin, siniflandirma kurallan tliretmek {izere gelistirilmesi
ile ortaya konmustur. Coklu denklem programlama, Genetik Programlamanin (GP)
kodlanmasi, aga¢ yapisindan dolay1r uygun olmayan bireylerin ortaya c¢ikmasi, agag
derinliginin genetik operatorler ile asir1 artmasi ve buna bagl olarak ¢oziim siiresinin
yiikksek olmasi gibi dezavantajlarimin iistesinden gelmek icin gelistirilmis, dogrusal
gosterime sahip degisken uzunlukta bireyler tiireten bir algoritmadir. Etkin bir
kromozom gosterimi ile genetik programlamanin avantajlarini icerisinde barindiran ve
degisken uzunlukta simiflandirma kurallar: tiireten MEPAR-miner yaklasimi, genetik
Operatdrlerle uygun olmayan bireylerin tiiretilmesi, kural boyutunun asir1 biiyiimesi gibi

dezavantajlar1 da ortadan kaldirmistir [82].



77

MEPAR-miner algoritmasinda, Oltean ve Dumitrescu [83] tarafindan ortaya konulan
coklu denklem programlama (CDP) yaklasimi, smiflandirma kurali tiiretmek iizere
degistirilmis ve yazilimi gerceklestirilmistir. Coklu denklem programlama algoritmasi,
rastgele secilmis bireylerden olusan bir popiilasyonla baglar. Mevcut popiilasyondaki
her birey, probleme bagl olarak belirlenen uygunluk fonksiyonuna gore degerlendirilir.
Belirli sayida secilen en iyi bireyler, bir sonraki jenerasyona gegcirilir. Eslesme havuzu
ikili turnuva se¢imi ile doldurulur. Daha sonra bu havuzdaki bireyler rastgele
eslestirilerek caprazlanir. iki ebeveynin caprazlanmasi sonucu iki yeni birey elde edilir.
Elde edilen bireyler mutasyona ugrar ve bir sonraki jenerasyona girerler. Algoritma
belirli sayida jenerasyon ig¢in tekrarlanir [82]. MEPAR-miner algoritmasinin genel

isleyisi Sekil 5.3.’de gosterilmektedir.
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Sekil 5.3. MEPAR-miner algoritmas: genel akisi [82].

Test d-cs-;:;ru||_||:l_|,|n||
hesapla

MEPAR-miner algoritmasinda kullanilacak parametrelerin degerleri ve MT-VeMa

programindaki goriiniimii Sekil 5.4.’deki gibidir.
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Sekil 5.4. MEPAR-miner algoritmasinda kullanilacak parametrelerin MT-VeMa
programindaki goriiniimii.

DIFACONN-Miner algoritmasi

Yapay sinir aglart (YSA) genelleme, tahminleme, siniflandirma gibi kabiliyetlerinden
dolayr veri madenciligi alaninda yaygin olarak kullanilmaktadir. Yapay sinir aglar
oldukga yiiksek siniflandirma dogruluklar: elde etmelerine ragmen elde ettikleri bilgileri
kullanicilarin  anlayabilecegi kurallar seklinde sunamamaktadirlar ve tanimlama
kabiliyetleri oldukc¢a sinirlidir. Bu nedenle gilinlimiizde veri madenciliginde yapay sinir
aglarinin kullaniminda egilim, yapay sinir aglarindan kural ¢ikarimina yoneliktir.
DIFACONN-miner algoritmasi da bu egilimden yola ¢ikarak, ileri beslemeli yapay sinir
aglarindan siniflandirma kurallar1 ¢ikarimina yonelik Ozbakir vd. tarafindan [84] yilinda
gelistirilmis yeni bir siniflandirma algoritmasidir. Literatiirde yapay sinir aglarindan
kural ¢ikarimima yonelik pek ¢ok calisma mevcuttur ancak ele alinan DIFACONN-
miner bu algoritmalardan oldukga farklidir. Ge¢mis caligmalarda YSA egitimi ve kural
cikarimi birbirinden bagimsiz olarak gerceklestirilmesine ragmen, sunulan algoritmada
siiflandirma kurallar1 ¢ikarimi i¢in yapay sinir aglar egitimi ve kural ¢ikarimi ¢oklu-

amag¢ degerlendirme yapist ile eszamanli olarak gergeklestirilmektedir. DIFACONN-
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miner yapay sinir aglariin egitimi i¢in diferansiyel gelisim (DE) algoritmasini, kural
cikarimi i¢in ise tur atan karinca koloni optimizasyonu (TACO) algoritmasini
kullanmaktadir. DE algoritmasinin her egitim adiminda YSA-agirliklari, TACO
algoritmasina kural iiretimi icin gonderilmektedir. Daha sonra YSA yapisinin
uygunlugu YSA hatasi, kural sayisi ve egitim dogrulugu olmak iizere {i¢ performans

ol¢iitii igeren ¢oklu amag fonksiyonuna gore degerlendirilmektedir [82].

DIFACONN-miner algoritmasi bir kural ¢ikarim algoritmasi olmaktan ziyade, aslinda

bir kural {iretim algoritmasidir ve birbirine bagli {i¢ boliimden olusur. Bunlar;

- DE algoritmast ile ileri beslemeli YSA’larin egitimi
- TACO algoritmasi ile kural ¢ikarim
- Uygunluk degerlendirme

DIFACONN-miner algoritmasinin ana ¢atisini, DE tabanli egitim algoritmasi
olusturmaktadir ve TACO algoritmasi, ilgili agirlik gruplar igin kural kiimeleri tiretmek
amaciyla DE algoritmasina dahil edilmektedir. Ikili kodlanmis veri kullanic1 girdileri,
agirhk gruplari ve kural kiimeleri ise DIFACONN-miner algoritmasi tarafindan
hesaplanan degerlerdir [82]. DIFACONN-miner algoritmasinin genel isleyisi Sekil
5.5.”de gosterilmektedir.
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Sekil 5.5. DIFACONN-Miner algoritmasi genel akis1 [82].

DIFACONN-Miner algoritmasinda kullanilacak parametrelerin degerleri ve MT-VeMa
programindaki goriintimii Sekil 5.6.’daki gibidir.
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Sekil 5.6. DIFACONN-Miner algoritmasinda kullanilacak parametrelerin MT-VeMa
programindaki goriiniimii.

5.2. Sonuclarin Degerlendirilmesi

Maliyete duyarli olmayan smiflandirma i¢cin WEKA 3.8.1 veri madenciligi
yazilimindaki, literatirde en c¢ok kullanllan 6 maliyete-duyarsiz siniflandirict
degerlendirmeye alinmistir. Bu algoritmalar PART [85], C4.5 [86], SimpleCART [87],
RIPPER [88], NBTree [89] ve DecisionTable’dir [90]. Bu 6 algoritma ile birlikte BEE-
miner [76], MEPAR-miner [82], ve DIFACONN-miner [82]’in maliyete duyarl
olmayan algoritmalar1 hep birlikte karsilastirilacaktir ve 9 algoritma i¢inde en yiiksek

dogruluga sahip olan algoritma bulunacaktir.

Maliyete duyarli siniflandirmada karsilagtirmalar1 adilane yapabilmek ve ayni egitim-
test kiimeleri, ayn1 maliyet matrisleri ile ¢alisabilmek igin BEE-miner, MEPAR-miner
ve DIFACONN-miner algoritmalart WEKA 3.8.1 veri madenciligi yazilimindaki iki
popiiler maliyete-duyarli meta-6grenme algoritmasi olan “CostSensitiveClassifier” ve
“MetaCost” ile karsilastirilmistir. CostSensitiveClassifier ve MetaCost algoritmalari,
temel maliyete-duyarsiz ~ smiflandiricilarini - maliyete-duyarli  hale  getirirler.

CostSensitiveClassifier’da maliyet duyarliligini sunmak i¢in iki yOntemden biri
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kullanilabilir; her bir smifa atanan toplam maliyete gore egitim Orneklerini yeniden
agirliklandirmak veya minimum beklenen yanlis smiflandirma maliyetleriyle simifi
tahminlemek. WEKA yazilimindaki MetaCost ise Domingos [91] tarafindan ortaya

atilan MetaCost algoritmasini kullanmaktadir.

Diger taraftan egitim kiimesi, algoritmalara iyi 6grenme kabiliyeti kazandirmak icin
kullanilirken, test kiimesi algoritmalarin performansini degerlendirmek icin kullanilan
veri kiimesidir. Veri kiimelerinin egitim ve test kiimelerine ayrilmasinda yiizde bolme
(percentage split) kullanilmistir. Veri kiimesinin % 66’s1 egitim i¢in kalani ise test i¢in

secilmistir.

BEE-miner, MEPAR-miner ve DIFACONN-miner algoritmalarinin parametrelerinde,
algoritma makalelerindeki orijinal parametreler kullanilacaktir. Bu algoritmalarin 30
kosma sonuglar1 degerlendirilecektir. 30 kogma degerlerinin ortalamasi (ort), minumum
degeri (min), maksimum degeri (mak) ve standart sapmasi (ss)’da Tablo 5.4. ve 5.5.’de

sirasiyla maliyete duyarsiz ve maliyete duyarli siniflandirma igin belirtilmistir.

Tablo 5.4. ve 5.5.°de karsilastirmaya alinan algoritmalarin, test dogruluklar: (TD), kural
sayilar1 (KS), yanlis siniflandirma maliyetleri (YSM) ve hesapsal zaman1 (HZ) ile

gosterilmektedir.

Calismada paket programlarm ¢alistirildig: bilgisayar; intel Core 2 Duo 800 Mhz. 2.0
Ghz. 2 mb Cache Bellek T6400 islemciye ve Windows 7 Ultimate Service Pack1 32 bit

isletim sistemine sahiptir.
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Tablo 5.4. Maliyete-duyarli olmayan siiflandirma sonuglari.

ALGORITMA TD KS HZ(sn)
. ort. 78.18 2.03 9.03
Efﬁ;:ﬂ::er X 0 0.18 0.49
min. 78.18 2 8
mak. 78.18 3 10
. ort. 54 3 112.6
min. 36 3 109
mak. 78 3 108
. ort. 72 6.87 637.3
?0' iﬁ;ﬁ“'\"'\"'”er 5s. 5 153 13.47
min. 56 8 649
mak. 78 4 655
PART 83.63 8 2
Ripper 83.63 3 2
DecisionTable 83.63 1 3
C4.5 (J48) 83.63 1 1
SimpleCART 83.63 12 6
7
NBTree 83.63 1

Tablo 5.4.’de goriildiigii gibi, test dogrulugu agisindan Weka algoritmalart %83.63
degeri ile en yiiksek dogruluga ulagmistir. Diger algoritmalarin maksimum degerlerine
baktigimizda, Bee-miner %78.18, Mepar-miner ve Difaconn-miner %78 dogrulukla
Weka algoritmalarina yakin deger elde etmislerdir. Ortalama deger acisindan, Bee-
miner %78.18 ile ayn1 kalmasina karsin, Mepar-miner %54 ve Difaconn-miner %72
degerlerine diismiistiir. Kural sayis1 acisindan bakildigindan Weka algoritmalarindan
Decision Table, C4.5 ve NBTree bir kural ile hem en yiiksek dogruluk hem de en az
kural olusturmuslardir. Bee-miner iki, Mepar-miner ve Ripper ii¢, Difaconn-miner dort
kuralda kalmislardir. Part 8 kural ile ve SimpleCART 12 kural ile yiiksek seviyede
kalmistir. Hesapsal zaman agisindan en iyi degere bir sn ile tiim degerleri en iyi olan
C4.5 algoritmas1 ulagmistir. Weka algoritmalar1 siire agisindan birbirine yakindir.
Difaconn-miner ikili yapisindan dolay1 en iyi dogrulugu 655 sn’de bulabilmistir. Mepar-
miner 108 sn’de bulabilmistir. Weka algoritmalarina en yakin degeri 10 sn ile Bee-

miner algoritmas1 vermistir.
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ALGORITMA YSM D KS HZ(sn)
ort. 366.18 63.03 4.37 13.97
BEE-miner S.S 88.28 13.37 0.67 1
30 kosma min. 256.36 67.27 4 14
mak. 550.91 45.45 4 15
) ort. 372.36 58 3 68.3
MEPAR-miner ss | 102.19 9 0 244
Asagi Ornekleme min. | 256.36 67 3 66
30 kosma : :
mak. 47455 55 3 69
) ort. 293.45 53 3 131.73
Q"EkPAR(..‘)m'”E{ ss | 32.99 13 0 2.86
3(;‘ A - e min. | 256.36 67 3 124
kosma
mak. 321.82 42 3 134
ort. 377.76 48 5.13 88.2
Orneklelig min. | 256.36 67 4 87
30 kosma
mak. 620 25 5 89
) ort. | 336.36 67 5.83 14179.87
B'iAC%NN'k”l”"“er ss | 95.74 5 123 | 26331
3(;‘1(2‘“ mEsye min. | 256,36 67 5 13627
osma
mak. 572.73 47 6 14311
MetaCost(PART) 180 76.36 7 14
MetaCost(Ripper) 220 74.54 5 15
MetaCost(DecisionTable) 321.81 41.81 1 11
MetaCost(C4.5) 189.09 74.54 9 8
MetaCost(SimpleCART) 229.09 72.72 5 42
MetaCost(NBTree) 267.27 52.72 1 49
CostSensitiveClassifier
(PART) 176.36 70.90 6 3
CostSensitiveClassifier
(Ripper) 207.27 70.90 3 3
CostSensitiveClassifier
(DecisionTable) 207.27 70.90 4 3
CostSensitiveClassifier
(CA.5) 185.45 69.09 8 1
Cost SensitiveClassifier
(SimpleCART) 220 74.54 9 6
Cost SensitiveClassifier
(NBTree) 207.27 70.90 1 7
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Tablo 5.5.’de goriildiigii lizere tlim algoritmalarin maliyete duyarli kalabilmek adina test
dogruluklarinda bir diisiis olmustur. Yanlis siniflandirma maliyetleri dikkate alindiginda
en disiik yanlis smiflandirma maliyetini 176.36 degeri ile CostSensitiveClassifier
(PART) vermektedir. Bee-miner, Mepar-miner ve Difaconn-miner 256.36 degeri ile
ayn1t sonucu vermektedir. Weka algoritmalarindan MetaCost(DecisionTable) 321.81
degeri ve MetaCost(NBTree) 267.27 degeri ile bu algoritmalardan yiiksek deger
almistir. Diger algoritmalar daha diisiik deger almiglardir. Test dogrulugu agisindan en
1yi degeri %76.36 ile MetaCost(PART) vermistir. En iyi yanlis siniflandirma maliyetine
sahip olan CostSensitiveClassifier(PART) ise %70.9 dogrulukda kalmistir. Bee-miner,
Mepar-miner ve Difaconn-miner algoritmalar1 ise %67 dogrulukda kalmistir. Bu sonug
ile Weka algoritmalarindan yalnizca iki tanesinden daha iyi cevap vermislerdir. Kural
sayilar1 agisindan bakildiginda 3 adet Weka algoritmasi bir kural sayisi ile en diisiik
yanlis siniflandirma maliyetlerine ulasmiglardir. Fakat en iyi yanlis siniflandirma
maliyetine sahip olan CostSensitiveClassifier(PART)’dan daha yiiksek maliyette
kalmislardir. Bee-miner 4 kural, Mepar-miner 3 kural ve Difaconn-miner 4 kural ile en
diisiik yanlis siniflandirma maliyetine sahip olmuslardir. Hesapsal zaman agisindan yine
en 1yl degere 1 sn ile CostSensitiveClassifier (C4.5) algoritmasi ulasmistir. Weka
algoritmalar siire agisindan 1 ile 49 sn arasinda degerler almaktadir. Difaconn-miner
ikili yapisindan dolay1 en diisiik yanlis siniflandirma maliyetine asag1 6rneklemede 87
sn de ulagmistir. Mepar-miner ise asag1 orneklemede 66 sn de, yukar1 6rneklemede 124
sn de ulagsmistir. Weka algoritmalarina en yakin degeri 14 sn ile Bee-miner algoritmasi

vermistir.

En disik yanlis smiflandirma maliyetine sahip CostSensitiveClassifier(PART)
algoritmasi incelendiginde test dogrulugu %70.9 ¢ikmistir. Sonu¢ olarak 6 kural

olusmustur. Kurallar su sekildedir;

- Kopca>1 AND Kafes <=2 AND Kopca<=2:1
- Kopca<=2 AND Kopca<=1:0
- Kafes>2 AND Klips >1:0
- Kopca>2 AND Klips>2 AND Kafes<=1:1
- Klips <=2 AND Kafes > 1: 1
- Diger ihtimaller: 0
1: Sonug olumludur. 0: Sonug olumsuzdur.
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Ornegin 4. kural incelendiginde iplik kalitesinin iyi olmasi igin klips 4.5 mm, kopga
h2dr08 ve kafesin dar olmasi gereklidir. Isletmenin elinde 4.5 mm klips yoksa 4 veya
3.5 mm klips mevcutsa, 5. kurala bakilarak kafes mevcut veya genis yapilarak yine
kaliteli iplik iiretilebilir. Bu durum isletmeye ¢ok biiyiik esneklik saglamaktadir. Bu
calismada amaclanan siniflandirma yontemleri ile kural kiimesi olusturmak ve isletmeye

esneklik saglamaktir ve istenilen amaca ulagilmistir.



6. SONUC

Veri madenciliginin uygulanabilmesi i¢in y1gin halinde verilerin elimizde bulunmasi 6n
kosuldur. Veri madenciligi farkli formatlarda ¢ok sayida veritabanindaki y1gin halindeki
veriler arasinda gizli bir sekilde bulunan oriintiilerin ¢ikarilmasina yarayan bir aragtir.
Ozellikle zaman icinde verinin azhigmin degil, ¢oklugunun bir sorun olmasi ve
bilgisayarlarin veri saklama ve isleme hizlarindaki inanilmaz artislarin sonucunda veri

madenciliginin giincelligi her gegen giin artmis ve artmaktadir.

Bircok veri madenciligi fonksiyonunun icinde, veri tabanlarinda gizli olan bilgiyi
kullanicilarin anlayabilecegi kural listeleri veya karar agaclart formunda sunan
siniflandirma dikkat ¢cekmektedir. Literatiirde pek ¢ok arastirmaci, biiylik boyutlu veri
kiimelerinde gizli olan bilgiyi anlasilir ve dogru kurallar seklinde sunan etkin

siniflandirma algoritmalari gelistirmek i¢in ¢aligmalar yapmaktadirlar.

Bu calisma da veri madenciligi detayli olarak incelenmistir. Iplik {iretim siireci detayl
olarak anlatilmistir. Iplik kalitesini etkileyen faktorlerden bahsedilmistir. Bu faktdrlerin
onem siralar1 Taguchi yontemi ile belirlenmistir. 6 faktorden, Kafes, Kopca ve Klips
faktorlerinin tigiinlin de sonuglar tizerinde etkili faktorler oldugu goriilmiistir. Biikiim,
Manson ve Devir ise daha az etkili faktorlerdir. Etkili 3 faktoriin tiim seviyeleri ile
denendigi yeni veri kiimesi olusturulmustur. Her test 6 kez tekrarlanmistir. Bu sayede
test hatast engellenmeye calisilmistir. Cikan sonuglar veri madenciligi paket
programlarinda maliyete duyarsiz ve maliyete duyarli olarak incelenmistir. Paket
program olarak; Weka 3.8.1 ve MT-VeMa 1.0 kullanilmistir. Calismada; PART, C4.5,
SimpleCART, RIPPER, NBTree, DecisionTable, BEE-miner, MEPAR-miner ve
DIFACONN-miner algoritmalar1 {izerinde siiflandirma islemi gerceklestirilmistir. iplik
kalitesini etkileyen faktorlerden bir smiflandirma yapilarak kural olusturulmustur.

Smiflandirma, isletmenin gergek maliyet degerlerine dayali olarak yapilmistir. Bu
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sayede elde edilen kural kiimesinin etkin kullanimi ile isletmenin ilerde olasi maliyet

kayiplarini azaltacaktir. Cikan sonuglar isletmeyle paylasilmistir.

Bu ¢alisma ile veri madenciligi uygulamalarinin, bir tekstil sirketinde gergek verilerle

nasil sonuca ulastig1 gosterilmis ve siirece katkida bulunulmustur.
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