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OZET

Tez calismasinin ilk boliimiinde, IRMA veritaban1 kullanilarak meme kanseri
teshisi yapabilen bir CAD sistemi Onerilmistir. Calismada, LCP 6znitelikleri, istatistiksel
ve frekans-diizlemi Oznitelikler ile birlestirilerek 108-boyutlu LCP-tabanli 6znitelik
vektorleri elde edilmistir. Kanser teshisi, veritabaninin yalnizca yagli doku tipine sahip
imgeleri iizerinde 3-sinifli ve veritabanindaki tiim imgeler ele alinarak 12-sinifli olarak
gerceklestirilmistir. 12-sinifli siniflandirma ¢aligmasi igin 1-, 2- ve 3-asamali siniflandirma
stirecleri Onerilmis ve bu veritabani i¢in 12-sinifli, 3-asamali siniflandirma siirecinin
%93,52 dogruluk orani ile en basarili performansi sagladigi goriilmiistiir. Istatistiksel,
frekans-diizlemi ve LCP 0znitelik vektorleri literatiirde kullanilmakta iken, bu ii¢ vektoriin
birlestirilmesi ile elde edilen ve veriyi ayirt ediciligi daha yiiksek olan 108-boyutlu LCP-

tabanli 6znitelik vektorlerinin olusturulmasi ¢aligmanin 6zgiinliigiinii géstermektedir.

Tez calismasinin ikinci boliimiinde ise MIAS veritabani kullanilarak meme doku
tespiti, meme kanseri tespit ve teshisi yapabilen bir CAD sistemi Onerilmistir. Calismada,
pektoral kas tespiti i¢in, bolge biiyiitme ve dogru oturtma algoritmalari birlikte kullanilarak
Ozglin bir yontem gelistirilmis ve %4,15 ortalama FPR, %3,28 ortalama FNR degerleri
elde edilmistir. Meme doku tipi tespiti igin GLCM matrislerinden ¢ikartilan doku
Ozniteliklerinin 1- ve 2-agamali siiflandirma siiregleri sonucunda %82,48 dogruluk orani
elde edilmistir. Chan-Vese aktif kontur modelleme yontemi kullanilarak ROI tespiti
gerceklestirilmis ve ROI’lerden 11-boyutlu mamografik Oznitelikler c¢ikartilarak
indekslenmistir. indekslenen 6zniteliklerin smiflandirilmasi sonucunda %83,25 dogruluk

orani ile meme kanseri teshisi basarilmistir.

Anahtar Kelimeler: Meme kanseri, bilgisayar destekli teshis, 0znitelik ¢ikarimi, pektoral

kas
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SUMMARY

In the first part of the thesis study, a CAD system implementing breast cancer
diagnosis using IRMA database is proposed. In the study, 108-dimensional LCP-based
feature vectors are obtained by concatenating the LCP features with statistical and
frequency-domain features. Cancer diagnosis is realized as 3-class classification using only
the fatty tissue type of the database and 12-class classification by considering all images in
the database. For the 12-class classification study, 1-, 2- and 3-stage classification
processes are proposed and it is observed that 12-class, 3-stage classification process
performs best with 93.52% accuracy rate for this database. Although the statistical,
frequency-domain and LCP feature vectors are used in the literature, construction of higher
discriminative 108-dimensional LCP-based feature vectors obtained by concatenating these

three vectors shows the originality of this study.

In the second part of the thesis study, a CAD system implementing breast tissue
type detection, breast cancer detection and diagnosis using MIAS database is proposed. In
the study, an original method is developed for pectoral muscle detection by using region
growing and line fitting algorithms together, and 4.15% mean FPR, 3.28% mean FNR
values are obtained. 82.48% accuracy rate is obtained concluding by 1- and 2-stage
classification of the tissue features extracted from the GLCM matrices for breast tissue
type detection. ROI detection is performed by using Chan-Vese active contour modeling
method, and 11-dimensional mammographic features of the ROIs are extracted and
indexed. In consequence of classification of the indexed features, breast cancer diagnosis is

achieved with 83.25% accuracy.

Keywords: Breast cancer, computer aided diagnosis, feature extraction, pectoral muscle
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1. GIRIS VE AMAC

Meme kanserinin kadin 6liimlerinin baslica nedenlerinden olmasina ragmen erken
teshis ile meme kanseri nedenli 6liim orani azaltilabilmektedir (Jemal vd., 2011). Meme
kanseri tarama yontemleri arasinda kendi kendine muayene, klinik meme muayenesi,
mamografi, ultrason ile goriintiilleme, manyetik rezonans ile goriintiileme ve doku

aspirasyonu gelmektedir.

Bu yontemlerden tez ¢aligmasi kapsaminda incelenecek olan mamografi, memenin
sikistirilarak, diisiik doz radyasyon uygulanmasiyla Kranio-Kaudal (Cranio-Caudal — CC)
ve Mediolateral Oblik (Mediolateral Oblique — MLO) grafilerinin elde edilmesi ile meme
kanserinin teshisinde kullanilan goriintiileme tekniklerinden biridir. CC mamografi, meme
ucunun hemen arkasi ve gevresini goriintiilemek amaci ile memenin asagidan ve yukaridan
sikistirilmast  sonucunda ¢ekilmektedir. MLO mamografi ise tiim meme bolgesini
gorlintiillemek amaci ile memenin yanlardan sikistirilmasi sonucunda ¢ekilmektedir. Cekim
seklinden dolayi, MLO mamografilerde yalnizca meme bolgesi degil pektoral kaslarda
goriintiilenmektedir. Mamografi, meme muayenesinden sonra belirtileri saptanmis kisilere
tanisal amacli yapildigr gibi, higbir belirtisi bulunmayan kisilere tarama amagli da

uygulanmaktadir.

Mamografi  imgelerinde  kiiciik  parlak  noktalar  olarak  goriilen
mikrokalsifikasyonlar, belirgin olarak goriilen kitleler, iki meme arasinda goriilen asimetri,
meme dokusunda goriilen yapisal bozulmalar, cilt ve trabekiilasyonda izlenen degisiklikler
ve aksiller lenf nodu patolojileri uzmanlar tarafindan dikkat edilen kanser belirtileridir (C.

Calisir, 2015, sozlii goriisme).

Kalsifikasyonlarin sekil, dagilim ve boyutlarna gore iyi ya da kétii huylu kanser
onciisii  olduguna karar verilmektedir. Literatiirde c¢ok¢a Tlizerinde durulan
mikrokalsifikasyonlar 1 mm’ den daha kiiciik radyoopak (yagdan fakir — beyaz) yapilardir.
Mikrokalsifikasyonlar ¢ogunlukla kanserli olmamakla beraber kanser oOnciisii olarak
bilinmektedir. Diizgiin dagilim gosteren, diizenli sekle sahip mikrokalsifikasyonlar iyi

huylu, daginik ve diizensiz sekilli mikrokalsifikasyonlar ise kotii huylu kanser hiicresi



olarak diistiniilmektedir (C. Calisir, 2015, sozlii goriisme). Boyutlart Imm’ den daha biiyiik
kalsifikasyonlar ise kaba kalsifikasyon olarak tanimlanmakta ve iyi huylu kanser onciisii
olarak bilinmektedir. Gerek kaba kalsifikasyon gerekse mikrokalsifikasyon duktal sistemde
gergeklesmis ise kotli huylu kanser Onciisii olarak nitelendirilmektedir (C. Calisir, 2015,

sOzlli goriigme).

Bir diger kanser belirtisi olan kitlelerin tespitinde ise yogunluk, sekil, kontur, boyut,
eslik eden bulgular ve eski filmlere gore olan degisiklik g6z 6niinde bulundurulmaktadir.
Kitle ne kadar ¢ok radyoliisen (yagdan zengin — siyah) ise o kadar iyi huylu, ne kadar
radyoopak ise o kadar kotli huylu olarak tanimlanmaktadir. Kitlenin sekli diizensizlestikge,
boyutu arttikga ya da konturlar1 tam sinirlandirilamiyor ise kotii huylu olma olasiligi
artmaktadir. Ancak ne kadar sekli diizensiz ya da konturlar1 belirsiz olursa olsun, kitle yag

igeriyorsa, iyl huylu olarak diistiniilmektedir (C. Calisir, 2015, sozlii goriisme).

Bu belirtilerin uzmanlar tarafindan ne kadar kolay tespit edilebilecegi meme doku
tipi ile dogrudan iliskilidir. Meme Goriintiilleme-Raporlama ve Bilgi Sistemi (Breast
Imaging-Reporting and Data System — BI-RADS) kategorisine gére meme dokular1 yagli,
yagli-glandiiler, heterojen yogun ve ¢ok-yogun olarak siniflandirilmaktadir (Vallez vd.,
2013). Yaghh meme doku tiplerinde belirtiler rahatlikla goriilebilmekte iken yogun doku

tiplerinde belirtilerin tespit edilmesi zorlagsmaktadir (C. Calisir, 2015, s6zlii goriisme).

Bilgisayar Destekli Tespit (Computer Aided Detection — CADe) ve Bilgisayar
Destekli Teshis (Computer Aided Diagnosis— CAD) sistemlerinin kullanimi ile gézden
kacabilecek noktalarin uzman doktor tarafindan goriintiilenebilmesi ve tekrar gozden
gecirilmesi  saglandigr i¢in, mamografi imgelerinden kanser tespit hassasiyeti
artirtlabilmektedir. CADe sistemler, mamografi imgelerinden meme kanseri icin silipheli
bolgeleri ( Ilgi Alam1 — Region of Interest — ROI) tespit ederken CAD sistemler tespit
edilen ROI’lerin iyi ya da kotii huylu olduguna karar vermektedirler. Bir CAD sistemi
genel olarak dort asamadan olusmaktadir. Bu asamalardan ilki imgelerin giiriiltii giderme,
kontrast iyilestirme ya da yapisal iyilestirme islemlerinin yapildig1 onisleme asamasidir.
Ikinci asamada, iyilestirilmis imgelerden kitle icerme ihtimali olan ROI’ler tespit
edilmektedir. Uciincii asamada, bu bolgelerden simiflandirmada kullanilmak iizere

Oznitelikler c¢ikartilmakta ve gerekirse Oznitelik se¢imi yapilmaktadir. Son olarak,



cikartilan Oznitelikler kullanilarak ROI’ler normal, iyi ya da koti huylu kitle olarak
siiflandirilmaktadir. Bu sistemlerde, ROI’ler mikrokalsifikasyonlar, kitleler, yapisal
bozukluklar ya da iki meme arasindaki asimetrik bolgeler olarak ele alinabilmektedir.
Ayrica kanser tespiti i¢in meme bolgesinden belli kesitlere bakmak yerine tiim meme

bolgesi de incelenebilmektedir (Zhang vd., 2008)

Bu tez caligmasi kapsaminda, mamografi imgelerinden meme doku tipi tespiti ve
meme kanseri tespit ve teshisi yapabilen bir CAD sistemi onerilmistir. Onerilen CAD
sistemi iki asamadan olusmaktadir. Sistemin ilk asamasinda mamografi imgeleri giiriiltii
giderme, kontrast iyilestirme islemlerine tabi tutularak 6n islenmis ve meme doku tipi
tespiti yapilmistir. Sistemin ikinci asamasinda mamografi imgelerinin kanser tespit ve
teshisi gerceklestirilmistir. Bu amagla ilk olarak, meme doku tipi belirlenmis mamografi
imgelerinden meme kanseri agisindan siipheli bdlgeler ¢ikarilarak tespit c¢aligmasi
gerceklestirilmistir. Teshis caligmasi amaci ile tespit edilmis ROI’lerden siniflandirmada
kullanilacak 6znitelik ¢ikarimi ve ¢ikartilan 6znitelikler kullanilarak imgelerin normal, iy1
huylu veya kotii huylu kanserli olarak siniflandirilmasi gergeklestirilmistir. Boylece tiim
meme doku tiplerine ydnelik bir CAD sistemi elde edilmistir. Onerilen sistemin is akis

semas1 Sekil 1.1°de verilmistir.

Buraya kadar tez ¢alismasinin giidiisli ve ana konusu hakkinda bir giris bilgisine yer
verilmistir. Tez calismasiin ikinci boliimiinde tez konusu ile ilgili literatiir aragtirmasi
verilmigtir. Boliim 3’de mamografi imgelerinin 6n iglenmesi adim1 hakkinda genel bilgi
verilmis ve tez ¢alismasinda bu adim icin kullanilan yontemler anlatilmistir. Boliim 4’te
meme doku tipi tespiti adimu ile ilgili genel bilgi ve bu adimin 6énemine yer verilmistir.
Bolim 5’te mamografi imgelerinden ROI tespiti adiminda kullanilan yontem hakkinda
teorik bilgi verilirken Boliim 6’da tez calismasinin gesitli asamalarinda mamografi
imgelerinden c¢ikartilan Oznitelikler agiklanmistir. Bolim 7’de ise tez calismasinda
mamografi imgelerinin smiflandirilmasinda kullanilan yontemler hakkinda teorik bilgiler
verilmistir. Tez ¢alismasi siiresince gerceklestirilen ¢alismalar Boliim 8’de ayrintili olarak
anlatilmis ve Boliim 9’da bu g¢alismalarin sonuglar1 verilerek tartisilmigtir. Son olarak
Bolim 10’da tez c¢alismast hakkinda genel bir degerlendirme yapilmis ve ilerleyen

donemlerde bu konuda ¢alismak isteyecek aragtirmacilara 6nerilerde bulunulmustur.
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2. LITERATUR ARASTIRMASI

Tez c¢alismasi kapsaminda, mamografi imgelerinin islenmesi ve kanser teshisi
konularinda akademik anlamda farkli yontem ve siiregler kullanilarak yapilmis ¢aligmalar
incelenmistir. Caligmalarda genellikle Mamografi Goriintiileme Dijital Veritaban1 (Digital
Database for Screening Mammography — DDSM) ve Mammographic Image Analysis
Society (MIAS) tarafindan hazirlanan MIAS veritaban1 kullanilmistir. Bu ¢alismalar
asagida alt1 alt baglik halinde 6zetlenmistir:

2.1. Mikrokalsifikasyon Tespiti Yapilan Cahsmalar

Pal vd. (2008), mamografi imgelerinde mikrokalsifikasyon tespiti i¢in Oznitelik
secimi yapilan cok-asamali bir sistem gelistirmislerdir. Sistem, MIAS veritabanindan
alinmis 3 iy1 huylu kanserli (benign), 4 kotii huylu kanserli (malignant) ve 1 normal olmak
lizere 8 mamografi imgesi ile egitilmis, yine MIAS veritabanindan alinan 10 abnormal ve 7
normal olmak iizere 17 mamografi imgesi ile test edilmistir. Test imgelerinden mantiel
olarak alinmis 3609 kalsifik ve 100000 normal noktanin her biri i¢in 3x3, 5x5, 7x7 ve
9x9’luk pencereler kullanilarak 87 6znitelik hesaplanmistir. Oznitelik say1s1 Cok-Katmanli
Yapay Sinir Aglar1 (Multi-Layer Perceptron— MLP) ile her bir nokta igin 29’a
distiriilmiistiir. Daha sonra bu Oznitelikler, giris katmani néron sayist 29, gizli katman
ndron sayisi 15 olan geriye yayilimli MLP sinir aglari ile stniflandirilmigtir. Siniflandirma
sonucu elde edilen yanlig-pozitiflik oranini1 azaltmak amaci ile 6nce Baglh Bilesen Analizi
(Connected Component Analysis— CCA) ve akabinde elonge bilesen ¢ikarma yapilmistir.
Geriye kalan mikrokalsifikasyon igeren bdlgelerin yerel yogunluk degerleri hesaplanarak
bir esik degerinden gecirilmistir. Yogunlugu fazla olan imgeler kalsifikasyonlu, az olan

imgeler ise normal olarak siniflandirilmistir.

Lado vd. (2008), yaptiklar1 ¢alismada dijital mamogramlarda mikrokalsifikasyon
kiimelerini tespit eden bir CAD sistemindeki yanlig-pozitiflik oranini azaltmak i¢in doku
unsurlarinin etkilesimlerini iceren genisletilmis bir Genellestirilmis Toplamsal Model (
Generalized Additive Model — GAM) yontemi sunmuslardir. GAM ydntemi, tanimlanan

ROP’lerin farkli stirekli unsurlarimin  dogrusal olmayan etkilerini Olgerek CAD



sistemlerinde normal meme dokusundan lezyonlar1 ayiran istatistiksel bir yaklagimdir.
Bununla beraber, unsurlarin bu dogrusal olmayan etkileri meme doku tipi gibi bazi
faktorlere gore degiskenlik gosterebildigi belirtilmistir. Calismada, GAM yontemi, meme
doku tipi faktor olarak alinarak genisletilmistir. Meme dokusu, yagli ve yogun olmak iizere
iki kategoriye ayrilmistir. Calismada Ispanya Galicia Community’de bulunan mamografik
goriintiileme programindan rastgele secilen 50-64 yas araligindaki kadinlara ait 174
mamografi imgesi kullanilmistir. Meme smirlar1 komsu piksellerin gri seviye degerleri
temel alinarak belirlenmistir. Cikartilan meme bolgelerine dalgacik doniisiimii (wavelet
transform) uygulanarak olas1 mikrokalsifikasyon noktalar1 tespit edilmis ve gri seviye
esikleme yontemi ile yanlis tanimalarin elenmesi amaglanmistir. Son olarak yanlis
pozitifleri azaltmak i¢cin GAM yoOntemi uygulanmistir. Sonu¢ olarak doku tipi faktori
bulunmayan GAM yonteminde %83,12 hassasiyet ve imge basma 1,46 yanlis-pozitiflik
oran1 bulunurken, doku tipi faktoriinii de iceren genisletilmis GAM yoOnteminde
hassasiyetin %85,71 e yiikseldigini ve her bir imge i¢in yanlis-pozitiflik oraninin 0,74’e
diistligii belirtilmistir.

Papadopoulos vd. (2008), mamogramlarda mikrokalsifikasyon tespiti i¢in bes farkli
goriintli iyilestirme yontemini karsilastirmislardir. Bu yontemler; Sinirli-Kontrast Adaptif
Histogram Esitleme (Contrast-Limited Adaptive Histogram Equalization— CLAHE), Yerel
Aralik Modifikasyonu (Local Range Modification— LRM), Fazlalikli Dalgacik Doniistimii
(Redundant Discrete Wavelet— 2D-RDW) ve dalgacik dogrusal germe (wavelet linear
stretching) yontemleridir. CLAHE yontemi medikal imgelerin kontrast iyilestirmesinde
kullanilan bir yontemdir. Bu yontemde, imge iceriksel bolgelere ayrilarak her bir bolgeye
histogram esitleme uygulamaktadir. LRM, y=ax+b formiliini izleyen lineer bir
algoritmadir. Burada y, iyilestirilen resim, x, orijinal gri seviye imge ave b ise bdlgesel
kontrasta bagli parametrelerdir. Bu parametreler imge bloklarin1 Ortiigtiiren bir
enterpolasyon prosediirii ile hesaplanmaktadir. RDW yonteminde, 2-D RDW algoritmasi
kullanilarak imge alt-imgelere ayristirilmakta ve temel olarak 2. ve 3. seviyeler
kullanilarak yeniden yapilandiriimaktadir. Yontemde dalgacik (wavelet) katsayilarina
tyilestirme yapilmaktadir. Calismada kullanilan yontemlerden CLAHE ve LRM geleneksel
gorlintii  analizi metodolojileridir. Digerleri ise biortogonal dalgacik doniisiimiine
dayanmaktadir. lyilestirilmis imgelerden 54 tane parlaklik, sekil ve doku oznitelikleri

cikarilmistir. Oznitelik secim algoritmasi ile bu Ozniteliklerden 22 tanesi segilmistir.



Bunlara da Temel Bilesen Analizi (Principal Component Analysis— PCA) uygulanarak
boyut 9’a indirilmistir. Siniflandirict olarak iki gizli katmanli ileri beslemeli geri yayilimh
MLP kullanilmigtir. Bu calismada CAD sistemi, goriintii iyilestirme yontemlerinin
mamografi imgelerinde mikrokalsifikasyon tespitine etkilerini dogrulamak icin
kullanilmistir. Her yontemin etkisi, MIAS ve Nijmegen veritabanlar1 iizerinde CAD
sisteminin performansinin Islem Karakteristik Egrisi (Receiver Operating Characteristic —
ROC) analizi ile belirlenmesi ile saptanmistir. ROC egrisinin altinda kalan alan (area under
curve — AUC) arttikga goriintii iyilestirmenin de arttigini belirtmiglerdir. Sonug¢ olarak
LRM (AUC=0,932) ve WSLT (AUC=0,926) yontemlerinin en iyi performansi

gosterdiklerini tespit edilmistir.

Malar vd. (2012), yaptiklar1 ¢calismada Asir1 Ogrenen Makine (Extreme Learning
Machine — ELM) kullanarak dijital mamogramlarda mikrokalsifikasyon tespiti i¢in
dalgacik tabanli doku analizinin verimliligini incelemislerdir. Caligmada MIAS
veritabanindan alinan 30 normal (10 yagli, 10 yagli-glandiiler, 10 yogun-glandiiler) ve 25
(13 1iy1 huylu kanserli, 12 kotii huylu kanserli) mikrokalsifikasyonlu mamografi imgesi
kullanilmustir. Tlk olarak, gri seviye mamografi imgeleri global esikleme kullanilarak ikili
formata doniistiiriilmiis ve ikili imgelerde etiketlenmis objeler sonucu olusan bagh
bilesenlerin alanlar1 hesaplanmistir. Sonrasinda segilen meme profili, orijinal imge ile
carpilarak sonug¢ imgesi elde edilmistir. Son olarak da koyu arka plan, sifir degerindeki
siitunlarin kesilmesi ile ¢ikarilmistir. Bu islemlerden sonra 32x32’lik ROI’ler maniiel
olarak elde edilmistir. Toplamda 55 mamografi imgesinden elde edilen 120 ROI’den 80
tanesini (40 mikrokalsifikasyonlu, 40 normal) egitimde, 40 tanesini de (20
mikrokalsifikasyonlu, 20 normal) testte kullanilmistir. ROI’lerin kontrastt gri seviye
dilimleme yontemi ile iyilestirilmistir. ROI’lerden dalgacik, es-olusum matrisi ve Gabor
filtresi tabanli 6znitelikler se¢ilmistir. Dalgacik tabanli 6znitelik ¢ikarimi igin ROI’ler Haar

dalgacigi ile 4. seviyede ayristirilmis, enerji ve co-norm oOznitelikleri ¢ikartilmistir. Es-

olusum matrisi tabanli Oznitelik ¢ikarimi icin d=2 uzaklik ve 6= {450,900} yon

parametreleri kullanilarak olusturulmus matrislerden otokorelasyon, kontrast, korelasyon,
asimetri (cluster prominence), carpiklik (cluster shade), benzersizlik, enerji, entropi,
homojenlik, maksimum olasilik, kareler toplami degisimi, toplam ortalama, toplam
degisim, toplam entropi, fark degisimi, fark entropisi, iligkinin 6l¢iim bilgisi, ters fark,

normalize edilmis ters fark ve ters fark momenti 6znitelikleri ¢ikartilmistir. Gabor filtresi
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tabanli 6znitelik ¢ikarimi i¢in ROI’ler (2,4,32,64) Olcekleri ve (300,600,900,1200 )
yonlerinde filtrelenmis ve enerji 6zniteligi c¢ikartilmistir. Sonrasinda ELM kullanilarak
siniflandirma yapilmistir. ELM yapisinin tek-katmanli ileri-beslemeli aglar (single-layer
feed-forward network) catis1 altinda bulundugu ve klasik ileri beslemeli aglara gore
oldukca fazla daha hizli 6grenme kapasitesine sahip oldugu belirtilmistir. Yapilan
calismada, ELM’nin performansini, Bayes sinir aglari, Naive Bayes ve Destek Vektor
Makineleri (Support Vector Machines — SVM) gibi diger bilinen siniflandiricilarla da
karsilastirmiglardir. Karsilastirma kriteri olarak; hassasiyet, dogru pozitif orani, yanlis
pozitif orani, F-6l¢iisii, duyarlilik ve AUC kullanilmistir. Sonug¢ olarak ELM y6nteminin
diger yontemlere {istiinlik sagladigini tespit etmislerdir. ELM ydnteminin en 1iyi

hassasiyetinin dalgacik tabanli 6znitelikler kullanildiginda %94 oldugu belirtilmistir.

Mamografi imgelerinde mikrokalsifikasyon tespiti, imgedeki normal hiicrelerin
mikrokalsifikasyonlu hiicrelerden daha fazla sayida olmasindan dolayi, dengesiz bir
siniflandirma problemidir. Bu durumda normal hiicreler baskin geldigi i¢in basar1 orani
azalmaktadir. Bria vd. (2014), bu problemi ¢6zebilmek i¢in bes siniflandiricili kaskad bir
sistem gelistirmisler ve Tiim Alan Dijital Mamografi (Full Field Digital Mammography —
FFDM) veritabanindan alinmis 252 mamografi imgesi ile egittikleri sistemi 1599
mamografi imgesi ile test etmislerdir. Sistemin ilk asamasinda kuantum giiriiltiisii iceren
mamografi imgeleri diizglin giiriiltii seviyesi ile yeniden 6l¢eklenerek imgelerde giirtiltii
esitlemesi  yapilmistir. On  islenmis mamografi imgelerinin her bir pikseli
mikrokalsifikasyon tespiti i¢in siniflandirma islemine tabi tutulmustur. Bunun igin
mamografi imgelerinden siniflandirilacak piksel merkezde olacak sekilde 12x12°lik
pencereler olusturulmus ve bu pencerelerden her bir siiflandirict ile sirasiyla 2, 3, 5, 12,
40 Haar-benzeri Oznitelikler c¢ikartilmistir.  Her bir smiflandirici  sonucunda
mikrokalsifikasyon igermeyen pikseller atilmis ve son siniflandiricinin sonunda olasi
mikrokalsifikasyon olarak tanimlanan piksellerin olasilik haritas1 ¢ikartilmistir. Calismada,
mikrokalsifikasyonlu hiicrelerin bagh bilesenler (connected components) olarak goriindiigi
ve sabit pencere boyutu kullanildigindan makrokalsifikasyonlarin degisik boyutlardaki
bilesenlere ayrilarak yanlig-pozitiflik oranini artirdigi belirtilmistir. Bu nedenle, her bir
bagli bileseni kapsayan minimum sinirlayict dikdortgen (minimum-bounding rectangle)
hesaplanarak 1mm’den biiyiik olanlar atilarak makrokalsifikasyonlar giderilmistir. Geri

kalan olas1 mikrokalsifikasyonlu hiicrelerin olasilik haritasindaki ikinci en biiyiik deger bir



esik degerinin iistiinde ise mikrokalsifikasyon olarak kabul edilmistir. Birbirine en fazla 10
mm uzaklikta olan mikrokalsifikasyonlu hiicreler aralarindaki uzakliga gore
agirliklandirilarak  kiimelenmis ve 3 mikrokalsifikasyonlu hiicreden az sayida
mikrokalsifikasyonlu hiicre igeren kiimeler siniflandirmada kullanilmamistir. Siniflandirma

asamasinda her bir kiimeden 145 6znitelik ¢ikartilmistir.

Guo wvd. (2016), 3 asamali bir sistemle mamografi imgelerindeki
mikrokalsifikasyonlarin bulunmasindaki basarimi artirmayr hedeflemislerdir. Ilk olarak
bagli bolge isaretleme yontemiyle pektoral kaslarin giderimi saglamis, giiriiltiiyli giderek
Contourlet doniisiimii yardimiyla gerekli Oznitelikleri elde etmis, son asamada ise
baglantisiz basitlestirilmis darbe-bagimli sinir ag1 (pulse-coupled neural network)
kullanarak siniflandirmayr tamamlamislardir. Test i¢in veritaban1 olarak MIAS

veritabanini kullandiklar1 ¢alismada AUC=0.97 olarak elde etmislerdir.

2.2. Kitle (Anomali) Tespiti Yapilan Calismalar

Kekre vd. (2009), mamografi imgelerinde kanser tespiti icin Linde Buzo-Gray
(LBG) algoritmasini kullanmiglardir. LBG algoritmasi ile her bir imgeden 6ncelikle 128-
boyutlu kod kitaplari (codebooks) olusturulmus, sonrasinda bu kod kitaplarindan yine LBG
algoritmas1 kullanilarak 8-boyutlu yeni kod kitaplar1 olusturulmustur. Kod vektorler
(codevectors) ile boliitlenmis mamografi imgelerinde bulunan her bir bdlgenin alani
hesaplanmis ve en fazla alana sahip olan bolge kitle olarak kabul edilmistir. Yontem ile
elde edilen sonucglar Gri-Seviye Es-Olusum Matrisi (Gray-Level Co-Occurence Matrix —
GLCM) ve Watershed algoritmalarindan elde edilen sonuglar ile karsilagtirilmis, onerilen

yontemin daha verimli oldugu goriilmiistiir.

Kekre vd. (2010), bir baska ¢alismalarinda mamografi imgelerini Kekre’s Median
Fast Codebook Generation algoritmasini kullanarak bdliitlemislerdir. Bdliitlenmis
imgelerde bulunan her bir bdlgenin alani hesaplanmistir. En fazla alana sahip olan bolge

kitle olarak kabul edilmistir. Yontemin basar1 oran1 %68,5 olarak belirtilmistir.

Krishnan vd. (2010), yaptiklar1 caligmada yiiksek hassasiyet derecesine sahip meme

kanseri tespiti icin SVM tabanl bir siniflandirici tasarlamay1 amaglamiglardir. Calismada



10

Kaliforniya Machine Learning Repository’den alinan iki farkli veri seti ile kullanilmistir.
Birinci veri setinde 458 iyi huylu kanserli ve 241 kotii huylu kanserli olmak iizere 699
gorlintii mevcuttur. Bu veri setinden kiime kalinligi, hiicre boyutu bir-bi¢imliligi, hiicre
sekli bir-bi¢imliligi, sinirsal adhezyonlar, tekil epitelyal hiicre boyutu, ortiisiiz ¢ekirdek,
orta siddette kromatin, normal ¢ekirdek¢ik ve mitozlar olmak {iizere dokuz Oznitelik
cikartilmistir. kinci veri setinde 357 iyi huylu kanserli ve 212 kétii huylu kanserli olmak
lizere toplam 569 goriintii mevcuttur. Bu veri setinde ise yarigap, doku, cap, alan,
diizgiinliik, sikilik, konkavlik, konkav noktalar, simetri ve fraktal 6l¢ii olmak iizere 10 tane
Oznitelik ¢ikartilmigtir. Siniflandirma isleminden Once segilen bu Ozniteliklerin siniflart
ayirabilme kapasiteleri istatistiksel t-test kullanilarak olciilmistiir. Elde edilen verilerin
siniflandirilmasinda  ise SVM  kullanilmistir. Calismanin  ana amaci, mamografi
imgelerinden ¢ikartilan dzniteliklerin en uygun egitim siirecini belirlemektir. Ilk olarak en
uygun kernel fonksiyonu se¢iminin ve sonrasinda uygun egitim-test ayriminin yapilmasi

hedeflenmistir. Her bir veri seti i¢in polinomiyal kernel fonksiyonu ve Gaussian radyal
tabanli kernel fonksiyonunu kullanilmistir. Birinci veri seti igin o’ =1000 olan radyal

tabanli kernel fonksiyonunun ikinci veri seti i¢in ise o’ =10000 olan Gaussian radyal
tabanli kernel fonksiyonunun en uygun oldugu tespit edilmistir. Egitim-test ayriminda ise,
birinci veri seti i¢in en 1yl sonug 400 veri biiyiikliigiindeki egitim setinde, ikinci veri seti
icin ise 350 beri biiylikliigiindeki egitim setinde elde edilmistir. Calismada egitim ve test
ayriminin %60 egitim, %40 test olarak elde edildigi belirtilmistir. Sonu¢ olarak kernel
fonksiyonunun ve egitim-test ayriminin belirlenmesinin SVM tabanli siiflandirmalarin
performanslarini arttirdig1 tespit edilmistir. Calismada hassasiyet oranlarinin, birinci veri

seti i¢in %99,385, ikinci veri seti i¢in ise %93,726 olarak elde edildigi belirtilmistir.

Biswas ve Mukherjee (2011), mamografi imgelerinde anomali tespiti icin iki-
katmanli bir yontem Onermislerdir. Calismada mamografi imgelerinin “texton g¢antasi”
olarak karakterize edilebilecegi belirtilmistir. Bu amagcla, ilk katmanda mamogram ROI
cok olgekli bir filtre bankasindan gecirilerek doku tanimlayicilar elde edilmekte ve ikinci
katmanda ise doku tanimlayicilarindan Gauss Karisim Modeli (Gaussian Mixture Model —
GMM) ile textonlar elde edilmektedir. Elde edilen textonlarin verilen bir mamografi
imgesindeki yogunluguna gore anomali olup olmadigina karar verilmektedir. Bu amagla

beklenti maksimizasyonu ( expectation-maximization) algoritmasi kullanilmistir. Yontem
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MIAS ve DDSM veritabanlar1 kullanilarak yagli, yagli-glandiiler ve yogun-glandiiler doku

tiplerinde test edilmis ve basar1 oran1 ortalama %82 olarak belirtilmistir.

Haider vd. (2011), baslangi¢ evresindeki meme ve akciger kanseri tespiti i¢in bir
yontem gelistirmis ve MIAS veritabani ile yontemi test etmislerdir. Yontemde ilk olarak
imgelere tiim kenar bulma operatorleri uygulanmis ve Sobel operatdriiniin en uygun
sonucu verdigi goriilmiistiir. Sonrasinda ayni kisiye ait farkli agilardan ¢ekilmis mamografi
imgeleri MATLAB 3D grafik programi ile {i¢ boyutlu hale getirilmis ve boliitlenmistir.
Son olarak, kitlenin boyutu boliitlenmis imgedeki 2-boyutlu piksellerin ve kitle kalinliginin

toplami olarak hesaplanmistir. Basar1 orani %100 olarak belirtilmistir.

Ramos vd. (2012), DDSM veritabanindan aldiklar1 120 (60 normal, 60 kanserli) CC
mamograma es-olusum matrisleri, dalgacik ve ridgelet doniisiimleri uygulayarak kitle
tespitinde bu yontemlerin verimliligini incelemislerdir. Ayrica, ¢alismada genetik
algoritma kullanilarak en 1yi 6znitelik kiimeleri de belirlenmistir. Cikartilan 6zniteliklerin
siniflandirilmasi i¢in rastgele orman(random forest) algoritmasi kullanilmistir. Mamografi
imgelerinden ¢ikartilmis ROI’lerden merkezi anomali merkezi olan 61x61 boyutlarinda
alt-imgeler alinmis; 6znitelik ¢ikarma ve siniflandirma islemleri bu alt-imgeler iizerinde
yapilmistir. Calismada, entropi, enerji, toplam ortalama, toplam varyans ve kiime egilimi

olmak  tlizere bes doku tanmimlayicis1i  kullamlmistir.  GLCM  matrisleri

0=0°,45°,90° ve135° vyonlerinde olusturulmus ve her bir matris i¢in bes doku
tanimlayicisi hesaplanarak her ROI igin 20 tanimlayict gikartilmistir. d = {1,3,6,9}

uzaklik parametresi kullanilarak olusturulmus GLCM matrislerinden her ROI i¢in 4x20
boyutlarinda 6znitelik matrisleri elde edilmistir. Dalgacik doniisiimii ile 6znitelik ¢ikarimi
yapilirken her bir ROI Daubechies3 dalgacigi ile iiciincii seviyede ayristirilarak 6 detay
katsayr matrisi elde edilmistir. Her bir detay katsayr matrislerinden bes tanimlayict
hesaplanarak 30 Oznitelik c¢ikartilmistir.  Toplamda 120 ROI bulundugu i¢in
simiflandirmada 120x30’luk Oznitelik matrisi kullanilmistir. Ridgelet dontigimii ile
Oznitelik ¢ikarimi yapilirken her bir ROI Daubechies3 dalgacigi kullanilarak iki seviyede
ayristirilmis ve her biri 62 siitun iceren iki detay katsayr matrisi elde edilmistir. Her iki
detay matrisinden de bes tanmimlayict hesaplanmis ve bir ROI icin 620 06znitelik

cikartilmistir. Boylece smiflandirmada kullanmak tizere 120x60°lik 6znitelik matrisi
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olusturulmustur. Siiflandirma performansini artirmak i¢in genetik algoritma ve rastgele
orman algoritmasi birlikte kullanilarak 6znitelik se¢imi yapilmistir. Calisma sonucunda en
1yl siniflandirma oraninin AUC=0.90 ile dalgacik doniisiimii ile elde edilen 6zniteliklerden

genetik algoritma ile secilenlerin kullanilmasi ile elde edildigi goriilmiistiir.

Hachama vd. (2012), mamogram siniflandirma problemi i¢in imge ¢akistirma
yontemini kullanmislardir. Calismada bilinen imge c¢akistirma yontemlerinde benzerlik
Olciitlinlin tek bir genel parlaklik degerine gore belirlendigi fakat medikal goriintiilemede
oldugu gibi c¢akistirilacak imgelerin parlaklik degerleri bagimliliginin lokasyon agisindan
homojen olmadigr durumlarda ise yaramadigi belirtilmistir. Bu nedenle, c¢aligmada

benzerlik ol¢iitii parlaklik bagimliligi siniflandirmasina gore belirlenmistir.

Radovic vd. (2013), mamografi imgelerinde kitle tespiti i¢in 6znitelik se¢imi yapan
dort asamali bir sistem gelistirmisler ve sistemi MIAS veritabanindan alinmis mamografi
imgeleri ile test etmislerdir. Sistemin ilk agsamasinda mamografi imgelerinin 1.derece Haar
dalgacik doniisiimii katsayilar1 esiklenmis ve ters dalgacik donilisimii uygulanarak
giiriiltiisiiz imgeler elde edilmistir. Bu imgelerde arka plandan arindirilmis meme

bolgesinden pektoral kaslar atilarak ROI tespiti gergeklestirilmistir. Sistemin ikinci

asamasinda, her bir ROI’den & =0° yon ve d =1 uzakhik parametreleri kullanilarak
olusturulan GLCM matrislerinden 20 6znitelik ¢ikartilmistir. Siniflandirma asamasinda bu
Oznitelikler, SVM, Naive Bayes, k-En Yakin Komsu (k-Nearest Neighbor — k-NN), karar
agaci (decision tree), rastgele orman, sinir aglar1 ve Lojistik Regresyon Siniflandiricisi
(Logistic Linear Classifier — LLC) kullanilarak simiflandirilmistir. En iyi sonu¢ %76
hassasiyet ile geriye yayilimli ¢ok katmanli sinir aglarindan MLP sinir aglarindan elde
edilmistir. Siniflandirma hassasiyetini artirabilmek i¢in Minimum-Fazlalik Maksimum-
Iliski (Minimum-Redundancy Maximum-Relevance — mRMR) algoritmasi ile 20 6znitelik
arasindan 5 tanesi secilmistir. Bu durumda en iyi sonu¢ %79,33 hassasiyetle C4.5 karar

agaclar1 algoritmasi ile elde edilmistir.

Savitha vd. (2013), mamografi imgelerinin kompleks diizlemde incelenmesinin
dogru smiflandirma orani artiracagini savunmuslardir. Bu nedenle mamografi imgeleri
dairesel doniisiim ile kompleks diizleme aktarilmis ve Tam Kompleks-Degerli Gevsetme

Sinir A& (Fully Complex-Valued Relaxation Neural Network — FCRN) olarak
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adlandirdiklart sinir aglari ile siniflandirilmistir. FCRN dogrusal giris katmani, dogrusal
olmayan tek gizli katman ve ¢ikis katmanindan olusmaktadir. Gizli katman aktivasyon
fonksiyonu Gauss-benzeri hiperbolik sekant fonksiyonu, ¢ikis katmani aktivasyon
fonksiyonu olarak iistel fonksiyon kullanilmistir. izdiisiim-tabanli grenme algoritmasi ile
logaritmik enerji fonksiyonunu en kiigiikleyen ¢ikis agirliklar: belirlenmistir. FCRN, MIAS
veritabanindan alinan 97 imge ile egitilmis 11 imge ile test edilmistir. Sinir agina kompleks

imgeden c¢ikartilan 9 6znitelik giris olarak verilmis ve %97,84 basar1 orani elde edilmistir.

Ganesan vd. (2014), mamografi imgelerini li¢lii 6znitelik ¢ikarimi uygulayarak
normal ya da kanserli olarak siniflandiran bir yontem gelistirmiglerdir. Yontem, Singapur
Anti-Tuberculosis Association CommHealth’den alinmis 313 (223 normal, 43 iyi huylu
kanserli, 47 kotlii huylu kanserli) mamografi imgesi iizerinde test edilmistir. Calismada
mamografi imgelerinin déonme, Olcekleme ve Gteleme gibi dogrusal bozuntulara ugramis
bir koordinat sisteminde goriildiigii belirtilmistir. Bu nedenle ilk olarak imgelere iz
donlistimii (trace transform) uygulanmistir. Elde edilen 2-boyutlu imge once capsal
(diametrical) fonksiyonlar ile 1-boyutlu vektore, sonra da dairesel (circus) fonksiyonlar ile
bir noktaya doniistiiriilmiistiir. Bu noktanin her bir imge i¢in tek ve donme, Gteleme,
Olcekleme gibi bozuntulara karst degismez oldugu belirtilmistir. Elde edilen 6znitelik
sayis1 ¢ok fazla oldugu icin bir 6znitelik se¢im algoritmasi ile siniflandirmada kullanilacak
Oznitelikler belirlenmistir. Calismada, SVM, en yakin ortalama, Dogrusal Ayirtag
Siiflandiricis1 (Linear Discriminant Classifier — LDC) ve GMM olmak tizere 4 farkl
siiflandirict kullanilmis ve en iyi sonu¢ %92,48’lik tanima orami1 ile GMM’den elde

edilmistir.

Agrawal vd. (2014), mamografi imgelerinde kitle tespiti i¢in pektoral kaslarin
varlifindan etkilenmeyen bir yontem gelistirmisler ve MIAS veritabaninda test etmislerdir.
Yontemde ilk olarak mamografi imgeleri, gradyan tabanli bir yaklagim kullanilarak meme
sinirlart belirlenmis mamografi imgelerine Adaptif global esikleme ve histogram gerdirme
uygulanarak olusturulan maske ile maskelenmistir. Maskelenmis imgelerin kontrasti
adaptif histogram esitleme yontemi ile artirllmistir. Maskeleme sonucu olusan keskin
kenarlar 7-seviyeli Gauss-Laplace piramit ile yumusatilarak On-islenmis imgeler elde
edilmistir. On-islenmis imgeler pektoral kaslardan etkilenmeyecek sekilde Grafik-Tabanl

Gorsel Cikint1 (Graph-Based Visual Saliency — GBVS) algoritmasi ile bdliitlenerek
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imgelerin ¢ikinti haritast (saliency map) elde edilmistir. Calismada, GBVS ydnteminin,
bolgelerin ¢ikintiligini yerel komsuluklariin yonlii kontrastlarin1 kullanarak hesapladigi
icin yogun dokulardaki kitleleri de tespit edebildigi belirtilmistir. Imgeler c¢ikinti
haritasindaki en biiylik degerin yarist ile esiklenmis ve ROI’ler c¢ikartilmistir. 100
pikselden az piksel iceren bolgeler géz ardi edilmistir. Bu sekilde 58 kitleden 49°u tespit
edilebilmistir. GBVS ile c¢ikartilmig ROTI’ler normal hiicrelerde igerdiginden, yanlis-
pozitiflik oranini azaltmak amaci ile 30-210 piksel boyutlugunda dairesel bélgeler elde
edilmis ve bu bolgelerden parlaklik 6znitelikleri, frekans diizlemi 6znitelikleri ve dalgacik
diizlemi Oznitelikleri olmak tizere toplam 154 O6znitelik ¢ikartilmistir. Siiflandirma igin
SVM 3. dereceden polinomiyal kernel ile kullanilmigtir. En uygun 6znitelikler mRMR
kriteri ile belirlenmistir. Sonug olarak en 1yi performansin AUC=0,891+0,001 ile Ayrik
Dalgacik Dontistimii (Discrete Wavelet Transform — DWT) ve RDWT Reverse Bi-
orthogonal2.2 dalgacig1 ile ilk 3 seviyede elde edilen entropi Ozniteliklerinin birlikte

kullanilmasi ile elde edildigi belirtilmistir.

Pareira vd. (2014), CC ve MLO mamogramlari birlikte degerlendirerek kitle tespiti
yapan bir sistem gelistirmislerdir. Gelistirilen sistem mamografi imgelerindeki yapaylik
giderimi, kontrast iyilestirmesi, boliitleme ve yanlig-pozitiflik oraninin azaltilmasi
asamalarindan olugmaktadir. Calismada DDSM veritabanindan alinmis 160 (80 iyi huylu
kanserli, 80 kotii huylu kanserli) hastanin sag ve sol meme CC ve MLO mamografi
imgeleri kullanilmistir. Mamografi imgelerindeki artifaktlarin giderilmesi i¢in imgelere
top-hat morfolojik islemi uygulanmigtir. Orijinal imgeden top-hat algoritmasi sonucu elde
edilen imge c¢ikartilmig, fark imgesi Otsu esikleme yontemi ile esiklenmis ve esiklenen
imge orijinal imge ile carpilarak artifaktlardan armndirilmis mamografi imgesi elde
edilmistir. Imgelerin kontrastin1 iyilestirmek i¢in dalgacik diizleminde Adaptif Wiener
filtre uygulanmistir. Bu amagla imgeler Haar, Daubechies ve Coiflets dalgaciklari
kullanilarak ii¢ seviyeye ayrigtirllmistir. Adaptif Wiener filtre ayrisim sonucu elde edilmis
yaklasim imgelerine uygulanmistir. En iyi sonucun Coiflets dalgacig kullanilarak ayrisim
yapildiginda elde edildigi belirtilmistir.  Artifaktlardan arindirilmis  ve  kontrasti
tyilestirilmis mamografi imgelerinde kitle tespiti icin Hammouche vd. (2008) tarafindan
gelistirilmis boliitleme algoritmasi kullanilmistir. Bu algoritmada, imgenin gri-seviye
histogrami1 Daubechies2 dalgacigi ile yaklasim ve detay bilesenlerine ayrilmaktadir.

Yaklagim bilesenlerine genetik algoritma uygulanarak esik sayis1 ve degerleri
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belirlenmekte ve buna gore imge boliitlenmektedir. Bu algoritma sonucunda olusan yanlis-
pozitiflik oranini1 azaltmak amaci ile esiklenmis imgelerden ROI’ler ayrilmis ve bu
bolgelerin alan, merkez ve c¢evre Olglimleri hesaplanmistir. Gozlemelere dayanarak
kitlelerin 1000-40000 piksel kare boyut aralifinda oldugu belirlenmis ve bu boyutun
tizerinde olan ROTI’lerin kitle olmadigina karar verilmistir. Bu durumda %95 hassasiyetle
kitle tespiti yapilirken imge basina 2.80 yanlig-pozitiflik saptanmistir. Geriye kalan
bolgeler CC ve MLO mamogramlarinda bir uzman tarafindan karsilastirilmistir. Iki
mamogramda da %95 - %100 alana sahip bolgelerin kitle oldugu kabul edilmistir. Bu
durumda yine %95 hassasiyetle kitle tespiti yapilirken, yanlig-pozitifligin imge basina
1,37’ye diistiigii  gorilmiistiir. Calismada, kompleks-dalgacik doniisiimii, curvelet
donlisimii  ve shearlet donlisimii gibi yOntemlerin kullanilmas1 ile hassasiyetin

arttirilabilecegi belirtilmistir.

Anitha vd. (2017), 6nerdikleri CAD sisteminde iki asamali adaptif esikleme (dual
stage adaptive thresholding) kullanmislardir. Onerilen sistemde ROI tespiti histogram ve
yerel pencere esikleme yontemiyle elde edilmistir. Daha sonra tiim imgenin histogram tepe
analizi ile global esikleme ger¢eklenmis, esik ise Onerilen esik se¢im kriterini maksimize
edecek sekilde elde edilmistir. Caligmanin %93 hassasiyet ile gercgeklestirildigi
belirtilmistir.

2.3.  Anomali Tipi Simiflandirmasi Yapilan Calismalar

Vallez vd. (2013), mamografi imgelerinde lezyon tespit ve smiflandirmasi
oncesinde meme doku tipinin belirlenmesinin basar1 oranini artiracagini savunmuslardir.
Bu amagla gelistirdikleri ii¢ asamali sistemin ilk asamasinda mamografi imgesi arka
plandan arindirilmis, ikinci asamasinda meme doku tipi belirlenmis ve {i¢iincii asamada
lezyon tespiti gerceklestirilmigtir. Yontem, Tarama-Film Mamografi (Screening-Film
Mammography — SFM) ve FFDM veritabanlarindan alinan 1459 mamogram iizerinde test
edilmistir. On islem asamasinda meme bolgesine ait bir noktanin bulunmasindan sonra esik
degeri Otsu esikleme yontemi ile belirlenmis 8-yonlii zincir kodu kullanilarak meme
bolgesi arka plandan arindirilmigtir. Smiflandirma ic¢in arka plandan arindirilmis tiim

meme bolgesinden 298 Oznitelik ¢ikartilmistir. Bu Ozniteliklerin 241 tanesi imge

histogramlaridan ve d = {I,3, 5} uzaklik ve 6 = {00,45 ©90°,1 350} yon parametreleri ile
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GLCM matrislerinden elde edilmis ve bu Ozniteliklerin homojen meme doku tiplerinde
etkili oldugu belirtilmistir. Diger 57 6znitelik ise yerel ikili Ortintiilerin ortalama, varyans,
basiklik (kurtosis), asimetri degerleri ve 24 Gabor filtre Chebyshew momentleri, ortalama
ve varyans degerleridir ve bu 6zniteliklerin heterojen meme doku tiplerinde etkili oldugu
belirtilmistir. Cikartilan 6zniteliklere Kolmogorov-Smirnov testi, Levene testi, varyans
analizi ve Kruskall-Wallis testleri uygulanarak meme doku tipinden etkilenmeyen
Oznitelikler bulunmus ve bunlarin disindaki 6znitelikler secilmistir. Sec¢ilen 6zniteliklere
PCA, Dogrusal Ayirtag Analizi (Linear Discriminant Analysis — LDA), 6znitelik siralama
ve Oznitelik segme algoritmalar1 uygulanarak boyut indirgeme yapilmis ve en uygun boyut
indirgeme yonteminin LDA oldugu tespit edilmistir. Meme doku tipi siniflandirmast igin
SVM, dogrusal Bayes, Naive Bayes, &-NN (k=1), karesel (quadratic) smiflandirici, en
yakin ortalama, Fisher ve parzen simiflandiricilart agirliklandirilarak kullanilmistir.
Siniflandirma i¢in birinci seviyede yagli ve yogun dokulari, ikinci seviyede homojen ve
heterojen dokular1 belirleyen iki seviyeli bir agac yapist olusturulmustur. Yontem ile
birinci seviyede SFM veritabaninda %99, FFDM veritabaninda %96,93, ikinci seviyede ise
SFM ve FFDM veritabanlarinda sirastyla %99 ve %91,57 tanima oranlar1 saglanmistir.
Lezyon tespiti i¢in uyarlamali filtreleme, Daubechies20 dalgacigi ile dalgacik doniistimii
ve bulanik-k-ortalama (fuzzy-k-means) kullanilmis ve FFDM veritabanindan her dokudan
esit sayida ornek olacak sekilde 724 mamografi imgesi ilizerinde test edilmistir. Yogun
doku tiplerinde yoOntemlerin parametrelerinin daha yiiksek oldugu belirtilmistir.
Mikrokalsifikasyon tespitinde uyarlamali filtre, bozuntu tespitinde dalgacik doniisiimii ve
kitle tespitinde bulanik-k-ortalama yonteminin daha yiiksek tanima orami sagladig
goriilmiistiir. Sonug olarak, meme doku tipi siniflandirmasi yapilmadan 6nce yaklasik %78
olan basar1 oranit meme doku tipi smiflandirmasindan sonra %91’e yiikseltilmistir.
Calismada sonraki caligmalarda baska doku oOzniteliklerinin degerlendirilebilecegi ve

“kelime cantasi (bag-of-words)” yonteminin kullanilabilecegi belirtilmistir.

Guliato vd. (2008), poligon modelleme yonteminin giirtilti etkisini azaltirken
onemli Oznitelikleri korudugu gerekcesi ile mamografi imgelerinde kanser tespiti
konusunda daha etkili olacagini belirtmislerdir. Yontem, SFM ve MIAS veritabanlarindan
temin edilmis 65 iyi huylu kanserli 46 kotii huylu kanserli olmak iizere 111 kontur
tizerinde test edilmistir. Yontemde ilk olarak her bir konturun dogrusal boliitleri

belirlenmis ve her komsu iki boliitiin uzunluklarina ve agilarina bakilarak daha fazla nokta
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iceren daha az sayida bdliitler elde edilmistir. Konturlarin iyi huylu ya da kétii huylu
olmasinin tespiti i¢in her bir spikiiliin uzunlugu ve acist kullanilarak spikiilasyon indeksi
hesaplanmis ve bir esik degerinden gecirilmistir. Spikiilasyon indeksinin yiiksek oldugu
konturlarin koétii huylu, diisiik oldugu konturlarin ise iyi huylu olduguna karar vermislerdir.

Calismada yontemin basari oran1 %94 olarak belirtilmistir.

Karahaliou vd. (2008), mamografi imgelerinde mikrokalsifikasyon igeren bolgeyi
cevreleyen  128x128’lik  ROI  bolgesinin  doku  Ozniteliklerini  kullanarak
mikrokalsifikasyonun iyi huylu ya da kétii huylu olduguna karar vermislerdir. Caligmada
mamografi imgelerin dncelikle dalgacik-tabanli uzamsal adaptif (wavelet-based spatially
adaptive) bir yontem ile kontrasti artirilmistir. On islenmis imgelerde 128x128’lik ROI
bolgeleri belirlenmis ve bu bolgelerden gri-seviye ve dalgacik doku oOznitelikleri
cikartilmigtir. Gri-seviye ve dalgacitk doku Oznitelikleri, olasiliksal sinir aglar
(probabilistic neural networks) ile ayr1 ayr1 siniflandirma islemine tabi tutulmustur. ki
siniflandirma sonuclar1 ¢ogunluk oylama ile sonuglandirilmistir. Yontem, DDSM
veritabanindan yagli-glandiiler ve yogun glandiiler meme doku tipine sahip 54’1 koti
huylu mikrokalsifikasyon iceren 100 imge iizerinde test edilmis ve %94’lik bir tanima

orani saglanmugtir.

Verma vd. (2009), yaptiklar1 ¢alismada dijital mamogramlarda tespit edilen
kitlelerin 1yi ya da kotii huylu olarak siniflandirilmasi i¢in bir Yumusak Kiimeleme Sinir
Ag1 (Soft Clustering Neural Network—SCNN) teknigi sunmuslardir. Calisma, mamografi
imgelerinin islenerek olast kitle bolgelerinin ¢ikarilmasi, bu bdlgelerin 6zniteliklerinin
belirlenmesi ve SCNN yontemi ile simiflandirma yapilmasi asamalarin1 igermektedir.
Yapilan calismada egitim ve test icin DDSM veri tabanindan aliman 100 kot huylu
kanserli ve 100 iyi huylu kanserli mamografi imgesi kullanilmistir. Mamografi
imgelerinden ROI’lerin tespiti Kumar vd. (2006) ve Panchal ve Verma (2006)
caligmalarinda gelistirilen program ile gerceklestirilmistir. ROI’lerden hasta yasi, kiime
belirginligi ve BI-RADS tanimlayict 6znitelikleri (yogunluk, kiitle sekli, kiitle smir1 ve
anormallik degerlendirme derecesi) ¢ikarilmistir. SCNN yoOnteminin egitimi, bir hata
matrisi ile zayif kiimeleri ve kiime bulunmayan durumlar giris verisinden ¢ikardiktan

sonra gerceklestirilmistir. Sonug olarak 10-katlamali (ten-fold) ¢apraz dogrulama(cross-
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validation) metodolojisi kullanilarak yapilan siniflandirmada SCNN’nin %94 hassasiyet ile

kitle tipini belirleyebildigi saptanmaistir.

Keles vd. (2011), yaptiklar1 ¢alismada meme kanseri tespiti yapan bir uzman sistem
gelistirmislerdir. Mamografik kitle veri seti UCI Machine Learning Repository’den
alimmistir. Calismada BI-RADS derecelendirmesi (0: iyi huylu kanserli- 5: koétii huylu
kanserli), hasta yasi, kiitle sekli, kiitle sinir1 ve yogunluk oznitelikleri kullanilmastir.
Calismada sinirsel-bulanik (neuro-fuzzy) yontemi ile elde edilen fuzzy kurallarina sahip bir
uzman sistem olusturmuslardir. Sinirsel-bulanik yontemi sezgisel 6grenme algoritmasi
kullanan 3 katmanli ileri beslemeli bir yapiya sahiptir. Burada giris katmaninda BI-RADS
derecelendirmesi, kiitle sekli ve kiitle sinir1, gizli katmanda ise bulanik kurallar yer
almaktadir. Cikis katmanindaki iki néron ise kitlenin iyi huylu ya da koétii huylu olma
durumlaridir. Bu yapiyr Visual C#’de olusturarak ve veri tabani platformu olarak SQL
Server kullanarak bir arayiize doniistiirmiiglerdir. Arayiizde, hastanin numarasi, adi-soyadi,
medikal degerleri, doktor teshisi ve uzman sistemin teshisi gibi her hasta i¢in detayh
bilgiler yer almaktadir. Calismanin sonucunda bu sistemin yaklagik %76 hassasiyette

calistig1 belirtilmistir.

Maitra vd. (2011), MIAS veritabanim1 kullandiklar1 c¢aligmada, yagli, yagh-
glandiiler ve yogun-glandiiler meme doku tiplerindeki anomalileri (kalsifikasyon,
tanimlanmis, tanimlanamamais kitle ve diger hastalikli kitleler) belirlemek i¢in iki asamali
bir yontem Onermislerdir. Yontemin ilk asamasinda dijital mamografi imgelerinin
kontrastt bir esik degeri ile artirillarak meme bdlgesi cikartilmistir. Yontemin ikinci
asamasinda, arka plandan arindirilmis mamografi imgelerinden 8x8’lik homojen bloklar
elde edilerek anomalili kitle belirginlestirilmistir. Elde edilen homojen bloklarin renk
basamaklama yontemi ile boliitlenmesi sonucu mamografi imgelerinde anomali olup

olmadigit  acikga  goriilebildigi  belirtilmistir.  Segmente  edilmis  imgelerin
6 = {00,45 ©90°,1 350} yon ve d =1 uzaklik parametreleri kullanilarak GLCM matrisleri

olusturulmus; bu matrislerden kontrast, enerji, homojenlik ve korelasyon oznitelikleri
cikartilmigtir. Bu sekilde anomali tipinin tespit edilebildiginin ifade edildigi ¢aligmada

basar1 oran1 belirtilmemistir.
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Eltoukhy vd. (2012), dijital mamografi goriintiilerinde meme kanseri teshisi i¢in bir
sistem gelistirmigler ve sistemin MIAS veritabanindan alman 322 mamografi imgesi
tizerinde test etmislerdir. Calismada, kirpma operasyonu sonucu arka plandan arindirilan
mamografi imgelerinden 128x128’lik ROI’ler maniiel olarak elde edilmistir. Oznitelik
cikarmak i¢cin mamografi imgelerinden ¢ikartilmis ROI’lere dalgacik ve curvelet
dontigiimleri uygulanmistir. Sonrasinda Ozniteliklerin kapasitesini belirlemek igin bir
Oznitelik listesi olusturmus ve dinamik esikleme uygulanarak en 6nemli Oznitelikleri
belirlenmistir. Veri seti %70 egitim ve %30 test olarak ayrigtirllmistir. Egitim seti SVM
siiflandirmasint olusturmak i¢in, test ise siniflandiricinin hassasiyetini belirlemek i¢in
kullanilmistir. Bu yontem, en az sayida katsay1 kullanarak en yiiksek hassasiyeti elde edene
kadar tekrarlanmistir. Yontem iki tip smiflandirma igin uygulanmustir. Ik adimda
mamogramin normal ya da anomalili oldugu tespit edilirken, ikinci adimda anomalili
mamogramin iyi ya da kétii huylu oldugunun tespiti yapilmaktadir. ilk olarak &znitelik
cikarmak icin dalgacik donilisiimii uygulanmistir. Bu durumda maksimum hassasiyetin ilk
siniflandirmada 1238 katsayi ile %95,84, ikinci simiflandirmada ise 150 katsay1 ile %96,56
oldugu belirtilmistir. Ikinci olarak da oznitelik ¢ikarmak icin curvelet doniisiimii
uygulanmistir. Burada da maksimum hassasiyetin ilk siniflandirmada 5663 katsayi ile
%95,98, ikinci siniflandirmada ise 333 katsay1 ile %97,30 oldugu belirtilmistir. Sonuglar1
dogrulamak i¢in optimize edilmis esik degerinde 5-katlamali c¢apraz dogrulama
metodolojisi uygulanmistir. Sonug¢ olarak her iki yontemin de verimli oldugu tespit
edilmistir. Calismada dalgacik doniisiimiiniin katsayr miktarin1 25129°dan  birinci
siiflandirma i¢in 1238’e, ikinci siniflandirma igin 150’ye; curvelet doniisiimiiniin ise
46080°den birinci siniflandirma i¢in 5663’e, ikinci smiflandirma i¢in 333’e diistirdiigl

belirtilmistir.

Dhanalekshmi ve Phadke (2013), mamografi imgelerini giic spektrum analizi
(power spectral analysis) tabanli oransal kirilma (fractal) analizi ile siniflandirmislardir.
Mamografi imgelerinde ROI mantiel olarak belirlenmistir. ROI’ler Hanning penceresi ile
pencerelenmis, pencerelerin Fourier doniisiimii alinmis ve biiyliklilk cevabinin karesi
almarak oransal kirilma boyutlar1 (fractal dimension) hesaplanmistir. Yontem MIAS
veritabanindan alman 22 mamografi imgesi {izerinde test edilmistir. Iyi huylu kitlelerde

kirilma boyut degerinin [0,8 1,1], kotii huylu kitlelerde [1,2 1,6] araliginda, diger anomali
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durumlarinda ise bu araliklarin diginda oldugu tespit edilmis ve %82 basar1 orani elde

edilmistir.

Casti vd. (2013), mamografi imgelerinde goriilen kitleleri iyl huylu ve kotii huylu
olarak siniflandiran ve bu siiregte kitle sinirlarini diizgiin tespit etme zorunlulugu olmayan
bir sistem gelistirmislerdir. Bu amagla ilk olarak FFDM veritabanindan alinmis 120 iyi
huylu kanserli, 26 koétii huylu kanserli kitle iceren 146 ROI imgesinin kontrastiLook-Up-
Table doniisiimii ile iyilestirilmistir. Iyilestirilen imgelerden merkezi kitlenin merkezi olan
dairesel bolgelerden Oznitelik ¢ikartilarak kitle sinirlarini diizgiin tespit etme gerekliligi
ortadan kaldirilmistir. Bu dairesel bolgelerden ve bu bolgelerin Gabor filtre cevaplarindan
radyal korelasyon ve radyal egilim degerleri hesaplanmistir. Calismada diisiik radyal
korelasyon ve egilim degerlerinin iyi huylu kitleleri, yiiksek degerlerin ise kotii huylu
kitleleri betimledigi belirtilmistir. Her bir dairesel bolge i¢in hesaplanan dort deger Fisher
Dogrusal Ayirtag Analizi (Fisher’s Linear Discriminant Analysis — FLDA) Bayes
siniflandirici, SVM ve Radyal Tabanli Fonksiyon Sinir Aglar1 (Radial Based Function
Neural Network — RBFNN) kullanilarak siniflandirilmistir. FLDA, BAYES, SVM ve
ANN-RBF simiflandirma sonuglari sirasi ile %82, %76, %85 ve %93 olarak belirtilmistir.

Casti vd. (2016) bir bagka calismalarinda, ¢cok asamali bir yaklagimla memenin
Gauss egikligini ¢ikarmis, dairesel ROT’leri ¢ikarmis, piksel degerlerinin yerel
devamsizligi ve uzamsal bagimsizlifina bakarak konturdan bagimsiz = 6znitelik
tanimlayicilar1 tanimlamiglardir. Bu ¢ok asamali yaklagimin i¢inde ayni anda ROI tespiti
ve yonelimli bilesenlerin ¢ikarimini yaparak dairesel ROI’lerin ¢ikarim basarimini
artirmistir. Lezyonlar1 ve kétii huylu ROI’leri ayr1 ayri siniflandirarak iyi huylu ve normal
ROPI’leri bir sinif, kotii huylu ROI’leri bir sinif olarak diisiinmiis, siniflandirmay1 FLDA ile
gerceklemistir. Onerilen sistemi MIAS, DDSM ve FFDM veritabanlarina uygulamis ve

%92 hassasiyetli kotii huylu tiimor tespitini basarmislardir.

Swiderski vd. (2017) DDSM veritabanina odaklanarak negatif olmayan matris
faktorizasyonu yontemiyle olusturulan tanimlayicilar ile mamogram simiflar1 arasindaki
ayrimi genisletmeyi amaglamiglardir. Yazarlar calismalarinda %83 hassasiyet, %80,2

dogruluk ve AUC=0,83 degerleri elde ettiklerini belirtmislerdir.
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Choi vd. (2016) onerdikleri CAD sisteminde farkli 6zniteliklerden tiiretilmis yeni
Oznitelik kiimesi ile daha ayrik siniflandirma elde etmis ve Oznitelik siniflandirici
seciminde Ozgilin bir se¢im ydntemi Onermislerdir. Kullanilan 06znitelikler literatiirde
mevcut 6znitelikler olmakla beraber bu 6zniteliklerden tiiretilen 6znitelikler AdaBoost ve
agirliklandirma ile elde edilmistir. Siniflandiric1 se¢iminde ise daha iyi cevap veren
simiflandiricilart segen yerel 6grenme hipotezini kullanan bir yol izlemislerdir. Calismada
onerilen CAD sisteminin AUC=0,932 degeriyle literatiirdeki temel siniflandirma

yaklasimlarinin 6niinde oldugu belirtilmistir.

Beura vd. (2015) iki boyutlu dalgacik doniisiimii ve normalize edilmis GLCM
matrisleri ile olusturulan O6znitelikleri F-test ve t-teste sokarak oOznitelik kiimesinden
secerek geriye yayilimli sinir ag1r kullanan bir siniflandirici ile yeterli basarim elde
etmislerdir. Onerdikleri sistem ile MIAS veritabaninda saglikli — kanserli doku igin %98,
iyl huylu kanserli — kotii huylu kanserli doku i¢in %94,2 ve DDSM veritabaninda ise
saglikli — kanserli doku i¢in %98,8 ve iyi huylu kanserli — kotli huylu kanserli doku i¢in
%97.,4 dogruluk elde etmislerdir.

Muramatsu vd. (2016) caligmalarinda boliitlemeye ihtiyag duymamasindan dolay1
desen tipinde Ozniteliklere odaklanmiglardir. Burada deseni elde etmek icin ii¢li yerel
radyal oriintiilerini kullanmiglar, bu oriintiilerden elde edilen 6zniteliklerin basarimini ti¢lii
yerel oOriintiileri, ddonmeden bagimsiz bir bi¢imli (uniform) ti¢lii yerel oriintiileri, GLCM ve
dalgacik  Oznitelikleriyle olusturulmus  Oznitelik  kiimelerinin  MLP ve SVM
smiflandiricilartyla basarimmi — gozlemlemislerdir.  Oznitelikleri kendi — arastirma
merkezlerinde elde ettikleri mamogramlar iizerinde denemis, literatiirde gegerli
veritabanlarinda denemeler yapmamiglardir. Bu veritabani i¢in iiglii yerel radyal yerel

ortintiileri icin AUC=0,90 degeri elde etmislerdir.

2.4. Pektoral Kas Tespiti Yapilan Calismalar

Mamografi imgelerinin pektoral kaslardan arindirilmasi konusunda literatiirde yer
alan caligmalar genel olarak yeginlik (intensity)-tabanli ve dalgacik-tabanli yaklagimlar
olup, bu yaklagimlar dogru tespiti (line detection) yontemleri, istatistiksel yontemler ve

diger yontemler olmak {izere ii¢ ana baglikta incelenmektedir (Ganesan vd., 2013).
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Yeginlik-tabanli yaklagimlar, pektoral kas bolgesi yeginlik seviyelerinin meme
dokusu yeginlik seviyelerine gore daha yiiksek olacagi 6n bilgisini kullanmaktadirlar. Bu
yaklasimlar dogrudan piksel yeginliklerini (Saltanat vd., 2010; Roshan ve Harada, 2007;
Nagi vd., 2010; Liu vd., 2010; Liu vd., 2012), imgelerin histogram (Thangavel ve Karnan,
2005; David vd., 2005; Subashini vd., 2010) ya da gradyan (Chakraborty ve
Mukhopadhyay, 2012) bilgilerini kullanarak uygulanabilecegi gibi imgelerin gradyanlarina
da (Camilus, 2011) uygulanabilmektedir. Ayrica, uzamsal diizlem yerine dalgacik
diizlemde pektoral kas giderimi amaclanan ¢alismalar da literatiirde mevcuttur (Mustra vd.,

2009; Ferrari vd., 2004; Ma ve Manjunath, 2000).

Mamografi imgelerinden pektoral kas giderimi konusunda literatiirde siklikla
karsilagilan dogru tespiti yontemleri pektoral kaslarin mamografi imgelerinde meme
yoniine bagh bir kosede licgen geometrisine sahip karakteristikte oldugu on bilgisine
dayanmakta ve tiggenin hipoteniisiinii bulmay1r amaglamaktadir. Bu amagcla, diiz dogru
kestirimi (straight line estimation) (Nagi vd., 2010; Chakraborty ve Mukhopadhyay, 2012;
Karssemeijer, 1998; Kwok vd., 2001, 2004; Mustra ve Grgic, 2013; Tzikopoulos vd.,
2011; Vaidehi ve Subashini, 2013), Hough doniistimii (Ferrari vd., 2004; Yam vd., 2001)
ve egri uydurma (Weidong vd., 2007) yontemleri kullanilmaktadir. Uggen geometrisine
benzetilmis pektoral kas bolgesinin hipoteniis kenar1 tam bir dogru karakteristiginden
ziyade egrisel bir yap1 gosterdiginden elde edilen dogruyu yontem basarisini artirabilmek
adina dinamik programlama yontemleri ile egrilestiren ¢aligmalar da literatiirde mevcuttur

(Karssemeijer, 1998; Kwok vd., 2001, 2004; Yam vd., 2001).

Istatistiksel yontemler kullanilarak yapilan ¢alismalar incelendiginde, son yillarda
graf-temelli yaklagimlar (graph theory approach) mamografi imgelerinden pektoral kas
giderimi amacl kullanilmaya baglandig1 goriilmektedir (Domingues vd., 2010; Camilus
vd., 2010; Abdellatif vd., 2012). Bir baska calismada ise Moayedi vd. pektoral kas

giderimi i¢in piksel enerjilerinin logaritmasini kullanmiglardir (Moayedi vd., 2010).

Bu yontemlere ek olarak, ortalama-kaydirma boliitleme (mean-shift segmentation)
(Sultana vd., 2010), bagh bilesen etiketleme (connected component labeling) (Li, 2012) ve
bolge biiyiitme algoritmasi (region growing algorithm) (Maitra vd., 2012; Talha ve Sulong,
2012) gibi yontemlerde literatiirde yer almaktadir.
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2.5. Kanser Riski Tespit Edilen Calismalar

Li vd. (2013), meme doku tipine bagli meme kanseri risk tespitini arka plan
parlakligindan bagimsiz doku 6znitelikleri kullanarak yapmuslardir. Yazarlar, BI-RADS
kategorisine gore yagl ve yagli-glandiiler olarak siiflandirilan meme doku tiplerinin
diisiik, heterojen yogun ve c¢ok yogun olarak siniflandirilan meme doku tiplerinin ise
yiiksek kanser riski tasidigini belirtmislerdir. Calismada DDSM veritabanindan 3 farkli
veri seti olusturulmustur. Birinci veri setinde her meme doku tipinden 40 (20 egitim igin,
20 test igin) tane olmak iizere 160 CC mamografi imgesi bulunmaktadir. Ikinci veri setinde
her meme doku tipinden 40 (20 egitim ig¢in, 20 test i¢in) tane olmak iizere 160 MLO
mamogram ve ligiincii veri setinde her meme doku tipinden 20 CC ve 20 MLO (10 CC&
10 MLO egitim i¢in, 10 CC & 10 MLO test i¢in) olmak iizere 160 sa§ meme
mamogramindan olusmaktadir. Mamografi imgelerinden artifaktlarin, pektoral kaslarin
atilmas1 ve meme sinirlarinin belirlenmesi islemleri Image] yazilim ile maniiel olarak
yapilmistir. Arka plan parlakligindan bagimsiz doku 6zniteliklerinin ¢ikartilabilmesi igin
imgeler normalize edilmistir. Ilk olarak, normalize edilmis imgelerin her bir pikseli 3x3
komsulugundaki 8 pikselden olusan bir vektor ile temsil edilmistir. ikinci asamada, dért
meme doku tipinin her biri i¢in vektdr topluluklarina k-ortalama kiimeleme (4=5)
uygulanarak alt-texton sozliikleri olusturulmustur. Siniflandirmada dort alt-texton sozliiglin
birlestirilmesi ile olusturulmus tek bir texton sozliigii kullanilmistir. Ugiincii asamada, 8-
boyutlu vektorler en yakin kiime merkezine gore etiketlenerek her imgenin texton haritasi
cikartilmis ve imgeler bu textonlarin histogrami ile temsil edilmistir. Siniflandirma
asamasinda birinci, ikinci ve {ligiincii veri setleri icin sirasiyla A=2, k=2 ve k=7 olarak alinan
k-NN siniflandiricist kullanilmigtir. Birinci veri seti kullanildiginda yaglh, yagli-glandiiler,
heterojen-yogun ve ¢ok yogun doku siniflandirma hassasiyetleri sirastyla %75, %25, %100
ve %65 olarak elde edilmistir. Ikinci veri setinde bu oranlar %75, %5, %60 ve %70,
ticiincli veri setinde ise %70, %0, %80 ve %35 olarak elde edilmistir. Yagli ve yagli-
glandiiler doku tipleri birinci siif, heterojen-yogun ve ¢ok yogun doku tipleri ikinci sinif
olarak kabul edilip iki-siifli siniflandirma problemi ¢6ziildiiglinde birinci verisetinde ilk

siift ayirma hassasiyetinde diisiis gdzlenirken diger tiim oranlarda artis gézlenmistir.

Li vd. (2014), bir baska calismalarinda bir memedeki kanser riskini aym kisinin

diger memesinin mamogramina bakarak tespit etmeye ¢alismislardir. Yazarlar, kansersiz
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bir memenin kanser riskinin diger meme kansersiz ise diisiik, kanserli ise yliksek oldugunu
belirtmislerdir. Calismada DDSM veritabanindan alinmis her bir BI-RADS sinifindan 20
disiik, 20 yiiksek risk tasiyan mamografi imgesi egitimde, ayn1 Ozellik ve sayida
mamografi imgesi de testte kullanilmistir. Imgelerden artifaktlar ve pektoral kaslar maniiel
olarak kaldirilmig, meme bolgesi Image) yazilimi ile c¢ikartilmigtir. Gogsiin farkl
bolgelerinin risk degerlendirmesine katkisini incelemek i¢in meme bolgesinden alt1 farkl
kesit alinmistir. Bunlardan ilk iicli merkezi meme ucu olan dairesel kesitlerdir. Diger
kesitler ise ilk ti¢ kesitin birlesimi, tiim meme bolgesi ve tiim meme bolgesinden ilk {i¢
kesitin c¢ikarilmasi ile elde edilen kesitler olarak tanimlanmistir. Normalize edilmis
mamografi imgelerinden doku 6znitelikleri iki farkli smiftan c¢ikartilmistir. Bunlardan
birincisi 3%3, 5x5 ve 7x7’lik komsuluklarindaki piksellerin parlaklifina gore c¢ikartilan
texton Oznitelikleridir. Bu oOzniteliklerin c¢ikartilmasinda Verma vd. (2009) tarafindan
belirtilen yol izlenmistir. Siniflandirma asamasinda A-NN (4=3), dogrusal SVM ve FLDA
siniflandirict kullamlmustir. kinci siif doku dznitelikleri ise meme bélgelerine 10 yonlii
Gabor filtre uygulanarak elde edilmistir. Filtrelenmis imgeler esiklenmis ve baglh
bilesenler elde edilmistir. Bu bilesenlerden geometrik merkezin meme ucuna olan uzakligi,
geometrik merkez ile meme ucunu birlestiren dogrunun yatayla yaptig1 a¢i, bilesenin ana
ekseni ile geometrik merkezi meme ucuna birlestiren dogru arasindaki agi ve bilesenin
alan1 olmak tizere dort 6znitelik ¢ikartilmistir. Bilesenin ana ekseninin yonii bagl bilesenin
piksel koordinatlarina PCA uygulanarak bulunmustur. Siniflandirma asamasinda A-NN
(k=9), dogrusal SVM ve FLDA smiflandiricis1 kullanilmistir. Tiim sonuglar
degerlendirildiginde, en verimli sonucun tiim meme bdlgesinden 3x3’liikk komsuluklara
bakilarak cikartilan texton Ozniteliklerinin SVM kullanilarak smiflandirilmasi ile %71,3
hassasiyetle elde edildigi goriilmiistiir. Bu sartlar altinda diisiik riskli mamogramlar %85,

yiiksek riskli mamogramlar ise %57,5 hassasiyetle siniflandirilmaktadir.

2.6. Diger Cahismalar

Petroudi vd. (2013), meme doku tipi siniflandirmasinda anlik genlik, frekans ve faz
bilgilerini verdigi i¢in Genlik Modiilasyonu (Amplitude Modulation — AM) - Frekans
Modiilasyonu (Frequency Modulation — FM) ayrisimi ile elde edilebilecek doku
Ozniteliklerinin kullanilabilecegini belirtmislerdir. Bu amagla, 6-6l¢ek 8-yonlii bir Gabor

filtre bankas1 ile AM-FM ayrisimi1 gergeklestirilmistir. Baskin bilesen analizi (dominant
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component analysis) yontemi ile tiim 6lgek ve frekanslarda en fazla degerlendirilen yerel
genlik bileseni ile meme dokusu betimlenmistir. Yontem MIAS veritabanindan alinan 62
yagli, 62 yagli-glandiiler ve 62 yogun-glandiiler mamografi imgesi iizerinde test edilmistir.
Smiflandirma i¢in A-NN (k=5) smiflandiricist kullanilmistir. Calismada yagh, yagli-
glandiiler ve yogun-glandiiler meme tipleri siras1 ile %81,25, %83,87 ve %86,49
hassasiyetle siniflandirilmigtir. Tiim meme tipleri ele alindiginda yontemin %84
hassasiyetle calistig1 belirtilmistir. Yazarlar, gelecek ¢alismalarinda AM-FM ayrisimi igin

adaptif filtre bankasi tasariminin yapilacagini belirtmislerdir.

Li vd. (2014), kernel-tabanli 6grenme algoritmalarinin performansini artirabilmek
icin optimizasyon denklemleri Fisher ve maksimum mesafe (maximum margin)
kriterlerine gore olusturulmus veriye-bagli kernel optimizasyonu Onermislerdir.
Onerdikleri optimizasyon yontemini farkli veritabanlarinda kernel PCA ve kernel LDA
yontemleri iizerinde test etmislerdir. MIAS veritabanindan alinmis 12 yagh, 14 yagh-
glandiiler ve 16 yogun-glandiiler mamografi imgesinden istatistiksel 6znitelikler ¢ikartilip
optimize edilmis kernel LDA kullanarak %96,46 hassasiyet ile smiflandirildig
belirtilmistir.
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3. MAMOGRAFI IMGELERININ ON ISLENMESI

Mamografi imgelerinin incelenmesinde temel olarak iki sorun radyoloji
uzmanlarinin yorumlama siirecini zorlagtirmaktadir. Bu sorunlardan biri ROI {izerindeki
diisiik kontrastl 6zelliklerin kemik, pektoral kas gibi diger dokular tarafindan goériilmesinin
engellenmesidir. Bu sorunun asilmasi i¢in imgelere bir kontrast iyilestirme isleminin
uygulanmas1 gerekmektedir. Bir diger sorun ise goriintiileme sirasinda veya etiketleme
sonucu imgelerde giiriiltii olugmasidir. Giiriiltii giderimi ig¢inse imgelerin uygun filtreleme

islemlerine tabi tutulmalar1 gerekmektedir.

3.1. Kontrast Iyilestirme

Histogram, bir imgedeki yeginlik degerlerinin goriilme sikligin1 gdsteren bir
grafiktir. Herhangi bir imgenin histogramina bakarak o imgenin kontrast1 hakkinda bilgi
edinilebilmektedir. Ornegin, sola dayal1 bir histogram karanlik bir imgeyi gosterirken saga
dayali bir histogram aydinlik bir imgeyi gostermektedir. Bir imgenin karanlik veya
aydinlik olmasi, bir baska deyimle histograminin dar olmasi o imgenin kontrastinin diigiik
oldugu anlamina gelmektedir. Histogram esitleme, her bir yeginlik seviyesinde esit sayida
piksel olacak sekilde imgelerin histogramini agma islemidir. Boylece, imgenin histogrami
genislemis yani kontrast1 yiikseltilmis olmakta ve imgeden daha fazla bilgi alma olanagi
saglanmaktadir. Bu nedenle, tez calismasi kapsaminda mamografi imgelerine kontrast

iyilestirme siireci i¢in histogram esitleme islemi uygulanmistir.

3.2. Mamografi Imgelerinin Iyilestirilmesi

Giriltiiler imgelerde yiiksek frekansli bilesenler olarak ortaya ¢iktigindan, giiriiltii
giderimi ic¢in imgelere bir yumusatma filtresinin uygulanmasi gerekmektedir. Yaygin
olarak kullanilan yumusatma filtrelerinden bir tiiri ortalama filtreleridir. Aritmetik
ortalama, agirlikli ortalama, geometrik ortalama ve harmonik ortalama bilinen ortalama
filtrelerindendir. Ortalama filtrelerinin ¢aligma prensibi imge ilizerinde gezdirilen kayan
pencere igerisindeki piksellerin ortalamasini pencerenin merkez pikseline atamaktir.

Giiriilti gidermeye ¢alisan yumusatma filtreleri yiliksek frekans bileseni olan giiriiltiiyii
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giderirken yine yliksek frekans bileseni olan kenar ve detay bilgilerinin de kaybina neden
olmaktadir. Bu durumda, giiriiltiiyli giderirken detay bilgisini de koruyan adaptif filtrelerin
kullanimi1 daha uygun olmaktadir. Adaptif filtreler, davranis1 (pencere biiyiikliigii, vb.)
yerel karakteristiklere gore degisen filtrelerdir. Tez calismasi kapsaminda, mamografi
imgelerine uygulanan filtreler alt bolimler 3.2.1, 3.2.2, 3.2.3, 3.2.4 ve 3.2.5’te

anlatilmistir.
3.2.1. Yerel-olmayan ortalama filtresi

Yerel-Olmayan Ortalama Filtresi (Non-Local Means Filter — NLM), herhangi iki
pikselin komsuluklarinin birbirine benzerligine gore pencere boyutunu degistirirken arama

penceresinde tiirevleri dikkate alarak kenar bilgisini koruyacak agirliklandirma

fonksiyonunu olusturmaktadir (Buades vd., 2005). NLM filtresi R,;,, komsuluk penceresi
boyutu, R,;, arama penceresi boyutu ve o giiriiltii seviyesi parametreleri ile
caligmaktadir. NLM filtresinden gecirilmis iki boyutlu birv = {v(i )| iel } imgesi Esitlik 3.1
ile elde edilmektedir. Esitlikteki 7 pikseli R,,;, arama penceresinde bulunan piksellerdir.

NLP)(E) = > wli j)-v()) 3.1)

jel

Esitlikteki w(i, j) ifadesi i ve j piksellerinin benzerligine gore belirlenmis agirlik
katsayisidir. Yontemde benzerlik oOlciitii olarak Esitlik 3.2°de gosterildigi sekilde sifir
ortalama ve o standart sapmali Gauss (G, ) agwhkli Oklid uzakligt d(i, /)

kullanilmaktadir. Esitlikteki u(Nl-) ve u(N J-) ifadeleri R;,, penceresindeki I ve j

piksellerinin yeginlik degerlerini ifade etmektedir. Benzerligi yiiksek piksellerin agirligi

fazla iken diislik benzerlige sahip piksellerin agirlig1 daha az olmaktadir.
. 2
d(i, j)= Gy - |u(N;) - u(N; )" - Ryim (3.2)

d(i,j) benzerligine gdre w(i,j) agwhg Esitlik 3.3'te gosterildigi sekilde

hesaplanmaktadir. Esitlikteki # ve Z; ifadeleri sirasiyla iistel bozulma parametresi ve
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normalizasyon sabitini ifade etmektedir. Z; normalizasyon sabiti Esitlik 3.4’te gosterildigi

sekilde hesaplanmaktadir.

; _d(i.))
w(i,j):z-e h’ (3.3)
_d(i.j)
Zi=) e I (3.4)
J

3.2.2. Medyan filtresi

Medyan filtresi (median filter) dogrusal olmayan filtreler arasinda giiriiltii giderimi
icin siklikla kullanilan bir filtre tiiridiir (Gallagher ve Wise, 1981). Bu filtreleme iglemi ile
imge tizerinde gezdirilen kayar pencerenin merkez pikseline o penceredeki yeginlik
seviyelerinin ortanca degerinin atanmasi gergeklestirilmektedir. Bu sekilde komsuluktaki

pikseller arasindaki biiyiik farklar kaldirilirken kenar bilgisi de korunmaktadir.

3.2.3. Merkez-agirhikl medyan filtresi

Rassal degerli diirtii giiriiltiilerinin giderimi i¢in medyan filtrenin gelistirilmesi
sonucu elde edilen Merkez-Agirlikli Medyan Filtresi (Center-Weighted Median Filter —
CWM) ile kayar pencerenin merkez pikselini istenilen oranda agirliklandirildiktan sonra,
merkez pikseline o penceredeki yeginlik seviyelerinin ortanca degerinin atanmasi

gerceklestirilmektedir (Chen ve Wu, 2001).

3.2.4. Frost filtresi

Frost filtresi (Frost filter), adaptif ve tistel agirlikli ortalama alan bir filtre tiirtidiir
(Shi ve Fung, 1994). Frost filtreleme ile imge tlizerinde gezdirilen kayar pencerenin iistel
agirhgr Esitlik 3.5’te verildigi sekilde, merkez pikselinin orijine olan uzakligi ve iistel
agirhk katsayist kullanilarak hesaplanmaktadir. Ustel agirlik katsayisi ise Esitlik 3.6°da
verildigi sekilde, yerel standart sapma ve yerel ortalama degerlerinin oranlanmasi ile

hesaplanmaktadir. Esitliklerdeki (x, y) noktasi merkez pikselin koordinatlarini gdsterirken
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expWeight, o, p ve «a terimleri sirasiyla merkez pikselin iistel agirligini, standart

sapmasini, ortalamasini ve iistel agirlik katsayisini ifade etmektedir.
exp Weight = e~V 7Y (3.5)

a= (3.6)

g
Y7

Bu durumda, filtrelenen pikselin alacagi yeni deger o pikselin filtre merkezine olan
uzakligi, yerel ortalama ve yerel standart sapma degerine gore Esitlik 3.7 kullanilarak

hesaplanmaktadir.
m ()= K, -e (3.7)
= x? +y7 (39)

Esitlikteki m' () ve K terimleri sirastyla pikselin filtreleme sonucu alacag: degeri

ve normalizasyon sabitini ifade etmektedir.
3.2.5. Bilateral filtre

Bilateral filtre (Bilateral filter) agirlikli ortalama alan bir bagka filtre tiiriidiir. Bu
filtre ile agirlik katsayisi filtrelenecek pikselin komsu piksellerine olan uzamsal uzaklik ve

yeginlik seviyesine gore hesaplanmaktadir (Tomasi ve Manduchi, 1998). Herhangi bir/

imgesindeki p pikselinin ogboyutundaki GGS Gauss komsulugunda yer alan ¢ pikseline
gore bilateral filtrelenmis yeni degeri [ f,f Esitlik 3.9 ile hesaplanmaktadir (Paris ve

Durand, 2006).Esitliklerdeki Wl[ff , 1 p Ve / ¢ terimleri sirasiyla normalizasyon sabiti, p
pikselinin yeginlik seviyesi ve ¢ pikselinin yeginlik seviyesini ifade ederken o, komsu

pikselin yeginlik seviyesi farkina gore ne kadar agirliklandirildigini kontrol eden bir

parametredir.

1
1 = 6o A=) G5 (1,1, 1, 69)
Wy ges
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wl = ZSG‘” (p-al) 6o, -1, -1,]) (3.10)
qe

3.3. Mamografi Imgelerinin Pektoral Kaslardan Arindirilmasi

Tiim meme bdlgesini igeren mamografi imgelerinden meme kanseri i¢in ROI’lerin
cikartilmasi, CAD sistemlerin hassasiyetini dogrudan etkileyen Onemli bir asamadir.
Mamografi imgelerinde, meme kanseri i¢cin ROI’ler diger bolgelere goére daha parlak
oldugundan, bu bélgelerin tespitinde yeginlik seviyeleri esas alinmaktadir. Bu durumda,
benzer yeginlik seviyelerine sahip olduklarindan, MLO c¢ekim mamografi imgelerinde
goziiken pektoral kaslarin varligi ROI tespitini zorlastiran en 6nemli unsurdur. Bu nedenle,
ROI tespiti dncesinde mamografi imgelerinin mutlaka pektoral kaslardan arindirilmasi
gerekmektedir. Tez calismasinda, mamografi imgelerinde pektoral kas tespiti bolge

biiylitme algoritmasi kullanilarak gergeklestirilmistir.
3.3.1. Bolge biiyiitme algoritmasi

Bolge biiyiitme algoritmasi, bolge tabanli boliitleme yontemlerinden olup, biiylitme
islemi icin Onceden tanimlanmis benzerlik kosulu g6z oniinde bulundurularak imgedeki
tiim pikselleri dogrudan bolgelere ayiran bir algoritmadir (Gonzalez ve Woods, 2014). Bu
algoritmanin esast benzer Ozellige sahip piksellerin bir araya getirilmesi ile bolgelerin
bliyiitilmesine dayanmaktadir. Bu amagla, ilk olarak bir tohum noktasi veya tohum
noktalar1 kiimesi ve bir benzerlik 6l¢iitii tanimlanmaktadir. Tanimlanan tohum kiimesi
baslangi¢ bolgesi olarak kabul edilmekte ve bu kiimedeki her bir pikselin 4 veya 8-
komsulugundaki pikseller benzerlik kosulu agisindan degerlendirilmektedir. Benzerlik
kosulunu saglayan komsu piksellerin bolgeye dahil edilmesi ve bu piksellerin
komgsuluklarinin degerlendirilmesi ile devam eden algoritma degerlendirilmeyen higbir
piksel kalmayinca sonlanmaktadir. Algoritmanin ¢aligma prensibi Cizelge 3.1°de

verilmistir.

Bolge biiyiitme algoritmasinin ilk adimi olan tohum noktasi/kiimesinin se¢imi
algoritmanin basarisin1 dogrudan etkileyen faktorlerden biridir. Algoritmanin uygulanacagi
imge ile ilgili herhangi bir 6n bilgi olmadiginda tohum noktasi/kiimesinin rastgele se¢imi

miimkiin oldugu gibi imgede aranan bolge ile ilgili yeginlik, renk, boyut, konum vb.



bilinen ozellikler dogrultusunda

gerceklestirilebilmektedir.
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tohum noktasi/kiimesi se¢imi de

Cizelge 3. 1. Bolge biiyiitme algoritmasinin ¢alisma prensibi

ifade

Aciklama

n
i=1Ri_R

Herhangi bir bolgeye atanmamis higbir

piksel kalmamaktadir.

R; :i.bagli bolge olarak tanimlanmaktadir.

i=12--n

Bir bolgenin icinde yer alan tim
bolgeler onceden tanimlanmis benzerlik

kosuluna gore benzerdir.

Vi igin RlﬂRj =¢

Herhangi iki bolge birbirinden ayriktir.

Vi igin P(R; )= DOGRU

Imgede boliitlenen bolgeler benzerlik
kosulunu DOGRU olarak saglayan
bolgelerdir.

VR; ve R komsu bdlgeleri igin

P(R|JR;)=YANLIS

Herhangi iki komsu bolge birbirinden
farkhidir.

Algoritmanin basarisini etkileyen faktorlerden bir digeri ise benzerlik kosulunun

belirlenmesidir. Gri seviye imgelerde piksel yeginlikleri veya uzamsal 6zellikleri benzerlik

Olciitii olarak kullanilabilmektedir.

Tez caligmas1 kapsaminda, bolge biiyiitme algoritmasi tabanli 6zgilin bir algoritma

olusturularak mamografi imgelerinde pektoral kas tespiti gerceklestirilmistir. Pektoral kas

tespiti ¢caligsmasi alt boliim 8.2.2°de ayrintili olarak anlatilmistir.

3.3.2. Pektoral kas tespiti dogruluk olciitii

Literatiirde yer alan ¢aligmalarda iki farkli degerlendirme Olgiitiiniin yer aldigi

goriilmistiir (Abdellatif vd., 2012; Camilus vd., 2011). Bu dlgiitlerden ilki, The Area

Normalized Error, algoritma sonucu tespit edilen pektoral kas bolgesi ile referans pektoral

kas bolgesi arasindaki yanlis-pozitiflik ve yanlig-negatiflik oranlarini incelemektedir.
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Olgiite gore, Sekil 3.1°de gosterildigi gibi, algoritmanmn pektoral kas olarak
belirledigi piksel eger gercekten pektoral kas degil ise, o piksel yanlis-pozitif (false-

positive — FP) olarak degerlendirilmektedir.

Sekil 3. 1. The Area Normalized Error - Yanlig-pozitif tanimi

Sekil 3.2°den de goriildiigii lizere, gergekten pektoral kas olan bir piksel algoritma
tarafindan tespit edilememis ise, o piksel yanlig-negatif (false-negative — FN) olarak
degerlendirilmektedir. Sekillerdeki AD ve GT ifadeleri sirastyla algoritmanin pektoral kas
olarak belirledigi pikselleri ve referans bilgiye gore pektoral kas olan pikselleri

gostermektedir.

The Area Normalized Error kriterine gore tanimlanan yanlis-pozitif ve yanlis-

negatif tanimlarinin matematiksel ifadeleri sirasiyla Esitlik 3.11 ve 3.12°de verilmistir.

Esitliklerde 4, p, B, lg(i) ve Bgm(l') terimleri sirasiyla referans pektoral kas bolgesinin

alanini, pektoral kas satir sayisini, algoritma sonucu tespit edilen pektoral kas bdlgesinin i.
satirindaki sinir noktasini ve referans pektoral kas bdlgesinin 7. satirindaki sinir noktasini

ifade etmektedir.
1 . .
FP=—¥, max(0, By g (i)~ Bgroi) (3.11)

1 . .
Fsz-Zf:]max[O, Bgm(l)—Balg(l)] (3.12)
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Sekil 3. 2. The Area Normalized Error- Y anlig-negatif tanimi1

Bu tanimlamalar dogrultusunda, The Area Normalized Error Olglitiine gore

Cizelge3.2’de verilen ifadeler degerlendirilmektedir.

Cizelge 3. 2. The Area Normalized Error — Degerlendirme Kriterleri

The Area Normalized Error — Degerlendirme Kriterleri

1.FP,, (ortalama yanlig-pozitiflik)

2.FN,, (ortalama yanlis-negatiflik)

3. FP < 0,05 & FN < 0,05

4.min(FP, FN) < 0,05 & 0,05 <max(FP, FN) <0,10
5.min(FP, FN) < 0,05 & max(FP, FN) > 0,10

6. 0,05 <FP<0,10 & 0,05 <FN <0,10

7. 0,05 <min(FP, FN) < 0,10 & max(FP, FN) > 0,10
8. FP>0,10 & FN>0,10

Bu ol¢iitlerden ikincisi, Hausdorff uzakligi, tespit edilen pektoral kas bolgesi (A)
ile referans pektoral kas bolgesinin (B) her bir pikseli i¢in, diger bdlgede minimum

uzakligr saglayan pikseli bulup, daha sonra bu uzaklik arasindan en biiyiik olani
segmektedir (Dik ve Aktas, 2014).

H(A, B)=max{h(4,B),h(B, 4)} (3.13)

h(A,B): max,c 4 {minbeB {d(a,b)}} (3.14)
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4. MAMOGRAFi iIMGELERINDE MEME DOKU TiPi TESPIiTi

Radyoloji uzmanlari meme doku tipinin meme kanseri riski ile dogrudan iligkili
oldugunu ve meme doku yogunlugunun artmasi ile kanser riskinin de arttiginm
belirtmektedirler. Meme doku yogunlugu arttikga mamografi imgesi daha parlak olarak
goziikkmektedir. Bu durumda, CAD sistemleri gerek pektoral kas tespiti gerekse ROI tespiti
icin yeginlik-tabanli yaklagimlar kullandiklarindan, sistem performansinmi yiikseltmek
amaci ile meme doku tipine bagimli CAD sistemlerinin tasarlanmasi gerekmektedir.
Boylece, her bir doku tipine sahip imgeler kanser teshisi i¢in kendi aralarinda
degerlendirilecek ve doku tipi farkliliklarindan kaynakli hatalarin en aza indirgenmesi
saglanabilecektir. Ayrica, her bir doku tipi i¢in kendi tiplerine uygun pektoral kas tespiti,
ROI tespiti ve Oznitelik ¢ikarimi algoritmalart kullanarak, CAD sistemlerinin hassasiyeti

daha da arttirilabilecektir.

Bu bilgiler dogrultusunda, tez ¢alismasi kapsaminda hazirlanan CAD sisteminde,
mamografi imgelerinin 6n islenmesi asamasindan sonra meme doku tipi tespiti
gerceklestirilmistir. Oznitelik ¢ikarimi asamas tiim doku tipleri i¢in ayn1 olup, meme doku

tipi yalnizca alt boliim 8.1.4’de anlatildig sekilde siniflandirma agamasinda kullanilmastir.

MIAS veritaban1 kullanilarak gergeklestirilen meme doku tipi tespiti ¢alismasi i¢in
cikartilan Oznitelikler alt boliim 6.4’te, bu Ozniteliklerin siiflandirilmasi siiregleri ise alt

boliim 8.2.3’te ayrintili olarak anlatilmigtir.
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5. MAMOGRAFI IMGELERINDE SUPHELI BOLGE TESPITI

Radyoloji uzmanlari mamografi imgelerinde goriilen anomalileri, anomalinin
yogunlugunu, seklini, kontur yapisini, boyutunu, anomali varligina eslik eden bulgular1 ve
eski filmlere gére memede goriilen degisiklikleri g6z 6niinde bulundurarak incelemekte ve
hastalik siniflandirmasina karar vermektedirler. Bir mamografi imgesi meme dokusunun
rontgen gorlntiisiidir. Meme dokusundaki farkliliklar, mamografi imgesinin gri
tonlamasindaki farklilik olarak tanimlanmaktadir. Mamografi imgelerinde tiim meme
goriintlisii yerine sadece anomali icerme siiphesi tasiyan bolgelerin CAD sistemlerinde
kullanim1 6znitelik ¢ikarimi asamasinda gerek giivenilirlik gerekse zaman agisindan daha
verimli olacaktir. Tez caligmasinda stipheli bolge tespiti i¢in kullanilan Chan-Vese Aktif
Kontur Modeli (Active Contour Model Without Edge) ve bu yontemin temelini olusturan
Aktif Kontur Model — Yilan (Active Contour Model — Snake) takip eden alt boliimlerde

anlatilmistir.
5.1. Aktif Kontur Model — Yilan

Aktif kontur modelleme, imge iizerinde ilgi alanlarmin smirlarina gelindiginde
duran kapali elastik bir serit olusturulmasi olarak ifade edilmektedir (Kass vd., 1988).

Aktif kontur modelleme algoritmasma gore, (x,y) koordinat degerleri ile gosterilen,

parametrik tamim kiimesi elemani (s) ve zamana (¢) bagl olarak modellenen iki boyutlu

bir kontur (yilan) Esitlik 5.1 ile ifade edilmektedir (Kass vd., 1988).

V[s]= (x(s,2), y(s,2)) , 0<s<I (5.1)

Aktif kontur modelleme algoritmasinda, ilgi alaninin i¢ veya dis kismina bir yilan
cizilmekte ve yilan, ilgi alaninin seklini alana kadar iterasyonlar yapilarak hareket
ettirilmektedir. Algoritmada, yilanin imge iizerindeki hareketi enerji minimizasyonu ile
saglanmaktadir (Kass vd., 1988; Filho vd., 2014). Bu durumda, yilanin imge iistiindeki

konumu Esitlik 5.2°de gdsterildigi gibi enerjilerin toplami olarak ifade edilmektedir.

E(‘j): Eimg(‘_;)"'Eint(‘_’:)"' ext(‘j) (5.2)
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Esitlikte, Eimg(‘_;) gorliintii  enerjisidir ve yilam1 kenar gibi detaylara
yonlendirmektedir. mt( ), yilanmn seklini kontrol eden i enerji iken E,, (V) ise yilam

ilgi alaninda yerel minimuma yonlendiren dis enerjidir ve imge iizerinden gelen imge
gradyan siddetine baghdir (Isik¢i ve Duru, 2015). Yiiksek imge gradyaninin oldugu ilgi

alan1 sinirlarina ulagtiginda yilanin hareketi durmakta ve algoritma sonlanmaktadir.
5.2. Chan-Vese Aktif Kontur Modeli

Chan ve Vese tarafindan onerilen bolgesel aktif kontur modelleme yonteminin
amaci gradyan bilgisini kullanmadan bir imgedeki ilgi alanini arka plandan ayirmaktir
(Chan ve Vese, 2001). Bu yontem ile baslangi¢ konturu (kapali egri) olarak bir maske
secilmekte ve enerji minimizasyonu saglanacak sekilde maskenin kiiclltiilmesi ve
genigletilmesi ile sonuca ulasilmaktadir. Chan ve Vese yoOntemlerinde enerji
fonksiyonunun olusturulmasinda Mumford-Shah yontemi ve diizey kiimesi analizini esas

almiglardir (Chan ve Vese, 2001; Osher ve Sethian, 1988). Mumford-Shah yontemine gore,

C konturu ile ikiye ayrilmis olan u, resmine Esitlik 5.3’te verilen F MS(u,C) enerji

fonksiyonu tanimlanmaktadir (Mumford ve Shah, 1989).

inf<{F MS u C ju ”0 dxdy+ I|Vu| dxdy+v|C| (5.3)
2 e

Esitlikte u = V.£2; bdlgesi i¢in sabit ¢; alindiginda, enerji fonksiyonu Esitlik 5.4’te
gosterildigi hale indirgenmektedir. (Mumford ve Shah, 1989).
EMS(u,C): z I(u —c,-)zdxdy +v|C|
e (5.4)

¢; = ortalama(uy) ,uy < ¢;

Mumford-Shah yontemi dogrultusunda, Chan-Vese algoritmasinda C baslangig
konturu ile ikiye ayrilmis ¥, imgesine tanimlanan F(cl,cz,C) enerji fonksiyonu Esitlik

5.5’de verilmistir (Chan ve Vese, 2001).
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Flc;, ¢5, C)= - Uzunluk(C)+ v - Alan(i¢(C))+

A I|u0(x,y)—c]|2dxdy +
ic(C) (5.5)

2
Z ““o (x, )= ol dxdy
dis(C)

Esitlikte, x4, 1; ve A, terimleri pozitif sabitler ve v terimi C “ye bagli bir sabit olup,
niimerik hesaplamalarda A; =4, =1 ve v=0 olarak kullanilmaktadir. Bu durumda,
F(c ],Cz,C) enerji fonksiyonu Esitlik 5.6’ya indirgenmektedir. Konturun i¢inde kalan
alanin ortalamast ¢; ve konturun disindaki alanin ortalamasi ¢, Esithik 5.7 ile

hesaplanmaktadir.

Flc;, ¢35, C)= p-Uzunluk(C)+ “uo(x, y)—cj|2dxdy + “uo(x, y)—cz|2dxdy
ic(C) dis(C) (5.6)
= - Uzunluk(C)+ F;(C)+ F»(C)

Esitlik 5.6°da verilen F(cl,cz, C) enerji fonksiyonunda ilk terim, en son bulunan

konturun giiriiltii nedeniyle kiiclik bir alan ile birlesmesini engelleyen regiilarizasyon
terimidir. Ikinci terim, konturu kiiciilmeye zorlayan, iiciincii terim ise konturu genislemeye

zorlayan kestirim terimleridir.

Chan-Vese algoritmasinda kullanilan diizey kiimesi ¢(x,y) fonksiyonu kontur

degerlerini gostermek icin uygulanmakta ve C kapali kontur egrisi Esitlik 5.7°de

gosterildigi sekilde formiile edilmektedir.

C={(x.y):4(x.y)=0}¥(x.y)cuy (5.7)

Diizey kiimesi fonksiyonuna gore konturun zamanla gelisimi Esitlik 5.8 ile ifade
edilmektedir.

oC _o¢(x.y) (5.8)

ot ot
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Ilgi alan1 ile C konturunun birbirine gére konumsal durumuna gére diizey kiimesi
fonksiyonu pozitif, negatif veya sifir olabilmektedir. Sekil 5.1’den de goriilecegi gibi
#(x,y)=0 iken C konturunun ilgi alaninin sinirlarinda, ¢(x,y)<0 iken C konturunun
ilgi alaninin iginde ve ¢(x,y)>0iken C konturunun ilgi alaninin diginda oldugu

anlagilmaktadir.

C konturu ilgi
alaninin disinda
@(x.y)>0

C konturu ilgi
C konturu ilgi  alanmmn simirinda
alaninin icinde O (x,y)=0
@(x,y)<0

Sekil 5. 1. Kontur gelisimi

Chan-Vese algoritmasinin ¢alisma prensibi Sekil 5.2°de gorsellestirilmistir. Sekilde
siyah bolgeler ilgi alanin1 gostermekte ve (-1) degeri ile temsil edilmektedir. Gri bolgeler,
imgede ilgi alan1 disinda kalan bolgeleri gostermekte ve (+1) degeri ile temsil edilmekte ve
beyaz egri ise konturu belirtmektedir. Sekilde gosterilen 1. durumda, kontur ilgi alaninin
disinda oldugundan, Esitlik 5.6 kullanilarak F;(C)> 0 ve F,(C)=~ 0 hesaplanmaktadir. Bu
durumda, Chan-Vese algoritmasi konturu kii¢lilmeye zorlamaktadir. 2. durumda, kontur
ilgi alaninm iginde oldugundan F;(C)~0 ve F,(C)>0 hesaplanmakta ve kontur
genislemeye zorlanmaktadir. 3. durumda ise kontur hem ilgi alanin1 hem de dismi
kapsadigi i¢in F;(C)>0 ve F,(C)>0 hesaplanmaktadir. Bu durumda, Chan-Vese
algoritmasi1 konturu hem kiiclilmeye hem de genislemeye zorlamaktadir. Son olarak, 4.
durumda, kontur ilgi alani smirlarinda oldugundan F;(C)~ 0 ve F,(C)=~ 0 hesaplanmakta
ve Chan-Vese algoritmasi sonlandirilmaktadir. Ik i{ic durumda enerji fonksiyonu
dengelenmedigi yani sifir olmadig: icin algoritma konturu kiiciilterek ya da genisleterek
calismaya devam etmekte; son durumda ise F(c;,c,, C) =(0 dengesi saglandigindan
algoritma sonlandirilmaktadir. Iterasyonlar ile ilerleyen algoritma F(c;,c;,C)=0 dengesi

saglanmadig1 takdirde maksimum iterasyon sayisina ulasildiginda sonlandirilmaktadir.



R(C)>0.FR(C)=0 R(C)=0.FR(C)>0

G,

(a) (b)
R(C)>0.R(C)=0 F(C)~0,FR(C) =0
(c) (d)

Sekil 5. 2. Chan-Vese algoritmasi caligma prensibi (Chan ve Vese,
2001): (a) 1. durum (b) 2. durum (¢) 3. durum (d) 4. Durum
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6. MAMOGRAFI IMGELERINDEN OZNITELIK CIKARTIMI

Oznitelik ¢ikarmm asamasinda smif igi degisimi en az siiflar aras1 degisimi en
fazla tutan, en az sayida 6zellik ¢ikarmak esas alinmaktadir. Siniflandirma basarisinin ne
kadar yiiksek olacagi, cikartilan Oznitelik vektorlerinin siniflart ne kadar iyi temsil
edebildigine bagli oldugundan bu asama olduk¢ca Onem arz etmektedir. Mamografi
imgelerinden 6znitelik vektorlerinin elde edilmesi siirecinde istatistiksel yontemler, model-
tabanli yontemler ve piksel karakteristigi ya da imgenin frekans spektrumuna gore doku
Oznitelikleri hesaplayan sinyal isleme yontemleri kullanilabilecegi gibi sekil, dagilim,
boyut, kontur, yogunluk, parlaklik gibi mamografik  6zniteliklerden de
faydalanilabilmektedir. Bu dogrultuda, tez ¢alismasinin cesitli asamalarinda Yerel
Konfigiirasyon Oriintiisii (Local Configuration Pattern — LCP) algoritmasi ile elde edilen
Oznitelikler, bazi istatistiksel ve frekans-diizlemi Oznitelikleri, doku Oznitelikleri ve

mamografik 6znitelikler kullanilmistir.
6.1. Yerel Konfigiirasyon Oriintiisii
LCP, Sekil 6.1°de gosterildigi gibi iki boyutlu bir imgenin yerel bdlge bilgisi ile

oriintli sikliklarin1 harmanlayan bir algoritma kullanarak 6znitelik vektorii olusturmaktadir

[13].

.‘\\‘ L] imge Konfigiirasyonu

Mikroskopik Konfigiirasyon

/

Piksel-Bazh Etkilesim iliskileri |-

MiC

L

Mikroskopik Omitelikler

-~

Yerel Ozmitelikler

Sekil 6. 1. LCP algoritmasi is akis semasi
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LCP algoritmasinda yerel bdlge bilgisi, Yerel Ikili Oriintii (Local Binary Pattern —
LBP) algoritmasi ile elde edilmektedir. Ojala vd. (2002) tarafindan 6nerilen LBP, son
yillarda Oznitelik ¢ikarimi agsamasinda (Ahonen vd., 2006; Zhang vd., 2010; Zhang vd.,
2005) siklikla kullanilan gri seviye, donme acisindan bagimsiz bir imge gdsterim

yontemidir.

Herhangi bir / imgesinin LBP gosterimi, Esitlik 6.1°de gosterildigi sekilde 7
imgesinin her bir pikselinin, R yarigapli dairesel komsulugundaki P tane piksel ile
karsilastirilmasi ile elde edilmektedir. Esitlikteki &; ve &, ifadeleri sirasi ile i. komsuluk

pikselinin ve komsuluktaki merkez pikselin yeginlik degerleri olarak tanimlanmaktadir.

Burada u(x) birim basamak fonksiyonudur.

P-1 .
LBP(P,R)= Y u(gi~g.)-2'
i=0
(6.1)
1,x20
ulx)=
( ) {0,x<0
Gri seviye bir imgenin LBP gosteriminin elde edilmesi Sekil 6.2°de
orneklendirilmistir.
g1=89
g0=64 g2=97

LBP TR A :
g7=56 g3=84 Ikali Sistem: 01111110
Onlu Sistem: 126

g6=83 g4=92
g5=90
Sekil 6. 2. Gri seviye bir imgenin LBP gdsterimi
Dairesel ikili gdsterimde en fazla iki bit degisimi olan Oriintiiler bir bicimli olarak

tanimlanmaktadir. Donme agisindan bagimsiz oriintiiler, her bir bitin dairesel olarak, en

bliylik deger son eleman olacak sekilde, minimum degere dondiiriilmesi ile elde
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edilmektedir. Bu bilgiler dogrultusunda, / imgesinde LBP algoritmasi kullanilarak elde
edilen donme agisindan bagimsiz bir bi¢imli iki boyutlu ikili oriintiiler Esitlik 6.2 ile

hesaplanmaktadir. Esitlikteki U ifadesi bir bigimlilik 6l¢iitiinii belirtmektedir.

P-1
Lapr(p )l Silsis) o vsReR)s2
P+1 , U(LBP(P,R))< 2

LBP-tabanli yontemler ile imge gosterimi yeginlik degisimlerine karsi basari
gosterdikleri halde, gri-seviye yeginlik degerlerini ikili seviyeye nicemleme asamasinda
imge goriiniimii ve piksel iliskilerini kodlama kapasitesi azalmaktadir. Bu durumu ortadan

kaldirmak amaci ile Esitlik 6.3 kullanilarak komsu piksellerinin ortalamas1 £ olan her bir

bolgenin yerel varyansit hesaplanmaktadir. Sonu¢ olarak dénme ag¢isindan bagimsiz bir

bigimli yerel dznitelikleri (O) Esitlik 6.4 ile elde edilmektedir.

2
1
1
VAR=—- > (g;— 1) (6.3)
P 2
riu2
ot

LBP vektorleri ayni ¢ikmis Oriintiilerin varyanslarinin da esit olmasi durumunda,
orlintiilerden, dokusal ozelliklerine bagli olarak farkli konfiglirasyonda da olsa, ayni
oznitelik vektorleri elde edilmektedir. Bu durumu ortadan kaldirmak amaci ile driintiilerin
mikroskobik konfigiirasyonu modellenmektedir. Bu amagcla, oncelikle, komsu piksel
yeginlik degerleri agirliklandirilarak her bir oriintiinlin merkez pikselini tanimlayacak
dogrusal modeller olusturulmaktadir. Modelleme hatasini en aza indirgeyen en uygun

agirlik vektorii (A ;) en kiigiik kareler yontemi ile hesaplanmaktadir. Agirhik vektoriinii
donme agisindan bagimsiz kilmak i¢in 1-boyutlu Fourier doniisiimi (H L) alimmakta ve
doniigiimiin biiytkligi QH L|) mikroskobik 6znitelik vektorii olarak hesaplanmaktadir.

Sonug olarak, gtane Oriintliye sahip/imgesinin LCP 0Oznitelik vektorii Esitlik 6.5°te

gosterildigi sekilde yerel Oznitelikler ve mikroskobik Oznitelikler birlestirilerek elde

edilmektedir.
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Lcp =ty 0, 0/} i [, 0,1 (6.5)

q—1

Bu sekilde imgeler hem doku o6zelliklerine hem de oOriintii sikliklarina gore

degerlendirilmekte ve 6znitelik vektorii ¢ikartilmaktadir.

6.2. Istatistiksel Oznitelikler

Dogrudan imgelerden elde edilen istatistiksel Ozniteliklerin = smiflandirma
basarisindaki olumlu etkisi bilinmektedir (Woods vd., 1993). Ayrica, LCP algoritmasinin
da mamografi imgelerinden ayirt ediciligi yliksek 6znitelikler ¢ikarttigi belirtilmistir (Ergin
ve Kiling, 2014). Bu nedenle, dogrudan imgelerden istatistiksel Oznitelikler ¢ikarmak

yerine, LCP 6znitelik vektorlerinden istatistiksel 6znitelikler elde edilmistir.

Imgeler, nesnelerden yansiyan enerjinin algilanmasi ile olusmaktadir. Dolayisiyla,
siniflandirma ¢aligmalarinda imgelerin  enerjisi ayirt edilebilirligi  arttirict  etki
gostermektedir. Bu nedenle, LCP 6znitelik vektorlerinin enerjileri, ortalama enerjileri ve

enerji varyanslar1 hesaplanmistir.

Bir dagilimin ortalamasi, o dagilimdaki her bir eleman temsil eden tek bir orta
degeri tek bir say1 ile ifade eden bir istatistik Ol¢iisii oldugundan, LCP 6znitelik
vektorlerinin ortalamalar1 hesaplanmistir. Yani1 sira, LCP 0Oznitelik vektorlerinin

maksimum ve minimum degerleri de kullanilmaistir.

Bir dagilimin varyansi, ortalama etrafindaki ikinci momenti, o dagilimdaki her bir
elemanin dagilim ortalamasindan ne kadar farkli oldugunu gostermektedir. Herhangi bir
dagilimin varyansiin diisiik olmas1 o dagilimdaki elemanlarin birbirine benzer oldugunu,
yiiksek olmasi ise elemanlarin birbirinden farkli oldugunu gostermektedir. Mamografi
imgeleri bir dagilim olarak diisiiniildiigiinde, imgelerdeki kanserli bolgeler ile normal
bolgelerin varyansimin yiiksek oldugu gerekcesi ile LCP 6znitelik vektorlerinin varyans

degerleri 6znitelik olarak kullanilmistir.

Standart sapma, bir dagilimin elemanlarinin dagilimin ortalamasina gore nasil bir

yayllim gosterdiginin Ol¢iisiidiir. Standart sapmanin diisiik ¢ikmast o dagilimdaki
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elemanlarin birbirine benzer oldugunu, yiliksek olmasi ise elemanlarin birbirinden farkli
oldugunu gostermektedir. Ortalamalar1 esit olabilecek LCP 06znitelik vektorlerinin
birbirlerinden ayrilabilirliginin arttirilabilmesi i¢in LCP 6znitelik vektorlerinin standart
sapmalar1 Oznitelik olarak kullanilmistir. Standart sapmanin ortalamaya orani olarak
hesaplanan alan-tanimlayicisi da LCP 0Oznitelik vektorlerinden elde edilen bir bagka

istatistiksel Ozniteliktir.

Carpiklik (skewness), ortalama etrafindaki iigilincii moment, bir dagilimin ortalama
etrafindaki asimetri 6lgiisii olarak tanimlanmaktadir (Anonim, 2017). Normal dagilimlarin
(ortalama=0, varyans=1) ¢arpiklik degeri sifirdir. Negatif ¢arpiklik dagilimin ortalamanin
soluna, pozitif carpiklik ise dagilimin ortalamanin sagina dogru yayildigini gostermektedir.
Carpikliginda varyans gibi bir degisinti Olglitii oldugu gerekgesi ile LCP 0Oznitelik

vektorlerinin ¢arpiklik degerleri 6znitelik olarak kullanilmigtir.

Basiklik, ortalama etrafindaki dordiincii moment, bir dagilimin uzaksal-yatik
oldugunun 6lgiisti olarak tanimlanmaktadir (Anonim, 2017). Normal dagilimlarin basiklik
degeri ii¢ olarak hesaplanmaktadir. Uzaksal-yatikligi normal dagilimdan fazla olan
dagilimlarin basiklig1 icten fazla, az olan dagilimlarin basiklif1 ise {igten az olarak
hesaplanmaktadir. Basikliginda varyans ve carpiklik gibi bir baska degisinti 6l¢iitii oldugu

gerekcesi ile LCP 0znitelik vektorlerinin basiklik degerleri 6znitelik olarak kullanilmistir.

Radyoloji uzmanlari, bir mamografi imgesinde, kanserli bolgelerin saglikli
bolgelere gore ve iyi huylu kanserli bolgelerin kotii huylu kanserli bolgelere gore daha
diizensiz bir dagilim gosterdiklerini belirtmektedirler. Bu durum, istatistik biliminde
entropiye karsilik gelmektedir. Bu sebeple mamografi imgelerinin diizensizligini 6znitelik
olarak degerlendirmek amact ile LCP oOznitelik vektorlerinin entropi degerleri

hesaplanmustir.

Tez ¢alismasi kapsaminda kullanilan istatistiksel 6znitelikler ve N x1 boyutlu X

vektoriinden elde edilmesinin matematiksel ifadeleri Cizelge 6.1°de verilmistir.
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Cizelge 6. 1. Istatistiksel 6znitelikler ve matematiksel ifadeleri

Istatistiksel Oznitelikler Matematiksel ifadeleri
y 2
Enerji ZX i
i=1
] N
Ortalama U= Z X;
N &=
i=1
P ’
Varyans var = ——- Z(X i ,u)
-1 5
Maksimum maksimum Xl|z =12 N }
Minimum minimum {Xl-|i =12, N}
Standart Sapma o =Alvar
i ’
Carpiklik —° Z( X; % ,U)
e
1 X ’
Basiklik — Z( X, - ,U)
o =]
Alan-Tanimlayicis1 (Ahonen vd., 2006) %
1 X 2
Ortalama Enerji HEnergy = N ZX i
i=1
P ’
Enerji Varyansi v Z(X 12 - #Energy)
i=1
N
Entropi Zp(Xl-)-logZ P(Xi)

6.3. Frekans-Diizlemi Oznitelikleri

Bir mamografi imgesinde kanser teshisi acgisindan O6nemli bir O6znitelik olan

parlakligin imgedeki degisimleri, en 1iyi sekilde imgenin uzamsal frekansinda
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gozlemlenmektedir. Bu nedenle, frekans-diizlemi O6zniteliklerinin mamografi imgelerini
daha iyi temsil edebilecegi gerekgesi ile imgeler Daubechies! dalgacigi kullanilarak ikinci
seviyede 2-boyutlu ayrik dalgacik doniisiimiine tabi tutulmustur. Imgelerin enerji
degerlerinin parlaklik degerleri ile dogrudan iligkili ve parlaklifin da meme kanseri
teshisinde etkili bir 6znitelik oldugu gerekgesi ile dalgacik doniisiimii sonucu elde edilen

her bir alt bandin enerjisi frekans-diizlemi 6znitelikleri olarak kullanilmigtir.
6.4.  Doku Oznitelikleri

Doku, bir desen ya da desenlerin bir bolge iizerinde tekrarlanmasidir (Demirhan ve
Giiler, 2010). Bu durumda, doku, bir bolge i¢indeki piksel yogunlugunun istatistiksel
Ozniteliklerinin bir kiimesi olarak tanimlanabilmektedir (Severoglu, 2016). Bu bilgiler
dogrultusunda, Haralick vd. (1973) imgelerden GLCM matrislerinin olusturulmasi ve bu
matrislerden ¢ikartilan istatistiksel 6zniteliklerin doku Oznitelikleri olarak kullanilmasin

Onermislerdir.

GLCM, Pli,j|d,6) ikinei dereceden bilesik durum olasiik yogunluk

d,0)

fonksiyonunun hesaplanmasi ile olusturulmaktadir (Haralick vd., 1973). P(i, J

fonksiyonu, N - gri seviyeli bir / imgesinin d uzaklig1 ve 6 yoniinde komsu iki pikseli
arasinda I gri-seviyesinden j gri-seviyesine gegis olasiligini vermekte ve Esitlik 6.7°de

gosterildigi sekilde hesaplanmaktadir (Caliskan ve Ergen, 2014). Esitlikte, (x,y) ve
(Ax,Ay) ikili terimleri sirasiyla pikselin imgedeki uzamsal koordinatlarini ve d
uzakliginin @ agisma gore bilesenlerini ifade etmektedir; 7(x,y) referans piksel ve

1 (x +A4.,y+ Ay) de karsilastirma pikseli olarak tanimlanmaktadir.

I(x,y):ivel(x+Ax,y+Ay):j

. . (6.7)
aksi takdirde

i
Pli, j| d,0)= ZLZ;V:I{O

Esitlikte de goriildiigii gibi, her bir (4,6) ikilisi igin N x N boyutlu bir adet GLCM
(P(i, j d,@)) olusturulmaktadir. GLCM olusumu i¢in siklikla kullanilan yonler d =1

uzakligi i¢in Sekil 6.3’te gosterilmistir.




47

g =907
(Ax, Av)=(-1,0)
g=135" "4 g=45"
(A Av)=(-1,-1) (A, Av)=(-11)
R g=0"
(A, Av)=(0,1)

Sekil 6. 3. GLCM gosterimi

N=8-gri seviyeli bir imgenin d=1 ve @=0°alinarak hesaplanmis 8x8
boyutundaki es-olusum matrisi Sekil 6.4’te gosterilmistir. Sekilde, imge matrisinde
bulunan (1,6) cifti iki kez tekrarlandigindan GLCM matrisinin (1,6) koordinatindaki
elemani1“2” olarak hesaplanmaktadir. Benzer sekilde, (8,7) cifti imge matrisinde 1 kez
tekrarlandigi icin GLCM matrisinin (8,7) koordinatindaki eleman1 “1” olarak
hesaplanmaktadir. GLCM matrisinde “0” olarak goriilen elemanlar, ilgili koordinatlarin
imge matrisinde ¢ift olarak yer almadigin1 gostermektedir. Daha yiiksek gri-seviyeye sahip
imgelerde, hesap ylikiinii azaltmak amaci ile imgeler oncelikle 8-gri seviyeye sahip olacak
sekilde nicemlenmekte ve sonrasinda GLCM olusturulmaktadir. Bu sekilde, gri-seviye

sayisindan bagimsiz olarak, 8x8 boyutlarinda es-olusum matrisleri elde edilmektedir.

1 2 3 4 5 6 7 8

1lo]ofo]o]1|@)|o]o0
136|742 2(1]ofo]ol1]1]0]1
5186 7]2 sfol1]olofl1]1]0]o0
al1|s5]3]2]s al1|loloolofl1]o]o0
712|6[8]6]1 sfofol1]oflo]of1]1
3ls|7]7]2]1 6l1fl1|1]oflo]of2]1
4l6|2|G| D3 71o0[3|1]1]0o]o]|1]o0

sl1]o]ofofo][1]|®]o

Imge GLCM g

Sekil 6. 4. GLCM olusumu

Tez calismasi kapsaminda, mamografi imgelerinden elde edilen es-olusum
matrislerinden Haralick vd. (1973), Soh ve Tsatsoulis (1999) ve Clausi (2002) tarafindan
Onerilen doku 6znitelikleri ¢ikartilmistir. Bu 6znitelikler, matematiksel ifadeleri ile birlikte

Cizelge 6.2°de verilmistir.
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Cizelge 6. 2. Doku 6znitelikleri ve matematiksel ifadeleri

Doku Oznitelikleri Matematiksel ifadeleri
P(1.1) Pl N,)
P(i,j): GLCM =
P(Ng’]) ’ P(Ng’Ng)
Ng Ng
Px(l): P(l ]) Py(i):ZP(z J)
j=1 i=1]
Ng N.&'
Px+y(k): Pz+j:k(i:j)’k:2’3""’2Ng
i=1 j=I
NS' Ng
Px—y(k):z Zﬁi—]‘—k(i’j) ’ k:al""’Ng_]
i=1 j=I

i =Y, Y i~V Pli)) . o =Z~Zj(f—ﬂy)2 -P(i, )

n Otokorelasyon | ZZ(’ . j)- P(i, j)

(Soh ve Tsatsoulis, 1999) i j

Kontrast (Haralick vd., 1973; Ng-I ) N, N,

n Pli, j
2 Soh ve Tsatsoulis, 1999) nzzlo ;}Z::] ( )
i~ j|=n

Korelasyon Zizj(i—,ux)-(j—,uy)-P(i, j)
s (MATLAB R2015a) oy -0,
P Korelasyon (Haralick vd., 1973; Zl- Zj (i ) j)' P(i: j)_ ,Ux "Hy

Soh ve Tsatsoulis, 1999) Oy O
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Asimetri N —IN -]
f5 (Soh ve Tsatsoulis, 1999) Z {i +J = Uy —,uy} -P(z ])
(Cluster Prominence) =0 j=0
Carpiklik NZIN.-I 3
J6  (Soh ve Tsatsoulis, 1999) {i +J = Uy — ,uy} -P(i, j)
(Cluster Shade) =0 j=0
7 Benzersizlik ZZ|’ _ J| P(z ])
(Soh ve Tsatsoulis, 1999) iJ
P Enerji (Haralick vd., 1973 ; Soh ZZ {P(i ])}2
ve Tsatsoulis, 1999) i j
3 N, —-IN, -1
Entropi1 ¢
— P(i, j)-logiP\i, j
P (Soh ve Tsatsoulis, 1999) Z{:} ]E:O ( ) { ( )}
Homojenlik 1 .
0 22— i)
N (MATLAB R2015a) DT +i- )
Homojenlik 1 .
il : . D) s 2'P(”])
(Soh ve Tsatsoulis, 1999) i 1+(i-j)
2 Maksimum Olasilik max P(z’, j)
(Soh ve Tsatsoulis, 1999) bJ
. 2
f13  Varyans (Haralick vd., 1973) ZZ(’ —u) - P, )
i
s Toplam Ortalamasi 2N,
N (Haralick vd., 1973) %’ Py (i)
=
Toplam Varyansi 2N, ,
A3 (l_f14) 'Px+y(i)

(Haralick vd., 1973)
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Toplam Entropisi

6 P lo
n (Haralick vd., 1973) Z ey elr, ol )
Fark V .
17 . varianceof P,_,
(Haralick vd., 1973)
Fark Entropisi
8 P lo
N (Haralick vd., 1973) Z ey g{ b )}
HXY - HXY 1
Korelasyon Bilgi Olgegi 1 max{HX; HY j
(Haralick vd., 1973) Hs _ZZP )-log(P(i. j))
U (Infi ion M f
nformation Measure o
HXY]—_ZZP log( x )py())
Correlation 1)
HX ve HY p, ve p,,'nin entropi degerleridir.
Korelasyon Bilgi Olcegi 2 /
1/2
0 (Haralick vd., 1973) (7= expl-2- (HXY 2 - HXY )])
(Information Measure of Y2 = _Z ZP )- log P { «(0)- Py t )}
Correlation 2)
Inverse Difference Normalized Normalize Edilmis Homojenlik (MATLAB
1
2 (Clausi, 2002) R2015a)
m Inverse Difference Moment Normalize Edilmis Homojenlik (Soh ve
Normalized (Clausi, 2002) Tsatsoulis, 1999)
6.5. Mamografik Oznitelikler

Radyoloji uzmanlar1 mamografi imgelerinde goriilen anomalileri, anomalinin

yogunlugunu, seklini, kontur yapisini, boyutunu, anomali varligina eslik eden bulgular1 ve

eski filmlere gére memede goriilen degisiklikleri g6z oniinde bulundurarak incelemekte ve

teshis siirecini planlamaktadirlar.
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Uzmanlara gore, anomali ne kadar ¢ok radyoliisen ise o kadar iyi huylu, ne kadar
radyoopak ise o kadar kotii huylu olarak diisliniilmektedir. Ancak, meme doku tipinin
yogun olmasindan kaynakli radyoopak yapi gdsteren mamografi imgelerinde, anomali
tipini sadece yogunluk bilgisine gore degerlendirmek yaniltict olabilmektedir. Bu nedenle,

diger mamografik bulgularin da goz 6niinde bulundurulmas: gerekmektedir.

Anomalinin sekli diizensizlestikce, boyutu artttkca ya da konturlar1 tam
sinirlandirilamiyor ise kotii huylu olma olasiligir artmaktadir. Ancak ne kadar sekli
diizensiz ya da konturlar belirsiz olursa olsun, anomali yag igeriyorsa, iyi huylu olarak
diistiniilmektedir. Cesitli yogunluk, kontur ve sekil yapisina sahip ROI bdolgeleri sirasiyla
Sekil 6.5, Sekil 6.6 ve Sekil 6.7’de d6rneklendirilmistir.

() (d)

Sekil 6. 5. Cesitli yogunluklara sahip ROI bolgeleri (Chokri ve Farida’dan, 2017):
(a) yiksek (b) ortalama (c) diisiik (d) yagh (e) karma

(a)

Sekil 6. 6. Cesitli kontur yapisina sahip ROI bolgeleri (Chokri ve Farida’dan, 2017):
(a) sinirlanmis (b) mikrolobiile (c) gizli (d) belirsiz (e) spikiile

(c)

Sekil 6. 7. Cesitli sekil yapisina sahip ROI bolgeleri (Chokri ve Farida, 2017):
(a) yuvarlak (b) oval (c) lobiile (d) diizensiz
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Bu bilgiler dogrultusunda, tez ¢calismasi kapsaminda mamografi imgelerinde boyut,
yogunluk, sekil ve kontur tanimlamasi yapabilecek oznitelikler gikartilmistir. Oznitelik
cikariminda tiim meme imgeleri, ROI imgeleri ve ROI bolgeleri kullanilmistir. Bu imgeler

Sekil 6.8’de 6rneklendirilmistir.

Tiim Meme imgesi

ROI ROI Balgesi

Sekil 6. 8. Mamografik 6znitelik ¢ikariminda kullanilan imge 6rnekleri

Tespit edilen ROI’lerin boyutlarinin tanimlanmasi i¢in dncelikle alanlari, sinirlar
icerisinde kalan toplam piksel sayisi olarak, hesaplanmigtir. ROI boyutunun tiim meme
boyutundan bagimsiz olarak degerlendirilmesi i¢in ROI alani tim meme alanina
oranlanmistir. Tiim meme ve ROI alan sinirlar1 6rnek bir mamografi imgesi lizerinde Sekil

6.9’da gosterilmistir.

Tiim meme alan siniri

ROI alan smin

Sekil 6. 9. Ornek bir mamografi imgesi iizerinde tiim meme ve
ROI alan sinirlar
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ROI yogunluk tanimlamasi i¢in meme yogunlugu, ROI yaglilik derecesi ve ROI
yogunluk derecesi olmak iizere li¢ farkli 6znitelik ¢ikartilmistir. Yogunluk 6zniteligi, tim
meme imgesinde belli bir esik degerinden daha yiiksek yeginlik seviyesine sahip piksel
sayisinin meme parenkimi alanina oranlanmasi ile hesaplanmistir. Esik degeri secilmesi
icin Oncelikle Otsu esikleme (Otsu, 1979) yontemi kullanilarak, mamografi imgesini, arka
plan gorlintlisii, meme parenkimi, pektoral kas tespiti asamasinda kesilememis kas
bolgesinden geriye kalan alan ve ROI bolgesi olarak ayiracak ii¢ esik degeri belirlenmistir.
Yapilan incelemeler sonucunda, mamografi imgeleri ikinci ve tigiincii esik degerlerinin
ortalama degeri ile esiklendiginde meme parenkiminin parlak piksellerinin en uygun
sekilde boliitlendigi saptanmis ve bu deger yogunluk 6zniteligi ¢ikartiminda kullanilacak
esik degeri olarak kabul edilmistir. Bahsedilen dort esik degeri ile boliitleme sonuglari

Sekil 6.10°da 6rnek bir mamografi imgesinde gosterilmistir.

Icerisinde yag bulunduran ROD’lerin iyi huylu olma olasiligmin arttig1 6n bilgisine
dayanarak, yogunluk tanimlamasi i¢in ROI yaglilik derecesi hesaplanmistir. ROI yaglilik
derecesi, ROI imgesinde belli bir esik degerinden daha koyu olan piksel sayisini ROI
alanina oranlayarak hesaplanmistir. Cesitli denemeler sonucunda, en uygun esik degeri 200

olarak kabul edilmistir. Yaglilik derecesi 6zniteligi hesabi icin gergeklestirilen boliitleme

islemi Sekil 6.11°da 6rnek bir mamografi imgesinde gosterilmistir.

(a) (b) (c) (d) (e)

Sekil 6. 10. Yogunluk 6zniteligi hesabi i¢in elde edilen boliitleme sonuglari:

(a) orijinal imge (b) Birinci esik degeri ile béliitleme sonucu (c) Ikinci esik degeri ile
béliitleme sonucu (d) Ugiincii esik degeri ile boliitleme sonucu (e) Ikinci ve iigiincii esik
degerlerinin ortalamasi ile boliitleme sonucu
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(a)

Sekil 6. 11. Yaglilik derecesi 6zniteligi hesabi i¢in gerceklestirilen
boliitleme islemi: (a) orijinal imge (b) boliitleme sonucu

Mamografi imgelerinde goriilen anomalilerin ¢evresine gore daha parlak olmasinin
kotii huylu olma olasiligini artirdigi 6n bilgisi dogrultusunda, ROI’lerin yogunluk derecesi
hesaplanmistir. ROI yogunluk derecesi ROI bolgesindeki en yiiksek yeginlik seviyesinin

en diisiik yeginlik seviyesine oranlanmasi ile hesaplanmistir.

ROI kontur tanimlamasi, konturun meme parenkimindeki belirginligi ve
siirliliginin hesaplanmasi ile gergeklestirilmistir. ROI'nin belirginligi Sekil 6.6 (d)’de
goriildiigi gibi, ROI yogunlugu ile meme parenkimi yogunlugu arasindaki benzerlik ile
iliskilidir. Bu nedenle, belirginlik 6zniteligi, ROI yeginlik ortalamasinin tiim meme

imgesinin yeginlik ortalamasina oranlanmasi ile hesaplanmustir.

ROI sinirhiligi ise anomali konturlarinin takip edilebilir (Bkz. Sekil 6.6 (a)) ya da
(Bkz. Sekil 6.6 (e)) takip edilemez oldugunun bir Slgiisiidiir. Bu 6l¢ii i¢cin kompaktlik
Ozniteligi kullanilmistir (Rangayyan vd., 1997). Bir imgenin kompakthigi Esitlik 6.8 ile

hesaplanmaktadir. Esitlikte C, a, p ve rterimleri sirastyla imgenin kompaktligini, alanini,

cevresini ve yarigapini ifade etmektedir. ROI konturu tamamen takip edilebilir oldugunda
kompaktlik sifira esit olurken, takip edilebilir 6zelligi azaldikca kompaktlik degeri

artmaktadir.

C=1-— , a=m’ (6.8)

ROI sekil tanimlamasi i¢in ise yuvarlaklik, ovallik, eksantriklik, katilik (solidity) ve

diizensizlik Oznitelikleri kullanilmistir. Yuvarlaklik 6zniteligi Esitlik 6.9°da gosterildigi
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sekilde hesaplanmaktadir. Esitlikte A4 terimi ROI’'nin toplam piksel sayisi cinsinden
alanini,» ve R terimleri ise sirastyla ROI yaricapii ve yuvarlaklifini temsil etmektedir.
ROI imgesi tam bir daire oldugunda yuvarlaklik 6zniteligi bire esit olmakta, daire

seklinden uzaklastikca da bir’den sapmaktadir.

A e Major Eksen Uzunugu

o " Minor Eksen Uzunugu ©9)

Benzer sekilde, ovallik 6zniteligi (O) ROI bélgesinin oval sekline ne kadar yakin

oldugunu gostermekte ve Esitlik 6.10 ile hesaplanmaktadir. Eksantriklik ise bir seklin ne
kadar elipse benzedigini gosterdiginden, sekil 6zniteligi olarak kullanilmistir. Sekil 6.12,

ornek bir mamografi imgesinin major, mindr ve yaricap eksenleri géstermektedir.

0= Major Eksen Uzunugu— Minor Eksen Uzunugu

Major Eksen Uzunugu+ Minor Eksen Uzunugu (6.10)

— Yaricap Ekseni

Majir Eksen

Sekil 6. 12. Ornek bir mamografi imgesinin majér, mindr ve
yaricap eksenleri

Katilik 6zniteligi, ROI seklinin diizenliligini tanimlamaktadir. Bu 06zniteligin
hesaplanmasi i¢in ROI imgesini ¢evreleyen en kiigiik konveks alan hesaplanmistir. ROI
imgesinin toplam piksel sayisi cinsinden alaninin konveks alana orani katilik derecesi
olarak tanimlanmistir. Ornek bir ROI imgesini cevreleyen konveks alanin ¢izilmesi Sekil

6.13’te gosterilmistir. Sekilde, kirmizi ¢izgi konveks alanin sinirlarint gostermektedir.

Son olarak, ROI sekil diizensizligi, ROI konturlarindaki yon degisimleri esas
alimarak hesaplanmistir. Yon degisim sayisinin ROI toplam smir piksel sayisina orani
olarak hesaplanan diizensizlik 6zniteligi, Sekil 6.7 (d)’de gosterildigi gibi diizensiz sekle

sahip ROI’lerde yiiksek, daha diizenli sekillerde ise diisiik ¢ikmaktadir.
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Sekil 6. 13. Ornek bir ROI imgesini ¢evreleyen konveks
alan
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7. MAMOGRAFIi IMGELERININ SINIFLANDIRILMASI

Siniflandirma problemlerinin son adimi olan siniflandirma asamasinda segilen
siniflandiricilar da simiflandirma hassasiyetini oldukga etkilemektedir. Tez calismasi
kapsaminda, simniflandirma asamalarinda, £&-NN, karar agaci, rastgele orman, Naive Bayes,

LLC, LDC, FLDA ve SVM smiflandiricilart kullanilmistir.
7.1.  k-En Yakin Komsu Siniflandiricisi

k-en yakin komsu siniflandiricisi, Oznitelik vektdr uzayindaki her bir Oznitelik
vektoriinlin birbirlerine olan uzakliklarina gore siniflandirma islemi yapmaktadir (Fix ve
Hodges, 1952). k-NN siniflandiricist ile siniflandirilacak olan test 6znitelik vektoriiniin
daha onceden smiflandirilmis olan Oznitelik vektdrlerine olan  Oklid uzaklhig
hesaplanmakta ve minimum uzaklig1 veren k adet 6znitelik secilmektedir. Secilen &k adet
Oznitelik ¢cogunlukla hangi sinifa ait ise test 6znitelik vektorii o sinifa atanmaktadir. A-NN

siniflandiricisinin ¢alisma prensibi sematigi Sekil 7.1°de verilmistir.

'. . I-NIN: Test vektoril “daire”™ simifina aittir.

Test veltdri

:\‘ 3-NN: Test vektorii “yildiz” simifina aittir.

Sekil 7. 1. .-NN simiflandiricisi ¢aligma prensibi

7.2.  Karar Agaci1 Smiflandiricisi

Karar agaci smiflandiricilarinin  amaci, 6znitelik vektorlerinin bir kiimeleme
algoritmasi ile grubun tiim elemanlar1 ayni smif etiketine sahip olana kadar alt gruplara
boliinmesidir (Safavian ve Landgrebe, 1991). Karar agaclar1 Sekil 7.2°de gosterildigi gibi

tiim veri kiimesinin olusturdugu kok diigiim ile baglamaktadir. Agacin dallar1 siniflandirma
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kurallarini, yapraklar1 ise smif etiketlerini ifade etmektedir. Karar agaglari
siniflandiricisinin egitim asamasinda, 6rneklerin hepsi ayni sinifa ait ise diiglim yaprak
olarak sonlanmakta ve smif etiketini almaktadir. Orneklerin hepsi aym sinifta degil ise
ornekleri smiflara ayiracak en iyi 6znitelik secilmekte ve bu isleme orneklerin hepsi ayni
sinifa ait olana kadar devam edilmektedir. En iyi 6znitelik se¢imi ig¢in bilgi kazanci
(information gain), gini indeksi (gini index) ve entropi gibi kavramlar kullanilmaktadir.
Egitim asamasinda olusan karar kurallari, test asamasinda siniflandirilacak Ornege
uygulanmaktadir. Sonug olarak, 6rnegin ulastig1 yapragin etiketi o drnegin sinif bilgisini

vermektedir.

Kok Dugam

Sekil 7. 2. Karar agaci siniflandiricisi ¢aligma prensibi (Kavzoglu ve
Colkesen’den, 2010)

7.3. Rastgele Orman Siniflandiricisi

Karar agaci siiflandiricisinin egitim asamasinda karar agacinin 6grenmesi, bir
baska deyimle karar kurallarinin olusturulmasi gerceklestirilmektedir. Karar agacinin
O0grenmesi agamasinda rastgele orman (random forest) algoritmasi, hizlandirilmis agaglar
(boosted trees), dondiirme agact (rotation forest), ID3 ve C4.5 algoritmalar

kullanilmaktadir (Breiman, 2001). Bu c¢alismada kullanilan rastgele orman algoritmasi,
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siniflandirma islemi sirasinda birden fazla karar agaci kullanarak smiflandirma

hassasiyetini yiikseltmeyi amac¢lamaktadir.
7.4. Naive Bayes Simiflandiricisi

Bayes smiflandiricilar, test vektorlerinin hangi sinifa hangi olasilikla ait olduklarini
hesaplamaktadirlar. Bayes karar kuramina gore test drnegi, ait olma olasilig1 en yiiksek
olan smifa atanmaktadir (Chen vd., 2009). 2-sin1fl1 bir siniflandirma probleminde herhangi

bir X drnegi icin Bayes karar kurali Esitlik 7.1°deverilmistir.
P(Wi|f)>P(wj|fc),Vj¢i<:>Xewi (7.1)

Esitlikteki P(wl-|76) ve P(wj|7c) terimleri ¥ Orneginin sirastyla w; ve w;
siniflarina ait olma olasiliklarin1 gostermektedir ve P(wl- | fc) Esitlik 7.2°de gosterildigi

sekilde hesaplanmaktadir.

P(wl- | %): P(§| Wz‘)‘P(Wi)

72
p(*) 72

Esitlikteki P(w,«), p()?| Wl-) ve p(¥) terimleri sirastyla w; smifimin var olma
olasitligini, w; smnifinin X Ornegini icerme olasiligini ve X Orneginin olasilik yogunluk
fonksiyonunu gostermektedir. X Orneginin 1-boyutlu ve /-boyutlu oldugu durumlarda
p(fc|wl-) ve p(%) ifadeleri swrastyla Esitlik 7.3, 7.4 ve 7.5°te gosterildigi sekilde
hesaplanmaktadir. Esitliklerdeki 4, o ve 2. ifadeleri sirasiyla ozniteliklerin ortalamast,

I-boyutlu Ozniteliklerin varyanst ve [-boyutlu Ozniteliklerin kovaryans matrisini

gostermektedir.

20’ (73)

) X ()
(7.4)

)=
p(x| l) (27;)%|Z|%
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p(R)= 3 plE | w;)- P(w;) (7.5)

Naive Bayes smiflandiricilar, 1 veya [-boyutlu Oznitelikleri olusturan tiim
elemanlarin birbirlerinden istatistiksel olarak bagimsiz yani korelasyonsuz oldugunu kabul

ederek Esitlik 7.1°de verilen karar kriteri ile siniflandirma yapmaktadir (Chen vd., 2009).
7.5. Lojistik Dogrusal Simiflandirici

Lojistik dogrusal siniflandiricisi, veri kiimesindeki en az degiskeni kullanarak en iyi
uyuma sahip olacak sekilde bagimli ve bagimsiz degiskenler arasindaki iligkiyi
tanimlayarak bir ayrimsama modeli olusturmaktadir (Webb, 2002 b). Yontemde bagimli ve
bagimsiz degiskenler arasindaki iliski lojistik regresyon analizi ile belirlenmekte ve
ayrimsama modeli dogrusal smiflandirici ile tayin edilmektedir. Lojistik regresyon
analizinde bagimli degiskenin alacagi degerlerden birinin gerceklesme olasiligi
kestirilmektedir. 2-sinifli bir smiflandirma probleminde herhangi birxdrnegi igin

olusturulan LLC modeli Esitlik 7.6’da verilmistir.

log(%(mg =T 5+ py (7.6)

plx|wy

Yontemde smif olasiliklar1 ve kovaryans matrislerinin esit oldugu, siiflar arasinda
loglinear model olusturulabilecegi varsayimlar1 yapilmaktadir. Bu varsayimlar Esitlik 7.7

ile gosterilmektedir.

N exp(,BT-)?+ﬂ0)
p(w]|x)— ]+exp(BT.5é+,H0)

(7.7)
i

]+exp@T -)?+ﬁ0)

plw| %)=

Esitlikte ,85 =0 +log[ P EWI ;] olarak tanimlanmaktadir. LLC karar kriteri Esitlik
P2

7.8 ve 7.9°da verilmistir.
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plw;| %)
- e P(W2|f€)>]
Xe - (7.8)
y p(W1|X)<]
2 p(W2|7€)
T
S wj , ﬂ_} x+,30 >0 (79)
wy . BLE+By<0

7.6. Dogrusal Ayirta¢c Simiflandiricisi

Dogrusal ayirtac smiflandiricist ile egitim Oznitelik vektorlerinin - dogrusal
birlesimlerini bularak birbirinden ayiran dogrusal bir hiperdiizlem, g()?), olusturup

siiflandirma yapmay1 amaglanmaktadir (Webb, 2002 a). Bu hiperdiizlem dogrusal ayirtag
fonksiyonu olarak tanimlanip Esitlik 7.10 ile ifade edilmektedir.

g(®)=w! -Z+wy (7.10)

2-boyutlu bir siniflandirma problemi diisiiniildiigiinde, LDC test asamasinda, test

vektdrii ¥ dogrusal ayirtag fonksiyonuna (g(¥)) iz disiriilerek Esitlik 7.11°de verilen

karar kriterine gore siniflandirilmaktadir.

T -
w LW X+wy >0
¥ { ! 0 (7.11)

T

Wy B w 'E+WO<0

LDC smiflandiricisinin ¢alisma prensibi Sekil 7.3’te gosterilmektedir.
7.7.  Fisher Dogrusal Ayirta¢ Analizi Simflandiricisi

Fisher dogrusal ayirtag siniflandiricisi, egitim verisini sinif-i¢i varyansi minimum,
smiflar-aras1 varyanst maksimum yapacak diisiik-boyutlu alt uzaya indirgeyerek siniflari
ayiran bir hiperdiizlem olusturmaktadir (Fisher, 1936). Bu sebeple, FLDA, Esitlik 7.12°de

verilen fonksiyonu en biiyiiklemeyi amaglamaktadir.
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» 1. Bovut

alx)

Sekil 7. 3. LDC smiflandiricisi caligma prensibi

(7.12)

Esitlikte w egitim kiimesindeki N -boyutlu dogrusal bagimsiz 6znitelikleri, S ve
Sy ise sirastyla smiflar-arasi ve smif-igi sagilim matrislerini gostermekte ve u; (i =1, 2)

ortalamal1 2-sin1fl1 siniflandirma problemi i¢in Esitlik 7.13 ve 7.14’°te gosterilmektedir.

Si= 25— i) 5 -]

J= (7.13)
SW = S] +S2
S =ity — iz )- (8 - i)' (7.14)

Egitim asamasinda FLDA simiflandiricisi, J (sz) fonksiyonunu en biiyiiklemek amaci
ile (SV_VJ -S B)’nin 0zdeger/6zvektdr ayrisimi gerceklestirilmektedir. Egitim kiimesindeki
Oznitelikler, sifir olmayan ya da en biiylik m 6zvektore karsilik gelen o6zdegerler ile

olusturulan izdlistim matrisine izdiisiiriilerek siniflar1 birbirinden ayiran hiperdiizlem elde

edilmektedir (Ozkan vd., 2015).

Test asamasinda, X, vektorii de izdlisim matrisine izdisiirilmekte ve

izdigiiriilmiis egitim vektorleri ile arasindaki uzaklik hesaplanmaktadir. Sonug¢ olarak,
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X5 Vektorii arasindaki uzakligin en az ¢iktig1 vektoriin ait oldugu sinifa atanmaktadir.

FLDA simiflandiricisinin ¢aligma prensibi Sekil 7.4°te gosterilmektedir.

2. Boyut
F 1
*:* *
s * * kK
*

Ko W, TUREES -k k
B o * *
Izdiisiim ** t* X k %

A ***
» 1. Boyut
Ivi Izdiigiim

Sekil 7. 4. FLDA smiflandiricisi ¢calisma prensibi

7.8. Destek Vektor Makineleri Siniflandiricisi

Destek vektor makineleri siniflandiricisi, egitim kiimesindeki 6znitelik vektorlerini
ayiran en uygun hiperdiizlemi bulmay1r amaclamaktadir (Chapelle vd., 1999). SVM
siniflandiricis1 en uygun hiperdiizlem olarak o hiperdiizleme en yakin O6znitelik
vektorlerinin arasindaki uzakligi maksimum yapan hiperdiizlemi segmektedir (Ozkan vd.,

2015). Bu vektorler, destek vektorler olarak bilinmektedir.

SVM, dogrusal olarak ayrilabilen verileri siniflandirabildigi gibi dogrusal olmayan
verileri de uygun bir ¢ekirdek fonksiyonu kullanarak daha yiiksek boyutlarda dogrusal
olarak ayrilabilir hale getirip siniflandirabilmektedir.

Egitim vektdrleri 7S = {(x;,L;),(¥5,L5),+-, (X3, Ly )} olan 2-simfl1 bir siiflandirma
probleminde X; vektorleri L; simif etiketlerini temsil etmektedir. Bu durumda X,

vektorii i¢in karar fonksiyonu Esitlik 7.15’te verilmektedir.

f()_étest): AZ_/I;{OQ L (sz 'xtest)"'b} (7.15)
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Esitlikteki ¢; kuadratik denklemin sifirdan farkli katsayilarini, (%j hiperdiizlem

ile orijin arasindaki en biyliklenecek dik uzaklik ve w hiperdiizleme normal vektorii

gostermektedir. X, vektoriiniin sinifi karar fonksiyonun isaretine gore belirlenmektedir.

SVM siniflandiricisinin ¢alisma prensibi Sekil 7.5’te gosterilmektedir.

Sekil 7. 5. SVM smiflandiricisi ¢aligsma prensibi
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8. MATERYAL VE YONTEM

Tez calismast kapsaminda gergeklestirilen ¢alismalarda, IRMA ve MIAS

veritabanlart kullanilmistir. Gergeklestirilen caligmalarin  performans degerlendirmesi

kullanilan metrikler ve matematiksel ifadeleri Cizelge 8.1’de verilmistir.

Cizelge 8. 1. Degerlendirme kriterleri ve matematiksel ifadeleri

Degerlendirme Kriterleri

Matematiksel ifadeleri

TP: Dogru Pozitif (True Positive)TN: Dogru Negatif (True Negative)

FP: Yanlis Pozitif (False Positive)N: Yanlis Negatif (False Negative)

C : Smif Sayis1 N, : i.smifa ait veri sayis1

Hassasiyet(Sensitivity — SNS)

Kesinlik(Specificity — SPC)

Pozitif Tahmin Degeri(Positive Predictive Value — PPV)

Negatif Tahmin Degeri(Negative Predictive Value — NPV)

Yanlis Pozitif Orani(False Positive Rate — FPR)

Yanlis Negatif Orani(False Negative rate — FNR)

Yanlis Kesif Orani(False Discovery Rate — FDR)

Yanlis Thmal Orani(False Omission Rate — FOR)

Dogruluk(Accuracy — ACC)

+
+
TP
+
+
%FPR:%PTN-IOO
+
+
+
+
C
D" SNS; - N;
% ACC ==L
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8.1. IRMA Veritabam Kullanilarak Gerceklestirilen Calismalar

8.1.1. IRMA veritabam

IRMA veritabani, BI-RADS tarafindan tanimlanmis tim meme doku tiplerine
(yagli, yagli-glandiiler, heterojen-yogun, ¢ok yogun) ait 233 normal (saglikli), 233 iyi ve
233 kotii huylu lezyon iceren mamografi imgesi olmak {izere toplamda 12 siif ve 2796
imge i¢ermektedir (Deserno vd., 2011). Veritabanindaki imgeler 130x130 boyutlarinda, 8
bit/piksel ¢oziiniirliigiinde, .png formatinda, tim meme bolgesinden normal ve hastaliklt
bolgelerin ¢ikartilmig oldugu imge pargalaridir. Veritabaninda bulunan her bir sinifa ait

birer 6rnek imge Sekil 8.1°de gdsterilmistir.

vagh vagh heterojen cok
glandiiler yogun yogun
: e
,E.i
z
=
E
=
=
E

Sekil 8. 1. IRMA veritabanina ait 6rnek imgeler

8.1.2. Mamografi imgelerinin 0n islenmesi

Mamografi imgelerinde en Onemli Ozniteliklerden biri olan kontur bilgisini
korurken giiriiltii giderme olanag: sagladigindan imge iyilestirme asamasinda, histogrami
esitlenerek kontrastt arttirllmis mamografi imgelerine NLM filtresi uygulanmigtir
belirtilmistir (Ergin ve Kiling, 2014). Filtre parametreleri Rg;,, =5,R,,;,, =3 ve o =15

olarak secilmistir. On isleme asamalar1 5rnek mamogram iizerinde Sekil 8.2°de verilmistir.



Histogram NLM

Esitleme Filtreleme

Sekil 8. 2. IRMA veritabanina ait 6n isleme asamas1 adimlari

8.1.3. Oznitelik vektorlerinin olusturulmasi

Oznitelik ¢ikartimi igin 6n isleme tabi tutulmus imgeler oncelikle Daubechiesl
dalgacigi kullanilarak birinci seviyede 2-boyutlu ayrik dalgacik doniisiimiine tabi
tutulmustur. Dalgacik doniisiimii sonucu elde edilen her bir alt banda (Algak/Algak — AA,
Alcak/Yiiksek — AY, Yiiksek/Alcak — YA, Yiksek/Yiiksek — YY) P =8 - komsuluk ve
R =2 yarigap parametreleri ile LCP doniistimii uygulanarak 81x1-boyutlu vektorler elde
edilmistir. Elde edilen vektorlerin 81. boyutundaki degerler diger boyutlardaki degerlerden
cok biiyiikk oldugu icin 81. boyutlar atilmis ve her bir alt banttan elde edilen vektorler
Cizelge 8.2’de verilen katsayilar ile agirliklandirilarak toplanmistir. Bu  siireg
veritabanindaki tiim imgelere uygulanmis ve her birine ait 80-boyutlu 6znitelik vektorleri

elde edilmistir belirtilmistir (Ergin ve Kiling, 2014).

Cizelge 8. 2. LCP doniisiimii ile 6znitelik vektdrleri olusturulurken alt bantlarin ¢arpildigi
katsayilar ve onlara ait LCP kodu (Ergin ve Kiling’tan, 2014)

LCP kodu AA-AY-YA-YY katsayillan
LCP 1-1 1-1-1-0

LCP 1,4-1 1,4-1-1-0

LCP 1,8-1 1,8-1-1-0

Oznitelik vektorlerinin imgeleri temsil edebilirlik kapasitesini yiikseltmek amaci
ile, Ergin ve Kilin¢’in (2014) calismalarinda kullandiklar1 katsay1 kiimelerinden en basarili
olarak tespit ettikleri LCP 1,4-1 kodlu 80-boyutlu 6znitelik vektorlerine alt boliim 6.2°de
anlatilan istatistiksel ve alt boliim 6.3’te anlatilan frekans-diizlemi 6znitelikleri eklenerek
vektor uzayr 108-boyuta genisletilmistir. Olusturulan 108-boyutlu 6znitelik vektorii

Cizelge 8.3’te 6zetlenmistir.
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Cizelge 8. 3. 108-boyutlu 6znitelik vektorlerinin olusturulmasi

LCP Istatistiksel Frekans-Diizlemi 108-Boyutlu
Oznitelik Vektorii Oznitelikler Oznitelikleri ~ Oznitelik Vektorii
80x1 12x1 16x1 108x1
LCP 1,4-1: Enerji AAAA: Enerji

LCP 1,4-1: Ortalama AAAY: Enerji
LCP 1,4-1: Varyans AAYA: Enerji
LCP 1,4-1: Maksimum AAYY: Enerji
LCP 1,4-1: Minimum AYAA: Enerji
LCP 1,4-1: Standart AYAY: Enerji

Sapma AYYA: Enerji
LCP 1,4-1: Carpiklik AYYY: Enerji 108-Boyutlu
LCP 1,4-1 LCP 1,4-1: Basiklik YAAA: Enerji LCP-Tabanl
LCP 1,4-1: Alan- YAAY: Enerji  OZnitelik Vektorii
Tanimlayicist YAYA: Enerji
LCP 1,4-1: Ortalama YAYY: Enerji
Enerji YYAA: Enerji
LCP 1,4-1: Enerji YYAY: Enerji
Varyansi YYYA: Enerji

LCP 1,4-1: Entropi YYYY: Enerji

8.1.4. Meme kanseri teshisi

IRMA veritabani kullanilarak yapilan meme kanseri teshisi ¢alismasi 108-boyutlu
LCP-tabanli 6znitelik vektorlerinin FLDA, LDC, LLC, SVM, k-NN (£=5), Naive Bayes,
karar agaci ve rastgele orman siiflandiricilart kullanilarak 3- ve 12-siiflt siniflandiriimasi

ile gerceklestirilmistir. Siniflandirma ¢alismasinda ¢apraz-dogrulama teknigi kullanilmistir.

8.1.4.1. 3-sinifli meme kanseri teshis calismasi

3-smifli meme kanseri teshis ¢calismasinda veritabaninin yalnizca yaglh doku tipine

sahip mamografi imgeleri saglik durumlarina gére normal, iyi huylu kanser ya da koti
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huylu kanser olmak lizere li¢ sinifa ayrilmistir. Calismada, her bir siifa ait 233 imgenin
210 tanesi (%90) olmak iizere toplamda 630 imge egitim asamasinda ve 23 tanesi (%10)
olmak {izere toplamda 69 imge test asamasinda kullanilmistir.1-asamali meme kanseri

siniflandirma siirecinin is akis semasi1 Sekil 8.3’de gosterilmistir.

IRMA Veritabam
Yagh Doku Tipine Sahip Mamografi imgeleri

l } !

Normal Iyi Huylu Kanser Kitii Huylu Kanser

Sekil 8. 3. 3-sinifli meme kanseri siniflandirma siirecinin i akis semast

8.1.4.2. 12-s1in1fli meme kanseri teshis calismasi

12-simifli meme kanseri teshis ¢alismasinda veritabanindaki tiim imgeler 1-, 2- ve
3-asamali meme kanseri siiflandirma siireclerine tabi tutulmustur. Calismada, her bir
simifa ait 233 imgenin 210 tanesi (%90) olmak iizere toplamda 2520 imge egitim
asamasinda ve 23 tanesi (%10) olmak iizere toplamda 276 imge test asamasinda

kullanilmustir.

I-asamali meme kanseri siniflandirma siirecinde, mamografi imgeleri meme doku
tipi dikkate alinmaksizin direk olarak saglik durumlarina gore normal, iyi huylu kanser ya
da kotii huylu kanser olmak flizere ilic smifa ayrilmistir. 1-asamali meme kanseri

siniflandirma siirecinin is akis semasi1 Sekil 8.4°te gosterilmistir.

2-agsamali meme kanseri siiflandirma siireci mamografi imgelerinin meme doku
tipi tespiti ve meme kanseri teshisinden olusmaktadir. Bu siirecinin ilk asamasinda
mamografi imgeleri meme doku tiplerine gore yagli, yagli-glandiiler, heterojen yogun ve
¢ok yogun olmak iizere dort sinifa ayrilmaktadir. Siirecin ikinci asamasinda ise her bir
meme doku tipine siiflandirilmis mamografi imgeleri saglik durumlarina gére normal, iyi

huylu kanser ya da kotii huylu kanser olmak iizere ii¢ sinifa ayrilmistir.
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_ IRMA Veritabam

Normal Iyi Huylu Kanser Kitii Huylu Kanser

Sekil 8. 4. 1-asamali meme kanseri siniflandirma siirecinin is akis semasi

IRMA veritabant kullanilarak  gerceklestirilen 2-agamali meme kanseri

siiflandirma siirecinin i akis semast Sekil 8.5°de gosterilmistir.

| IRMA Veritaban ‘
Yagh Yagh-Glandiiler Heterojen Yogun Cok Yogun
Normal — Iyj Kori Normal Ty Koti Normal  Jyi Koti ~ Normal Iy Kota
Huylu  Huylu Huylu  Huylu Huylu  Huylu Huylu  Huylu
Kanser Kanser Kanser  Kanser Kanser  Kanser Kanser  Kanser

Sekil 8. 5. IRMA veritabani kullanilarak 2-agamali meme kanseri siniflandirma stirecinin
1s akis semasi

3-asamalt meme kanseri siniflandirma siireci mamografi imgelerinin meme doku
tipi tespiti ve meme kanseri teshisinden olugsmakla beraber bu calismada meme kanseri
teshisi iki asamada gergeklestirilmektedir. Bu siirecinin ilk agamasinda mamografi imgeleri
meme doku tiplerine gore yagli, yagh-glandiiler, heterojen yogun ve ¢ok yogun olmak
tizere dort smifa ayrilmaktadir. Siirecin ikinci asamasinda, her bir meme doku tipine
simiflandirilmis mamografi imgeleri saglik durumlarma gore normal ya da kanser olmak
tizere iki simnifa ayrilmistir. Son olarak, iiclincli asamada, kanserli oldugu belirlenmis
mamografi imgeleri kanser tiplerine gore iyi huylu kanser ya da kétii huylu kanser olarak
siniflandirilmaktadir. IRMA veritaban1 kullanilarak gergeklestirilen 3-asamali meme

kanseri siniflandirma siirecinin is akis semasi Sekil 8.6’da gosterilmistir.
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| IEMA Veritabam

| } } !

Yagh Yagh-Glandiiler Heterojen Yogun Cok Yogun
Normal Kanser Normal Kanser Normal Kanser Normal Kanser
Tyi Kati Iyi Kati Tyi Kati Tyi Kati
Huylu Huylu Huylu Huylu Huylu Huylu i Huylu
Kanser Kanser Kanser Kanser Kanser Kanser Kanser Kanser

Sekil 8. 6. IRMA veritabani kullanilarak 3-asamali meme kanseri siniflandirma stirecinin
is akis semast

8.2. MIAS Veritabam Kullanilarak Gerceklestirilen Calismalar

8.2.1. MIAS veritabani

MIAS veritabani, 106 tane yagli, 104 tane glandiiler ve 112 tane yogun doku
tiplerine sahip toplam 161 kisiye ait 322 mamografi imgesi ve bu imgelere ait 207 tane
normal, 69 tane iyi huylu ve 54 tane kotii huylu kanser olmak {izere toplam 330 tani

icermektedir (Suckling, 1994).

Veritabanindaki imgeler 1024x1024boyutlarinda, 8 bit/piksel ¢oziiniirliigiinde,
.pgm formatinda MLO c¢ekim-tiim meme mamografi imgeleridir. Veritabaninda sag/sol
gogiis, gdgiis dokusu yogunluk derecesi, anomali olup olmadigi, var olan anomalinin tipi
ve yeri bilgileri verilmistir. Veritabaninda bulunan her bir siniftan birer 6rnek imge Sekil

8.7°de gosterilmistir.

8.2.2. Mamografi imgelerinin 6n islenmesi

MIAS veritabanindaki mamografi imgeleri tim memeyi kapsadigindan, kanser
teshisi i¢in bu imgelerden ROI’lerin tespit edilmesi gerekmektedir. ROI bélgelerinin meme
parenkimine goére daha parlak oldugu gerekcesi ile piksellerin yeginlik seviyeleri

farkliliklar1 dikkate alinarak ROI tespiti gerceklestirilmektedir.
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YAGLI YAGLI-GLANDULAR YOGUN

NORMAL

ivi
HUYLU

KOTU
HUYLU

Sekil 8. 7. MIAS veritabanina ait 6rnek imgeler

Sekil 8.8’de verilen 6rnek mamografi imgesinde de gorildiigi gibi, MLO-¢ekim
mamografilerde goriintiillenen pektoral kaslarin, imgelerde goriintiilleme esnasinda olusan
siklikla olusan benek giiriiltiilerin (speckle noise) ve sag/sol gogiis, CC/MLO ¢ekim
bilgilerini veren etiketleme sonucu arka planda olusan diisiik ve yiliksek yeginlikli yapay

parlakliklarin varlig1 yeginlik seviyesi tabanli ROI tespit islemini zorlastirmaktadir.

Mamografi imgelerinde goriintiileme esnasinda olusan giirtiltiilerin giderimi i¢in

imgelere ayr1 ayrt medyan, CWM, Frost ve bilateral filtreleri uygulanmigstir.

Giiriiltii giderimi asamasindan sonra imgelere morfolojik islemler uygulanarak
Sekil 8.8’de gosterilen diisik ve yiliksek yeginlikli yapayliklarin  giderimi
gerceklestirilmistir. Bu dogrultuda, mamografi imgeleri ikili seviyeye doniistiiriilmiis ve
meme bdlgesini yapay parlakliklardan daha biiylik olacagi gerekgesi ile en biiyilik alana
sahip bolge belirlenmistir. Daha sonra imgeler sadece meme bdlgesini icerecek sekilde
kesilmis ve arka plandan arindirilmistir. Son olarak, arka plandan arindirilmis mamografi
imgelerinin yon tayini yapilmis ve pektoral kaslarin imgenin sol iist kosesinde olmasi
amaci ile tim imgeler sola dayali hale getirilmistir. Yon tayini i¢in Nagi vd. (2010)

tarafindan onerilen algoritma kullanilmistir. Bu algoritma ile arka plandan arindirilmas ikili
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seviye mamografi imgelerinin ilk 5 ve son 5 siitunlar toplam1 hesaplanmaktadir. Eger ilk 5
stitun toplam1 son 5 siitundan toplamindan kiiciik ise meme bolgesi saga dayali olarak

belirlenmekte ve aynama islemi sonucu sola dayali olarak diizenlenmektedir.

Yiiksek veginlikli vapavlik
Drigiik veginlikli vapavlik
Pektoral kas

G6giis dokusu

= ROI
Arka plan

Sekil 8. 8. Ornek mamografi imgesi

Giiriiltii ve yapaylik giderimi saglanmis, arka plandan arindirilmis ve sola dayali
hale getirilmis mamografi imgelerine, pektoral kas tespiti i¢in iki farkli algoritma
kullanilarak bolge biliylitme yontemi uygulanmistir. Kullanilan iki algoritmada da tek bir
tohum noktasi ile algoritma baslatilmis ve bdlge biiyiitme algoritmasina Pp bdlgesine
eklenen son pikselin 4-komsulugunun Q benzerlik kosulu acisindan degerlendirilmesi ile

devam edilmektedir. Kullanilan algoritmalardan birincisi Q benzerlik kosulu olarak bolge

ortalamas1 (Pgr _mean) ile bolgeye en son eklenen pikselin yeginlik farkini kullanir.
Algoritma, bu fark, 6nceden tanimlanmis maksimum fark degerinden kii¢iik oldugu siirece
devam etmekte ve bu kosul saglandigi siirece 4-komsuluktaki piksellerden yeginlik
seviyesi bolge ortalamasina en yakin olan piksel bolgeye eklenmektedir. 1. algoritmada, /

imgesinin r. satir ¢. siitun pikseli i¢in kullanilan Q benzerlik kosulu Esitlik 8.1°de ve

algoritmanin is akis semasi Sekil 8.9’da gosterilmistir. Esitlikteki 7' terimi bdlge
algoritmasi ile bolgeye eklenen pikseller arasinda olmasi istenen maksimum fark degerini

gostermektedir.

1 [(r,c)—PR_mean<T

,C)= 8.1
Q(r C) {0 . aksi takdirde @.1)
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BASLA

Tohum

noktasmi seg.

|

Baslangi¢ bélgesinin

ortalamasini hesapla.
v

Yeni eklenen pikselin 4-komsulugundan

béliitlenmis bélgede olmavanlarmi seg.

|

Secilen piksellerden bélgenin ortalamasma

en vakm olan pikseli bul.

Pikseli balgeve ekle;

veni bélgenin *

ortalamasini hesapla.

Sekil 8. 9. Bolge biiylitme yontemi i¢in kullanilan birinci algoritmanin is akis semasi

Kullanilan ikinci algoritmada ise Esitlik 8.2°de verilen @ benzerlik kosulu

kullanilmaktadir. Esitlikteki Pp mean ve T terimleri sirasiyla boliitlenmis imgenin

ortalamast ve onceden belirlenmis esik degerini ifade etmektedir. Algoritmanin is akis

semasi Sekil 8.10°da gosterilmistir.

1 PR_mean—T<I(r,c)<PR_mean+T

0 , aksitakdirde (8.2)

Q(r, c) = {

Her iki algoritmanin da baslangi¢ adimi olan tohum noktasinin se¢imi i¢in pektoral
kaslarin 6n iglenmis mamografi imgelerinin sol iist kosesinde olacagi ve kas yeginlik
seviyelerinin diger bolgelerin yeginlik seviyelerine gore daha yiiksek (daha parlak) olacagi

bilgileri kullanilmistir. Bu dogrultuda, imgelerin sol iist kdsesinden siitunlarinin %25’
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boyutunda karesel bolge kesilmis (S ) ve bu bolgedeki en parlak piksel tohum noktast
olarak se¢ilmistir. Ornek bir mamografi imgesinde, tohum noktas1 se¢imi ve algoritmalarin

benzerlik kosullarini tanimlanmakta kullanilan 7" esik degerinin hesaplanmasi igin ele

alian bolge Sekil 8.11°de gosterilmistir.

BASLA

Tohum

noktasmi seg.

|

Baslangic bélgesinin
ortalamasmi hesapla.
| g/
Yeni bélgenin Yeni eklenen pikselin 4-komsulugunun her
ortalamasmi hesapla. bir pikselini (Q kosulu acismdan degerlendir.

i

Q kosulunu saglayan

Iy

pikselleri bélgevi ekle.

Sekil 8. 10. Bolge biiyiitme yontemi i¢in kullanilan ikinci algoritmanin is akis semasi

Sekil 8. 11. Tohum noktas1 se¢imi ve algoritmalarin benzerlik
kosullarin1 tanimlamakta kullanilan esik degerin hesaplanmasi i¢in
ele alman bolge
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Her iki algoritmada da aym1 7" esik degeri kullanilmistir. Bu deger Esitlik 8.3’te

gosterildigi sekilde imgelerden kesilen Sp karesel bolgesinin standart sapmasinin (GSR )

maksimum degerine (tohum noktasina - max (S )) orani olarak hesaplanmistir. Bu sekilde,

muhtemel pektoral kas olan tohum noktasindan ancak standart sapma kadar farkl

yeginlige sahip piksellerin pektoral kas bolgesine dahil edilmesi amaglanmastir.

T=/ S, 8.3
= floor| —*— )
max(Sg) 8-3)
Bolge biiyiitme algoritmalar1 sonucunda boliitlenen imgelerde, pektoral kas
bolgesini bir iiggen olarak diislinerek tlicgenin kenar koselerinin (A ve B noktalari)
koordinatlar tespit edilmistir. Son olarak, Sekil 8.12°de gosterildigi lizere A ve B noktalari

arasinda y =m-x+b dogrusu belirlenmis, bu dogrunun {iistiinde kalan alan pektoral kas

olarak tanimlanmis ve kesilmistir.

Orjinal imge Béliitlenmis Kas Dogru Belirleme Pektoral Kastan Arindinlmig imge

Sekil 8. 12. Boliitleme islemi sonucunda pektoral kas1 kesilmis bir mamografi imgesi
ornegi

mdb105

Boliitleme islemi sonucunda, pektoral kas bolgesindeki piksel yeginliklerinin meme
dokusundaki piksel yeginliklerine benzer oldugu durumlarda, algoritmanin giirbiizligiini
saglamak amaci ile 6n islenmis mamografi imgelerine ilk olarak histogram esitleme
uygulanarak  zithklar  vurgulanmigs ve sonrasinda yukarida anlatilan  siireg

gergeklestirilmistir.

Mamografi imgelerinden pektoral kas tespiti ¢aligmasinin performansinin
arttirilmasi igin iyilestirme agamasinin gerekliligi saptanmistir. Bu nedenle, bolge biiyiitme
yontemi algoritmalar1 sonucu pektoral kaslardan arindirilmis mamografi imgeleri oncelikle
ikili seviyeye déniistiiriilmiistiir. Ikili seviyeye doniistiiriilmiis mamografi imgelerinde

hesaplanan en biiyilik alanin 10.000 pikselden fazla oldugu durumlarda imgelerde pektoral
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kas olmadig1 kabul edilmis, diger durumlarda ise Sekil 8.12°de gdsterildigi sekilde dogru

belirleme islemi sonucu belirlenen pektoral kaslar imgelerden ¢ikartilmistir.

Iyilestirme asamasinin ilk adimi1 olan imgelerin ikili seviyeye doniistiiriilmesi islemi
icin iki farkli esik degeri kullanilmistir. Esik degerleri elde edilen pektoral kaslardan

arindirilmis mamografi imgelerinin sol {ist kosesinden siitunlarinin %25’i boyutunda
kesilmis karesel bolgeden (S Rz) elde edilmistir. Bu adim i¢in kullanilan ilk esik degeri
(TI) Esitlik 8.4’te verilmistir. Esitlikteki N terimi S R, bolgesindeki piksel sayisini ifade

etmektedir.

/ N
:ﬁ ; (8.4)

Iyilestirme agsamasinin ilk adimi igin kullanilan ikinci esik degeri (T, ) Esitlik 8.5’te
verilmistir. Esitlikteki N terimi Sp bdlgesindeki piksel sayisini, 7; ve T' terimleri ise

sirastyla ilk adimda kullanilan ilk esik degerini ve bolge biiyilitme yontemi i¢in kullanilan

esik degerini ifade etmektedir.

N
T, , DSk ()0
T = . (8.5)
T, YSp(i)=0
i=1

Iyilestirme asamasinin ikinci adiminda, ilk olarak, sadece pektoral kas bdlgesinden
ziyade meme dokusundan da kesim yapildigi asiri-boliitlenmis ya da pektoral kas
bolgesinin tamamen kesilemedigi imgeler belirlenmistir. Bu imgelerin her biri kendi
ortalamalar1 esik degeri kabul edilerek ikili-seviyeye doniistiiriilmiistiir. Ikili-seviyeye
dontstiirilmiis imgelere Canny kenar bulma detektdrii uygulanarak meme dokusu
konturlart ¢ikartilmistir. Meme konturlar1 ve iglerinde kalan bdlgelerin tiirevlerine gore
kas-doku degisimlerinin oldugu yerler tespit edilmis ve buralara dogru belirleme islemi

uygulanmasi sonucu elde edilen pektoral kaslar imgelerden ¢ikartilmistir.
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8.2.3. Mamografi imgelerinde meme doku tipi tespiti

Mamografi imgelerinin meme doku tipi tespitinin ger¢eklestirilmesi i¢in imgelerin
6 = {00,450,900, )i 350} yon ve d = {1,2,3,4} uzaklik parametreleri ile GLCM matrisleri

olusturulmus ve bu matrislerden Cizelge 6.2°de verilen 22-boyutlu doku 6znitelikleri

cikartilarak yedi farkl 6znitelik grubu olusturulmustur.

Birinci, ikinci, Uglincii  ve  dordiincii  Oznitelik  gruplar1t  sirasiyla

0=0°45°,90° ,135° vyonleri ve d=1{1,2,34} uzaklik parametreleri kullanilarak

olusturulan dort GLCM matrisinden c¢ikartilan 22-boyutlu doku oOzniteliklerin alt alta

dizilmesi ile elde edilen 88-boyutlu 6zniteliklerdir.

Besinci oznitelik grubu, sirasiyla 60 =0°,45°,90°,135° yonleri ve d ={1,2,3,4}
uzaklik parametreleri kullanilarak olusturulan dort GLCM matrisinden ¢ikartilan 22-
boyutlu doku Ozniteliklerin ortalamalarinin alinmasi ile hesaplanan 22-boyutlu ortalama

vektorlerinin alt alta dizilmesi ile elde edilen 88-boyutlu 6zniteliklerdir.

Altinc1 Oznitelik grubu, sirasiyla birinci, ikinci, tiglincii ve dordiincii grup 88-

boyutlu 6znitelik vektorlerinin alt alta dizilmesi ile elde edilen 352-boyutlu 6zniteliklerdir.

Yedinci Oznitelik grubu,108-boyutlu  LCP-tabanli 6znitelik vektoriiniin  (Bkz.
Cizelge 8.3) MIAS veritabani i¢in olusturulmasi ve 88-boyutlu besinci grup 6znitelik

vektori ile alt alta dizilmesi sonucu elde edilen 196-boyutlu 6zniteliklerdir.

Olusturulan tiim 6znitelik gruplart FLDA ve SVM siniflandiricilart kullanilarak 4-
ve S-katlamali ¢apraz-dogrulama teknigi ile Il-asamali ve 2-asamali siireclerde

siniflandirilmastir.

I-asamali meme doku tipi siiflandirma siirecinde mamografi imgeleri doku
tiplerine gore yagli, glandiiler ve yogun olmak tizere ii¢ sinifa ayrilmistir. 1-asamali meme

doku tipi siiflandirma stirecinin is akis semast Sekil 8.13te gosterilmistir.
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MIAS Veritabam

| l ,

Yagh Glandiiler Yogun

Sekil 8. 13. 1-asamali meme doku tipi siniflandirma siirecinin is akis semasi

2-agamalt meme doku tipi siniflandirma calismast “énce yagh — sonra digerleri”,
“once glandiiler — sonra digerleri” ve “once yogun — sonra digerleri” olmak iizere ii¢

farkli siireg izlenerek gerceklestirilmistir.

2-agamali meme doku tipi siniflandirma ¢alismasinin “once yagli — sonra digerleri”
siirecinde, mamografi imgeleri oncelikle yagli ya da yagli-degil olmak iizere iki sinifa
ayrilmistir. Sonrasinda, birinci asamada yagli-degil olarak smiflandirilan mamografi
imgeleri, glandiiler ya da yogun olmak iizere tekrar iki siifa ayrilmistir. “Once yagl —

sonra digerleri” siirecinin is akig semasi Sekil 8.14’de gosterilmistir.

MIAS Veritabam

¥ ¥
Yagh Yagh-degil

l l

Glandiiler Yogun

Sekil 8. 14. 2-asamali meme doku tipi siniflandirma ¢alismasi, “once yagli — sonra
digerleri” slirecinin is akis semasi

“Once glandiiler — sonra digerleri” siirecinin ilk asamasinda mamografi imgeleri
glandiiler ya da glandiiler-degil olmak ftizere iki sinifa ayrilmistir. Siirecin ikinci
asamasinda ise, birinci asamada doku tipi glandiiler-degil olarak siniflandirilan mamografi
imgeleri, yagli ya da yogun olmak iizere iki sinifa ayrilmistir. “Once glandiiler — sonra

digerleri” siirecinin is akis semast Sekil 8.15°te gosterilmistir.
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MIAS Veritabam

¥ Y
Glandiiler Glandiiler-degil

l l

Yaglh Yogun

Sekil 8. 15. 2-agsamali meme doku tipi siniflandirma ¢alismasi, “énce glandiiler — sonra
digerleri” slirecinin is akis semast

“Once yogun — sonra digerleri” siirecinde ise ilk asamada yogun ya da yogun-degil
olmak tizere iki smifa ayrilan mamografi imgelerinden doku tipi yogun-degil olarak
siniflandirilan mamografi imgelerinin yagli ya da glandiiler olarak siniflandirilmasi

gerceklestirilmistir. “Once yogun — sonra digerleri” siirecinin is akis semas1 Sekil 8.16’da

gosterilmistir.
MIAS Veritabam
v v
Yogun Yozun-degil

l l

Yaglh Glandiler

Sekil 8. 16. 2-asamali meme doku tipi siniflandirma ¢alismast, “once yogun — sonra
digerleri” slirecinin is akis semasi

8.2.4. Mamografi imgelerinde ROI tespiti

Mamografi imgelerinden ROI’lerin tespiti icin bolgesel tabanli Chan-Vese aktif
kontur modelleme yontemi kullanilmistir. Baslangic konturunun belirlenmesi igin
kullanicidan anomali i¢erdiginden siiphelenilen bir noktay1 segmesi istenmistir. Segilen bu
noktaya Chan-Vese aktif kontur modelleme yontemi bir ve iki iterasyon gergeklestirilerek
uygulanmis ve ROI alanlar1 boliitlenmistir. Boliitlenen ROI alanlarindan hangisinin
secileceginin belirlenmesi i¢in bir karar dlgiitii olusturulmustur. Bu karar olgiitii i¢in, her

iki iterasyon sonucunda Esitlik 8.6’da goriildiigii gibi, boliitlenen alan ile boliitlenen alan
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disinda kalan alanin ortalamalarinin farklarinin boliitlenen alanin ortalamasina gore

yiizdelik degisim orani hesaplanmistir. Esitlikte s ve u; terimleri sirasiyla boliitlenen

alanin ve boliitlenen alan diginda kalan alanin ortalamalarini gostermektedir.

Degisim Orant = 100 - Hi—Hd (8.6)
Hi

Degisim oranmin diisiik ¢ikmasi boliitlenen alan disinda kalan alanda yeginlik
acisindan boliitlenen alan ile benzerlik gosteren alanlarin varligini gostermektedir. Bu
durumda, verimli bir bdliitleme islemi i¢in, iterasyonlara devam edilmesi gerekmektedir.
Bu nedenle, bir ve iki iterasyon sonucu elde edilen olas1 ROI alanlarindan degisim orani
daha biiyiik hesaplanani boliitlenen ROI alani olarak se¢ilmistir. Herhangi bir mamografi
imgesi i¢in, bir ve iki iterasyon sonucu boliitlenen olast ROI alanlari Sekil 8.17°de
orneklendirilmistir. ROI’lerin daha goriilebilir olmasi i¢in imgelere histogram esitleme

uygulanmustir.

1 iterasyon Sonucu Bélitlenen Alan 2 iterasyon Sonucu Bélitlenen Alan
-

Sekil 8. 17. Ornek bir mamografi imgesi icin bir ve iki iterasyon sonucu
boliitlenen olas1 ROI alanlari

Boliitlenen alanlara CCA uygulanarak ilgisiz pikseller atilmis ve alandaki bosluklar
doldurularak 1iyilestirme yapilmistir. Son olarak, iyilestirilen bdliitler imge icinden
kesilerek ROI’ler ve ROI’leri barindiran dikdortgen bolgeler elde edilmistir. Mamografi
imgelerinde ROI tespiti asamalar1 O6rnek bir mamografi imgesi i¢in Sekil 8.18°de

gosterilmistir.
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P. Kasi Kesilmis imge Basglangg Konturu Bilitlenen Alan iyilegtirilmig Baliit

Siurlandimimg Baliit

'y v
WY

Sekil 8. 18. Ornek bir mamografi imgesi i¢in ROI tespiti asamalar1

ROI Bélgesi Referans RO| Bilgesi

8.2.5. Oznitelik vektorlerinin olusturulmasi

Tespit edilen ROI imgelerinin saglik durumlarina gore siniflandirilmasi asamasinda
kullanilmak {izere alt bolim 6.5’te anlatilan boyut, yogunluk (meme yogunlugu, ROI
yaglilik derecesi, ROI yogunluk derecesi), kontur (belirginlik, sirlilik) ve sekil
(yuvarlaklik, ovallik, eksantriklik, katilik, diizensizlik) oznitelikleri ¢ikartilmistir. Bu
Oznitelikler, ¢ok biiylik degerlerin 6znitelik vektor uzayini daraltmasini 6nlemek amaci ile

1-10 aras1 degerlere indekslenerek kullanilmistir.

8.2.6. Meme kanseri teshisi

MIAS veritabani kullanilarak yapilan meme kanseri teshisi ¢alismasi52 normal, 40
1yl huylu kanser ve 18 kotii huylu kanser igeren toplamda 110 tane seg¢ilmis ROI iizerinde
gerceklestirilmistir. Bu asamada, secilen ROI’lerden olusturulanl1-boyutlumamografik
Ozniteliklerin FLDA ve LLC smiflandiricilart kullanilarak 4- ve 5- katlamali capraz

dogrulama teknigi ile siniflandirilmasi gergeklestirilmistir.
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Siniflandirma siirecinde, mamografi imgeleri meme doku tipi dikkate alinmaksizin
direk olarak saglik durumlarina gére normal, iyi huylu kanser ya da kotii huylu kanser
olmak tizere li¢ smifa ayrilmistir. MIAS veritaban1 kullanilarak gerceklestirilen meme

kanseri teshisi ¢alismasinin is akis semas1 Sekil 8.19°da gdsterilmistir.

MIAS Verttabam

v v '

Nommal Ivi Huylu Kanserli Ko&ti Huylu Kanserli

Sekil 8. 19. MIAS veritabani kullanilarak gergeklestirilen meme kanseri teshis
caligmasinin ig akis semast
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9. BULGULAR VE TARTISMA

Tez calismasinin birinci boliimiinde IRMA veritabani kullanilmistir. Bu boliimde
ilk olarak, veritabaninin yalnizca yagli doku tipine sahip mamografi imgeleri
kullanilarak,3-sinifli  smiflandirma c¢alismast Boliim  7°de anlatilan siiflandiricilar
kullanilarak gergeklestirilmistir. Calismada her ti¢ katsay1r (Bkz. Cizelge 8.2, Cizelge 8.3)
ile agirliklandirilan LCP-6znitelik vektorleri kullanilarak hesaplanmis 108-boyutlu LCP-
tabanli 6znitelik vektorleri kullanilmistir(Isikli Esener vd.,2015). Calismadan elde edilen

ortalama dogruluk oranlar1 Sekil 9.1°de gosterilmistir.

100 - 92.23 91.70 91.57

90 76.55
80

70
60
50
40
30
20
10

mLCP1-1
mLCP 1,4-1
= LCP 1,8-1

Ortalama Dogruluk Oram (%)

()

Siniflandiricilar

Sekil 9. 1. 108-boyutlu LCP-tabanli 6znitelik vektorlerinin 3-sinifli siniflandirilma
calismasindan elde edilen sonuglar

108-boyutlu 6znitelik vektorleri kullanilarak gerceklestirilen 3-sinifli siniflandirma
calismasinda en yiiksek dogruluk orani (%92,23) LCP 1,4-1 kodlu LCP vektorleri tabanli
108-boyutlu  Oznitelik vektorleri simiflandirildiginda  elde edilmistir. Bu  6znitelik

vektorlerinin ¢alismada en basarili olan FLDA siniflandiricisi ile smiflandirilmasina ait
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performans degerlendirmesi Sekil 9.2°de, olusturulan toplam karmagiklik matrisi ise

Cizelge 9.1°de verilmistir.

90 -
80 -
70 -
60 -
% 50 -
40 -
30 -
20 -
10 - 389 T TTT 389
0 | ----ﬁ

FNR FDR FOR
Degerlendlrme Kriterleri

Sekil 9. 2. LCP 1,4-1 kodlu 108-boyutlu 6znitelik vektorlerinin FLDA siniflandiricist ile
3-siifli siiflandirilma ¢aligmasina ait performans degerlendirmesi

Cizelge 9. 1. LCP 1,4-1 kodlu LCP vektorleri tabanli 108-boyutlu 6znitelik vektorlerinin
FLDA siiflandiricisi ile 3-sinifli siniflandirilma ¢alismasina ait toplam karmasiklik
matrisi

Simiflandirma Sonucu

Normal Iyi Huylu Kotii Huylu
2 . Normal 237 0 16
< 0
= S fyi Huylu 0 253 0
[
g @ Kétii Huylu 42 1 210

Cizelge 9.1 incelendiginde veritabaninda bulunan iyi huylu kanserli mamografi
imgeleri %100 dogruluk ile siniflandirildigi, kétii huylu kanser sinifina ait yanlis-pozitif ve

yanlig-negatif sonuglarin normal sinifina ait oldugu gozlenmektedir.

12-boyutlu istatistiksel, 16-boyutlu frekans-diizlemi, LCP 1,4-1 kodlu LCP
Oznitelikleri ve bu {i¢ 6znitelik grubundan elde edilen 108-boyutlu 6znitelik vektorlerinin
calismada en 1yi performansi gosteren FLDA siniflandiricist ile siniflandirildiginda elde

edilen ortalama dogruluk oranlar1 Sekil 9.3’te verilmistir. Bu oranlar incelendiginde, ilk {i¢
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Oznitelik grubunun ayirt ediciliginin beraber kullanildiklarinda daha da arttig1

gbzlemlenmistir.

100 . 92.23
91.17 8524 88.54

90
80 73.12
70
60
50
40
30
20
10

12-Boyutlu  16-Boyutlu  80-Boyutlu  92-Boyutlu 108-Boyutlu
Oznitelik Oznitelik Oznitelik Oznitelik Oznitelik
Vektori Vektoru Vektori Vektoria Vektori

Oznitelik Gruplar1

Ortalama Dogruluk Oranlar:
(o)

Sekil 9. 3. Tiim 6znitelik gruplarinin FLDA smiflandiricisi ile 3-sinifli siniflandirilmast
calismasindan elde edilen sonuglar

Tez calismasinin  birinci  boliimiinde, 3-simifli  smiflandirma  ¢alismasi
veritabanindaki tiim imgelerin kullanilmasi ile 12-sinifli olarak tekrarlanmigtir. 12-siniflh
siiflandirma calismasinda, 3-sinifli siniflandirma c¢alismasinda en ayirt edici 6znitelik
grubu olarak se¢ilen LCP 1,4-1 kodlu LCP vektorleri tabanli 108-boyutlu 6znitelik
vektorleri kullanilmistir(Isiklt Esener vd., 2017).

12-smifli siniflandirma ¢aligmasi alt bolim 8.1.4.2°de anlatildigr gibi, 1-, 2- ve 3-
asamali smiflandirma stiregleri izlenerek gerceklestirilmistir. 1-asamali  siniflandirma
caligmasindan elde edilen ortalama dogruluk oranlar1 ve katlamalar arasi standart sapma
degerleri Sekil 9.4’te gosterilmistir. Calismada en yiiksek dogruluk orani (%85,47) LLC
siiflandiricist  kullanildiginda elde edilmistir. LLC simiflandiricisinin - performans

degerlendirmesi Sekil 9.5°te verilmistir.
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Sekil 9. 4. 12-smi1fl1 1-asamal1 siniflandirma ¢alismasindan elde edilen sonuglar
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Sekil 9. 5. LLC simiflandiricist ile 12-sinifli 1-agsamali siniflandirma ¢alismasina ait

performans degerlendirmesi

LLC siiflandiricist kullanilarak olusturulan toplam karmasiklik matrisi Cizelge

9.2’de verilmistir. Cizelge 9.2 incelendiginde, iyi ve kotli huylu kanser siniflarindan elde

edilen yanlis-pozitif ve

yanlig-negatif

sonuclarin  normal smifina ait

oldugu

gozlenmektedir. Bu nedenle, sistem hassasiyetini artirmak amaci ile meme doku tipi

belirlenmesi ve tiim doku tiplerinin kendi aralarinda saglik durumlar agisindan

degerlendirilmesini saglayan 2- ve 3-asamali siniflandirma siiregleri uygulanmistir (Isikl

Esener vd., 2017).
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Cizelge 9. 2. LLC siniflandiricist ile 12-smifli 1-agamali siniflandirma ¢alismasina ait
toplam karmasiklik matrisi

Simiflandirma Sonucu

Normal Iyi Huylu Kotii Huylu
2 . Normal 862 91 59
g f:; fyi Huylu 123 889 0
g @ Kotii Huylu 166 2 844

2-agamal1 siniflandirma c¢aligmasindan elde edilen ortalama dogruluk oranlari ve

katlamalar arasi standart sapma degerleri Sekil 9.6’da gosterilmistir.

100 ~
90 87'5186.80 85.56

75.79 77.48

%

® Ortalama Dogruluk Oranlari

m Standart Sapma

Siiflandiricilar

Sekil 9. 6. 12-sin1fl1 2-agsamal1 siniflandirma ¢alismasindan elde edilen sonuglar

Calismada en yiikksek dogruluk oram1 (%87,51) FLDA smiflandiricisi
kullanildiginda elde edilmistir. LLC algoritmasi, esit 6n olasiliklara sahip siniflar arasinda
lojistik dogrusal modeller olusturulabilecegi kabuliine dayanmaktadir. 2-asamali
simiflandirma siirecinde siiflardaki 6rnek sayisi, yani smiflarin 6n olasiliklari, esit
olmadigi i¢in LLC siniflandiricisinin basarim oraninin diismesi olagan kabul edilmistir. Bu
stirecte en basarili olan FLDA smiflandiricisinin performans degerlendirmesi ve bu
siniflandirict kullanilarak olusturulan toplam karmasiklik matrisi sirasiyla Sekil 9.7 ve

Cizelge 9.3 te verilmistir.
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Sekil 9. 7. FLDA siniflandiricisi ile 12-smifl1 2-asamali1 siniflandirma ¢alismasina ait
performans degerlendirmesi

Degerlendlrme Kriterleri

Cizelge 9. 3. FLDA siniflandiricisi ile 12-sinifl1 2-agamali siniflandirma ¢alismasina ait
toplam karmasiklik matrisi

Siniflandirma Sonucu

Normal Iyi Huylu Kotii Huylu
2 . Normal 872 52 88
= = .
= .
% s lyi Huylu 186 826 0
g &£ Kotii Huylu 142 5 865

Cizelge 9.3 incelendiginde, iyi ve kotii huylu kanser siniflarindan elde edilen
yanlig-pozitif ve yanlig-negatif sonuglarin 1-asamali siniflandirma siirecinde oldugu gibi

normal siifina ait oldugu goézlenmektedir.

2-asamali smiflandirma siirecinin performansini artirmak amaci ile bu siirecte en
yiiksek basarimi saglayan FLDA, LLC ve LDC simiflandiricilarina ait toplam karmagsiklik
matrisleri incelenmistir. LLC ve LDC simiflandiricilarindan elde edilen toplam karmasiklik

matrisleri sirastyla Cizelge 9.4 ve 9.5’te verilmistir.
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Cizelge 9. 4. LLC siiflandiricist ile 12-smifl1 2-agamali siniflandirma ¢alismasina ait
toplam karmasiklik matrisi

Simiflandirma Sonucu

Normal Iyi Huylu Kotii Huylu
2 . Normal 835 105 72
g é; fyi Huylu 135 874 3
g & Kotii Huylu 153 0 859

Cizelge 9. 5. LDC siniflandiricisi ile 12-smifl1 2-agsamali siniflandirma ¢aligmasina ait
toplam karmasiklik matrisi

Simiflandirma Sonucu

Normal Iyi Huylu Kaotii Huylu
2 . Normal 877 27 108
g é; fyi Huylu 218 794 0
g & Kotii Huylu 228 2 782

Cizelgeler 9.3, 9.4 ve 9.5 birlikte incelendiginde, iyi huylu kanser / normal, kot
huylu kanser / normal ve iyi huylu kanser / koétii huylu kanser siniflar1 arast FPR ve FNR
degerlerinin en diisiik oldugu sonuglarin sirasiyla FLDA, LLC ve LDC smiflandiricilar
kullanildiginda elde edildigi goriilmiistiir. Bu smiflandiricilar ¢ogunluk oylama (majority
voting) teknigi kullanilarak birlestirilmis ve ortalama dogruluk orant %88,79’a
yiikseltilmistir (Isiklt Esener vd., 2017). Calismanin performans degerlendirmesi Sekil 9.8

ve olusturulan toplam karmasiklik matrisi Cizelge 9.6’da verilmistir.

Cogunluk oylama teknigi ile gerceklestirilen 12-sinifli 2-asamali smiflandirma
stireci sonucunda, FPR ve FNR degerlerinde azalma saglanmistir. Ancak, iyi ve kotii huylu
smiflarinin FNR degerlerinin azaltilmasi gerekliligi Cizelge 9.6’dan acgikca goriilmektedir.
Bu nedenle 12-smifli siniflandirma ¢alismasina 3-asamali siniflandirma siireci ile devam
edilmis ve bu siirecten elde edilen ortalama dogruluk oranlar1 ve katlamalar arasi standart

sapma degerleri Sekil 9.9°da gosterilmistir.
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Sekil 9. 8. Cogunluk oylama teknigi ile 12-sinifl1 2-asamali siniflandirma ¢aligsmasina ait
performans degerlendirmesi

Cizelge 9. 6. Cogunluk oylama teknigi ile 12-smifl1 2-agsamali siniflandirma ¢aligmasina ait
toplam karmasiklik matrisi

Simiflandirma Sonucu

Normal Iyi Huylu Kotii Huylu

- Normal 887 41 84

S 5 .

5 g iyi Huylu 162 850 0

< E

g £ Kotii Huylu 140 2 870

100 193-29 93 39 92.83 91.80 87.36
N

E Ortalama Dogruluk Orani

B Standart Sapma

Siiflandiricilar

Sekil 9. 9. 12-sin1fl1 3-asamal1 siniflandirma ¢alismasindan elde edilen sonuglar




Calismada

en ylksek dogruluk orani

92

(%93,29) FLDA smiflandiricisi

kullanildiginda elde edilmistir. FLDA siniflandiricisinin performans degerlendirmesi Sekil

9.10’da verilmistir.
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Sekil 9. 10. FLDA simiflandiricisi ile 12-sinifl1 3-agamali siniflandirma ¢alismasina ait
performans degerlendirmesi

12-smifli 3-asamali siniflandirma ¢alismasinda FLDA siniflandiricist kullanilarak

olusturulan toplam karmasiklik matrisi Cizelge 9.7’ de verilmistir.

Cizelge 9. 7. FLDA siniflandiricisi ile 12-sin1fli 3-agsamali siniflandirma ¢alismasina ait
toplam karmagiklik matrisi

Simiflandirma Sonucu

Normal Iyi Huylu Kotii Huylu
2 : .Normal 393 445 174
5 g Iyi Huylu 174 629 209
g & Kotii Huylu 139 260 613

2-asamali smiflandirma siirecinde oldugu gibi, 3-asamali siiregte de en yiiksek

basarimi saglayan FLDA, LLC ve LDC smiflandiricilart ¢ogunluk teknigi kullanilarak

birlestirilmistir(Isikli Esener vd., 2017). Bu durumda, dogruluk orani %93,52 degerine

yiikseltilmistir.
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Cogunluk oylama teknigi ile gergeklestirilen 12-sinifli 3-asamali siniflandirma

calismasinin performans degerlendirmesi Sekil 9.11 ve olusturulan toplam karmasiklik

matrisi Cizelge 9.8’de verilmistir.
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Sekil 9. 11. Cogunluk oylama teknigi ile 12-sinifl1 3-asamali siniflandirma calismasina ait
performans degerlendirmesi

Cogunluk oylama teknigi ile gergeklestirilen 12-sinifli 3-asamali siniflandirma

stireci sonucunda, iyi huylu ve kotli huylu kanser siiflara ait FPR ve FNR degerlerinde

azalma saglanmistir.

Cizelge 9. 8. Cogunluk oylama teknigi ile 12-smifl1 3-asamal1 siniflandirma ¢aligmasina ait
toplam karmasiklik matrisi

Simiflandirma Sonucu

Normal Iyi Huylu Kotii Huylu
2 . Normal 393 444 175
g é; fyi Huylu 174 630 208
g & Koti Huylu 139 257 616

IRMA veritabaninin 12-smifli sinmiflandirma ¢alismasinda izlenen 1- , 2- ve 3-

asamal1 siniflandirma siireglerinde en yiliksek dogruluk 3-asamali siniflandirma siirecinde

elde edilmigtir. Dogruluk oraninin yani sira,

sireclerde elde edilen standart sapmalar

incelendiginde 1-asamali siniflandirma g¢alismasinda ¢ok yiiksek olan degerlerin asamasi
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sayist arttikca diistiigii gozlemlenmistir. Bu durum, 3-asamali siniflandirma siirecinin

katlamalarda kullanilan imgelerden bagimsiz ¢alistigini gdstermektedir.

Tez ¢alismasinin ikinci boliimiinde MIAS veritabani kullanilmistir. Bu boliimde ilk
olarak, goriintiileme esnasinda olusan giirtiltiilerin giderimi i¢in imgelere ayr1 ayri medyan,
CWM, Frost ve bilateral filtreler uygulanmistir. Bu filtreler kullanilarak yapilan giiriiltii
giderimi islemi sonucunda elde edilen mamografi imgelerinden 6rnekler Sekil 9.12°de
gosterilmigtir. Bilateral filtreleme sonucu diizglin sonu¢ alinamadigindan bu filtre ile 6n

islenmis imgeler iizerinden ¢alismaya devam edilmemistir.

Giiriiltii giderimi asamasindan sonra imgelere morfolojik islemler uygulanarak
yapayliklarin giderimi saglanmis, imgeler arka plandan arindirilmis ve pektoral kas bolgesi
sol st kosede kalacak sekilde sola dayali olarak diizenlenmistir. Bu islemlerin medyan,
CWM ve Frost filtreleme sonucu uygulanmasi ile elde edilen 6rnek mamografi imgeleri ve
bu islemler icin imge basina ortalama calisma siireleri sirasiyla Sekil 9.13 ve Cizelge

9.9’da verilmistir.

Sonrasinda, sola dayali mamografi imgelerine akis semalar1 verilen iki algoritma
(Bkz. Sekil 8.9, Sekil 8.10) ayr1 ayr1 uygulanmig ve elde edilen bolgelere dogru oturtma
yontemi (line fitting) kullanilarak (Bkz. Sekil 8.12) pektoral kas bolgeleri boliitlenmistir.

mdh27T4 mdhlB3 mdh3 00 mdhl% mdbll mwdb23T mdbl0]l mdbl6? mdblTl

Medyan Filtre

Merkez-Agirhikh
Medyan Filtre

Frost Filtre

Bilateral Filtre

Sekil 9. 12. Giiriiltii giderimi sonucu elde edilen mamografi imgesi 6rnekleri
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mdbl74 mdh283 mdh300 mdh15 mdhb2l mdhI57 mdb101 mdh169 mdblT1

Medyan Filtre

Merkez-Agirhkh
Medyan Filtre

Frost Filtre

Sekil 9. 13. Giiriiltli ve yapaylik giderimi saglanmis ve arka plandan arindirilmis

mamografi imgesi drnekleri

Cizelge 9. 9. Giirtiltii giderimi i¢in kullanilan filtrelerin parametre ve basari oranlari

Filtreleme icin imge Yapaylik Giderimi icin
Basar1 Oram

Filtre Tipi Basina Ortalama Imge Basina Ortalama %)
Calisma Siiresi Calisma Siiresi

Medyan ~16 ms ~31 ms 99,07

CWM ~1.2 sn ~31 ms 89,44

Frost ~6 sn ~31 ms 89,44

Pektoral kas boliitleme uygulamasi sonucunda, Sekil 9.14’de orneklerinin oldugu
sadece meme bolgesinin boliitlendigi ya da boliitleme isleminin gergeklestirilemedigi (tlim

meme bolgesinin boliitlendigi) durumlarla karsilagiimistir.

Bilitleme Somncu  Orjinal imge Pektoral Kas
Giderimi Sonucu

mdb98

mdh136

Sekil 9. 14. Boliitleme islemi sonucunda pektoral kas
bulundurmadigina karar verilen mamografi imgesi 6rnekleri
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Yapilan incelemeler sonucunda, bu sekilde boliitlenmis mamografi imgelerinde
cogunlukla pektoral kas bulunmadig: tespit edilmistir ve bu imgelere pektoral kas giderimi

amacli hicbir algoritma uygulanmamustir.
Iki farkli bolge biiyiitme algoritmasi kullanilarak gerceklestirilen pektoral kas
boliitleme ¢alismasinin bagart oranlar1 Cizelge 9.10°da 6rnek sonuglar ise Sekil 9.15°te

verilmistir.

Cizelge 9. 10. Bolge biiyiitme yontemi sonucu elde edilen basar1 oranlari

Algoritma Tipi
Algoritma 1 Algoritma 2
Medyan %52,48 %50,93
CWM %55,59 %54,04

Frost %39,13 %37,58




mdbh274 mdh283 mdb300 mdhl5 mdh21 mdb257 mdb101 mdh169 mdb171

Medyan Filtre

Merkez-Agirhkh

Medyan Filire FRE—_E
Frost Filtre

Medyan Filire

Merkez-Agirhkh Algoritma 2

Medyan Filtre

Frost Filtre

Sekil 9. 15. Bolge biiyiitme yontemi sonucu elde edilen mamografi imgeleri

L6



98

Sekil 9.15’te verilen mdb300 imgesinden de goriildigii tlizere, pektoral kas
bolgesindeki piksel yeginliklerinin gogiis dokusundaki piksel yeginliklerine benzer oldugu
durumlarda oldukc¢a basarisiz sonucglar elde edilmektedir. Bu durumun iistesinden
gelebilmek icin On islenmis mamografi imgelerine ilk olarak histogram esitleme
uygulanarak  zithiklar vurgulanmig ve sonrasinda yukarida bahsedilen siireg

gerceklestirilmistir. Bu durumda elde edilen sonuglar Cizelge 9.11°de verilmistir.

Cizelge 9. 11. Histogram esitleme akabinde bolge biiyiitme yontemi sonucu elde edilen
basar1 oranlari

Algoritma Tipi
Filtre Tipi
Algoritma 1 Algoritma 2
Medyan %63,04 %62,42
CWM %62,42 %63,04
Frost %64,91 %64,29

Bolge biyilitme yontemi ardindan 7; esik degeri kullanilarak iyilestirme

yapildiginda elde edilen basar1 oranlar1 Cizelge 9.12°de ve histogram esitleme akabinde

bolge biiyiitme yontemi uygulanmasi ardindan 7; esik degeri kullanilarak iyilestirme

yapildiginda elde edilen basari oranlar1 Cizelge 9.13’te verilmistir.

Cizelge 9. 12. Bolge biiylitme yontemi ardindan 7; esik degeri kullanilarak iyilestirme
yapildiginda elde edilen basar1 oranlar

Algoritma Tipi
Filtre Tipi
Algoritma 1 Algoritma 2
Medyan 267,70 %063,35
CWM %63,98 %58,70
Frost %58,39 %57,14

Bolge biiyiitme yontemi ardindan 7, esik degeri kullanilarak iyilestirme

yapildiginda elde edilen basar1 oranlar1 Cizelge 9.14’te ve histogram esitleme akabinde

bolge biiyilitme yontemi uygulanmasi ardindan 7, esik degeri kullanilarak iyilestirme

yapildiginda elde edilen basari oranlar1 Cizelge 9.15°te verilmistir.
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Cizelge 9. 13. Histogram esitleme akabinde bolge biiylitme yontemi uygulanmasi ardindan
T; esik degeri kullanilarak iyilestirme yapildiginda elde edilen basar oranlar

Algoritma Tipi
Filtre Tipi
Algoritma 1 Algoritma 2
Medyan %70,19 %71,43
CWM %69,25 %68,94
Frost %74,78 %73,91

Cizelge 9. 14. Bolge biiylitme yontemi ardindan 7, esik degeri kullanilarak iyilestirme
yapildiginda elde edilen basar1 oranlari

Algoritma Tipi
Filtre Tipi
Algoritma 1 Algoritma 2
Medyan %51,55 %359,94
CWM %58,70 %59,32
Frost %151,55 %151,55

Cizelge 9. 15. Histogram esitleme akabinde bdlge biiylitme yontemi uygulanmasi ardindan
T, esik degeri kullanilarak iyilestirme yapildiginda elde edilen basar1 oranlari

Algoritma Tipi
Filtre Tipi
Algoritma 1 Algoritma 2
Medyan %74,84 %71,12
CWM %74,53 %74,22
Frost %72,05 %71,12

Iyilestirme asamasinin ikinci adimy, ilk adimda en yiiksek basari oraninin (%74,84)
saglandig1i, medyan filtreleme uygulamis imgelere histogram esitleme akabinde bolge
biiylitme yontemi uygulanmasi ardindan 7, esik degeri kullanilarak gerceklestirilen
tyilestirme sonucu elde edilen imgelere uygulanmistir. Bu durumda MIAS veritabaninda
bulunan 322 imgenin 304’iinden pektoral kaslar kabul edilebilir diizeyde kesilerek %94,40
oraninda basar1 saglanmustir. lyilestirme asamasinin 2. adimi sonucunda elde edilen
pektoral kaslardan armdirilmis mamografi imge ornekleri ve uygulama asamalart Sekil

9.16°da gosterilmistir.
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Mamografi imgelerinin pektoral kaslardan arindirilmasi ¢alismasinin performansi
The Area Normalized Error kriterine gore degerlendirilmistir. Bu kriterlere gore
degerlendirme sonuglart ve sonuglarin literatiirde yer alan bazi caligmalar ile

karsilagtirilmasi Cizelge 9.16’da verilmistir.



Cizelge 9. 16. Mamografi imgelerinde pektoral kas tespiti degerlendirme sonuglari

Graph-
Cut Watershed
Based Doniisiimii
Merging (Camilus

Adaptif Minimum

Piramid Tarama

(Camilus Agaci
vd., (Camilus

Ozvektor Hough Gabor
Boliitleme Doniisiimii  Dalgaciklan

Degerlendirme Kriterleri Onerilen (Abdellatif  (Camilus  (Camilus vd.,

vd., 2012)  vd., 2011) 2011) (Camilus  vd., 2011)
2011)  wvd., 2011) vd., 2011)
FP, 0,0415 0,0074 0,0198 0,0058 0,0371 0,0255 0,0064 0,0085
FN,, 0,0328 0,0412 0,2519 0,0577 0,0595 0,1168 0,0558 0,0488
FP < 0.05&FN < 0.05 322 51 10 45 50 40 43 46
min( FP, FN ) <0.05
& 0 18 0 0 18 20 19 25
0.05 < max( FP, FN) <0.10
min( FP, FN ) <0.05
& 0 10 0 0 11 18 22 13

max( FP, FN ) > 0.10

0.05<FP<0.10
& 0 1 8 22 0 0 0 0
0.05 <FN <0.10

0.05 <min( FP,FN ) <0.10

& 0 L 0 0 0 1 0 0
max( FP, FN) > 0.10
FP>0.10 & FN > 0.10 0 0 66 17 5 3 0 0
Hausdorff Uzakhig 15,97 L 7,08 3,84 3,85

01
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Cizelge 9.16’da verilen sonuglar incelendiginde, elde ettigimiz imge basina
ortalama yanlig-pozitif sayisinin diger calismalara gore daha yiiksek olusu referansa gore
pektoral kas olmayan pikselleri algoritmamizin daha fazla kas olarak tespit ettigini
gostermektedir. Imge basina ortalama yanlis-negatif sayisinin daha diisik olusu ise
referansa gore pektoral kas olan piksellerin algoritmamiz tarafindan daha az kagirildigini
gostermektedir. Bu durumda, ¢aligmalarda kullanilan imge sayisi da diisiiniildiigiinde, elde

ettigimiz sonuglarin basarisini gostermektedir.

Pektoral kas tespiti asamasindan sonra imgelerin meme doku tipi tespiti
gerceklestirilmistir. Meme doku tipi tespiti caligsmasi, MIAS veritabaninda yer alan 322
tane imgeden pektoral kaslar1 kabul edilebilir diizeyde kesilmis 304 imge lizerinde
gergeklestirilmistir. Bu imgelerin 103 tanesi yagli, 98 tanesi yagli-glandiiler ve geriye
kalan 103 tanesi de yogun-glandiiler doku tipine sahiptir. Imgelerden doku &znitelikleri
(Bkz. Cizelge 6.2) alt boliim 8.2.3’de anlatildig1 gibi yedi farkli 6znitelik grubu seklinde
cikartilmistir. Bu 6znitelikler gruplar1t FLDA ve SVM siniflandiricilart kullanilarak 4-ve 5-
katlamali  c¢apraz-dogrulama teknigi ile 1l-asamali ve 2-asamali siireclerde
siiflandirilmigtir. Birinci 6znitelik grubu kullanilarak yapilan meme doku tipi tespiti

caligsmalarindan elde edilen ortalama dogruluk oranlar1 Sekil 9.17°de gosterilmistir.
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Sekil 9. 17. Birinci 6znitelik grubu kullanilarak gerceklestirilen meme doku tipi tespiti
calismalarindan elde edilen ortalama dogruluk oranlari
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Ikinci 6znitelik grubu kullanilarak yapilan meme doku tipi tespiti calismalarindan

elde edilen ortalama dogruluk oranlart Sekil 9.18’de gdsterilmistir.
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Sekil 9. 18. Ikinci 6znitelik grubu kullanilarak gerceklestirilen meme doku tipi tespiti
caligmalarindan elde edilen ortalama dogruluk oranlari

Ucgiincii dznitelik grubu kullanilarak yapilan meme doku tipi tespiti ¢calismalarindan

elde edilen ortalama dogruluk oranlart Sekil 9.19°da gdsterilmistir.
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Sekil 9. 19. Ugiincii 6znitelik grubu kullanilarak gerceklestirilen meme doku tipi tespiti
caligmalarindan elde edilen ortalama dogruluk oranlari
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Dordiincii  0znitelik grubu kullanilarak  yapilan meme doku tipi tespiti

calismalarindan elde edilen ortalama dogruluk oranlar1 Sekil 9.20°de gosterilmistir.
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Sekil 9. 20. Déordiincii 6znitelik grubu kullanilarak gerceklestirilen meme doku tipi tespiti
calismalarindan elde edilen ortalama dogruluk oranlar1

Besinci 6znitelik grubu kullanilarak yapilan meme doku tipi tespiti ¢aligmalarindan

elde edilen ortalama dogruluk oranlar1 Sekil 9.21°de gosterilmistir.
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Sekil 9. 21. Besinci 6znitelik grubu kullanilarak gergeklestirilen meme doku tipi tespiti
calismalarindan elde edilen ortalama dogruluk oranlari
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Altinc1 6znitelik grubu kullanilarak yapilan meme doku tipi tespiti ¢alismalarindan

elde edilen ortalama dogruluk oranlart Sekil 9.22°de gdsterilmistir.
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Sekil 9. 22. Altinci 6znitelik grubu kullanilarak gergeklestirilen meme doku tipi tespiti
caligmalarindan elde edilen ortalama dogruluk oranlari

Yedinci 6znitelik grubu kullanilarak yapilan meme doku tipi tespiti ¢alismalarindan

elde edilen ortalama dogruluk oranlar1 Sekil 9.23°te gosterilmistir.
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Sekil 9. 23. Yedinci 6znitelik grubu kullanilarak gergeklestirilen meme doku tipi tespiti
caligsmalarindan elde edilen ortalama dogruluk oranlar1
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Yukaridaki ¢izelgeler incelendiginde meme doku tipi tespiti en yiiksek %82,481ik
dogruluk orani ile gergeklestirildigi goriilmektedir. Bu oran, yedinci 6znitelik grubunun
SVM smiflandiricist ile “Once Glandiiler — Sonra Digerleri” simflandirma siirecinde 5-
katlamal1 capraz dogrulama teknigi kullanilarak smiflandirildiginda saglanmistir(Isikli
Esener vd., 2016).Yedinci 6znitelik grubunun belirtilen siiregte siniflandirmasina iligkin

performans degerlendirmesi Sekil 9.24’te verilmistir.

79.67 79.33
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30 - 20 33 20.67
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Degerlendlrme Kriterleri

Sekil 9. 24. Yedinci 6znitelik grubu kullanilarak gergeklestirilen meme doku tipi tespiti
calismasinin performans degerlendirmesi

Tez c¢aligmasinin ikinci doneminde, meme doku tipi tespitinin ardindan alt béliim
8.2.4’te ayrintili olarak anlatildig1 sekilde ROI tespiti gergeklestirilmistir. 52 normal, 40 iyi
huylu kanser ve 18 kotli huylu kanser igeren toplamda 110 tane sec¢ilmis ROI’den alt
boliim 6.5’de anlatilan 11-boyutlu mamografik 6znitelikler ¢gikartilmistir. Bu 6znitelikler,
cok biiyiik degerlerin 6znitelik vektdr uzayini daraltmasini 6nlemek amaci ile 1-10 arasi
degerlere indekslenmistir. indekslenmis Oznitelik vektorlerinin  FLDA ve LLC
simiflandiricilart  kullanilarak 4- ve 5- katlamali capraz dogrulama teknigi ile
siiflandirilmasi1 sonucu gergeklestirilen meme kanseri teshis calismasindan elde edilen

sonuclar Sekil 9.25’te verilmistir.

Calismada en yiiksek dogruluk oranini (%83,25) saglayan LLC smiflandiricisinin

performans degerlendirmesi Sekil 9.26’da verilmistir.
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Sekil 9. 25. MIAS veritaban1 meme kanseri teshisi ¢alismasindan elde edilen sonuglar
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Sekil 9. 26. LLC siniflandiricisi ile MIAS veritabant meme kanseri teshisi ¢alismasinin
performans degerlendirmesi

Calismada LLC siniflandiricist kullanilarak olusturulan toplam karmasiklik matrisi
Cizelge 9.17°de verilmistir. Cizelge incelendiginde, kotii huylu kanser sinifinin basarili bir
sekilde smiflandirildig1 gozlenmistir. Bu durum, siniflandirma ¢alismasinin giivenilirligini
ortaya koymaktadir. Iyi huylu kanser smifina ait yanlhs-pozitif ve yanlis-negatif sonuglarm
ise normal sinifina ait oldugu goriilmektedir. Bu durum, ¢alismada kullanilan mamografik

Ozniteliklerin kot huylu smifi digerlerinden ayirt eden Oznitelikler oldugunu
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belirtmektedir. Sonug olarak, iyi huylu kanser sinifi ile normal siniflar1 arasinda ayirt edici

Ozniteliklerin bulunmasi ile siniflandirma basarisinin yiikseltilebilecegi diistintilmektedir.

Cizelge 9. 17. LLC smiflandiricisi ile MIAS veritaban1 meme kanseri teshisi ¢alismasina
ait karmasiklik matrisi

Simiflandirma Sonucu

Normal Iyi Huylu Kotii Huylu
Normal 46 9 0
Iyi Huylu 11 25 4

Referans
Siiflar

Kotii Huylu 1 0 19
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10. SONUC VE ONERILER

Kadin 6liim nedenlerinde 6n siralarda yer alan meme kanserinin erken teshis ile
Olim orani azaltilabilmektedir (Jemal vd., 2011). Tez calismast kapsaminda incelenen
mamografi, meme kanserinin erken tespit ve teshisinde kullanilan en yaygin yontemdir.
Buna ragmen, meme dokusundaki saglikli bolgeler ile kanserli bolgelerin X-1s1n1
gecirgenligi cok farkli olmadigr i¢in mamografi goriintiileri oldukca az bilgi igermektedir
(Ergin ve Kiling, 2014). Meme doku yogunlugu arttikca mamogramlardan elde edilen bilgi
daha da azalmakta ve bu durum radyoloji uzmanlar1 agisindan tespit ve teshis siirecini
zorlastirmaktadir. Mamogramlarin analiz siiresini kisaltmak, radyologlarin mamogramlari
analizine katki saglamak ve insan hatasinin teshisteki roliinii azaltmak maksatlariyla CAD

sistemlerin gelistirilmesi 6nem arz etmektedir.

Bu tez caligmasinda, mamografi imgelerinden meme doku tespiti, meme kanseri
tespit ve teshisi yapabilen bir CAD sistemi 6nerilmistir. Onerilen CAD sistemi literatiirde

kabul gérmiis IRMA ve MIAS veritabanlar1 kullanilarak ger¢ceklenmistir.

Tez c¢alismasinin ilk boliimiinde, IRMA veritaban1 kullanilarak meme kanseri
teshisi yapabilen bir CAD sistemi Onerilmistir. Onerilen CAD sisteminde ilk olarak,
imgelere histogram esitleme ve NLM filtreleme islemleri uygulanarak kontrasti arttirilmis
ve giiriiltii giderimi saglanmis imgeler elde edilmistir. Oznitelik ¢ikarimi asamasinda, &n
islenmis imgelere Daubechies] dalgacigi ile birinci seviyede iki boyutlu dalgacik
dontlistimii uygulanmigstir. Doniisiim sonucu elde edilen her bir alt banda uygulanan LCP
dontistimii ile imgelere ait 81x1-boyutlu vektorler elde edilmistir. Elde edilen vektorlerin
81. boyutundaki degerler diger boyutlardaki degerlerden ¢ok biiyiikk oldugu icin 81.
boyutlar atilmis ve her bir alt banttan elde edilen vektorler {I —1-1- 0} , {] A4—1—1- 0}

ve {] S—1-1- 0} katsayilar ile agirliklandirilarak toplanmistir. Bu 6znitelik vektorlerine

12 tane istatistiksel ve 16 tane frekans-diizlemi 6znitelik eklenerek 108-boyutlu LCP-
tabanli 6znitelik vektorleri elde edilmistir. Meme kanseri teshisi, 108-boyutlu LCP-tabanli
Oznitelik vektorlerinin FLDA, LDC, LLC, SVM, k-NN (k=5), Naive Bayes, karar agac1 ve

rastgele orman siniflandiricilart kullanilarak siniflandirilmas ile gergeklestirilmistir.
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Teshis ¢alismas1 oncelikle veritabaninin yalnizca yagli doku tipine sahip imgeleri

tizerinde 3-simifli olarak gergeklestirilmistir. Bu c¢alismada {],4 —]—]—0} katsayilari
kullanilarak elde edilen 108-boyutlu LCP-tabanli 6znitelik vektorlerin %92,23 dogruluk

orani ile en iyi performansi sagladigi tespit edilmistir. Calismada, ayrica,12-boyutlu
istatistiksel, 16-boyutlu frekans-diizlemi, 80-boyutlu LCP 6znitelikleri ve bu ii¢ 6znitelik
grubundan elde edilen 108-boyutlu LCP-tabanli 6znitelik vektorlerinin performanslari
karsilagtirilmis, ilk {ic 6znitelik grubunun ayirt ediciliginin beraber kullanildiklarinda daha

da artt1g1 gozlemlenmistir.

Istatistiksel, frekans-diizlemi ve LCP &znitelik vektorleri literatiirde mevcut iken,
bu ii¢ vektoriin birlestirilmesi ile elde edilen ve veriyi ayirt ediciligi daha yiiksek olan 108-
boyutlu LCP-tabanli 6znitelik vektorlerinin  olusturulmast ¢alismanin = 6zgilinliiglini

gostermektedir.

IRMA veritaban1 kullanilarak meme kanseri teshis calismasi, veritabanindaki tiim
imgeler ele alinarak ayni1 6znitelik vektorleri ile 12-sinmifli olarak da gerceklestirilmistir. 12-
siifli siniflandirma ¢alismasi i¢in 1- , 2- ve 3-asamali siniflandirma siiregleri onerilmistir.
l-asamali smiflandirma siirecinde, mamografi imgeleri meme doku tipi dikkate
alinmaksizin direk olarak saglik durumlarina gore simiflandirilmistir. 2-asamali siirecte ilk
olarak meme doku tipi siniflandirmasi gergeklestirilmis, sonrasinda her bir doku tipi kendi
icinde saglik durumlarina gore siniflandirilmistir. 3-agamali siniflandirma stirecinde ise
meme doku tiplerine gore smiflandirilan imgeler Oncelikle saglikli — kanserli olarak
siniflandirilmis ve ti¢lincii asamada, kanserli bulunan imgelerin iyi huylu ya da koétii huylu
kanserli siiflandirmasi gergeklestirilmistir. 1-asamali siniflandirma siirecinde en yliksek
%87,51 dogruluk orani elde edilirken, bu oran, 2-asamali siire¢ izlenince %88,79’a ve 3-
asamali siire¢ ile de %93,52’ye yiikselmistir. Ayrica, tiim siireclerden elde edilen sonuglar
incelendiginde, 3-agamali1 siiflandirma siirecinin standart sapmasinin diger siireclere gore
daha disik c¢iktigi gozlemlenmistir. Bu durum, 3-asamali siniflandirma siirecinin
katlamalarda kullanilan imgelerden bagimsiz c¢alistigini gdstermekte ve gilivenilirligini

vurgulamaktadir.

Tez calismasinin ikinci boliimiinde ise MIAS veritabani kullanilarak meme doku

tipi tespiti, meme kanseri tespit ve kanseri teshisi yapabilen bir CAD sistemi Onerilmistir.
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Onerilen CAD sisteminde ilk olarak, imgelere medyan filtreleme uygulanarak giiriiltii
giderimi, morfolojik islemler sonucu yapaylik giderimi saglanmig ve arka plandan
arindirilmis mamografi imgeleri pektoral kas bolgesi sol iist kdsede kalacak sekilde
diizenlenmistir. Sonrasinda, pektoral kas tespiti i¢in, 6n islenmis mamografi imgelerine
histogram esitleme ardindan iki farkli algoritma kullanilarak bdolge biiylitme yOntemi
uygulanmis ve elde edilen bolgelere dogru oturtma gergeklestirilerek baslangic boliitleri
elde edilmistir. imge gradyan bilgisinin de kullanildig1 iyilestirme islemleri sonucunda,
mamografi imgelerinde pektoral kas tespiti gerceklestirilmistir. Calismadan elde edilen
sonuclar literatiirde yer alan caligmalar ile karsilagtirildiginda, onerilen yontem ile yanlis
negatiflik oraninin daha diisiik oldugu, yanls pozitiflik oraninin daha yiiksek ¢ikmasina
ragmen kullanilan imge sayis1 diisiiniildiigiinde daha basarili sonuglar elde edildigi

gozlemlenmistir.

Bolge bliylitme ve dogru oturtma yontemleri literatiirde pektoral kas tespiti i¢in

kullanilsa da bu yontemlerin birlikte kullanilmasi ¢calismanin 6zgiinliigiinti gostermektedir.

Pektoral kas tespitinin ardindan gergeklestirilen meme doku tipi tespiti ¢alismasi
icin GLCM matrislerinden elde edilen doku 6znitelikleri, FLDA ve SVM siniflandiricilar
ile 1- ve 2-asamali smiflandirma siirecleri izlenerek siniflandirilmistir.1-asamali meme
doku tipi siiflandirma siirecinde mamografi imgeleri doku tiplerine gore yagli, glandiiler
ve yogun olmak lizere ii¢ smifa ayrilmistir. 2-asamali meme doku tipi tespiti ise “once
vagh — sonra digerleri”, “once glandiiler — sonra digerleri” ve “énce yogun — sonra

digerleri” olmak tlizere ii¢ farkl siire¢ izlenerek gerceklestirilmistir. Calismada en yiiksek

basar1 108-boyutlu LCP-tabanli 6znitelik vektoriiniin (Bkz. Cizelge 8.3) MIAS veritabani

icin olusturulmasi ve sirasiyla 6 = 0°,45°,90° ve 135° yonleri, d = {1, 2,3, 4} uzaklik
parametreleri kullanilarak olusturulan dért GLCM matrisinden ¢ikartilan 22-boyutlu doku
Ozniteliklerin ortalamalarinin alinmasi ile hesaplanan 22-boyutlu ortalama vektorlerinin alt
alta dizilmesi ile elde edilen 88-boyutlu Ozniteliklerin birlikte kullanildigr 6znitelik
grubunun, FLDA smiflandiricist ile “Once Glandiiler — Sonra Digerleri” smiflandirma

siirecinde siniflandirildiginda saglanmustir.

Meme doku tipi tespiti ardindan Chan-Vese aktif kontur modelleme yontemi

kullanilarak ROI tespiti gergeklestirilmistir. Meme kanseri teshisi i¢in, ROI’lerden 11-
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boyutlu mamografik Oznitelikler cikartilmig ve 1-10 arast degerlere indekslenmistir.
Indekslenen &zniteliklerin FLDA ve LLC siniflandirilmas: sonucu gerceklestirilen meme
kanseri teshisi ¢alismasinda %83,25 dogruluk orani elde edilmistir. Caligmada, kotii huylu
kanser smifinin basarili bir sekilde siniflandirildig1 gézlenmistir. Bu durum, siniflandirma
caligmasmin giivenilirligini ortaya koymaktadir. Iyi huylu kanser sinifinin ise normal
simifindan tam olarak ayrilamadigi tespit edilmistir. Bu durum, calismada kullanilan
mamografik 6zniteliklerin kotii huylu sinifi digerlerinden ayirt eden 6znitelikler oldugunu

belirtmektedir.

Tez calismasi degerlendirildiginde, ilerleyen donemlerde, iyi huylu kanser ile
normal siniflar1 arasinda ayirt edici mamografik 6zniteliklerin bulunmasi ile siniflandirma
basarisinin yiikseltilebilecegi ve meme doku tipi tespitinin ardindan her bir doku tipine ayr1
ROI tespiti ve 0znitelik ¢ikarimi uygulandiginda daha basarili sonuclar elde edilebilecegi

distiniilmektedir.

Gergeklestirilen tez ¢alismasi ile 6zgiin bir 6znitelik ¢ikartim ve pektoral kas tespiti
yontemi Onerilerek literatiire katkida bulunulmustur. Ayrica, tez ¢alismasindan elde edilen
sonuglarin, Onerilen sistemin radyologlar tarafindan etkin bir CAD sistemi olarak

kullanilabilecek giivenilirlikte oldugunu gosterdigi diisiiniilmektedir.



114

KAYNAKLAR DIiZiNi

Abdellatif, H., Taha, T. E., Zahran, O. F., Al-Nauimy, W., Abd El-Samie, F. E., 2012,
Automatic pectoral muscle boundary detection in mammograms using eigenvectors
segmentation, 29" National Radio Science Conference (NRSC), 633-640.

Agrawal, P., Vatsa, M., Singh, R., 2014, Saliency based mass detection from screening
mammograms, Signal Processing, 99, 29-47.

Ahonen, T., Hadid, A., Pietkdinen, M., 2006, Face description with local binary patterns:
Application to face recognition, IEEE Transactions on Pattern Analysis and
Machine Intelligence, 28, 2037-2041.

Anitha, J., Peter, J. D., Pandian, I. A. S., 2017, A dual stage adaptive thresholding
(DuSAT) for automatic mass detection in mammograms, Computer Methods and
Programs in Biomedicine, 138, 93—104.

Beura, S., Majhi, B., Dash, R., 2015, Mammogram classification using two dimensional
discrete wavelet transform and gray-level co-occurrence matrix for detection of
breast cancer, Neurocomputing, 154, 1-14.

Biswas, S. K., Mukherjee, D. P., 2011, Recognizing architectural distortion in
mammogram: A multiscale texture modeling approach with GMM, IEEE
Transactions on Biomedical Engineering, 58,7, 2023-2030.

Breiman, L., 2001, Random Forests, Machine Learning, 45, 5-32.

Bria, A., Karssemeijer, N., Tortorella, F., 2014, Learning from unbalanced data: A
cascade-based approach for detecting clustered microcalcifications, Medical Image
Analysis, 18, 241-252.

Camilus, K. S., Govindan, V. K., Sathidevi, P. S., 2010, Computer-aided identification of
the pectoral muscle in digitized mammograms, Journal of Digital Imaging, 23,5,
562-580.

Camilus, K. S., Govindan, V. K., Sathidevi, P. S., 2011, Pectoral muscle identification in
mammograms, Journal of Applied Clinical Medical Physics, 12,3, 215-230.

Casti, P., Mencattini, A., Salmeri, M., Ancona, A., Mangieri, F., Rangayyan, R. M., 2013,
Measures of radial correlation and trend for classification of breast masses in

mammograms, 35" Annual International Conference of Engineering in Medicine
and Biology Society (EMBC), 6490-6493.

Casti, P., Mencattini, A., Salmeri, M., Ancona, A., Mangeri, F., Pepe, M.L., Rangayyand,
R.M., 2016, Contour-independent detection and classification of mammographic
lesions”, Biomedical Signal Processing and Control, 25, 165—-177.



115

KAYNAKLAR DIiZINi (devam)

Chakraborty, J., Mukhopadhyay, S., 2012, Automatic detection of pectoral muscle using
average gradient and shape based feature, Journal of Digital Imaging, 25, 387-399.

Chapelle O., Haftner P., Vapnik V. N., 1999, Support vector machines for histogram-based
image classification, [IEEE Transaction on Neural Networks, 10,5, 1055-1064.

Chen, J., Huang, H., Tian, S., Qu, Y., 2009, Feature selection for text classification with
Naive Bayes, Expert Systems with Applications, 36, 5432-5435.

Choti, J. Y., Kim, D. H., Plataniotis, K. N., Ro, Y. M., 2016, Classifier ensemble generation
and selection with multiple feature represetations for classification applications in

computer-aided detection and diagnosis on mammography, Expert Systems With
Applications, 46, 106—121.

Chockri, F., Farida, M. H., 2017, Mammographic mass classification according to Bi-
RADS lexicon, 11, 3, 189-198.

Clausi, D. A., 2002, An analysis of co-occurrence texture statistics as a function of grey
level quantization, Canadian Journal of Remore Sensing, 28, 1, 45-62.

David, R., Arnau, O., Joan, M., Marta, P., Joan, E., 2005, Breast segmentation with
pectoral muscle suppression on digital mammograms, Lecture Notes in Computer
Science, 153-158.

Deserno, T. M., de Oliveira, J. E. E., Araujo, A. A., 2011, Towards computer-aided
diagnostics of screening mammography using content-based image retrieval, Proc
IEEE Sibgrapi, 211-219.

Dik, E. C., Aktas, A. Z., 2014, Hausdorff uzaklig: kullanilarak hitit ¢iviyazisi isaretlerinin
taninmasi, TBD 31. Ulusal Bilisim Kurultayi, 1-5.

Domingues, 1., J. Cardoso, S., Amaral, 1., Moreira, 1., Passarinho, P., Comba, J. S., Correia,
R., Cardoso, M. J., 2010, Pectoral muscle detection in mammograms based on the
shortest path with endpoints learnt by SVMs, Engineering in Medicine and Biology
Society, 3158-3161.

Eltoukhy, M. M., Faye, 1., Samir, B. B., 2012, A statistical based feature extraction method
for breast cancer diagnosis in digital mammogram using multi resolution
representation, Computers in Biology and Medicine, 42, 123—128.

Ergin, S., Kiling, O., 2014, A new feature extraction framework based on wavelets for
breast cancer diagnosis, Computers in Biology and Medicine, 51, 171-182.



116

KAYNAKLAR DIiZINi (devam)

Ferrari, R. J., Rangayyan, R. M., Desautels, J. E. L., Borges, R. A., Frere, A. F., 2004,
Automatic identification of the pectoral muscle in mammograms, IEEE
Transactions on Medical Imaging, 23,2, 232-245.

Fisher, R.A., 1936, The use of multiple measurements in taxonomic problems, Annals of
Eugenics, 7, 179-188.

Fix, E., Hodges, J., 1952, Discriminatory analysis, nonparametric discrimination:
Consistency properties, Report 4 on the Project 21-49-004, US Air Force School of
Aviation Medicine, Randolph Field.

Ganesan, K., Acharya, U. R., Chua, K. C., Min, L. C., Abraham, K. T., 2013, Pectoral
muscle segmentation: A review, Computer Methods and Programs in Biomedicine,
110, 48-57.

Ganesan, K., Acharya, U. R., Chua, C. K., Lim, C. M., Abraham, K. T., 2014, One-class
classification of mammograms using trace transform functions, IEEE Transactions
on Instrumentation and Measurement, 63,2, 304-311.

Guliato, D., Rangayyan, R. M., Carvalho, J. D., Santigo, S. A., 2008, Polygonal modelling
of contours of breast tumors with the preservation of spicules, IEEE Transactions
on Biomedical Engineering, 55,1, 14-20.

Guo, Y., Dong, M., Z., Xiaoli, G., Wang, K., Luo, C., Ma, Y., Zhang, J., 2016, A new
method of detecting micro-calcification clusters in mammograms using contourlet

transform and non-linking simplified PCNN, Computer methods and programs in
biomedicine, 130, 31-45.

Hachama, M., Desolneux, A., Richard, F. J. P., 2012, Bayesian technique for image
classifying registration, IEEE Transactions on Image Processing, 21,9, 4080-4091.

Haider, W., Sharif, M., Raza, M., 2011, Achieving accuracy in early stage tumor
identification systems based on image segmentation and 3d structure analysis,
Computer Engineering and Intelligent Systems, 2, 6, 96-103.

Haralick, R. M., Shanmugam, K., Dinstein, I., 1973, Textural features of image
classification, IEEE Transactions on Systems, Man, and Cybernetics, SMC-3, 6,
1973.

Isikli Esener, 1., Ergin, S., Yiiksel, T., 2015,A new ensemble of features for breast cancer
diagnosis, IEEE 38™ International Conference on Information and Communication
Technology, Electronics and Microelectronics (MIPRO’15), 1415-1420.



117

KAYNAKLAR DIiZINi (devam)

Isikl1 Esener, 1., Ergin, S., Yiiksel, T., 2016, A genuine GLCM-based feature extraction for
breast tissue classification on mammograms, International Journal of Intelligent
Systems and Applications in Engineering, 4, 124-129.

Isikli Esener, 1., Ergin, S., Yiiksel, T., 2017,, A new feature ensemble with a multi-stage
classification scheme for breast cancer diagnosis, Journal of Healthcare
Engineering, 2017, 1-15.

Jemal, A., Bray, F., Center, M. M., Ferlay, J., Ward, E., Forman, D., 2011, Global cancer
statistics”, CA: A Cancer Journal for Clinicians, 61, 2, 69-90.

Karahaliou, A. N., Boniatis, I. S., Skiadopoulos, S. G., Sakellaropoulos, F. N., Arikidis, N.
S., Likaki, E. A., Panayiotakis, G. S., Costaridou, L. 1., 2008, Breast cancer
diagnosis: Analyzing texture of tissue surrounding microcalcificatons, IEEE
Transactions on Information Technology in Biomedicine, 12,1, 731-738.

Karssemeijer, N., 1998, Automated classification of parenchymal patterns in
mammograms, Physics in Medicine and Biology, 43,2, 365-378.

Kavzoglu, T., Colkesen, 1., 2010, Karar Agaclan1 ile Uydu Goriintiilerinin
Siniflandirilmasi: Kocaeli Omegi, Harita Teknolojileri Elektronik Dergisi, 2,1, 36-
45.

Keles, A., Keles, A., Yavuz, U., Expert system based on neuro-fuzzy rules for diagnosis
breast cancer, 2011, Expert Systems with Applications, 38, 5719-5726.

Kekre, H. B., Sarode, T., Gharge, S., 2009, Tumor detection in mammography images
using vector quantization technique, International Journal of Intelligent Information
Technology Application, 2, 5, 237-242.

Kekre, H. B., Sarode, T., Gharge, S., Raut, K., 2010, Detection of cancer using vector
quantization for segmentation, International Journal of Computer Applications, 4,9,
14-19.

Krishnan, M. M. R., Banerjee, S., Chakraborty, C., Chakraborty, C., Ray, A. K., 2010,
Statistical analysis of mammographic features and its classification using support
vector machine, Expert Systems with Applications, 37, 470—478.

Kwok, S. M., Chandrasekhar, R., Attikiouzel, Y., 2001, Automatic pectoral muscle
segmentation on mammograms by straight line estimation and cliff detection, 7.
Australian and New Zealand Intelligent Information Systems Conference, 67-72.

Kwok, S. M., Chandrasekhar, R., Attikiouzel, Y., Rickard, M. T., 2004, Automatic
pectoral muscle segmentation on mediolateral oblique view mammograms, IEEE
Transactions on Medical Imaging, 23,9, 1129-1140.



118

KAYNAKLAR DIiZINi (devam)

Lado, M. J., Cadarso-Suarez, C., Roca-Pardifias, J., Tahoces, P. G., 2008, Categorical
variables, interactions and generalized additive models. Applications in computer-
aided diagnosis systems, Computers in Biology and Medicine, 38, 475-483.

Li, J. B., 2012, Mammographic image based breast tissue classification with kernel self-
optimized fisher discriminant for breast cancer diagnosis, Journal of Medical
Systems, 36, 2235-2244.

Li, J. B., Wang, Y.-H., Chu, S.-C., Roddick, J. F., 2014, Kernel self-optimization learning
for kernel-based feature extraction and recognition, Information Sciences, 257,
70-80.

Li, X.-Z., Williams, S., Bottema, M. J., 2013, Background intensity independent texture
features for assessing breast cancer risk in screening mammograms, Pattern
Recognition Letters, 34, 1053-1062.

Li, X.-Z., Williams, S., Bottema, M. J., 2014, Texture and region dependent breast cancer
risk assessment from screening mammograms, Pattern Recognition Letters, 36,
117-124.

Liu, C. C., Tsai, C. Y., Liu, J.,, Yu, C. Y., Yu, S. S., 2012, A pectoral muscle segmentation
algorithm for digital mammograms using Otsu thresholding and multiple regression
analysis, Computers & Mathematics with Applications, 64,5, 1100-1107.

Liu, L., Wang, J., He, K., 2010, Breast density classification using histogram moments of
multiple resolution histograms, 3. International Conference on Biomedical
Engineering and Informatics (BMEI), 146-149.

Ma, W. Y., Manjunath, B. S., 2000, Edge flow: A technique for boundary detection and
image segmentation, IEEE Transactions on Image Processing, 9, 1375-1388.

Maitra, I. K., Nag, S., Bandyopadhyay, S. K., 2011, Identification of abnormal masses in
digital mammography images, International Journal of Computer Graphics, 2,1, 17-
30.

Maitra, I K., Nag, S., Bandyopadhyay, S. K., 2012, Technique for preprocessing digital
mammogram, Computer Methods and Programs in Biomedicine, 107, 175-188.

Malar, E., Kandaswamy, A., Chakravarthy, D., Dharan, A. G., 2012, A novel approach for
detection and classification of mammographic microcalcifications using wavelet
analysis and extreme learning machine, Computers in Biology and Medicine, 42,
898-905.



119

KAYNAKLAR DIiZINi (devam)

Menon D. P. S., Phadke, A. C., 2013, Classification of circular and lobulated masses in
mammograms using fractal analysis,International Conference on Circuits, Power
and Computing Technologies (ICCPCT-2013), 1219-1221.

Muramatsu, C., Hara, T., Endo, T., Fujita, H., 2016, Breast mass classification on
mammograms using radial localternary patterns, Computers in Biology and
Medicine 72, 43-53.

Mustra, M., Bozek, J., Grgic, M., 2009, Breast border extraction and pectoral muscle
detection using wavelet decomposition, IEEE International Conference on
Computer as a Tool (EUROCON), 1426-1433.

Mustra, M., Grgic, M., 2013, Robust automatic breast and pectoral muscle segmentation
from scanned mammograms, Signal Processing, 93, 2817-2827.

Moayedi, F., Azimifar, Z., Boostani, R., Katebi, S., 2010, Contourlet-based mammography
mass classification using the SVM family, Computers in Biology and Medicine, 40,
373-383.

Nagi, J., Kareem, S. A., Nagi, F., Ahmed, S. K., 2010, Automated breast profile
segmentation for ROI detection using digital mammograms”, IEEE EMBS
Conference on Biomedical Engineering & Sciences (IECBES), 87-92.

Otsu, N., 1979, A threshold selection method from gray-level histograms, IEEE
Transactions on Systems, Man, and Cybernetics, 9, 1, 62-66.

Ozkan, K., Ergin, S., Isik, S., Isikly, 1., 2015, A new classification scheme of plastic wastes
based upon recycling labels, Waste Management, 35, 29-35.

Pal, N. R., Bhowmick, B., Patel, S. K., Pal, S., Das, J., 2008, A multi-stage neural network
aided system for detection of microcalcifications in digitized mammograms,
Neurocomputing, 71, 2625-2634.

Papadopoulos, A., Fotiadis, D.I., Costaridou, L., 2008, Improvement of microcalcification
cluster detection in mammography utilizing image enhancement techniques,
Computers in Biology and Medicine, 38, 1045-1055.

Pereira, D.C., Ramos, R.P., Nascimento, M.Z., 2014, Segmentation and detection of breast
cancer in mammograms combining wavelet analysis and genetic algorithm,
Computer Methods and Programs in Biomedicine, 114,1, 88-101.

Petroudi, S., Constantinou, I., Tziakouri, C., Pattichis, M., Pattichis, C., 2013, Investigation
of AM-FM methods for mammographic breast density classification, 13™ IEEE
International Conference on Bioinformatics and Bioengineering (BIBE-2013).



120

KAYNAKLAR DIiZINi (devam)

Radovic, M., Djokovic, M., Peulic, A., Filipovic, N., 2013, Application of data mining
algorithms for mammogram classification, 13™ 1IEEE International Conference on
Bioinformatics and Bioengineering.

Ramos, R. P., Nascimento, M. Z., Pereira, D. C., 2012, Texture extraction: An evaluation
of ridgelet, wavelet and co-occurrence based methods applied to mammograms,
Expert Systems with Applications, 39, 11036-11047.

Rangayyan, R. M., El-Faramawy, N. M., Desautels, J. E. L., Alim, O. A., 1997, Measures
of acutance and shape for classification of breast tumors, IEEE Transactions on
Medical Imaging, 16, 6, 799-810.

Roshan, D. Y., Harada, K., 2007, A connected component labeling algorithm for grayscale
images and application of the algorithm on mammograms, ACM Symposium on
Applied Computing, 146-152.

Safavian, S.R., Landgrebe, D., 1991, A survey of decision tree classifier methodology,
IEEE Transactions on Systems, Man, and Cybernetics, 21, 660-674.

Saltanat, M., Hossain, M. A., Alam, M. S., 2010, An efficient pixel value based mapping
scheme to delineate pectoral muscle from mammograms, 5. IEEE International
Conference on Bio-Inspired Computing: Theories and Applications (BIC-TA),
1510-1517.

Savitha, R., Suresh, S., Sundararajan, N., 2013, Projection-based fast learning fully
complex-valued relaxation neural network”, IEEE Transactions on Neural
Networks and Learning Systems, 24,4, 529-541.

Soh, L., Tsatsoulis, C., 1999, Texture analysis of SAR sea ice imagery using gray level co-
occurrence matrices, IEEE Transactions on Geoscience and Remote Sensing, 37, 2,
780-795, 1999.

Subashini, T. S., Ramalingam, V., Palanivel, S., 2010, Pectoral muscle removal and
detection of masses in digital mammogram using CCL, International Journal of
Computer Applications, 1,6, 71-76.

Suckling, J. et al., 1994, The mammographic image analysis society digital mammogram
database, Exerpta Medica International Congress Series, 1069, 375-378.

Sultana, A., Ciuc, M., Strungaru, R., 2010, Detection of pectoral muscle in mammograms
using mean-shift segmentation approach, 8. International Conference on
Communications (COMM), 165-168.



121

KAYNAKLAR DIiZINi (devam)

Swiderski, B., Osowski, S., Kureka, J., Kruka, M., Lugowska, I., Rutkowski, P., Barhoumi,
W., 2017, Novel methods of image description and ensemble of classifiers in
application to mammogram analysis, Expert Systems With Applications, 81, 67-78.

Talha, M., Sulong, G. B., 2012, Preprocessing and pectoral muscle separation from breast
mammograms, International Journal of the Physical Sciences, 7,3, 471-477.

Thangavel, K., Karnan, M., 2005, Computer aided diagnosis in digital mammograms:
Detection of microcalcifications by meta heuristic algorithms, International Journal
on Artificial Intelligence and Machine Learning, 5, 29-40.

Tzikopoulos, S. D., Mavroforakis, M. E., Georgiou, H. V., Dimitropoulos, N., Theodoridis,
S., 2011, A fully automated scheme for mammographic segmentation and
classification based on breast density and asymmetry, Computer Methods and
Programs in Biomedicine, 102, 47-63.

Vaidehi, K., Subashini, T. S., 2013, Automatic identification and elimination of pectoral
muscle in digital mammograms, International Journal of Computer Applications,
75,14, 15-18.

Vallez, N., Bueno, G., Deniz, O., Dorado, J., Seoane, J. A., Pazos, A., Pastor, C., 2013,
Breast density classification to reduce false positives in CADe systems, Computer
Methods and Programs in Biomedicine, 113,2, 569-584.

Verma, B., McLeod, P., Klevansky, A., 2009, A novel soft cluster neural network for the
classification of suspicious areas in digital mammograms, Pattern Recognition, 42,
1845—1852.

a, Webb, A.R., 2002, Linear discriminant analysis. in: Statistical Pattern Recognition, John
Wiley & Sons, New York, p. 158-159.

b, Webb, A.R., 2002, Linear discriminant analysis. in: Statistical Pattern Recognition, John
Wiley & Sons, New York, p. 123-124.

Weidong, X., Lihua, L., Wei, L. A., 2007, Novel pectoral muscle segmentation algorithm
based on polyline fitting and elastic thread approaching, 1. International Conference
on Bioinformatics and Biomedical Engineering (ICBBE), 837-840.

Yam, M., Brady, M., Highnam, R., Behrenbruch, C., English, R., Kita, Y., 2001, Three-
dimensional reconstruction of microcalcification clusters from two mammographic
views, IEEE Transactions on Medical Imaging, 20,6, 479-489.

Zhang, Z., Lu, J., Yip, J., 2008, Computer aided mammography, School of Computing and
Engineering Researchers’ Conference, University of Huddersfield, 125-130.



OZGECMIS

Kisisel Bilgiler

Ad1 Soyadi: Idil ISIKLI ESENER
Dogum Yeri / Tarihi: Ankara/01.11.1986
Vatandaghgi: Tiirkiye Cumhuriyeti

fletisim
E-posta Adresi: idil.isikli (at) gmail.com

Ogrenim Durumu

Lisans: Elektrik — Elektronik Miihendisligi Boliimii, Eskisehir Osmangazi Universitesi,
Eskisehir, 2010
Yiiksek Lisans: Elektrik — Elektronik Miihendisligi Anabilim Dali, Bilecik Seyh Edebali
Universitesi, Bilecik, 2012
Tez Baghgi: Akill sistemler kullanilarak gii¢ sistemlerinde yiik tahmini analizi ve
uygulamasi
Tez Danismani: Prof. Dr. Mehmet KURBAN, Yrd. Dog. Dr. Tolga YUKSEL
Doktora: Telekomiinikasyon / Sinyal Isleme Bilim Dali, Elektrik — Elektronik
Miihendisligi Anabilim Dali, Eskisehir Osmangazi Universitesi, Eskisehir,
devam ediyor
Tez Bashigi: Gogiis Kanseri Igin Siipheli Bélgelerin Mamogram Imgeleri Uzerinde
Belirlenmesi ve Goglis Kanser Tiirlintin Siniflandirilmasi

Tez Danigsmani: Dog. Dr. Semih ERGIN, Yrd. Dog. Dr. Tolga YUKSEL

SCI/ SCI-E Dergi Yayinlarn

1. Isikli Esener 1., T. Yiiksel ve M. Kurban, Short-Term Load Forecasting Without
Meteorological Data Using Al Based Structures, Turkish Journal of Electrical
Engineering and Computer Sciences, 23: 370-380, 2015.

2. Ozkan K., S. Ergin, S. Isik ve I. Isikl1 Esener, A New Classification Scheme of
Plastic Wastes Based Upon Recycling Labels, Waste Management, 35: 29-35,
2015.



OZGECMIS (devam)

3. Isikli Esener 1., S. Ergin ve T. Yiiksel, A New Feature Ensemble with a Multi-Stage
Classification Scheme for Breast Cancer Diagnosis, Journal of Healthcare
Engineering, vol. 2017, Article ID 3895164, 15 pages, 2017. doi:
10.1155/2017/3895164.

Diger Dergi Yaymnlar

1. Isikl1 Esener 1., S. Ergin ve T. Yiiksel, A Genuine GLCM-based Feature Extraction

for Breast Tissue Classification on Mammograms, International Journal of

Intelligent Systems and Applications in Engineering (IJISAE), 4: 124-129, 2016.

Uluslararasi1 Konferans Yayimnlar

1.

Isikli 1., E. Acgikkalp, H. Yamik ve M. Kurban, Biyodizelin Dizel Santrallerde
Kullanim Analizi, The 6th International Advanced Technologies Symposium
(IATS’11), s. 20-24, Elaz1g, Tiirkiye, 2011.

Bozdemir M., 1. Isikli ve M. Kurban, Hidromobillerde Kullanilan Motorlar ve
Siirtici Devreleri, The 6th International Advanced Technologies Symposium
(IATS’11), s. 282-286, Elaz1g, Tiirkiye, 2011.

Isikli Esener 1., T. Yiiksel ve M. Kurban, Artificial Intelligence based Hybrid
Structures for Short-Term Load Forecasting without Temperature Data, IEEE 11th
International Conference on Machine Learning and Applications (ICMLA’12), s.
457-462, Boca Raton, Florida, ABD, 2012.

Isikli Esener 1., T. Yiiksel ve M. Kurban, Short-Term Load Forecasting without
Weather Data: A Comparison Study, The 12th International Conference on
Probabilistic Methods Applied to Power Systems (PMAPS’12), istanbul, Tiirkiye,
2012.

Isikli Esener 1., T. Yiiksel ve M. Kurban, Wavelet Transform in Power System
Analysis, The 2th International Eurasian Conference on Mathematical Sciences and

Applications (IECMSA’13), Saraybosna, Bosna-Hersek, 2013.



OZGECMIS (devam)

Isikli Esener 1., S. Ergin ve T. Yiiksel, A New Ensemble of Features for Breast
Cancer Diagnosis, IEEE 38th International Conference on Information and
Communication Technology, Electronics and Microelectronics (MIPRO’15), s.

1415-1420, Opatija, Hirvatistan, 2015.

Ulusal Konferans Yaymnlar

1. Isikli Esener 1., T. Yiiksel ve M. Kurban, Sicaklik Verisi Olmadan Kisa Dénem
Yiik Tahmini i¢in Yapay Zeka Tabanli Melez Yapilar, 2012 Elektrik — Elektronik
ve Bilgisayar Miihendisligi Sempozyumu (ELECO’12), s. 84-88, Bursa, 2012.

2. Balc1 H., I. Istkli Esener ve M. Kurban, Regresyon Analizi Kullanlarak Kisa
Doénem Yiik Tahmini, 2012 Elektrik — Elektronik ve Bilgisayar Miihendisligi
Sempozyumu (ELECO’12), s. 796-801, Bursa, 2012.

3. Isikli Esener I., S. Ergin ve T. Yiiksel, Gogiis Kanseri Teshisinde Bir Oznitelik
Secim Analizi, IEEE Tip Teknolojileri Ulusal Kongresi (TIPTEKNO’15), s. 412-
415, Bodrum, Mugla, 2015.

Projeler

1. “Mamogram Goriintiilerinde Meme Kanseri icin Siipheli Bolgelerin incelenerek

Meme Kanserinin Otomatik Teshisi”, Bilimsel Arastirma Projesi, Proje No. 2015-

698, Eskisehir Osmangazi Universitesi, Arastirmaci, 2015-2017.



	İdil_IŞIKLI_ESENER_PhD_Thesis_onaya_kadar.pdf
	İdil_IŞIKLI_ESENER_PhD_Thesis_onay.pdf
	İdil_IŞIKLI_ESENER_PhD_Thesis_onay_sonrasi.pdf

