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CIMENTO OGUTME PROSESININ DOGRUSAL OLMAYAN SiSTEM
TANILAMA YONTEMLERI iLE MODELLENMESI

OZET

Cimento enddistrisi demir-gelik, kimya, petrokimya ve kagit endiistrisi gibi enerji-
yogun bir endiistri olup yiiksek bir enerji ihtiyact vardir. Gilinlimiizde pek ¢ok
¢imento lreticisinin liretim kapasiteleri enerji talebi ile smirli kalmakta, iiretim
kapasitesini artirmak ancak ve ancak enerji ihtiyacinin azaltilmasi ile miimkiin

olmaktadir.

Cimento {iiretim proseslerinin tamami incelendiginde en fazla enerji tiikketiminin
¢imento Oglitme prosesinde oldugu goriilmektedir, ancak ¢imento Ogilitme prosesi
yapisi itibariyle stokastik bir prosestir. Cimento kalitesi, bir ¢ok isletme ve proses
parametresine bagli olarak degismektedir, bu parametreler hem zaman iginde hem de
sistemden sisteme degiskenlik gosterebilmektedir. Bu parametreler arasinda bilyali
degirmenin bilya boyu ve tonaji, besleme boyut dagilimi, besleme hizi, besleme
tonaj1, malzeme sertligi ve tane boyu dagilimi, degirmen ve ayristiricidaki (Separator)
havanin hizi sayilabilir. Cimento kalitesinde istenen deger ve enerji tiikketimi bu
degiskenlerin en uygun degerleri almasiyla ve devrenin en iyi bigimde kontrol
edilmesiyle miimkiindiir. Bahsi gecen parametreler nedeniyle sistemin deterministik
bir modelinin ¢ikarilmast pek miimkiin degildir, dolayisiyla sistem tanilama gibi

deneysel yontemler sisteme ait en iyi modelin tek alternatifi olarak durmaktadir.

Bu calismada, cimento endiistrisinde ¢imento Oglitme prosesinin dogrusal ve
dogrusal olmayan yontemler ile modellenmesi incelenmistir. Cimento Oglitme
prosesi Oncelikle sistem tanilamada ilk olarak uygulanmasi gereken dogrusal
parametrik bir model yapisi olan ARX ve ARMAX model ile tanilanmistir. Elde
edilen basarimin yetersiz goriilmesi ile sistem sirasiyla NARX, Hammerstein-Wiener

ve yapay sinir aglart (YSA) ile modellenmistir.

Hem dogrusal hem de dogrusal olmayan modelleme ¢alismalarinda sistem bir biitiin

olarak modellenmeye calisilmistir. Sistemin modelinde bes giris ve tek cikis yer
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aldig1 i¢in ¢imento Ggiitme prosesinin her bir modeli i¢in on ile onalt1 arasinda
bilinmeyen parametrenin kestirilmesi gerekmistir. Parametrelerin ve ¢6ziim uzayinin
biiyiikliigiinden dolayr bu parametrelerin eniyileme c¢alismalarinda Genetik

Algoritma (GA) Optimizasyon Yontemi kullanilmastir.

Birinci boliimde tez hakkinda genel bilgi verilmekte, tezin amaci ve daha Once

yapilan literatiir ¢alismalarina yer verilmektedir.

Ikinci boliimde ¢imento, ¢imento iiretim asamalar1 ve iiretim asamalarinda enerji
tilketimi dagilimi hakkinda genel bilgi verilmektedir. Bolimiin sonuna dogru, tez
calismasi boyunca modelleme c¢alismalar1 yapilacak olan ¢imento &gilitme prosesi

tanitilmaktadir.

Ugiincii ve dordiincii boliimlerde, dogrusal ve dogrusal olmayan dinamik sistemlerin
tanilanmasindan bahsedilmektedir. Dogrusal sistem tanilama modelleri olarak AR,
ARX, ARMAX, BJ ve OE modellerinin yapilar1 anlatilmaktadir. Dordiincii boliimde
ise dogrusal olmayan sistem tanilama modellerinden NARX, Hammerstein-Wiener
ve yapay sinir aglarmin (YSA) genel tanimi ve Ozellikleri hakkinda bilgi

verilmektedir.

Besinci boliimde parametrelerin  eniyileme caligmalarinda kullanilan  Genetik

Algoritma (GA) Optimizasyon Y ontemi hakkinda bilgi verilmektedir.

Altinct boliimde ¢imento dgilitme prosesi modelleme calismalarina gecgilmeden dnce

verilerin toplanmasi, hazirlanmasi ve modellerin basarim 6Slgiitleri anlatilmaktadir.

Yedinci bolimde c¢imento oOglitme prosesi farkli modelleme sekillerine gore

incelenmektedir. Modellerle ilgili sonuglar elde edilmekte ve karsilastiriimaktadir.

Son boliim olan sekizinci boliimde, kisaca ¢alisma boyunca elde edilen sonuglar bir
araya getirilmekte ve 6zetlenmektedir.Ayrica bu sonuglar karsilastirilarak bir 6zet

halinde ¢alismanin katkist agiklanmaya calisilmaktadir.
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NON-LINEAR MODELING OF CEMENT GRINDING PROCESS

SUMMARY

The cement industry is an energy-intensive industry like chemical, iron-steel,
petrochemicals and paper industries and has high-energy demands. Today, the
cement production capacities of many cement producers are limited to their energy
consumption. It is possible to increase the production capacity but only if the energy

consumption of process is reduced.

When all of the cement production processes of the cement industry are examined, it
can be seen that the most energy consumption is in the cement grinding process but it
is a stochastic process due to the presence of several sources of noise and
fluctuations. The quality of cement varies depending on many operating and process
parameters, which may vary from system and time. These parameters include the ball
size, feed size distribution, feed rate and tonnage, material hardness and grain size
distribution and the speed of air in the mill and separator. The desired value of
cement quality and energy consumption is possible by taking the most suitable
values of these variables and by controlling the best way of the system. It is not
possible to derive a deterministic model of the system because of the parameters that
are covered by the bet, so experimental methods such as system identification stand

as the only alternative of the best model of the system.

In this study, the modeling of the cement grinding process by linear and non-linear
methods is investigated in the cement industry. The cement grinding process was
first described by the ARX and ARMAX models, which are linear parametric model
structures that must be applied first in system diagnosis. The system was modeled
with  NARX, Hammerstein-Wiener and artificial neural networks (ANN),

respectively, with the result being considered inadequate.

In both linear and nonlinear modeling studies, the system was modeled as a whole.
Since there are five inputs and one output in the system model, unknown parameters

between ten and sixteen must be estimated for each model of the cement grinding
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process. Because of the parameters and the size of the solution space, Genetic
Algorithm (GA) Optimization Method has been used for optimization of these

parameters.

In the first part, general information is given about the thesis, the aim of the thesis

and previous literature studies are given.

The second part gives general information about cement, cement production stages
and energy consumption distribution in production stages. At the end of the chapter,
the cement grinding process, in which modeling studies are carried out during the

thesis work, is introduced.

In the third and fourth chapters, the description of linear and nonlinear dynamical
systems is mentioned. As the linear system diagnosis models, AR, ARX, ARMAX,
BJ and OE models are explained. In the fourth part, nonlinear system identification
models are given information about NARX, Hammerstein-Wiener and artificial
neural networks (ANN).

In the fifth section, we give information about Optimization Method of Genetic

Algorithm (GA), which is used in optimization studies of parameters.

In the sixth chapter, before the cement grinding process modeling studies are started,
the collection, preparation and performance criteria of the models are explained.

In the seventh chapter, the cement grinding process is investigated according to

different modeling patterns. Results related to models are obtained and compared.

In the last chapter, chapter 8, briefly the results obtained during the study are brought
together and summarized. In addition, these results are compared and the

contribution of working in a summary is tried to be explained.
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1. GIRIS

1.1 Tezin Amaci

Cimento fabrikasindaki ana proseslerden biri olan ¢imento 6gilitme prosesinin gorevi,
Klinker ve arzu edilen 6lgiide alg1 ve katki maddesinin karigtirilip 6giitiilerek, istenen
incelikte homojen hale getirilmesini saglamaktir. Bu prosesin sonunda elde edilen
¢imento, iiriin paketleme hattina sevk edilir. Giiniimiizde ¢imento tiiketimi diinyada
yillik 4,3 milyar ton, Tirkiye’de ise yaklagik 72 milyon tondur. Bu oran her yil
diinyada %1, Tirkiye’de ise %3,5 oraninda artis gostermektedir [1, 2].

Cimento 0giitme prosesi, enerji sarfiyat1 yiiksek bir prosestir ve diinya capinda
toplam elektrik enerjisinin %2’si, endiistride kullanilan elektrigin ise %5’1 ¢imento
oglitme prosesinde kullanilmaktadir. Standart bir c¢imento iiretim tesisinde 110
kWh/ton’luk bir enerji sarfiyati gerceklesmektedir ve sarfiyatin %30’u hammadde
ogilitme prosesinde, %40°1 da ¢imento 6giitme prosesinde gerceklesmektedir [1, 2].
Her bir ton ¢imento iiretimi i¢in hesaplanan ve Cizelge 1.1°de gosterilen ortalama
maliyet dagilimi incelendiginde enerji maliyetinin, toplam maliyetin %30 unu
olusturdugu goriilmektedir [3]. Bu nedenle enerji verimliligi oldukga biiyiik 6nem arz

etmektedir.

Cizelge 1.1: Cimento iiretiminde ton basina ortalama maliyet dagilimi.

Maliyet Toplam (%)
Enerji 30
Hammadde /Sarf Malzemesi 32
Iscilik, Bakim ve Diger 26
Yipranma 12
Toplam 100

Cimento fabrikasinda enerji verimliligini arttirma ihtiyaci, ¢imento glitme prosesi
sirasindaen yiiksek dolulukta ve hedeflenen incelik araliginda iiretim yapilmasi

gerekliligini dogurmaktadir.

Tirkiye Cimento Miistahsilleri Birligi’nin 2016 yili verilerine gore, Tiirkiye nin

yillik ¢imento {iretim kapasitesi yaklasik 133 milyon tondur [4]. Halihazirda



kullanilan &giitme sistemlerinin verimliliginin %10 kadar arttirilmasinin  hem
tiretimde biiyiik miktarlarda artisa sebep olacagi, hem de dnemli miktarlarda enerji

tasarrufu saglayacagi ongorilmiistiir.

Operator egitiminin uzun soluklu bir siire¢ olmasinin yani sira, sisteme hakim
operatdrler tarafindan kullanilmasi durumunda dahi en yiliksek dolulukta ve aym
zamanda da hedeflenen incelik degerlerinde sistemi ¢alistirmak zorlayici bir
islemdir. Bundan dolayi, sisteminen yliksek dolulukta ve hedeflenen ¢imento incelik
degerlerinde operatér miidahalesinden bagimsiz bir sekilde calistirilmasi oldukca

biiyiik bir 6nem arz etmektedir.

Sistemin zaman gecikmeli bir sistem olmasi, sisteme beslenen hammaddenin fiziksel
ve kimyasal yapisinin degisken olmasi, ¢imento incelik degerini algilayan veya
kontrol eden bir sistemin var olmamasi, bilyali degirmenin bilya boyu ve degisken
olmast sistemin kontroliinii zorlagtirmaktadir. Bunun yanisira bilyali degirmenin
bilya boyu ve tonaji, besleme boyut dagilimi, besleme hizi, besleme tonaji, malzeme
sertligi ve tane boyu dagilimi, degirmen ve separatérde havanin hizi gibi bir ¢ok

degisken sistemi stokastik bir yapiya sokmaktadir.

Bahsedilen nedenlerden oOtiiri bu tez calismasinda, deterministik bir modelinin
c¢ikarilmast pek miimkiin olmayan ¢imento 6giitme prosesinin dogrusal ve dogrusal

olmayan yontemlerle sistem tanilama ¢aligmalarinin yapilmasi1 amaglanmaktadir.

1.2 Literatiir Arastirmasi

Cimento incelik degerinin kontrolii ve degirmen sistemlerinin modellenmesi
konusunda literatiirde bulunan c¢alismalar, modern kontrol algoritmalar1 ile
modelleme ve/veya kontrol, akilli kontrol algoritmalari ile modelleme ve/veya

kontrol ve hibrit sistemler seklinde gruplandirilabilir.

Literatiirde bulunan caligmalar incelendiginde, ilk olarak, konvansiyonel kontrol
uygulamalarinin denendigi ancak c¢ok giris-cok c¢ikigl sistemlerde bu kontrol
uygulamalarinin  verimli  ¢alismadiginin  tespit edildigi  goriilmektedir. Bu
uygulamalarin denenmesinden sonra ise, modern kontrol algoritmalar1 kullanilarak
modelleme ve kontrol sistemi tasarlanmaya baglanmistir. Breusegem ve
arkadaglarinin = 1994  yilinda  gerceklestirdigi  ¢alisma, ¢imento degirmen

otomasyonuna yonelik ¢ok giris-cok ¢ikisli sistemden yola ¢ikilan ilk ¢alisma olarak



degerlendirilebilir (Sekil 1.1) [5]. Geri donen ¢imento degerinden seperatdr hizinin
veya besleme miktarinin kontroliiniin sikintilarindan bahsedilen c¢alismada, bu
sikintilarin - geri donen ¢imento ve c¢ikan iirlin miktarinin bir Linear Quadratic
Regulator (LQR) tarafindan besleme miktar1 ve seperatdor hizinin ayarlanmasi ile
¢oziilebilecegi vurgulanmistir. Bir fabrikadan alinan geri donen ¢imento, seperator
hiz1, besleme miktar1 ve lirlin miktar1 verilerinin MATLAB Identification Toolbox ile
islenmesiyle elde edilen sistem modeli dogrulanarak uygun, Linear Quadratic
denetleyici tasarlanmistir. Tasarlanan bir PI kontrol ile karsilastirilarak denetleyicinin

verimliligi, gosterilmistir.
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Sekil 1.1: Breusegem ve arkadaglarinin ¢imento degirmeni sistemi [5].

Haas ve arkadaslar1 ise 1995 yilinda Linear Quadratic Regulator tabanli sistemin
verimli ¢aligmasina ragmen belirlenmis ¢alisma sinirlart diginda sistem veriminin
distiigiinii gostererek bir Bulanik Mantik Kontrol sistemi Onermistir. Calisma
kapsaminda Bulanik Mantik ile elde edilen sistemin ¢ogu durumda LQR tabanl
sistemden daha iyi sonuglar verdigi belirtilmistir [6]. Breusegem ve arkadaslari 1996
yilinda, daha onceki calismada elde ettikleri sistemi ani degisikliklere karsi daha
dayanikli hale getirmis, kontrol mekanizmasina incelik kontroliinii ilave ederek
incelik degerinin tahmin edilmesini saglayan bir algoritmayi1 kontrol sistemine
eklemislerdir [7]. Boylece istenilen incelik degerine goére seperatdr hizinin ve
besleme miktarinin kontroliine imkan saglanmistir. Tanimlanan kontrol sistemi Sekil

1.2°de gosterilmistir.
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Sekil 1.2: Breusegem ve arkadaglarinin 1996’da gergeklestirdikleri calismanin
degirmen semasi [7].
1999 yilinda ayni ekipten Magni ve arkadaslarinin, sistemin daha genis kontrol
alaninda caligabilmesi i¢in dogrusal olmayan (non-lineer) ve LQ-kontrol tasarlayarak
onerdikleri modelde, degirmen dolulugunun tespit edilmesinin kritik oldugundan ve
degirmen akiminin 6l¢iimiiniin ¢6ziim tliretmedigi, degirmenin akiminin beslendikten
belirli bir zaman sonrasinda diistiigiinden bahsedilmistir [8]. Coziim olarak ise
degirmenin sesinin dinlenmesi onerilmistir. Calismada baz alinan degirmen sistemi,

Sekil 1.3te goriilmektedir.
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Sekil 1.3: Magni ve arkadaslarinin 1999 yilinda gergeklestirdikleri ¢calisma [8].

2001 yilinda Grognard ve arkadaglari, bu ¢alismanin degirmenin ¢alisma araligini
genisletmesine ragmen degirmenin tikanmasinin 6niine gecemedigini ve durum geri
beslemeli (state feedback) bir denetleyicinin tasarlanmasiyla bu sorunu tamamen
¢ozdiiklerini belirtmislerdir [9]. Cimento degirmeni sistemini degisken yapili sistem
(VSS) olarak kabul eden Dagci ve arkadaslari, 2001 yilinda Magni’nin 1999 yilinda
onerdigi dogrusal olmayan modele, ayarlanabilir 6grenme teknigi (ADALINE) ile bir
denetleyici tasarlamiglardir. Bu sistemde, degirmen yiikii, seperatdorden donen
karisim miktar1 ve {iriin ¢ikist degerleri besleme degeri ve seperator hizi ile kontrol
edilmeye ¢alisilmis ve benzetim ortaminda basart saglanmistir [10]. 2002°de Lepore
ve arkadaslari, kapali-cevrim 0Ogiitme sistemlerinde kullanilan modelleme
caligmalarini ¢gimento degirmenleri i¢in uygulayarak yeni ancak daha basit bir model
yapist ve parametrizasyonu Onermistir [11]. 2003 yilinda Boulvin ve arkadaslar
tarafindan, degirmen sistemine olusturulan dogrusal olmayan parametrik dagilimh
model yapisinin bilinmeyen ¢ogu parametresi, gercek bir ¢gimento sisteminden elde
edilen veriler araciligiyla Ongoriilmiistiir [12]. Bu modelde incelik igin bir PI
denetleyici ve besleme igin de sirkiile olan karigimin 6l¢iilmesinde yasanan zorluklari

asmak amaciyla, ileri beslemeli PI+P kaskat denetleyici tasarlanmastir.

Modern kontrol teknikleri ile modelleme iizerine yapilan en son ¢alismalardan olan
ve degirmen farkliliklarindan, bozuculardan ve {iriin 6zelliklerinden bagimsiz bir

sistem modeli elde etmenin amacglandigi Tsamatsoulis’in 2010 ve 2011 yilinda



gerceklestirdigi calismalarda bes farklt ¢imento degirmeninden farkli tiirdeki
cimentolar igin sistem parametre verileri toplanmig, parametrelerin belirsizlikleri
belirlenmis ve verilerden dinamik ve otoregresif modeller olusturulmustur [13, 14].
Olusturulan modellerin ve denetleyicilerin benzetim ortaminda test edilmesinin yani
sira, akilli sistemler ile modelleme ve kontrol ¢aligmalar1 da gerceklestirilmistir.
2003 yilinda Radhakrishnan tarafindan yapilan bir c¢alismada, ¢imento incelik
degerini tahmin eden bir Yapay Sinir Ag1 modeli gelistirilmistir. Topalov ve Kaynak
ise caligmalarinda, Breusegem ve arkadaslarinin modern kontrol teknikleri ile
gerceklestirdikleri modelleme ve kontrol c¢alismalarinda c¢alisma araligindan
¢ikilmasinin degirmende tikanmaya neden oldugunu belirterek bunun 6niine gececek
bir adaptif yapay sinir ag1 yapisi tasarlamiglardir [15, 16]. Tasarlanan bu sistem ile
kesin bir model olusturma gereksinimi ortadan kalkmakta, sistemin kendi modelini
kendi 6grenmesi sayesinde de bozucular ve diger sistem belirsizlikleriyle daha kolay
basedilmesisaglanirken kayan kipli bir 6grenme algoritmasi ile de yapay sinir
aglarmin ¢evrimi¢i adaptasyonu saglanabilmektedir. Bu sistem, Sekil 1.4°te

gosterilmistir.
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Sekil 1.4: Topalov ve Kaynak’in tasarladigi sistemin sematik gosterimi.

Avsar tarafindan 2006 yilinda gerceklestirilen tez ¢alismasinda, yapay sinir aglar1 ve
bulanik mantik kullanilarak ¢imento degirmeni isletme parametreleri ile incelik
degeri arasindaki iliski modellenmistir [17]. Bu modellerde giris degiskenleri olarak
devir yiizdesi, falofon yiizdesi ve yiikselticiden (elevator) ayiriciya (separatdr) giden

maddenin miktarin1 gosteren yiikseltici (elevator) akimi kullanilmis ve ¢ikis



degiskeni olarak da elek iistii degeri olan 32 mikrometre elegin iizerinde kalan
tiriiniin agirlikca yiizdesi (incelik) alinmistir. Subbaraj ve Anand tarafindan 2011
yilinda yapilan ¢alismada, ¢imento de§irmeni gibi dogrusal olmayan sistemlerde
bulanik mantik algoritmalarinin modern kontrol uygulamalarindan daha verimli
calisabilecegi ancak bu tiir karmasik sistemlerin denetleyicisini bulanik mantikla
olusturmanin zor olacagi belirtilmistir. Dolayisiyla, bulanik mantik kontrol sistemi
genetik algoritmalarin yardimiyla tasarlanmis ve bir ¢imento degirmeni benzetim
sistemi {izerinde olusturulan denetleyici ile diger kontrol sistemleri denenerek
sonuclar1 karsilastirildiginda genetik algoritma ile olusturulan bulanik mantik kontrol
sisteminin diger denetleyicilere gore basarili sonuglar verdigi belirtilmistir [18, 19].

Calismaya ait kontrol mekanizmasi Sekil 1.5°de verilmistir.
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Sekil 1.5: Subbaraj ve Anand’in genetik algoritma yardimi ile modelin bulanik
mantik denetleyicisini olusturan sistemin blok diyagrami [19].






2. CIMENTO ENDUSTRIiSINDE OGUTME PROSESI

2.1 Cimentonun Tarihcesi ve Genel Bilgiler

Insanlik tarihinde uygarliklarin olusumundan itibaren taslari birarada tutacak ve
onlar1 kat1 sekilde muhafaza edecek bir malzeme aranmistir. Ik defa Asurlular ve
Babilliler tarafindan kilin bu amagla kullanildig1 bilinmektedir. Devam eden uygarlik
tarihinde sirasiyla Misirlilar Piramit gibi devasa yapilarin insasinda kire¢ ve algitasi
harcin1 kullanmislar, Yunanhlar da bu yapiy1 daha da gelistirmislerdir. Giiniimiizde
kullandigimiz ¢imento yapisi benzeri bir yapi ise ilk defa Romalilar tarafindan

insanligin kullanimina sunulmustur [20].

Uygarliklarin gelisiminde oldukg¢a biiyiik bir 6neme sahip olan ¢imento endiistrisi
giiniimiizde de hala diinya ekonomisindeki bu Onemli yerini korumaktadir.
Gilinlimiizde ¢imento gilinlik yasamimizda yogun olarak kullandigimiz bir
malzemedir, 6yle ki diinyada en ¢ok tiiketilen maddelerde sudan sonra ikinci sirada
yer almaktadir. Bir baska deyisle diinyanin en ¢ok kullanilan insan yapimi
malzemesidir [21]. Ancak insan yapimi bir malzemenin bu kadar ¢ok kullanimi
beraberinde yliksek bir enerji ihtiyacin1 dogurmaktadir, ¢linkii ¢imento endiistrisi,

demir-gelik, petrokimya ve kagit endiistrisi gibi enerji-yogun bir endiistridir [22].

Tipik bir modern ¢imento fabrikasi, ¢imento iiretiminde ton basina yaklasik olarak

110-120 kWh enerji tiikketmektedir [23].

2.2 Cimento Uretim Asamalar1 ve Enerji Tiiketimi Dagihm

Cimento {iretimi temelde ¢imento iiretim prosesi dncesinde hammadde karisiminin
hazirlanmasi, farin 6glitme (raw mill), klinker pisirme, ¢imento 6gilitme, paketleme

ve sevkiyat agamalarindan olugsmaktadir.

Hammadde karigiminin hazirlanmasi asamasi ¢imento iiretiminin ana hammaddeleri
olan kirectas, Kil ile birlikte demir cevheri, boksit, kum v.b. yardimci malzemelerin

ocak isletmesinden fabrika sahasmma sevk edilmesinden, bir ©6n karistirma



(homojenizasyon) ve bazi kirma islemlerine tabi tutulmasindan olusmaktadir.
Sonrasinda bu karigim farin degirmeninde (raw mill) 6giitiilerek farin ad1 verilen ince
bir toz haline getirilmekte ve devam eden asamalarda klinker eldesi i¢in homojenize
edilerek silolarda stoklanmaktadir. Stoklanan bu farin daha sonra silolardan &n
1sitictya gonderilmekte ve on 1siticida firindan yiikselen sicak gaz ile 6n kalsilasyon
islemine tabi tutulmaktadir. Bu islem sonrasinda firin i¢i sicakligin 1500-1600°C’lere
kadar ¢iktig1 bir ortamda sinterlenmekte ve firin ¢ikisinda bir sogutma {initesinde ani
olarak sogutularak klinker stoguna aktarilmaktadir. Cimento 6gilitme prosesinde ise
Klinker, belirli Ol¢iilerdeki al¢1 ve katki maddeler ile bir karisima tabi tutularak
istenen homojenlikte ve incelikte bir yapiya gelene kadar dgiitiilmektedir.

Biitiin bu ¢imento iiretim prosesi, ¢imentonun liretiminde yiiksek bir enerji ihtiyaci
oldugunu goéstermektedir. Ilgili iiretim asamalarinin enerji kullanim oranlar1 Sekil

2.1°de gosterilmektedir.

® Hanunadde Kansmmmn
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Yod2
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Sekil 2.1: Cimento iiretim asamalarinin enerji tiiketimleri.

Giliniimiiz ekonomik sartlarinda firmalarin pazar paylarimi arttirmalart veya hatta
sadece korumalar1 hem iiriin kalitesini miimkiin oldugunca yiiksek tutmalarini hem

de maliyetlerini artirmamalarini, hatta diisiirmeye ¢alismalarin1 gerektirmektedir.

2.3 Cimento Ogiitme Prosesi

Bir ¢imento 6giitme prosesi temelinde iki ana islevi yerine getirmektedir.

e (Cimentonun su ile reaksiyonu i¢in ihtiya¢ duydugu yeterli miktardaki ylizey

alanini meydana getirmek
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e Reaksiyona karisimdaki biitiin partikiillerin katilabileceginden emin olacagi

boyuta kadar karigimi inceltmek

Cimento 6giitme prosesinde harmanlanan karigimin istenen 6zellikleri saglamasi igin

asagidaki adimlar takip eder:

Besleme Hatti : Cimento klinkeri, algitas1 ve katki maddelerinin ilgili
oranlarda karistirilarak bilyali degirmene bir konveyor hatti ile aktarilmasidir.
Bilyali Degirmen : Ogiitme ortami celik bilyalardan olusan degirmen
tipidir. Besleme hatt1 ile geri besleme hattindan gelen karisimin degirmenin
icinde yer alan bilyalar ile noktasal temasi sonucunda karisimin istenilen incelige
getirilmesini saglamaktadir.

Yiikseltici (Elevator) : Bilyali degirmenden g¢ikan inceltilmis ¢imento
karigimi diiseyde yiikseltici (elevator) araciligi ile ayristiriciya (separator)
gonderilir.

Aynistiriel (Separator) : Ayristirici, bilyali degirmen ¢ikisindan gelen ¢imento
karisimi i¢indeki partikiilleri boyutlarina gére ayiran bir parcadir. Cimentonun
istenilen tane boyutunda Ogiitiilen kismi ayristiricint donme hizina gore
ayrilmakta ve siloya gonderilmektedir. Bu sirada iri taneler ise tekrar 6giitiilmek
iizere degirmene gitmektedir.

Geri Besleme Hatti : Istenen incelikte dgiitiilmemis olan kisim separatdtden
ayrilarak geri besleme hattina gelmekte ve buradan tekrar bilyali degirmene

oglitme iglemine gonderilmektedir.

Cimento 0giitme prosesine ait kisimlar Sekil 2.2°de goriilebilir.
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Sekil 2.2: Cimento degirmeni hatti.
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Cimento o6gilitme prosesinde ilk olarak ¢imento klinkeri, algitast ve katki
maddelerinin ilgili oranlarinda karisimi besleme hatti olarak adlandirilan bir
konveyor sistemi ile bilyali degirmenin girisine yonlendirilmektedir. Buradan
degirmene beslenen malzemeler, degirmenin i¢inde degisik caplardaki bilyalar
vasitasiyla noktasal temas ile ogiitiilmektedir. Degirmen kendi etrafinda dondiikge,
karisim bilyalar arasinda Ogiitiillmekte ve degirmenin ¢ikisina dogru homojen bir
sekilde karisarak hareket etmektedir. Daha sonra bu karisim hava akimi ile
yiikselticiye (elevator) aktarilmakta ve daha sonra yiikseltici (elevator) vasitasiyla

ayristiriciya (seperator) gonderilmektedir.

Burada ince partikiller Kkiitlelerinin diisiik olmalarindan dolayr ayristiricinin
(seperator) olusturdugu siklonun merkezka¢ kuvvetini yenememekte ve ¢ikisa son
tirtin olarak sevkedilmektedirler. Kalin partikiiller ise bir geri besleme hatt1 vasitasi

ogiitme islemine devam etmek i¢in bilyal degirmene tekrar aktarilmaktadir.

Geri donen karisimin miktar1 geri besleme hatti {izerinde Slgiilmekte ve degere gore
besleme hattinin gonderecegi miktar belirlenmektedir. Bunun belirlenmesi hem
degirmenin dolulugunun bilinmesi hem de geri doniis hattindaki karisimin miktarinin
bilinmesi ile miimkiindiir. Ozellikle sistemin doluluk orani, degirmenin veya
yiikselticinin (elevator) cektigi akimin Olciilmesi veya falafon adi verilen ses ile

degirmen dolulugunu 6l¢meye ¢alisan cihazlar ile gézlemlenebilmektedir.

Cimento tiretiminde takip edilmesi gereken en 6nemli ve en kritik parametrelerden
biri olangimentonun incelik degeri, calisma esnasinda ¢oklu elek sistemleri ile tane

boyu dagilimi goézlemlenerek elde edilmektedir. Calisma sonrasinda ise blaine

12



degerinin yani 1 gr malzemenin kapladigi alanin sayisal ifadesinin olgiilmesi ile
yapilmaktadir. Coklu elek sistemleri 1ile yapilan tane boyu dagilimi
gozlemlenmesinde,iiriinden alinan bir miktar numune 32,45 ve 90 mikronluk farkli
gozeneklere sahip ti¢ farkli elekten gegirilmekte ve eleklerdeki tane miktarlar ile
tane boyunun dagiliminin elde edilmesi amaglanmaktadir. Bu dagilim hem tanelerin
yiizey alanin1 hem de homojenligini géz oniine alarak elde edildigi icin numunenin
uygunlugu hakkinda bir yol gosterici nitelik tasir, ancak ¢imentonun nihai incelik
degeri sadece hassas sekilde blaine degerinin 6l¢iimii ile belirlenebilmektedir. Blaine
Olciim cihazi, belirli agirlikta ve hacimdeki ¢imentonun iginden belirli miktarda
havanin ne kadar siirede gectigini dlgen ve bu siireye karsilik gelen incelik degerini
hesaplayan bir cihazdir. Blaine degeri 6l¢limii islemide oldukga uzun siiren bir islem

oldugu i¢in sadece saat basi toplanan numuneler iizerinden alinabilmektedir.
Cizelge 2.1°de proses elemanlari, parametreleri ve birimleri yer almaktadir.

Cizelge 2.1: Cimento 6giitme prosesi elemanlarina ait parametre ve birim tablosu.

Proses Elemant Parametre Birimi
Hammadde besleme hatt1 Tonaj Ton/saat
Geri besleme hatt1 Tonaj Ton/saat
Ayrigtirict (Separator) Devir Devir/Dakika
Yiikseltici (Elevator) Akim Amper
Falafon Doluluk Oran %

Son Uriin Incelik Degeri cm?/gr

13






3. DOGRUSAL SISTEM TANILAMA

3.1 Genel Dogrusal Model

Bir sistem, genel dogrusal polinom modeli veya kisaca genel dogrusal model olarak

da bilinen asagidaki denklemlerle ifade edilebilir.

y(n)=q7'G(q ™, 0)u(n) +H(q ", 0)e(n) (3.1)

u(n) ve y(n) sirasiyla sistemin girisleri ve ¢ikislar
e(n) sifir-ortalama beyaz giiriilti veya sistem bozuculari

G(q*,6) Sistemin deterministik kisminin transfer fonksiyonu
H (g™, 0) Sistemin stokastik kismimin transfer fonksiyonu

Genel dogrusal model yapisi, hem sistem dinamiklerine hem de stokastik
dinamiklere uygun bir yapidadir (Sekil 3.1). Giris ve ¢ikis arasindaki iliski hakkinda
iliskiyi deterministik transfer fonksiyonu saglarken stokastik transfer fonksiyonu da

c¢ikis sinyali izerindeki bozucu etki hakkinda bilgi vermektedir.

Je
@
D(q)
u B(q) n 1 y
F(q) e A(q)

Sekil 3.1: Genel-Dogrusal model yapisi.

Genel dogrusal model yapisinda yer alan A(q), B(q), C(q), D(q) veya F(q)
polinomlarmin 1'e esitlenmesi ile AR, ARX, ARMAX, Box-Jenkins ve output-error

gibi daha basit modeller elde edilmektedir. Herbir modelin kendine gore avantajlar
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ve dezavantajlart olmakla beraber modellenecek sistemin dinamigi ve giriiltii

karakteristigine bagli olarak en uygun model yapisi secilmektedir.

3.1.1 AR model

AR model yapisinda sistem sadece ge¢mis c¢ikis degerlerine bagli olarak
modellenmekte ve higbir giris degerine veya giiriiltiiye yer verilmemektedir. Oldukca
basit bu model yapist nedeniyle smirli sayida problemin ¢oziimiinde
kullanilmaktadir. Genellikle zaman serileri analizinde karsimiza ¢ikan AR model,
Sekil 3.2°de de goriilebilecegi lizere yapisi itibariyle aslinda sistemin modellemesi

degil, sinyalin modellemesidir.

1e(n)

@

D(q)

1 y(n)
A(q)

Sekil 3.2: AR model yapisi.
3.1.2 ARX model

Sekil 3.3'te gosterilen ARX modeli, uyari sinyalini igeren en basit modeldir. Analitik
formdaki lineer regresyon denklemlerinin ¢oziilmesi ile elde edildigi i¢in ARX
modelinin tahmini, polinom kestirim yontemleri iginde en verimli olamdir. Ustelik
bulunan ¢oziim de tekildir. Baska bir deyisle, ¢oziim her zaman deger fonksiyonunun
minimumunu karsilar. Bu nedenle ARX modeli, 6zellikle model mertebesi yiiksek

oldugu durumlarda tercih edilir.

ARX modelinin dezavantaji, bozucu etkilerin sistem dinamiklerinin bir pargasi

olmasidir. Sistemin deterministik béliimiiniin  G(q™*,8) transfer fonksiyonu ile

sistemin stokastik béliimiiniin H (g, ) transfer fonksiyonu ayni kutuplara sahiptir.

Bu her durum i¢in gercekei degildir. Sistemin dinamikleri ve stokastik dinamikleri
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ayni kutup setini her zaman paylasmaz. Bununla birlikte, iyi bir sinyal-giiriilti

oraniniz varsa, bu dezavantaj1 azaltabilirsiniz.

e(n)

“ B(@ E )
F(q) A(Q)

Sekil 3.3: ARX model yapisi.
3.1.3 ARMAX model

ARMAX model yapist ARX modelinin aksine bozucularm dinamiklerini de
icermektedir (Sekil 3.4). ARMAX modelleri, sisteme etkileyen giiriiltii isaretini de
dikkate alan bir modeldir. Bu o6zelliginden dolayi ARMAX modeli, giirtilti

modellemede ARX modelinden daha fazla esneklige sahiptir.

le(n)
C(q)
u(n) 1 y(n)
— B(9) @, A

Sekil 3.4: ARMAX model yapisi.
3.1.4 Box-Jenkins model

Box-Jenkins (BJ) yapisi ise giiriiltii etkilerinin sistem dinamiginden farkli olarak ayri

bir sekilde modellendigi bir yap1 igermektedir (Sekil 3.5).
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e(n)

@
D(q)

un) | Bg) - y(n)
F(q) o

Sekil 3.5: Box-Jenkins model yapisi.

The Box-Jenkins modeli 6zellikle prosesin sonunda karisan giiriiltiilerde oldukga iyi
sonu¢ vermektedir. Prosese sonradan dahil olan giiriltiilere ornek olarak sistem

¢ikigindaki olgtim giirtiltiisii verilebilir.

3.1.5 Output-Error model

Output-Error (OE) model yapis1 sistem dinamiklerini ayr1 olarak tariflemektedir.

Girtiltiileri modellemek icin hi¢bir parametre kullanilmamaktadir (Sekil 3.6).

e(n)

un) | Bg) y(n)
F(q)

¢

Sekil 3.6: OE model yapisi.
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4. DOGRUSAL OLMAYAN SiSTEM TANILAMA

4.1 NARX (Nonlinear AutoRegressive with Exogenous inputs) Modelleri

4.1.1 Giris

Lineer olmayan ARX model lineer olmayan durumlar icin lineer ARX modelin

genisletilmis halidir ve asagidaki yapiya sahiptir:
y(t) = f(y(t-1),..., y(t—na),u(t—nk),...,u(t —nk—nb+1) (4.1)

burada f fonksiyonu sonlu sayida u girislerine ve y ¢ikislarina baglidir. na, y
¢ikislarini tahmin etmek i¢in bir 6nceki ¢ikis terimlerinin sayisini ifade etmektedir.
nb ise u girislerini tahmin etmek i¢in bir dnceki giris terimlerini, nk girisden ¢ikisa

olan gecikmedir ve 6rneklerin sayisini tanimlar.

Genellikle lineer olmayan ARX modelleri black-box yapilart olarak kullanilir. Lineer

olmayan ARX modelin lineer olmayan fonksiyonu esnek lineer olmayan kestiricidir.

Bir lineer SISO ARX modelin yapis1 agagidaki gibidir:

yt)+ayt-D+a,y(t-2)+..+a,y(t—-na)
=bu(t)+b,u(t-1)+...+b u(t—nb-1)+e(t) (4.2)

burada giris gecikmesi nk sifir alinmastir.

Bu yapida belirtilen y(t) ¢ikis1 bir 6nceki ¢ikis ve giris degerlerini kullanarakkestirim
yapmaktadir. Denklemi asagidaki gibi tekrar yazabiliriz:

y(t) = f(y(t-2),..., y(t—na),u(t —nk),..,ut—nk—nb+1) (4.3)

burada y(t-1), y(t-2),..., y (t-na), u(t), u(t-1),..., u(t-nb-1) ifadesi giris vegikisin
gecikmesini ifade etmektedir. Lineer ARX model p y c¢ikisini regresorlerintoplami

olarak tahmin etmektedir.
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4.2 Hammerstein-Wiener Modelleri

4.2.1 Giris

Dogrusal olmayan sistemlerin model kestirimi konusunda bilinen ve uygulanan bir
sistem tanilama teknigi de Blok Odakli Dogrusal Olmayan (Block-Oriented
Nonlinear) Modellerdir. Bu modeller, dogrusal ve dogrusal olmayan modellerin

kaskat baglanmasiyla elde edilmektedirler.

Blok Odakli Dogrusal Olmayan Modellerin (BODOM) yapisinda yer alan Dogrusal
ve Zamanla Degismeyen [linear time-invariant (LTI)] dinamik altsistemler,
parametrik (transfer fonksiyonlari, state-space modelleri, FIR, IIR vb.) olabilecegi
gibi non-parametrik (impulse cevabi, frekans cevabi vb.) de olabilir. Dogrusal
olmayan (non-linear) yap1 ise duruma gore parametrik ise hafizali (memory) veya

non-parametrik ise hafizasiz (memoryless) olarak adlandirilir.

BODOM'un en basit ve en ¢ok bilineni, iki blogun seri bir sekilde bagl oldugu
yapilardir. Bunlardan ilki olan Hammerstein Sistemi, ilk defa Alman matematik¢i
A.Hammerstein tarafindan 1930 yilinda ortaya atilmustir (Sekil 4.1) [24]. Sistem,
dogrusal olmayan statik elemanin ardindan gelen dogrusal-zamanla degismeyen
(linear time-invariant) bir dinamik sistemin seri baglantisindan olusmaktadir.
Dogrusal olmayan eleman, hareket elemanmin dogrusalsizligini (monlinearity) ve
sistem girislerinden gelebilecek dogrusal olmayan etkileri karsilamaktadir. Oldukca
basit bir yapida olan Hammerstein modeli, tiim bu basitligine ragmen dogrusal
olmayan sistemlerinolduk¢a hassas bir sekilde tanimlanabilecegini gdstermistir.
Yapilan calismalarda hammerstein modelleri, kimyasal prosesler [25], elektrik
tahrikli kaslar [26], giic yiikselticileri [27], elektrik siiriiciileri [28], termal
mikrosistemler [29], fizyolojik sistemler [30], kontrol valfleri [31], kat1 oksit yakit
hiicreleri [32] ve magneto-rheological siispansiyonlar [33] gibi cok genis bir
kullanim alan1 i¢inde ve hassas bir sekilde sistemlerin tanilanmasinda kullanilmistir
[34].

Hammerstein modelinde yer alan dogrusal ve dogrusal olmayan elemanlarin kaskat
baglantida yer degistirmesi ile elde edilen model, genellikle Wiener model (Sekil
4.1) olarak bilinmektedir. Ilk defa 1958 yilinda N.Wiener tarafindan calisilan bu
model, Hammerstein yapilarin tam tersi olup dogrusal dinamik sistemin ardindan

gelendogrusal olmayan statik bir sistemden olusur [35]. Bu modelde ¢ikista yer alan
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dogrusal olmayan statik sistem, sensorlerin dogrusalsizligini (monlinearity) ve sistem
cikiglarindan gelebilecek dogrusal olmayan etkileri karsilamaktadir. Literatiir
caligmalar1 Wiener model ile neredeyse tiim dogrusal olmayan sistemlerin yiiksek bir
hassaslikla tanilanabilecegini gostermektedir [36]. Bu teorik bilgi, aralarinda
kimyasal proseslerin [37] [38] ve biyolojik sistemlerin [39] de yer aldigi bir ¢cok

pratik uygulamada kendisini kanitlamistir.

Hammerstein Sistem Blok Diyagrami

u(n) x(n) 1 y(n)
NL] > H@")
Wiener Sistem Blok Diyagrami
u(n) x(n) y(n)

H(q ) > N[]

Sekil 4.1: Hammerstein ve Wiener BODOM yapilari.

Hammerstein modeli ile Wiener modelinin birbirleri ile seri baglantilarinin
kombinasyonlar1 da birer yeni model yapist meydana getirmektedir. Wiener-
Hammerstein ve Hammerstein-Wiener isimlerini alan bu yapilar Sekil 4.2'de
gorilmektedir. Bunlardan 6zellikle Hammerstein-Wiener modeli giris ve cikislarda
yer alan dogrusal olmayan yapilarla hem sensér hem de aktiiator i¢in dogrusalsizlik

sundugu i¢in daha kullanighdar.
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Hammerstein-Wiener Sistem(NLN)

(n) (n)
— sl Nl P HEY) ] N PO
Wiener-Hammerstein Sistem (LNL)
u(n) . x,(n) X,(n) ) y(n)
— Hy@) > Ml > H(q) >

Sekil 4.2: Hammerstein-Wiener (NLN) ve Wiener-Hammerstein (LNL).
4.2.2 Hammerstein model

Hammerstein sistemler, dogrusal olmayan statik bir sistemin ardindan gelen dogrusal

dinamik bir sistemden olusur (Sekil 4.3) [25].

Dogrusal olmayan statik eleman giris u(t) degerini artirmakta ve x(t) degerine
doniistiirmektedir. Dinamikler ise ¢ikist y(t) olan bir dogrusal tranfer fonksiyonu ile
modellenmektedir. Bir Hammerstein modeli asagidaki denklem (4.4) ile ifade
edilmektedir.

y(k)+a,y(k-D+..+a,y(k—n)=Db, +bx(k-1) +...+ b, y(k —m) (4.4)
() + 1 (U() = 6,0, 0(K) (45)

Denklemde sistemin girisi u(k), sistemin ¢ikis1 y(k) ve girisin dogrusal olmayan
fonksiyonu da x(k) ile gosterilmektedir. x(K)degeri Ol¢iilemez, fakat denklemden ara

deger olarak cikarilabilir. Buna gore denklem su sekilde yazilabilir.

B(q™)

k) =
= )

f (u(k)) (4.6)

Denklem 4.6’daki A(q™) ve B(q™) polinomlar1
A(q™t) =1+aq'+a,q°+..+a,q" 4.7)

B(d™')=b,+bg*+b,g%+..+b g™ (4.8)
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(1) (1) t
—0 N o Y

Y

Sekil 4.3: Hammerstein blok diyagrami.
4.2.3 Wiener model

Wiener model yapisi, dogrusal model ile bu modelin ardindan gelen dogrusal
olmayan bir elemanin kaskat baglanmasi ile elde edilir (Sekil 4.4) [35]. Wiener

modelin dogrusal dinamik kismi su sekildedir.

Dogrusal olmayan kismun girisi x(k), sistemin girisi u(k) ve A(q™), B(q™) polinomlari

() =2 () 49

denklem 4.7 ve denklem 4.8 ile gosterilmektedir.

Sistemin gozlemlenen ¢ikisi degeri y(K) ise;
p
y(k) = f(x(k)) =D, c,9;(x(K)) (4.10)
i1

Boylece sistem tamamiyla giris ve ¢ikislar ile ifade edilmistir.

(t) ]
u(t G(Z) x(t > N[] y(t)

Sekil 4.4: Wiener blok diyagrami.
4.2.4 Wiener-Hammerstein model

Wiener-Hammerstein modelin veya bir diger bilinen adiyla G-Model'in blok
diyagram yapisi Sekil 4.5'te goriilebilmektedir. Sistem, bir dogrusal G; sistemi ile
buna kaskat olarak bagh statik (hafizasiz) dogrusal olmayan N elemani ve dogrusal

G, sisteminden olusmaktadir. Bir ¢ok kimyasal ve endiistriyel proses bu tiptedir [40].

Sistemin denklemi denklem 4.11’deki gibidir:
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D@ )Z - {B(q*) u(k )}

C(q‘l) A@™)
oEES
()= Dég; ()]
() = 58; k)

gi(.) statik dogrusal olmayan p ve k mertebesindeki N(.) altsistemini tanimlayan
dogrusal olmayan fonksiyondur.

(D@, c@h)veB(g™), A(qH))polinom ciftleri de sirastyla G(z) and Gi(z)dogrusal
bloklaridir.

u(t) w(k) X(K) t
——— 6@ —=> NI () F—s

Y

Sekil 4.5: Wiener-Hammerstein (LNL) blok diyagramu.
4.2.5 Hammerstein-Wiener model

Hammerstein-Wiener modelleri, dinamik dogrusal bir blok ile bu blogun girisi
oncesinde ve ¢ikist sonrasinda yer alan statik dogrusal olmayan bloklarin seri
baglanmasi ile elde edilmektedir (Sekil 4.6). Yani bir dogrusal blok olan G(z)'yi

cevreleyen iki adet dogrusal olmayan statik eleman Nj(.) ve Ny(.)'den olusmaktadir.

Model su sekilde verilmektedir:

YO =341, igq;)zcg u(k)}

y=3d, 1| B@) Nl[u(k)]}
j=1 L (4.12)

ORXRAT)
y(® =N [x(0)]
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Burada (g, i= 1,2, ..., p) ve (f;, ]= 1, 2, ..., q) swrasiyla N; ve N, dogrusal olmayan

bloklarimin dogrusal olmayan fonksiyonlaridir.

x(K) t
6(2) > N[ P

u(t) w(k)
—> Ni[] >

Sekil 4.6: Hammerstein-Wiener (NLN) blok diyagrami.
4.3 Yapay Sinir Aglar1 (Neural Network) Modelleri

Insan beyninde; okuma, hareket etme, nefes alma ve diisinme gibi islemlerin
gerceklesmesi icin, c¢oklu baglantiya sahip yaklasik 10* sinir hiicresi (ndron)
bulunmaktadir [41]. Ogrenme islemi, bu hiicreler arasinda yeni baglantilar kurulmasi
ya da mevcut baglantilarin yenilenmesi sonucu ger¢eklesmektedir. Biyolojik sinir
aglarinin yapist ve islevlerini nasil yerine getirdiginin 6grenilmesiyle beraber ortaya
cikan “basit bir yapay sinir ag1 kiimesi olusturulabilir mi?” sorusunun cevabi, yapay

sinir aglar1 fikrinin temelini olusturmaktadir.

Yapay Sinir Aglar1 (YSA), insanlar tarafindan gergeklestirilmis ornekleri kullanarak
ogrenebilen, dis etkilere karsi nasil tepkiler tiretilecegini belirleyen, birbirine yogun
bir sekilde paralel olarak baglanan, basit (genelde uyarlanabilir) islem
elemanlarindan olusan ve gercek diinyadaki nesnelerle biyolojik sinir sisteminin
yaptigiyla ayni sekilde etkilesmek i¢in hiyerarsik olarak diizenlenen aglar olarak
tanimlanabilir [42].Yapay sinir aglarint olusturan ve proses elemanlart ya da ¢ok
giris—cok cikisl, yiiksek dereceden dogrusal olmayan dinamik alt devreler olarak
nitelendirilen yapay hiicrelerin birbirlerine belirli bir geometri ile baglandiklar ve bu
baglantilarin her birinin bir degeri oldugu kabul edilmektedir [41]. YSA’nin istenen
davranis1 gosterebilmesi igin belirlenen amaca uygun olarak hiicreler arasinda dogru
baglantilarin yapilmasi ve baglantilarin uygun agirliklara sahip olmasi gerekir. Dig
girisler, komsu noronlarin ¢ikiglari ve yanlilik terimi (bias) bir ndronun girisi olabilir.
YSA’nm karmasik yapisindan kaynakli olarak baglantilar ve agirliklarin dnceden
ayarli olarak verilememesi nedeniyle istenen davranisi gosterecek sekilde s6z konusu
problemden aldig1 egitim orneklerini kullanarak problemi 6grenmelidir. Noéronun

egitilmesi baglant1 agirliklarinin degistirilmesi ile gerceklesir.
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En c¢ok kullanilan bilgi islem yontemleri ile karsilastirildiginda YSA’nin istiin

ozellikleri asagidaki gibi siralanabilir.

Genelleme ya da Genellestirme; YSA’nin egitim veya Ogrenme siirecinde
kullanilmayan girisler i¢in de anlamli ya da uygun tepkileri iiretmesi olarak

tanimlanir.

Paralellik: YSA’ da ayn1 katmandaki néronlar arasinda zaman bagimliligi bulunmaz
ve islemler paralel olarak yapilir. Karmagik bir islev ¢ok sayida kii¢iik ndron
aktivitesinin bir araya gelmesiyle olustugundan zaman igerisinde herhangi bir

noronun islev dis1 kalmasi ag basarimini 6nemli bir 6l¢iide etkilemez [43, 44].

Yerel Bilgi Isleme: YSA’da her bir islem birimi, ¢oziilecek problemin tiimii ile degil,
sadece bir parcasiyla ilgilenmektedir. Bu gorev paylasimi sayesinde, ndronlar,
oldukg¢a basit islemler yapmalarina ragmen karmasik ve zor problemler i¢in ¢6ziim

uretilebilmektedir.

Ogrenebilirlik: Bircogu programlamaya yoluyla hesaplamaya dayanan veri isleme
yontemleri ile tam olarak tanimlanmamis bir problem c¢oziilemez ve ¢6ziim igin
probleme yonelik algoritma yazmak gerekir. YSA, verilen ornekleri kullanarak
problemleri ¢6zdiigiinden problem ¢oziimii i¢in algoritma degil, parametreler

degistirilir [43, 44].

4.3.1 Biyolojik néron

Bir biyolojik ndron, hiicre gdvdesi, akson ve noron ¢evresini saran ince filamentler
olan dentritlerden olusur (Sekil 4.7). No6ron, sinir sisteminin temel islevsel birimidir
ve elektriksel ve kimyasal yolla sinirsel uyarilarin iletiminden sorumludur. Hiicre
govdesi soma olarak adlandirilir, biiyiiktir ve c¢ekirdek burada yer alir. Akson ve
dentrit arasindaki baglanti sinaps olarak isimlendirilir ve noronlar arasinda
elektrokimyasal baglantiyr saglar. Bagka hiicrelerden gelen uyarilar dendritlerin
uclarindan alinir ve uzun uzantilar seklindeki aksonlarin uglarindan diger hiicrelere

iletilir.
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Sekil 4.7: Biyolojik sinir hiicresi.

Olduk¢a yiiksek performansa sahip olan biyolojik sinir aglari karmasik olaylari
isleyebilecek yetenektedir. Insanin tiim ¢evresini anlamasini saglamasinin yani sira
biitin duyu organlarindan gelen bilgiler ile algilama ve anlama mekanizmalar

gelistirir ve bu mekanizmalari ¢alistirarak olaylar arasindaki iliskileri 6grenir [42].

4.3.2 Yapay néron

Biyolojik sinir aglarina benzer sekilde yapay sinir aglarmin da yapay sinir hiicreleri
bulunur. Proses elemani olarak da nitelendirilen yapay sinir hiicreleri temelde
girigler, agirliklar, toplama islemi, aktivasyon fonksiyonu ve c¢ikis olarak siralanan

bes kisimdan olusur (Sekil 4.8).
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Agirhklar
Girisler

Esik =1 )
Aktivasyon

Fonksiyonu

f Cikis

—

Toplama
Fonksiyonu

Sekil 4.8: Yapay sinir hiicresi.

Girigler, dis diinyadan veya bir 6nceki katmandan alinarak yapay sinir hiicrelerine
gonderilen bilgilerdir ve Ogrenme islemi girisler ile gergeklesir. Agirliklar,
O0grenmenin gergeklesmesini saglayan ve giriglerin yapay sinir hiicreleri tizerindeki
etkisini belirleyen katsayilardir. Toplama islemi ise bir yapay sinir hiicresine gelen
ve dis ortamdan alian verilerle bu verilerin agirliklarin ¢arpiminin bir sonucu olan
net girisin hesaplanmasi olarak ifade edilir. Aktivasyon fonksiyonu genellikle
dogrusal olmayan bir fonksiyondur ve islem boyunca net ¢ikisi hesaplar. Bu islem
aynt zamanda noron ¢ikigini verir. Sonucun dis diinyaya ya da diger sinirlere
gonderildigi yer cikistir. Her bir sinirin tek bir ¢ikist vardir ve bir sinirin ¢ikisi
kendinden sonra gelen sinirlerin girisi olabilir. Yapay sinir aglar1 sadece sayisal giris

bilgileri ile ¢alistig1 i¢in giris bilgileri genellikle dl¢eklendirilir [42].

4.3.3 Yapay sinir aglarmin yapisi

Yapay sinir aglari, genellikle birka¢ katman halinde dizilen birden fazla yapay sinir

hiicresinin birlesiminden meydana gelir.

Genellikle ilk katman giris katmani, son katman ise ¢ikis katmanidir. Arada kalan
diger katmanlar gizli katman veya ara katman olarak adlandirilir ve bir yapay sinir
aginda birden fazla gizli katman olabilir. Ara katmanlarin ve bu katmanlarda bulunan
noronlarin sayisinin artmasi hesaplama karmasikligini ve siiresini arttirir ancak yapay

sinir aginin daha karmasik problemlerin ¢6ziimii i¢in kullanilabilmesini saglar.
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Giris katmaninda bulunan proses elemanlari, disardan aldiklar bilgileri sonraki
katman olan ara katmana iletirler. Ara katman ya da gizli katmana gelen bu bilgiler
islendikten sonra c¢ikis katmanina gonderilir. Cikis katmaninda bu bilgiler proses

elemanlar tarafindan iglenerek {iiretilen ¢ikt1 disar1 gonderilir.

4.3.4 Yapilarina Gore yapay sinir aglari

Yapay sinir aglari, agin yapisina gore; ileri beslemeli ve geri beslemeli, 6grenme
kuralina gore; Hebb, Hopfield, Delta ve Kohonen, 6grenme algoritmasina gore;

danigmanli, danismansiz takviyeli yapay sinir aglari olarak siniflandirilabilirler.

fleri beslemeli yapay sinir aglari, tek katmanl ve cok katmanli olmak iizere ikiye

ayrilirlar.

4.3.4.1 ileri beslemeli tek katmanh aglar

Girdi isaretlerinin ve agirliklarin bir islevini hesaplayarak, sonucu sonraki tiim yapay
sinir hiicrelerine ileten aglar tek katmanl ileri beslemeli aglar olarak isimlendirilir.
Sekil 4.9°da ileri beslemeli tek katmanli yapay sinir aginin bir modeli yer almaktadir.

Tek katmanl aglarda ¢ikt1 fonksiyonu dogrusal fonksiyondur.

X1 W1
X2 & > > f — y
X3 W3

Sekil 4.9: leri beslemeli tek katmanli yapay sinir ag1 [63].
4.3.4.2 Tleri beslemeli ¢cok katmanh aglar

Bir yapay sinir agimin 6grenmesi istenen olaylarin girdi ve c¢iktilar1 arasindaki
iliskilerin dogrusal olmadigr durumlarda, 6grenmenin gerceklesmesi i¢in ¢ok

katmanli aglar gibi daha gelismis modellere ihtiya¢ duyulur [45].
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Sekil 4.10: Ileri beslemeli ¢ok katmanl1 yapay sinir aglari.

Sekil 4.10°da 1ileri beslemeli ¢ok katmanli yapay sinir aglar1 yapist gosterilmektedir.
Bu yap1 girdi katmani, ara katman ve ¢ikti katmani olmak iizere ii¢ katmandan

Olusur.

4.3.4.3 Geri beslemeli aglar

Geri beslemeli yapay sinir aglarinda bir hiicrenin ¢ikt1 degeri, baska bir hiicreye veya
giris katmanina giris olabildigi gibi kendisine de giris olabilmektedir ve baglant1 ¢ift

yonlidiir. Sekil 4.11°de geri beslemeli yapay sinir ag1 yapisi gosterilmektedir.

[leri beslemeli yapay sinir aglarindan farkli olarak geri beslemeli sinir aglarinda, gizli
tabaka c¢iktilarii agirliklandirarak tekrar gizli tabakaya girdi olarak veren baglam

(context) tabakasi bulunur [46].
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GirdiKatmani GizliKatman

Sekil 4.11: Geri beslemeli yapay sinir agi.
4.3.5 Yapay sinir aglarinda 6grenme algoritmalari

Yapay sinir aglarinda 6grenme isleminin farkli yontemleri vardir.

4.3.5.1 Yapay sinir aglarinda danismanh 6grenme

Danigmanli 6grenmede yapay sinir agr once egitilmelidir. Egitme isleminin
gerceklesmesi i¢in giris ve cikis ciftlerinden olusan egitim bilgileri yapay sinir agina
verilmelidir. Egitme islemi istenen istatistiksel dogruluk degerine ulasilincaya kadar
devam eder. Yapay sinir agina verilen giris i¢in istenen c¢ikis iiretilemiyorsa ¢ikis

degerindeki hata en kii¢iik olacak sekilde baglant1 agirliklari degistirilir [42].

Sekil 4.12°de danigsmanli 6grenme yapist gosterilmektedir.

Cevre *| Danigman
Ogrenme
Sistemi _'@D
Hata isareti

Sekil 4.12: Danismanli 6grenme Yapisi [42].
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4.3.5.2 Yapay sinir aglarinda danismansiz 6grenme

Danigsmansiz 6grenmede ag, istenen dig veriler yerine girilen bilgilerle calisir ve
islem yaparak 6grenir. Bu 6grenme yaklasiminda aglar istenen veya hedef ¢ikis
olmaksizin giris bilgilerinin 6zelliklerine gore agirlik degerlerini ayarlar ve her
Oornegi benzerleri ile kendi birlikte siniflandiracak bicimde kendi kurallarini

olusturur.

Sekil 4.13’de danismansiz 6grenme yapisi gosterilmektedir.

Cevre Adirhiklar

Hata igareti

Sekil 4.13: Danismansiz 6grenme yapist.
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5. GENETIK ALGORITMA OPTIiMiZASYONU

5.1 Giris

Kombinetarol optimizasyon (combinatorial optimization) uygulamali matematigin
son yillarda tlizerinde sik¢a durdugu bir alan haline gelmistir. Kombinatoryal
optimizasyon, genel bir ifade ile nesnelerin sonlu toplaminda bir optimum nesneyi
arayan eniyileme yontemidir. Ozellikle de nesnelerin sayisiin ¢ok fazla oldugu ve
tiim nesnelerin birer birer taranip kesin ¢dziime ulagsmanin kabul edilemeyecek kadar

uzun siirdigii durumlarda en iyinin se¢ilmesi etkin bir metotla gergeklestirilmelidir.

Genetik algoritmalar (GA) da boyle kompleks problemler i¢in dogada varolan dogal
evrim mekanizmasina benzer bir sekilde calisan stokastik arama algoritmasidir. Bu
yaklasim ilk defa Michigan Universitesi dgretim gorevlisi John Holland tarafindan
1975 yilinda ortaya atilmistir [47]. Genetik algoritma, temelde dogada gecerli olan en
iyinin haytta kalmas1 kuralina dayanarak evrimsel gelisimde kromozomlarin
degisiminden ilham almistir. Holand, nasil ki dogada eniyi hayatta kalabiliyorsa, bu
“lyi”’nin ne oldugunu belirleyen bir uygunluk fonksiyonu (fitness function)
tanimlayarak evrimsel siirece benzer sekilde yeniden kopyalama, degistirme

(mutasyon) gibi operatorleri kullanan bir tarama eniyileme yontemi gelistirmistir.

GA doga bilimlerinden (biyoloji) 6grendigi evrim siirecinin adimlarini izler. Aday
¢oziimlere ait ilk popiilasyon ile baslayan bu siiregte, her aday ¢ozliime “kromozom”
ad1 verilir. Her bir aday ¢6ziimiin yani kromozomun performansini degerlendiren bir
de uygunluk fonksiyonu mevcuttur [48]. Siiregte her kromozomun ne kadar iyi
oldugu bulunur (fitness function) ve bu kromozomlar eslenerek seleksiyon,
caprazlama ve mutasyon operatorleri uygulanir. Bu sayede yeni bir toplum
olusturulur. Boylece Darwin’in en iyi olanin hayatta kalmasi (survival of the fittest)
prensibine dayali olarak bir popiilasyonu olusturan bireylerin rekabet etmeleri
saglanmakta ve ¢Ozlim uzayinin biiylikliigline ragmen 1yi bir ¢6ziime kisa zamanda

yakinsanmaktadir [49].
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5.2 Genetik Algoritmanin Elemanlar:

Genetik algoritmalar calisma prensibinde doga bilimlerinden (biyoloji) faydalandigi
icin hem Kullanilan terimler hem de ¢alisma mekanizmasi aynidir. Genetik algoritma

ile optimizasyon elemanlar alt bagliklarda kisaca anlatilmistir.

5.2.1 Seleksiyon (Selection / Reproduction)

Rastlantisal olarak bir baslangig poplilasyonu olusturulduktan sonra yeni
poplilasyonun olusturulabilmesi igin iretilen ¢ozlimlerden uygun olanlarin secilip
kalanlarin silinmesi gerekmektedir. Bu noktada tipki gergek dogada oldugu gibi en
iyilerin hayatta kalmasi saglanmaktadir. Se¢im operatorii ile se¢ilmis olan bireyler
caprazlama havuzuna girmeye hak kazanirlarken secilemeyen bireyler yok
olmaktadir. Se¢im yontemi olarak gelistirilmis bir cok yontem bulunmakla beraber,

rulet gemberi, turnuva ve elitist se¢gim yontemleri en yaygin kullanilanlardir.

5.2.2 Caprazlama (Crossover)

Caprazlama, ¢ogalmaya uygun ¢oziim giftlerinin ikili say1 dizisi pargalarinin rastsal
olarak degis tokus seklinde yeni ¢oziimler (bireyler) tiiretmesi olarak tanimlanabilir.
Burada onceki ¢oziimde uygunluk fonksiyonu tarafindan segilen ¢oziimler ebevyn
(parent) ve bu ebeveynlerin kromozomlarinin yer degistirmesi ile elde edilen yeni
¢oziimler ise ¢ocuk (child) olarak isimlendilir. Caprazlamada amag en iyi bireylerden
elde edilen uygunluk fonksiyon sonucu ebeveynlerinden daha yiiksek yeni bireyler

elde edilmesidir.

Caprazlama rastsal olarak gergeklesmektedir dolayisiyla olusan yeni ¢6ziimler daima
ebeveynlerden daha iyi sonu¢ vermeyebilir. Bu nedenle sonucun istenilen yere daha
iyi gitmesi i¢in kriterler belirlemek, ¢aprazlama islemindeki en biiyiik zorluktur. Bu
kriterler olmadiginda sonug iyi bir yere gidebilir ancak ¢6ziim rastsal olacagindan bu

noktaya az sayida popiilasyonla ulasmak miimkiin olmayabilir.

5.2.3 Mutasyon (Mutation)

Mutasyonun amaci, mevcut bir kromozomun genlerinin yerlerinin veya degerlerinin
degistirilmesiyle yeni kromozom olusturulmasidir. Bunun sebebi ise; yeni nesil
tiretiminin yeniden ve siirekli gergceklesmesi sonucunda belirli bir siire sonra

nesildeki kromozomlarin birbirlerini tekrarlamas: ve boéylece farkli kromozom

34



tiretiminin durmasi veya azalmasi ihtimalidir. Coziimiin kisir dongiliye girmemesi ve
seleksiyon ile ortadan kaldirilmis ¢oziimlerin igerisindeki uygunluk degerlerinin test
edilebilmesi i¢in kromozomlardan bazilar1 mutasyona ugratilir.

5.2.4 Genetik algoritmalarin ¢calisma prensibi

Genetik algoritmalarin optimizasyon g¢alisma prensibi Sekil 5.1°de akim semas: ile

gosterilmistir. Temelde yapilan islemler sirayla asagidaki sekildeagiklanabilir.

Adim 1 : Olas1 ¢oziimlerin  kodlandigi bir ¢oziim grubu (biyolojideki

benzerligi sebebiyle toplum olarak tanimlanir) olusturulur.
Adim 2 : Her kromozomun ne kadar iyi oldugu bulunur (fitness function).

Adim 3 . Kromozomlar eslenerek seleksiyon, c¢aprazlama ve mutasyon

operatorleri uygulanir ve yeni bir toplum olusturulur.

Adim 4 : Eski kromozomlar yok edilerek yeni kromozomlara yer agilir.

Adim 5 : En yiiksek iterasyon sayisina kadar tiim kromozomlarin uygunluklari
tekrarlanir.

Adim 6 : O ana kadar bulunmus en iyi kromozom, sonug olarak nitelendirilir.

Baslangi¢ Popiilasyonu (Nesil)

Olustur
e o ~q
/4 \
| < ]
1
1
]
: Bireylerin Uygunluk Yeni Nesil 1
1 Degerlerini Hesapla Olustur i
I 1
I |
" : Goprasama
] ]
U

Optimum Bireyi (Coziimii)
Se¢
Dur .
Uygunluk
Testi

Sekil 5.1: Genetik algoritmaya ait akis diyagrami.
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5.3 Genetik Algoritmanin Diger Yontemlerden Farki

Genetik algoritma yonteminin digerlerinden temel ve en 6nemli farklar1 asagidaki

gibi siralanabilir.

1) Genetik algoritmalar problemlerin ¢6ziimiinii parametrelerin kodlariyla arar
ve parametreler kodlanabildigi siirece ¢oziim iretilebilir. Dolayistyla genetik

algoritmalar ne yaptig1 konusunda bilgi icermez fakat nasil yaptigini bilir.

2) Algoritmalar aramaya tek bir nokta yerine, noktalar kiimesinden basladigi
icin ¢ogunlukla yerel en iyi ¢oziimde sikisip kalmazlar. Ancak genetik
algoritmalar bazi durumlarda yerel en iyi ¢oziime, genel en iyi ¢oziimden
daha ¢abuk ulasirlar ve bu noktada algoritma sonuglanir. Boyle bir durumda,
genel en iyi ¢oziime ulasabilmek icin arama uzayindaki gesitlilik arttirilir

veyaher lireme asamasinda uygunluk fonksiyonu degistirilir.

3) Genetik algoritmalar tiirev yerine uygunluk fonksiyonunun degerini kullanir.
Uygunluk fonksiyonu degerinin kullanilmasi baska biryardimci bir bilginin

kullanilmasini gerektirmez.

4) Genetik algoritmalar gerekirci kurallar yerine olasiliksal kurallari kullanir.
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6. CIMENTO OGUTME PROSESi MODELLEME CALISMALARI

6.1 Veri Toplama islemleri
Veri toplama calismalar1 kapsaminda ADOCIM Cimento Sultankdy Tesisi’nde
calisan bir ¢cimento degirmeninden 1 aylik siire ile veri toplanmustir.

Verilerin toplanmasi ¢alismalarinda mevcut durumunda tesisin prosesinde galismakta
olan algilayicilar ve sistem iizerinden veri alinmigtir. Sistem {izerinde yer alan

algilayicilar ve yapilan ¢alismalarla elde edilen verilerin durumu su sekildedir:

e Cimento 6giitme hattinin geri doniis (reject) banti kantarindan tonaj bilgileri

analog verisi olarak toplanmaktadir.

e Cimento 6giitme hattinin besleme kantarlarindan tonaj bilgileri analog verisi

olarak toplanmaktadir.

e Cimento 6giitme degirmeninin doluluk oranimi ses 6l¢iimii ile gdsteren bir

adet falafon cihazi ile analog veriler toplanmaktadir
e Silo seviyesi analog veri olarak toplanmaktadir.

e Seperatoriin devri (akim degeri) ile seperatore malzeme ileten elevatoriin

akim degeri sistem tarafindan takip edilebilmekte ve toplanmaktadir

e (Cimento Oglitme degirmenini tahrik eden elektrik motorunun cektigi akim

degeri sistem tarafindan toplanmaktadir.

e Degirmende oOgiitilen son {irlin ¢imentodan alinan numunelerin
laboratuvardaki analiz sonuglarina gore her saat basi incelik (blaine) degerleri

toplanmaktadir.

e C(Cimento Oglitme degirmenini girig-¢ikis basinglar1 sistem tarafindan

toplanmaktadir.

e (imento dgiitme prosesine giren hammaddelerin laboratuvarda bulunan test

degirmeninde yarim saat ara ile “6&iintilebilirlik” degeri toplanmaktadir.
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e Tiim bu toplanan verilere ilave olarak sistem {izerinde meydana gelen
sapmalara miidahale etme durumlarinda operatorler tarafindan diizeltici
teknik miidahale olarak isteme girilen seperator, besleme giris degerlerinin de

kayitlar1 toplanmaktadir.

Calisma kapsaminda sistem iizerinde yer alan algilayicilar tarafindan toplanan

verilerden modellemelerde asagidaki veri setleri kullanilmistir:
¢ Hammadde Besleme Tonaji (ton/saat)
e Geri Besleme Tonaj1 (ton/saat)
e Seperator Devri (devir/dakika)
e Elevator Akimi (A)
o Falafon (%)
e incelik Degeri (Blaine) (cm?/gr)

Calismalar igin iiretimden yukarida verilen veri kiimeleri 18 giin siireyle CEMIV tipi

¢imento iiretimi i¢in toplanmaistir.

6.2 Verinin Hazirlanmasi (Data Preprocessing)

6.2.1 incelik (blaine) degerlerinin elde edilmesi

Incelik (blaine) degeri, 6giitme prosesinden ¢ikan son iiriinden her saat basi alinan
orneklerin laboratuvarda test edilmesi ile elde edilmektedir, ancak sistemin giris
degerleriise saniyede bir toplanan veri ile elde edilmektedir. Bu nedenle incelik
(blaine) degerine ait bilinen veri noktalar1 arasindaki bilinmeyen degerlerin tahmin

edilmesi gerekmektedir.

Bilinmeyen ara degerlerin tahmininde oncelikle elde toplanan incelik (blaine) degeri
verilerinin dagmik ve 6zellikle asir1 heterojen oldugu durumlarda kullanilan pargali
kiibik Hermitte interpolasyon (piecewise cubic hermite interpolation) yontemi ile bos
alanlardaki degerlerin bulunmasi saglanmistir. Interpolasyon ile dogrusal olmayan
bir iligkinin kuruldugu incelik (blaine) degerleri kiimesi ile 6lgiilen incelik (blaine)
degeri verilerinin ara degerlerde degismedigi ve sabit kaldig1 kabuliine dayali veri

kiimesi modellerin olusturulmasi ve dogrulanmasi asamalarinda kullanilmaistir.
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Her iki veri kiimesi arasinda kayda deger bir fark olmadigi gorildigi igin
calismalarin devaminda Olgiilen incelik (blaine) degeri verilerinin ara degerlerde
degismedigi ve sabit kaldig1 kabuliine dayali veriler ile sistem tanilama caligmalari

gergeklestirilmistir.

6.2.2 Verilerin dl¢eklendirilmesi (Scaling)

Yapay sinir aglart (YSA) yontemi ilesistemin tanilamasinda sistem giris verilerinin
hepsinin ayn1 &lgek iizerine indirgenmesi gerekebilir. Ozellikle sistemin girdileri
arasinda asir1 biiyiik veya kiigiik degerler goriilebilir ve bu durumda da bu degerler
asirt biiyiikk veya kiiclik degerlerin dogmasina neden olacagi i¢in agi yanlis

yonlendirebilirler.

Egitim ve test verilerinde kullanilacak veri gruplariin yapay sinir aglar1 tarafindan
isleme sokulabilmesi ve sistem girisleri arasindaki deger farklarinin ortadan
kalkamasi igin verilerin Ol¢eklendirilmesi (scaling) gerekmektedir. Boylece, tiim

degiskenlere esit sans verilmis olur.

Olgeklendirmeler (scaling) farkli sekillerde yapilabilirler. Cimento 6giitme
prosesinin Yapay sinir aglart (YSA) yontemi ile tanilanmasi sirasinda aktivasyon
fonksiyonu olarak tanjant sigmoid (Tangent Sigmoid) fonksiyonu kullanilmistir.
Bilindigi tizere tanjant sigmoid aktivasyon fonksiyonuj -1 ile +1 degerleri arasinda
calisan birfonksiyondur. Bu nedenle sistem giris verileri [-1 +1] degerleri arasinda

kalacak sekilde dlgeklendirilmistir.

6.2.3 Verilerin filtrelenmesi (Filtering)

Sistemin giris ve ¢ikis degerlerinden toplanan verilerin giiriiltili  geldigi
gdzlemlenmistir. Ozellikle sistemin giris verilerinden biri olan elevatér akimi

verilerinin 6nemli oranda giiriiltii icerdigi agik bir sekilde goriilmektedir.

Elevator akimi sinyali iizerindeki giiriiltiinlin bastirilmasi i¢in Butterworth bant
geciren filtre tasarlanmis ve sinyale uygulanmistir, ancak model tanilamadaki
basarimiin filtreleme ile de8ismedigi goriilmiistiir. Hatta bazi sistem tanilamada
basarimin diistiigli bile gozlemlenmistir. Bu nedenle gerceklestirilen sistem tanilama
calismalarinda giris ve ¢ikis verilerinde sinyal giliriiltiisliniin bastirilmast igin

herhangi bir filtre uygulanmamuistir.
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Ayrica sistemin dinamik karakterisliginde otiirti, 6zellikle ¢ikis verilerinin ge¢mis
giris ve ¢ikis verilerine bagli olmas1 sebebiyle, giris ve ¢ikis verileri i¢in yer alan

asir1 sapmaya sahip veriler (outliers) bile veri kiimesinden ¢ikarilmamustir.

6.3 Basarim Performans Olciitleri

6.3.1 Hatalarin ortalama kare kokii [root mean square error (rmse)]

Elde edilen modellerin Dbirbirleri ile karsilastirmasinda basarim  Olgiitli
olarakmodellerin hatalarin karesel ortalamasi (HOKK) hesaplanmistir. HOKK
denklem 5.1°de goriilebilecegi gibi hesaplanmaktadir:

HOKK = J%Z(y -5,)° 6.)

ydegeri Olgiilen sistem ¢ikis degeri, ¥ degeri modellenen sistemin ¢ikig degerini

temsil etmektedir.

6.3.2 Pearson korelasyon katsayisi (pearson correlation coefficient)

Iki sayisal dlgiim arasinda dogrusal bir iliski olup olmadigini, varsa bu iliskinin
yoniinii ve siddetininin ne oldugunu belirlemek i¢in kullanilan bir istatistiksel

yontemdir.

Korelasyon katsayis1 -1 ile +1 arasinda degisen degerler alir. Katsayi, etkilesimin
olmadigi durumda 0, tam ve kuvvetli bir etkilesim varsa 1, ters yonlii ve tam bir
etkilesim varsa -1 degerini alir. Korelasyon katsayisi genellikle r harfiyle gosterilir.

Buna gore; korelasyon katsayisint denklem 5.2°de goriilebilecek esitlik ile

gosterebiliriz.
XD RD
Qyig) ==
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7. ELDE EDILEN MODELLERIN KARSILASTIRILMASI

7.1 Cimento Ogiitme Prosesinin ARX (AutoRegressive with exogenousterms) ve
ARMAX  (Autoregressive—-moving-average  with  exogenousterms) ile

Modellenmesi

Sistem tanimlama teknikleri kendi icinde parametrik ve parametrik olmayanlar
olarak iki kisma ayrilmaktadir. Bunlardan parametrik modeller, sonlu sayida
parametre ile tanimlanan sistemler olup model yapisi secildikten sonra sec¢ilen model

yapisina ait parametrelerin kestirimi ile bulunurlar.

Parametrik sistem tanilama teknikleri, parametrik olmayan sistem tanilama
tekniklerine gore daha zor olmakla beraber elde edilen model giiriiltillerden daha az
etkilenmekte ve daha hassas sonuglar vermektedir. Parametrik modellerle sistem
tanilama, sistemin fiziksel dinamigini en dogru sekilde yansittigi icin ilk ¢aligma
olarak parametrik metotlardan olan ARX (Auto-Regressive Exogenous) ve ARMAX
(Auto-Regressive  Moving Average Exogenous) ile modelleme ¢alismalar

yapilmistir.

Dogrusal dinamik sistem modeli ARX ve ARMAX denklem 7.1 ve denklem 7.2°deki
gibi ifade edilirler:

ARX model;
A@)y(t) = Bq)u(t —n,) +e(t) (7.1)
ARMAX model
A@)y(t) = B(a)u(t —n, ) + C(a)e(t) (7.2)

ARX ve ARMAX modellerinin belirlenmesinde her ikisinde de A(q) ve B(q)
polinomlarinin mertebelerinin belirlenmesi ile elde edilmektedir. Ayrica ARMAX
modelinde sistemi etkileyen giiriiltiiniin modelleme sekli farkli oldugundan C(q)

polinomunun mertebesinin de bulunmasi gerekmektedir. Her iki sistemde bunlara
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ilave olarak bir de sistemin girisi ve ¢ikislar1 arasindaki gecikmenin (nk) de
belirlenmesi gerekmektedir.

ARX ve ARMAX model yapilarinda yer alan parametreler Cizelge 7.1'de

gorilmektedir.

Cizelge 7.1: ARX ve ARMAX model yapilarina ait parametreler.

Parametre Aciklamasi Matrix Degeri

na A(q) polinomunun mertebesi [nai]

nb B(q) polinomunun mertebesi +1 [nbs, nby, nbs, nby, nbs]
C(q) polinomunun mertebesi

ne [Sadece ARMAX] [nc]

nk Gecikme [nki, nky, nks, nky, nks]

Coklu giris tekli ¢ikis (MISO) sistemlerde nb ve nk parametreleri matris formunda
olup giris sayisi kadar satir ve ¢ikis sayisi kadar siitundan olusurlar. Cimento 6giitme
prosesi, 5 girigli ve tek ¢ikish bir sistem olarak modellenecegi i¢in toplamda sadece
nb ve nk i¢in 10 parametrenin degistirilerek eniyileme ¢alismasinin yapilmasi
gerekmektedir. Buna ek olarak Cizelge 7.2'de goriilebilecegi gibi na ve nc (sadece

ARMAX'da yer alan C(q) polinomunun mertebesi) de eniyilenmelidir.

Cizelge 7.2: ARX/ARMAX model yapilarina ait parametrelerin degisken sayilar.

Parametre En Kiiciik Deger EnBiiyiikDeger ToplamDegisken

na 0 10 11
nb 0 10 11
nc 0 10 11
nk 0 10 11

o

na, nb, nc ve nk degerlerinin 0 ile 10 arasinda tam say1 olarak degistigi gz Oniine
aliacak olursa her bir parametre icin 11 farkli konfigiirasyon ortaya ¢ikmaktadir.
Ayrica nk ve nb degerleri de toplam giris sayis1 kadar yani 5 oldugundan dolay1 tiim
parametrelerin kombinasyonlari tam olarak ARX igin 11.11°.11° yani yaklagik olarak
2,85.10" adet olmaktadir. ARMAX icin ise nc parametresi icin de 11 farkl
kombinasyon olacagi i¢in 11.11.1 1°.11° yani yaklasik olarak 3,14.10%% adet

olmaktadir. Olas1 ¢ozlimler uzayinin bu kadar biiyiik ve karmasik oldugu, 6zellikle

42



de mevcut bilgiyle sinirli arama uzayinda ¢éziime gitmenin zor oldugu bu gibi

durumlarda Genetik Algoritma Optimizasyon Yontemi kullanilmaktadir.

Bu calismada da tiim bu parametrelerin eniyileme calismalari ile elde edilmesinde

Genetik Algoritma (GA) Optimizasyon Y ontemi kullanilmistir.

Genetik algoritma ile optimizasyon g¢alismalarinda problemin ¢dziimlerinin aranan
coziimlere yakinliginin dlgiisii olan uygunluk fonksiyonu (fitness function) olarak

Pearson Korelasyon Katsayisi (Pearson correlation coefficient) kullanilmistir.

Genetik algoritma ile gergeklestirilen optimizasyon sonunda elde edilen en iyi dort
modele ait statik dogrusal olmayan blok parametreleriyle dinamik dogrusal blok
parametreleri (ng, Ny, nf), elde edilen modelin yiizde uyumlar1 ve HOKK degerleri

Cizelge 7.3’de verilmistir.

Cizelge 7.3: Eniyileme ile bulunan ARX/ARMAX parametreleri.

Modeller na nb nc nk Uyum HOKK
(%)

ARX 2 [1071072] , [17510] 35498 82,5042

ARMAX 10 [8 6710 10] 6 [36860] 62,7587 82,3561

ARX ve ARMAX Modelleri ile CEMIV tipi iiretimin gergek zamanli verisinin
karsilastirilmas: Sekil 7.1°de verilmistir. Ayrica Sekil 7.2°de de ARX ve ARMAX
Modelleri i¢in ylizde hata degerleri gosterilmektedir.
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ARX/ARMAX Modellerine ait Benzetim Sonuglari
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Sekil 7.1: ARX ve ARMAX modelleri ile CEMIV tipi liretimin ger¢ek zamanl
verisinin karsilastirilmasi.

ARX/ARMAX Modeli icin Incelik Degeri (blaine) igin Egitim Hatalarn
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Sekil 7.2: ARX ve ARMAX modelleri i¢in yiizde hata degerleri.
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7.2 Cimento Ogiitme Prosesinin NARX (Nonlinear AutoRegressive with

exogenous terms) ile Modellenmesi

Sistem tanimlama caligmalar1 kapsaminda ARX/ARMAX ile yeterli miktarda
basarim elde edilemediginden dogrusal olmayan (non lineer) sistem tanimlama

teknikleri ile benzetim ¢aligsmalarina gegilmistir.

Ilk calisma olarak hem dogrusal hem de dogrusal olmayan sistemlerin
tanimlanmasinda oldukga giiclii bir sistem tanilama teknigi olan NARX (Nonlinear
AutoRegressive with exogenous terms) ile ¢imento Ogilitme prosesinin tanilama

calismalar1 yapilmigtir.

NARX yapisinda ¢iktinin degeri, girdilerin ge¢gmis degerlerinin ve dnceki ¢iktilarin

degerlerine bagli, denklem 7.3 ile verilen fonksiyon olarak elde edilir.
y(t) = f (y(t _1)! Y(t i 2)1---: Y(t - ny)! U(t _1)! U(t - 2)1'--1 U(t - nu) (73)

Ayrica sistemin genel model gosterimi Sekil 6.3°de yer almaktadir.

Dogrusal almayan tahmin

L N _ ) > Dogrusal
Gecmis Degerler olmayan fnk y

u(thu(t=1)y(t=1), .. Doprusal

" fonksiyon

Sekil 7.3: NARX (Nonlinear AutoRegressive with exogenous terms) model yapisi.

Burada y sistemin ¢ikis degeri veu degeri de sistemin giris degerleridir. NARX
modelinde sistemin ¢ikis degerlerinin tahmininde u girdilerin ge¢mis degerleri ve y
ciktilarin onceki degerleri de hesaba katilmaktadir. Buradaki F fonksiyonu bir
dogrusal olmayan fonksiyon olup yapay sinir agi, wavelet agi, sigmoid agi, kernel

fonksiyonu benzeri olabilir.

Bu calismada sistem fonksiyonu olarak wavelet agi secilmistir. NARX modellerinin

belirlenmesinde na, nb ve nk degerlerinin belirlenmesi ile elde edilmektedir.

NARX model yapisinda yer alan parametreler Cizelge 7.4’de goriilmektedir.
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Cizelge 7.4: NARX model yapisina ait parametreler.

Parametre Aciklamasi Matrix Degeri

na Cikisin ¢ikisa gore regressor sayist  [nag]

b Cikisin giriglere gore regressor [by, nby, nbs, nba, nbe]
sayis1

nk Gecikme [nks, nka, nks, nks, nks]

Coklu giris tekli ¢ikis (MISO) sistemlerde nb ve nk parametreleri matris formunda
olup giris sayisi kadar satir ve ¢ikis sayisi kadar siitundan olusurlar. Cimento 6giitme
prosesi, 5 girisli ve tek ¢ikislt bir sistem olarak modellenecegi i¢in toplamda sadece
nb ve nk igin 10 parametrenin degistirilerek eniyileme c¢alismasinin yapilmasi
gerekmektedir. Buna ek olarak Cizelge 7.5°de goriilebilecegi gibi na degeri, yani
cikis degerini tahmin etmek i¢in ge¢mis cikis datalarindan ne kadar geriye dogru

deger ile beslenecegini gosteren deger de eniyilenmelidir.

Cizelge 7.5: NARX model yapisina ait parametrelerin degisken sayilart.

Parametre En Kiiciik Deger  EnBiiyiikDeger ToplamDegisken

na 0 10 11
nb 0 10 11
nk 0 10 11

PR

na, nb ve nk degerlerinin 0 ile 10 arasinda tam say1 olarak degistigi gdz Oniine
aliacak olursa her bir parametre icin 11 farkli konfigiirasyon ortaya ¢ikmaktadir.
Ayrica nb ve nk degerleri de toplam giris sayisi kadar yani 5 oldugundan dolay1 tiim
parametrelerin kombinasyonlar1 tam olarak NARX i¢in 11.11°.11° yani yaklasik
olarak 2,85.10 adet olmaktadir.

Bu calismada da tiim bu parametrelerin eniyileme calismalari ile elde edilmesinde

Genetik Algoritma (GA) Optimizasyon Yontemi kullanilmistir.

Genetik algoritma ile optimizasyon ¢aligmalarinda problemin ¢dziimlerinin aranan
¢coziimlere yakiliginin 6lgiisii olan uygunluk fonksiyonu (fitness function) olarak

Pearson Korelasyon Katsayisi (Pearson correlation coefficient) kullanilmistir.
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Genetik algoritma ile gerceklestirilen optimizasyon sonunda elde edilen en iyi dort
modele ait parametreler (ng, np, ny) ile beraber elde edilen modelin yiizde uyumlari ve
HOKK degerleri Cizelge 7.6’da verilmistir.

Cizelge 7.6: Eniyileme ile bulunan NARX parametreleri.

Modeller na nb nk Uyum (%) HOKK

NARX [0] [11105] [31040] 844533 56,5152

NARX modeli ile CEMIV tipi {iretimin ger¢cek zamanli verisinin karsilastirilmasi

Sekil 7.4°te ve NARX modeli i¢in yiizde hata degerleri Sekil 7.5°te gosterilmektedir.

NARX Modeline ait Benzetim Sonuglari
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Sekil 7.4: NARX modeli ile CEMIV tipi liretimin ger¢ek zamanli verisinin
karsilastirilmasi.
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NARX Modeli i¢in Incelik Degeri (blaine) igin Egitim Hatalan
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Sekil 7.5: NARX modeli igin yiizde hata degerleri.
7.3 Cimento Ogiitme Prosesinin Hammerstein-Wiener ile Modellenmesi

Hammerstein-Wiener, blok odakli dogrusal olmayan sistem tanilama teknigi olup
dogrusal olmayan sistemlerin model kestirimi konusunda bilinen ve uygulanan bir
metottur. Model, dinamik dogrusal bir blok ile bu blogun girisi 6ncesinde ve ¢ikist
sonrasinda yer alan statik dogrusal olmayan bloklarin seri baglanmasi ile elde

edilmektedir.

Sistemin giris ve ¢ikisinda yer alan dogrusal olmayan bloklar statik (hafizasiz) olup
bu bloklarin ¢ikisinda elde edilen veriler gegmis degerlere bagh degildir. Bu dogrusal
olmayan giris ve ¢ikis fonksiyonlar1 sigmoid network, wavelet network, saturasyon
(saturation), Olii bolge (dead zone), pargali dogrusal (piecewise linear) veya
tekdereceli polinom (one-dimensional polynomial) olarak tanimlanabilir. Bu
calismada dinamik dogrusal blogun hem girisi dncesinde hem de ¢ikisi sonrasinda
yer alan statik dogrusal olmayan bloklarin dogrusalsizligi (nonlinearity) icin parcali

dogrusal (piecewise linear) fonksiyonu kullanilmistir.

Sistemde yer alan Dinamik Dogrusal Blok ise sistem fonksiyonunun pay (B)
polinomu ve payda (F) polinomunun mertebelerinin belirlenmesi ile elde
edilmektedir. Ayrica bir de sistemin girisi ve ¢ikiglari arasindaki gecikmenin (nk) de

belirlenmesi gerekmektedir. Hammerstein model yapilarinda yer alan statik dogrusal
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olmayan blok parametreleri ve dinamik dogrusal blok parametreleri Cizelge 7.7'de

goriilmektedir.

Cizelge 7.7: Hammerstein-Wiener model yapisina ait parametreler.

Parametre Aciklamasi Matrix Degeri
nk GirislerileCikislararasindakiGecikme  [nky, nky, nks, nks, nks]
nb B derecesi (sifirlar) [nby, nby, nbs, nby, nbs]
nf Fderecesi (kutuplar) [nfy, nfy, nfs, nfy, nfs]

Coklu giris tekli ¢ikis (MISO) sistemlerde nb, nf ve nk parametreleri matris
formunda olup giris sayis1 kadar satir ve ¢ikis sayis1 kadar siitundan olusurlar.
Cimento 6glitme prosesi, 5 girisli ve tek cikisl bir sistem olarak modellenecegi icin
toplamda 15 parametrenin degistirilerek eniyileme ¢alismasinin yapilmasi
gerekmektedir. Cizelge 7.8'de goriilebilecegi gibi nb, nf ve nk parametreleri 1x5'lik

satir matrislerdir.

nk, nb ve nf degerlerinin 0 ile 10 arasinda tam say1 olarak degistigi goz Oniine
aliacak olursa her bir parametre i¢in 11 farkli konfigiirasyon ortaya ¢ikmaktadir
(Cizelge 7.8). Ayrica nk, nb ve nf degerleri de toplam giris sayist kadar yani 5
oldugundan dolay: parametrelerin kombinasyonlar1 tam olarak 11°.11°.11° yani
yaklagik olarak 4,18.10™ adet olmaktadir. Olasi ¢oziimler uzaymim bu kadar biiyiik
ve karmasik oldugu, o6zellikle de mevcut bilgiyle sinirli arama uzayinda ¢oziime
gitmenin zor oldugu bu gibi durumlarda Genetik algoritma Optimizasyon Y Ontemi

kullanilmaktadir.

Tiim bu parametrelerin eniyileme c¢alismalart ile elde edilmesinde Genetik Algoritma

(GA) Optimizasyon Y ontemi kullanilmistir.

Cizelge 7.8: Hammerstein-Wiener model yapisina ait parametrelerin degisken
sayilari.

Parametre En Kiiciik Deger  EnBiiyiikDeger ToplamDegisken

nk 0 10 11
nb 0 10 11
nf 0 10 11
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Genetik algoritma ile optimizasyon g¢alismalarinda problemin ¢oziimlerinin aranan
¢oziimlere yakmlhiginin 6lgiisii olan uygunluk fonksiyonu (fitness function) olarak

Pearson Korelasyon Katsayisi (Pearson correlation coefficient) kullanilmistir.

Genetik algoritma ile gergeklestirilen optimizasyon sonunda elde edilen en iyi dort
modele ait statik dogrusal olmayan blok parametreleriyle dinamik dogrusal blok
parametreleri (nk, np, Ng), elde edilen modelin yiizde uyumlari ve HOKK degerleri

Cizelge 7.9°da verilmistir.

Cizelge 7.9: Eniyileme ile bulunan NARX parametreleri.

Modeller nb nf nk Uyum (%) HOKK
Model 1 [87254] [35024] [17195] 81,2502 64,0106
Model 2 [18149] [92514] [520105] 84,0982 57,1931
Model 3 [421110] [96487] [104123] 86,5443 54,0224
Model 4 [11391] [94718] [38682] 86,4969 53,9053

Genetik algoritma ile gergeklestirilen optimizasyon sonunda elde edilen en 1yi dort
Hammerstein-Wiener model ile CEMIV tipi iiretimin gergek zamanli verisinin
karsilastirilmasina ait grafikler Sekil 7.6’da yer almaktadir. Ayrica Sekil 7.7°de elde
edilen Hammerstein-Wiener modellerin yiizde hata degerleri ve bu hata degerlerine

gore kutu grafikleri (boxplot) yer almaktadir.
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Hammerstein-Wiener Modellere ait benzetim sonuglan
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Sekil 7.6: Hammerstein-Wiener modelleri ile CEMIV tipi iiretimin gercek zamanli
verisinin karsilastirilmasi.
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HW Modelleri igin Incelik Degeri (blaine) igin Egitim Hatalarn
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Sekil 7.7: Hammerstein-Wiener modelleri i¢in yiizde hata degerleri ve hatalarin kutu
grafik gosterimi.
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Hammerstein-Wiener Modellere ait benzetim sonuglari
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Sekil 7.8: Hammerstein-Wiener modelleri ile CEMIV tipi tiretimin gercek zamanli
verisinin ayr1 ayri grafiklerde karsilagtirilmasi.

7.4 Cimento Ogiitme Prosesinin Yapay Sinir Aglar1 (YSA) ile Modellenmesi

Yapay Sinir Aglar1 (YSA) tabanli dogrusal olmayan model ¢ikarilmasinda yapay
sinir aginin performansini etkileyen bir ¢ok faktoér ve tasarim parametresi mevcuttur.
Bunlardan birisi egitim algoritmasi olup yapilan denemeler sonucunda egitim

algoritmas1 olarak geriye yayilim algoritmasinin degistirilmesi ile elde edilen
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Levenberg-Marquardt (LM) algoritmast kullanilmistir. Ayrica yapilan denemeler
sonunda gizli katman ve gizli katman ndron sayisi i¢in en uygun olan degere karar
verildikten sonra Levenberg-Marquardt (LM) algoritmasi yanisira Quasi-Newton

(QN) algoritmasi ile de egitim gergeklestirilmistir ve sonuglar karsilastirilmustir.

Bir diger yapay sinir agi modellerinin tasariminda yer alan parametre de YSA
modellerinin egitimleri i¢in ¢evrim (epoch) sayisidir. Yapilan galismalarda ¢evrim
(epoch) sayis1 bir ¢ok deneme sonunda belirlenmekle beraber, goriilmiistiir ki 1.000
¢evrim (epoch) sayisindan sonra HOKK degeri diismemekte ve sabit kalmaktadir.
Ayrica bilindigi iizere YSA artan ¢evrim (epoch) sayisi ile giiriiltiilere karst daha
duyarli bir hale gelmekte ve gercek sistem karakteristigini kaybedebilmektedir.
Secilen bu cevrim sayisi ile aslinda genellestirme, giirbiizlik ve kesinlik arasinda

optimum bir nokta belirlenmis olmaktadir.

Sakli katmandaki en uygun ndron sayisini ve aktivasyon fonksiyonunu bulabilmek
icin yapilan denemeler asagidaki tabloda goriilmektedir. Cikis katmaninda dogrusal
aktivasyon fonksiyonlar1 kullanilmistir. Bunun yaninda tek sakli katman ile istenen
performans elde edilememis ve gizli katman sayisi ikiye ¢ikarilmigtir. Cift katman,
istenen sonucun elde edilmesinde yeterli olmustur. Cizelge 7.10’da elde edilen
modellerin hatalarin ortalama karekoki (HOKK) ve ¢ikisin yiizde uyumlari

verilmistir.

Sakli katmanda tanjant sigmoid aktivasyon fonksiyonlar1 kullanilmigtir. Sakli
katmanlardaki en uygun noéron sayisi ise 10 ve 8 olarak bulunmus, model ¢ikislar1 ve

yiizde hatalar1 tabloda verilmistir.
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Cizelge 7.10: YSA Modellerinin bagarim degerleri tablosu.

Ogrenme Yontemi Gizli Gizli Gizli Cevrim Sayisi Yiizde Uyum Hatalarin
Katman Katmanlardaki Katmanlardaki (%) Ortalama Kare
Sayis1 Noron Sayisi Etkinlik Kokii (HOKK)
Fonksiyonlar:
Levenberg-Marquardt 1 1 Tan Sigmoid 1000 66,4489 78,8167
Levenberg-Marquardt 1 2 Tan Sigmoid 1000 68,5503 76,7888
Levenberg-Marquardt 1 3 Tan Sigmoid 1000 70,0974 75,2191
Levenberg-Marquardt 1 4 Tan Sigmoid 1000 71,1818 74,0776
Levenberg-Marquardt 1 5 Tan Sigmoid 1000 72,9869 72,0972
Levenberg-Marquardt 1 6 Tan Sigmoid 1000 77,1138 67,1487
Levenberg-Marquardt 1 7 Tan Sigmoid 1000 79,1187 64,5021
Levenberg-Marquardt 1 8 Tan Sigmoid 1000 78,7519 64,9994
Levenberg-Marquardt 1 9 Tan Sigmoid 1000 79,2336 64,3450
Levenberg-Marquardt 1 10 Tan Sigmoid 1000 79,5207 63,9498
Levenberg-Marquardt 2 5-5 Tan Sigmoid 1000 81,8093 60,6537
Levenberg-Marquardt 2 5-6 Tan Sigmoid 1000 81,8614 60,5754
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Cizelge 7.10 (devam) : YSA Modellerinin basarim degerleri tablosu.

Ogrenme Yontemi Gizli Gizli Gizli Cevrim Sayisi Yiizde Uyum Hatalarin
Katman Katmanlardaki Katmanlardaki (%) Ortalama Kare
Sayis1 Noron Sayisi Etkinlik Kokii (HOKK)
Fonksiyonlar:
Levenberg-Marquardt 2 5-7 Tan Sigmoid 1000 82,7648 59,1942
Levenberg-Marquardt 2 5-9 Tan Sigmoid 1000 84,6828 56,0954
Levenberg-Marquardt 2 5-10 Tan Sigmoid 1000 84,8440 55,8238
Levenberg-Marquardt 2 10-5 Tan Sigmoid 1000 85,0832 55,4174
Levenberg-Marquardt 2 10-7 Tan Sigmoid 1000 86,8991 47,0996
Levenberg-Marquardt 2 10-8 Tan Sigmoid 500 89,9335 46,1173
Levenberg-Marquardt 2 10-8 Tan Sigmoid 1000 90,0049 45,9622
Levenberg-Marquardt 2 10-8 Tan Sigmoid 2000 86,9057 52,1767
Quasi-Newton 2 10-8 Tan Sigmoid 1000 71,8367 73,3836
Levenberg-Marquardt 2 10-9 Tan Sigmoid 1000 89,4748 47,0996
Levenberg-Marquardt 2 10-10 Tan Sigmoid 1000 87,8389 50,4086
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Model 10-8 igin YSA sonucu
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Sekil 7.9: YSA modeli ile CEMIV tipi liretimin ger¢ek zamanli verisinin
karsilastirilmast.

YSA Model 10-8 Blaine Incelik Degeri i¢in YSA Egitim Hatasi

0.1—
] =T
0.09
0.08—
0.07—

WM UldLLh..hl|an.l J.Ul.. lidhhmwhyllul

0 0.5

15 2 25

Sdre (sn) x 10

Sekil 7.10: YSA igin ylizde hata degerler.
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8. SONUC VE ONERILER

Bu calismada, ¢imento endiistrisinde liretimde enerji kullaniminin en yogun oldugu
¢imento Ogiitme prosesinin dogrusal ve dogrusal olmayan yontemler ile
modellenmesi incelenmistir. Cimento 6glitme prosesi ilk olarak dogrusal parametrik
model olan ARX ve ARMAX model yapilari ile tanilanmistir. Daha sonra sistem,
dogrusal olmayan sistem tanilama yontemleri olan NARX, Hammerstein-Wiener ve

yapay sinirsel aglar1 (YSA) ile modellenmistir.

Calisma kapsaminda ¢imento Ogiitme sistemi bir biitiin olarak modellenmeye
calistlmistir. Bu kapsamda da oncelikle dogrusal sistemlerin modellenmesinde
kullanilan ARX ve ARMAX yontemleri ile modellemelere baslanmistir, ¢linkii
dogrusal modellerde gecmis giris ve ¢ikislarin o anki ¢ikis iizerindeki etkisi ¢cok acik
bir sekilde goriilebilmektedir. Elde edilen modellerin basarimlarinin 6l¢iimiinde
Pearson Korelasyon Katsayis1 (r) ve Hatalarin Ortalama Kare Kokii (HOKK)
degerlerine bakilmistir. ARX i¢in en yiiksek basarim r=63,55, HOKK=82,50 ve
ARMAX i¢in en yiiksek basarim ise r=62,76, HOKK=82,35 olarak elde edilmistir.
Sistemin dogrusal olmayan yapisi goz Oniine alindiginda bdyle bir sonucun ¢ikmasi
oldukg¢a normaldir, ancak miimkiin ise mutlaka dogrusal modelin yeterli performans
saglayip saglamadigi kontrol edildikten sonra dogrusal olmayan model ile sistem
tanilamaya gec¢ilmelidir. Bu ¢alismada dogrusal modellerden elde edilen basarimin
yeterli olmamasi sonucunda dogrusal olmayan sistem modellemeye gecilmesine

karar verilmistir.

Dogrusal olmayan sistem modellemeleri c¢alismalarinda sirasiyla NARX,
Hammerstein-Wiener ve YSA yontemi ile modelleme ¢alismalart yapilmustir. 5 giris
ve tek cikisli ¢imento 6giitme prosesinin her bir model i¢in kestiriminde farkl
sayilarda bilinmeyen parametrenin kestirilmesi gerekmektedir. Cizelge 8.1°de herbir
model i¢in gerekli olan parametre sayilari ve kullanilan eniyileme yOntemi

gosterilmistir.
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Cizelge 8.1: Sistem modelleri i¢in eniyileme yapilmasi gerekli parametre sayisi.

Modeller Parametre Parametreler Emyllem_eYont
Sayisi emi
ARX 11 na, nb ve nk GA
ARMAX 12 na, nb, nc ve nk GA
NARX 11 na, nb, nk GA
Hammerstein-Wiener 15 nk, nb, nf GA
YSA 2 Katman ve lterasyon

Noron Sayilari

ARX, ARMAX, NARX ve Hammerstein-Wiener modellerinin parametrelerinin
eniyileme ¢alismalart ile elde edilmesinde Genetik Algoritma (GA) Optimizasyon
Yontemi kullanilmistir. YSA'larin eniyilenmesi ¢alismalarinda parametre uzayinda
iteratif yaklasimla baska baska noktalar bulunup yeterli bagimsiz parametre sayisina

ulagilarak en iyi bagarim degeri elde edilmistir.

Calismas1 yapilan modeller iizerinden elde edilen sonuglarin dékiimii CEMIV tipi
¢imento tiretimi i¢in Cizelge 8.2’de basarim kriterlerine gore gosterilmistir. Tabloda
yer alan sonuglardan da anlagilabilecegi tizere sistemin dogrusal olmayan modelleme
caligmalar1 daha basarilidir. Hammerstein-Wiener modeli ile elde edilen basarim
r=86,50 ve HOKK= 53,91 degerleri YSA'nin bir miktar asagisinda kalmakla beraber
olduk¢a tatmin edicidir, ¢iinkii ¢alisma sonunda elde edilen modellerin model

becerisi kadar ¢evrimici ¢aligmaya gére uygunlugu biiyiik bir 6nem arz etmektedir.

Cizelge 8.2: Elde edilen modellerin bagarim degerleri karsilagtirma tablosu.

Modeller Uyum (%o) HOKK
ARX 63,5498 82,5042
ARMAX 62,7587 82,3561
NARX 84,4533 56,5152
Hammerstein-Wiener 86,4969 53,9053
YSA 90,0049 45,9622
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Ozellikle ¢imento 6giitme prosesinin de cevrimici hale getirilmesi ile sistemin ¢ok
daha yiiksek bir performans gostermesi hedeflendigi i¢in modellerden yakin
performansa sahip olanlarin ger¢cek zamanda problemin global optimum ¢oziimiinii

en hizli sekilde ¢ozecek olani tercih edilmelidir.
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