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KLINIK DENEMELERDE ORNEKLEM GENISLIGI BELIRLEMES]
UZERINE UYGULAMALAR
OZET

Istatistiksel calismalar(anketler, deneyler ve gozlemsel c¢aligmalar), dikkatli
planlandiginda daima daha iyidir. Iyi planlamamn bir ¢ok y6nii vardir. Problem
dikkatlice tamimlanmalidir. Deneysel veya gozlemsel birimler uygun anakiitleden
segilmeli ve caliyma dogru bir sekilde rastgelelestirilmelidir. Islemler dikkatli takip
edilmeli ve sonuglant elde etmek igin glivenilir araglar kullamlmalidir. Sonugta
¢aligmanin amacina uygun olarak yeterli 6rnek biiyiikliigii segilmelidir.

Klinik ¢aligmalarda galismaya katilacak birey sayisi yani ¢alismamin 6mek
biiylikliigti, 6nemli bir problemdir. Uygulamali istatistikgiler ve istatistik kullanicilar,
sik olarak “Orneklem biiyiikliigiinii nasil segmeliyim?” sorusunu sorarlar, Basit rastsal
bir 6rnegin uygun olacag: kabul edilse bile bu sorunun cevaplanmasi kolay degildir.

Boyle bir ormek biiytikliigiiniin etkisinin bilimsel olarak anlamlilifi, aym
zamanda istatistiksel olarak anlamli olacaginin ifadesidir. Bilimsel olarak yeterince
bilyiik olmasi her zaman istatistiksel olarak biiyiiklik anlamima gelmez. Ornek
bilytikliigii, ekonomik nedenler agisindan da onemlidir. Omeklem biiyiikligii yeterli
olandan azsa, dogru sonuglar elde edilemeyeceginden kaynaklarin gereksiz kullanimina
neden olurken gereginden biiyikk 6rnek segimi de kaynaklarim asiri olarak israf
edilmesine neden olur. insan ve hayvan denekleri igeren denemelerde rnek segiminin
etik nedenleri de vardir. Diistik dozda ilag kullanimi tedaviyi tam yapamayacak ya da
degisik yan etkilere yol agacaktir. Asinn doz kullanim: ise faydadan ¢ok potansiyel bir
zarar verecektir.

Bu g¢alisma, uygun ornek biiyiikliigii i¢in temel faktorleri ve hesaplamalan
6zetleyerek bazi medikal problemler i¢in Win Episcope 2.0, MINITAB ve S—Plus 2000
gibi paket programlardaki ¢6ztimleri verecektir.

Anahtar Kelimeler: Klinik Denemeler, Ornek Biiyiikliigti, Tahmin
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APPLICATIONS ON SAMPLE SIZE ESTIMATION IN CLINICAL TRIALS
ABSTRACT

Statistical studies (surveys, experiments, observational studies, etc.) are always
better when they are carefully planned. Good planning has many aspects. The problem
should be carefully defined. Experimental or observational units must be selected from
the appropriate population. The study must be randomized correctly. The procedures
must be followed carefully. Reliable instruments should be used to obtain
measurements. Finally, the study must be of adequate size, relative to the goals of the
study.
The number of individuals to include in a research study, the sample size of the study, is
an important consideration in the design of many clinical studies. Practicing statisticians
and the users of statistics are often asked ‘How big a sample should I take?’. Even if it
is accepted that a simple random sample is appropriate, the question is often not an easy
one to answer.
It must be “big enough” that an effect of such magnitude as to be of scientific
significance will also be statistically significant. It is just as important, however, that the
study not be “too big,” where an effect of little scientific importance is nevertheless
statistically detectable. Sample size is important for economic reasons: An under-sized
study can be a waste of resources for not having the capability to produce useful results,
while an over-sized one uses more resources than are necessary. In an experiment
involving human or animal subjects, sample size is a pivotal issue for ethical reasons.
An under-sized experiment exposes the subjects to potentially harmful treatments
without advancing knowledge. In an over-sized experiment, an unnecessary number of
subjects are exposed to a potentially harmful treatment, or are denied a potentially
beneficial one.
This study reviews the basic factors that determine an appropriate sample size and
provides methods for its calculation in some simple cases gives the results of some
medical problems using some pocket programs such as Win Episcope 2.0, Minitab and
S—Plus 2000.

Key Words: Clinical Trials, Sample Size, Estimation
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1. GIRIS

Istatistiksel galismalar(anketler, deneyler, gbzlemsel galigmalar, vs.) dikkatlice
planlandiklarinda iyi sonuglar elde edilir. Bu ¢aligmalarda problem dikkatli bir sekilde
planlanmali ve iglemsel duruma getirilmelidir. Deneysel veya gézlemsel birimler, uygun
anakiitleden secilmeli ve ¢aligilacak Orneklemin genisligi dogru belirlenmelidir. Daha
iyi sonug elde etmek igin genellikle biiyiik 6rneklemlerle ¢aligmak tercih edilir. Ancak
bu, zaman, para ve emek kaybina neden olur. Kiigiik drneklemlerle ¢aligildifinda ise
Omeklemden yapilacak tahminler gercegi ortaya koymayabilir. Bu nedenle yeterli
geniglikte Ornek se¢mek ve segilen Orneklemin genisliginin uygun oldugunu
sOyleyebilmek gerekir.

Omeklem genisligi; maliyet, anakiitle parametresi tahmininin standart hatasi,
anakiitle parametresi ile tahmini arasindaki fark (mutlak hata), OC (isletim
karakteristik) egrileri veya hazirlanmig tablolar kullamilarak belirlenebilir. Ama en
yaygin belirleme ; gilic hesaplamasindan ya da giiven araligi genisliginden yapilir. Giig
yaklagimi agagida verilen dgeleri igerir:

i) @ parametresi ile veriler i¢in olasiik modelinin temelinin olugturulmasiyla
hipotez testini belirlemek

ii) Testin a Onemlilik diizeyini belirlemek

iii) Bilimsel olarak ilgilenilen alternatifi yansitan @ etki genisligini belirlemek
iv) Testin giic fonksiyonunu hesaplamak i¢in gereken diger parametrelerin
tahminini veya kayitli verileri tespit etmek

v) 8=0 oldugunda testin giiciiniin # hedef degerini belirlemek

”

Testin giicti; ﬂ(@,n,a,...) fonksiyonudur. »; 6rneklem genigligi ve "..." kismu

incelenen anakiitlede ilgilenilen parametrelerdir. Gereken 6rneklem genisligi;

ﬂ(é,n,a,...)zﬁ
esitsizliini saglayan en Kkiigiik tamsayidir. Bazen giic fonksiyonunda, diger
parametreleri ve varyans tahminlerini kullanabilecek kayitli veriler olur. Eger bdyle bir
kayit yoksa pilot ¢aligma yapmak gerekir.
Gii¢ hesaplamas1 ve giiven aralifn yontemlerinden belirlenen Orneklem

genisliklerinin sekilleri benzer olurken hedefleri farklidir ve siklikla gok farkh drneklem



genigligi bagintilarina neden olurlar. Diger bir 6rneklem genisligini belirlemede
kullanilan ydntem; Orneklem genigligi ile tahmin edicinin standart hatasi arasindaki
iligkiden meydana gelir. Bu yontemde kullanilan formiiliin segilen girdilere yiiksek
duyarlilikta olabilmesi i¢in hedef kriterinin ve parametre tahminlerinin dikkatli se¢imi
kesin orneklem genisligini belirlemede temel adimdir. Yani asil konu, belirli bir hata
pay1 ile anakiitle parametrelerinin tahmin edilmesidir. Orneklem genisligi ile hata pay:
arasinda ters bir iliski vardir. Orneklem genisligi arttiginda hata pay: kigiilir ama
maliyet artar. Bu ifadenin tersi de gegerlidir. Uygun 6rneklem genigligi; genislik, hata
payr ve maliyet optimum bir dengede tutuldugunda belirlenir. Zaten aragtirmacimin
istedigi Orneklem genigligi de en kii¢ciik maliyetle 6nceden belirlenen hata sinirini
agmamak kosuluyla tahminler yapabilmeyi saglayan genisliktir.

Ornek bityiikliigiiniin belirlenmesi, bir klinik galigmanin tasarim agamasinda
kargilagilan 6nemli problemlerden biridir. Bu problem, galigma hipotezini belirleyecek
istatistiksel isglemler ve tasannm ile dogrudan baglantilidir. Caligma hipotezi;
kargilagtirilacak tedavi tiirleri, her tedavi grubundaki hastalarin sayisi ve nitelikleri gibi
parametrelerin belirlenmesinde yardimci olur. Caligma i¢in ne kadar hastaya (denege)
yani 8mek biiyiikltigiine ihtiya¢ oldugu bu parametrelerden ilk akla gelendir.

Orneklem genigligi belirleme bir ¢alisma i¢in en 6nemli asamalardan biri
olmasina ragmen bu konu hakkinda sagirtici derecede az ¢alisma yapilmigtir. Onemli
referanslar olarak Mace(1964), Kraemer ve Thiemann(1987), Cohen(1988), Odeh ve
Fox(1991) verilebilir. Ozellikle biyoistatistik dergilerinde, belirli testler icin &rneklem
genisligi belirleme konusuyla ilgili ¢aligmalar bulunmaktadir. Ilgilenilen seylerden biri
de 6rmeklem genisliginin yeterli veya yetersiz olmasinin diginda Srneklem genigliginin
boyutudur. Bu konuyla ilgili Freiman v.d.(1986) ve Thornley ve Adams(1998) referans
olarak gosterilebilir.

Klinik denemelerin yasam dagilimlarina benzerlik gosterdigi durumda &rneklem
genisligini belirlemek i¢in Rubinstein v.d.(1981) bir yontem gelistirmis, George ve
Desu(1974) bu yonteme alternatif olarak gosterilmistir.

Schoenfeld ve Richter(1981), iki tedavinin kargilastirildid1 ve yagamin son nokta
oldugu klinik denemeler i¢in hesaplanan &rneklem genigliklerine gore (gereken hasta
sayis1) nomogram hazirladi. Bu hazirlanan nomogramlarda, yasam zamammun iistel

dagilima uydugu ve hastalarin ¢aligmaya tekdiize girdigi varsayildi.

-



Schoenfeld(1981), verinin, iki yasam dagilimim kargilagtirmak igin kullanilan
Logrank testiyle analiz edilmesi durumunda 6rneklem genisligi belirleme problemini
inceledi. Aym problemi Freedman(1982) da inceledi ve bu g¢aligma i¢in gereken
orneklem genisligi sayisint tablolagtirdi.

Baz1 klinik denemelerde ii¢ veya daha fazla tedavi grubunu kargilagtirmak
amaglanir. Makuch ve Simon(1982), k tedavi grubu arasinda bagarisizlik zamamni (yani
Olim zamanin) kargilagtirdifinda, deneme siiresi ve Orneklem genislidi kosulunu
belirleme problemini inceledi.

Simiilasyon ¢aligmasinda Rubinstein v.d.(1981); “Klinik denemelerin yasam
dagilimlarina benzerlik gosterdigi durumda Orneklem genisligini belirlemek igin
kullanilan  yOntem, parametrik olmayan Mantel-Haenszel(logrank) testi ile
uygulandiginda dogru giicli veren deneme siiresini elde eder.” goriisiinii ileri siirdii.
Takibe gore kayip ve takip donemi olmadifinda deneme siiresi; George ve
Desu(1974)’nun  buldugu sonuglardan ¢ok kiigiik farkla Rubinstein v.d.(1981)
tarafindan elde edildi.

Morgan(1985), klinik denemelerde iyilesme periyodunun segimine ve belirli
farklar1 ortaya ¢ikarmak igin yeterli gii¢ tiretiminde takip periyodunun tek olmadigina
dikkat gekti. Iyilesme ve takip periyodlar igin uygun kombinasyonlarin belirtimine,
takip ve iyilesme dénemlerinin sadece maliyet etkisi se¢imine ydntemler sundu.

Takibin maliyet etkisi stirekliliginin, son noktanin belirlenmesine gore takip
edilen hastalarin maliyetinin oramina bagli oldugundan maliyeti minimize edilen klinik
denemelerin en uygun siiresi Gross v.d.(1987) tarafindan da incelenmistir.

Palta ve Amini(1985) tarafindan, kogullar dikkate alinarak, yasam caligmalarn
i¢in Orneklem genisligi belirtimi incelendi, ¢cok merkezli klinik deneme durumlarina
uygulanan formiiller ve tablolar olusturuldu. Buradan; ortak degisken, tabakalarda
gruplandig1 zaman Srneklem genisligi tahmini de elde edilebilir.

Genislik belirlemede kolaylik saglayan yazilimlar da gelistirilmigtir, Bunlardan
bazilari; UnifyPow(O’Brien, 1998), Power and Precision(Borenstein, 1997), nQuery
Advisor(Elashoff, 2000), PASS(Hintze, 2000)’dir. Web kaynaklari, gii¢ analiz
yazilminn (Thomas, 1998) kapsamli listesini ve Lenth(2000) gibi ¢evrim igi
hesaplamalan igerir. Wheeler(1974), dogrusal modellerde kullamm i¢in bazi yararh



yaklagimlari gelistirmigtir. Castelloe(2000), hesap yontemlerinin giincellenmis genel
acgiklamalarim verir.

Omeklem genisligini belirlerken Bayes Yontemi de kullanilabilir. Bu yéntem de
bilinmeyen parametreler i¢in Bayesci 6nsel dagilim: kullanilarak, beklenen maliyet ve
faydalarin ayarlanmasiyla 6rneklem genisligi belirlenebilir. Bu yontemle ilgili Grundy
v.d.(1956)’nin makalesi incelenebilir. Bayesyen ydntemin metodolojisi detayli olarak
Raiffa ve Schlaifer(1961) tarafindan verilmistir ve son zamanlarda Lindley(1997)
tarafindan tammlanmigtir.

Ornek biiyiikliigtiniin tahmini, denemenin istatistiksel anlamlilig1 agisindan oldukga
Onemli olmasina ve klinik ¢aligmalarda Ornek biyiikliigtiniin tahmini igin kullanilan
bir¢ok paket program bulunmasina ragmen iilkemizde pek ¢ok alanda oldugu gibi klinik
¢aligmalarda da ¢ogu zaman bu faktdr géz ardi edilmektedir.

Ormneklem genisliginin belirlenmesi igin gerekli olan yontemlerin tartigildigi bu
caligmanin;

Birinci béliimiinde; bir ¢alismada 6rneklem genigligi belirlemenin Snemi ve bu
konu ile ilgili yapilan ¢aligmalar sunulmugtur.

Ikinci bolimiinde; tek orneklem, iki 6rneklem, k orneklem durumlannda
omeklem genigligi belirleme yontemleri verilmigstir. Tek 6rneklem ve iki Srneklem
durumlarinda 6rneklem genigligi belirleme Normal dagilimli ve Bernoulli dagiliml
anakiitlelerden Ornek segimi olarak iki baglik altinda incelenmig ve bu bagliklarda
Normal dagilimli anakiitleden Ornek segiminde anakiitle varyansinm bilinip
bilinmemesine bagli olarak ortalama tahmini, ortalama hakkinda hipotez testleri ve
varyans tahmini, varyans hakkinda hipotez testleri; Bernoulli dagilimli bir anakiitleden
ornek se¢imi durumunda ise @ tahmini ve € hakkinda hipotez testleri olarak ayrintili
bilgi verilmigtir. K 6rneklem durumunda ise ortalamalar farkinin tahmini, normal ve
Bernoulli dagilimli bir anakiitleden 6rnek segimi, sonlu anakiitleden 6rmek segimi,
siralama—seg¢im bagliklar1 verilmigtir. Ortalamalar farkinin tahmini baglhiginda; dagilima
ait varsayumlar olmadan tahmin ve normallik varsayimi altinda tahmin alt baghklariyla
orneklem genisligi belirleme ayrintili olarak incelenmistir. Sonlu anakiitleden 6rnek
secimi bagligt; kabul 6rneklemesi, tabakal rastgele 6rnekleme, tabakalamaya gore tam

ornekleme, iki agamah kiime Srneklemesi alt bagliklariyla verilmisgtir.



Ugtincti bolimiinde; klinik galigmalarda 6rneklem se¢imi ana baghgn altinda
Nitel bagimli degiskenlerle deney baghginda; McNemar testi, Kategorik bagimlhlaria
tedavi etkilerinin esitligi testi, uzun dénem denemeler, olgu—kontrol ¢aligmalari, iki
agamal1 tasarim, nicel bagumli degiskenlerle deney baghginda, biyoesdegerlife gire
sinama, ¢apraz ¢aligmasi, yasam dagilimlarina benzerlifine gore klinik denemeler ve
lojistik regresyon i¢in 6rneklem genisligi ve gii¢ baghiginda, ikili oran kargilagtirmasinda
Orneklem genisligi belirleme, nicel tahmin edicilerle 6rneklem genigligi belirleme ve
¢oklu lojistik regresyonda Srneklem genisligi belirleme konular1 alt bagliklar halinde
verilmisgtir.

Dérdiincti  boltimiinde; ikinci ve lglincii bolimlerde incelenen konulardan

bazilar ile ilgili Win Episcope 2.0, Minitab ve S—Plus 2000 uygulamalar verilmigtir.



2. ORNEKLEM GENISLiGININ BELIRLENMESI
2.1.Tek Orneklem Durumunda Orneklem Genisligi Belirleme

Bu boliimde, belirli olasihk dagilimlarindan gekilen rastsal &rneklemlerin
genisliklerini belirleme y6ntemleri incelenmigtir.

2.1.1.Normal Dagihmh Bir Anakiitleden Ornek Secimi
X stirekli rastlant: degiskeninin; ortalamas: 4, varyanst o olan normal dagilima
sahip oldugunu varsayalim. Yani X0 N ( ,u,crz) ve dagihimin olasilik yogunluk
fonksiyonu
I

1 x~uY
f(x)=\/2—7m'e ( ¢ ] ,—o0{x {0’ dur.

Normal dagilimli X, X,,...,X, rastlant1 degiskenlerinden olusan X rastsal

n

Orneklemi ele alinirsa, X’in ortalama ve varyansi

n

. ZXi zn:(X: —3(—)2
X== §t = ————dr.

n (n-1)

Bu c¢alisgmann ileriki boliimlerinde kullamlacak Normal dagilimin temel

Ozellikleri agagida verilmistir:

1. Ortalamas1 u, varyansi o olan normal bir anakiitleden c¢ekilmis n
biiyiikliigiinde rastsal 6rneklemin ortalamast X ise; X ' Srnekleme dagilimi
da ortalamasi1 u, varyanst o /» olan bir normal dagilimdur.

2. Ortalamasi u, varyansi o’ olan normal bir anakiitleden ¢ekilmis n

biiytikliigtinde rastsal Srneklemin ortalamasi X ve varyans: S? ise,

@ X ile §? bagimsizdir.
(n—1)52 . . . . 2 .
(i)  ~——— rastlant: degigkeni, (n—l) serbestlik derecesiyle y~ (ki — kare)
o

dagilir.



Omeklem varyansimn olasilik yogunluk fonksiyonu asagidaki gibidir:

L

1 1 -2
——y? e ?,0{y(=
2

2

3. Ortalamast u, varyanst o® olan normal bir anakiitleden g¢ekilmis n

fyv)=

biiyiikliigtinde rastsal Srneklemin ortalamast X ve varyans: S” ise,

X~y

T=
S/n

degiskeni, (n—1) serbestlik derecesiyle t dagilir. Olasihik yogunluk fonksiyonu

%)
“dir.

f(t;l))= v ' 2 (v+1)/2

v

4 ve o’ tahminleri ve bu parametrelere iliskin hipotez testleri incelenecektir.
o’ bilindiginde 4 tahmini
4¢°niin en iyi yansiz tahmin edicisi x *dur. 4 tahmininde Mutlak Hata; l x— l ye

esittir.
Teorem 2.1: d ve « oOnceden Dbelirlenmis sabitler olmak {izere

P ( l;— ,ul < a’) 2 1-a kosulunu saglayan orneklem genigligi; [n‘]+1’dir ve

*

2
n = (Za 1 %) ‘dir. Burada [n'] , en bilyiik tamsayiy1 veren fonksiyondur.




o 2
= (Zalz _‘?J

o’ bilinmediginde z ’niin tahmini

o’ bilinmediginde 4 tahmin edilirken
p ( ;—,ul < d) 21l-a

kosulunda d; o ’nin esiti olarak yazilir. d = ko ise 6rneklem genigligi, k sabit bir sayt

olmak iizere agagidaki formiilden hesaplanir:

oV 1\’
n =(Za/2 k_o__) =(Za/2‘ZJ

4 ’yii tahmin etmek i¢in d = ko esitliginin yazilamadigi durumda Stein(1945)’1in
iki agamali metodu uygulanir:

1. Ik olarak », genislikli, S} varyansh 6rneklem alinur.

st ot
2. n=max{nl,li_’__:‘i’;_’(”ﬂ+1

3. Gerekirse (n—n) kadar daha gbzlem alimr.

4. 1 tane gozlemin ortalamast x, P (IJ_C - ,ul <d )21 —a kosulunu saglar.

Iki agamali yontemde », ilk 6rneklem genigliginin iyi segilmesi gerekir. Farklt »,
ve o degerleri igin E(n) alimarak n,’in en uygun segimi yapilir(Seelbinder, 1953;
Moshman, 1958)
o’ ’nin tahmini

4 *niin bilinip bilinmemesine gore anakiitle varyansimin tahmin edicileri asagidaki
gibidir:
& (X - u)

u biliniyorsa; 6% =)
i=1 n



4 bilinmiyorsa ; S?

A2

s
0.2

Orneklem varyansi; u biliniyorsa n serbestlik derecesiyle y*, u

_ a2
bilinmiyorsa (ll——lz}g—, (n—1) serbestlik derecesiyle y* dagilir.
o

o’ tahmininde 6rneklem genisligi belirlemek i¢in o® hakkinda 6nsel bir bilgiye

sahip olmamiz gerekir. Bu dnsel bilgi olmadan

kosulu saglanamaz. Dolayisiyla meklem genisligi de belirlenemez. Ancak d =ro’

alinirsa,
P(‘ 6% - 0'2|Sr0'2)=P(| 6% - o? l/O'2 Sr)

kosulu ile belirlenebilir. Kosulun degistirilmesiyle

nisbi hata kontrol edilir. Béylece n 6rneklem genisligi,

"2 2

g Srjzl—ﬂ @2.1)

o

kogulunun saglanmasiyla bulunur.
fé’ e
Pl (-r)f<Z—<(l+r)f |21-a (22) p biliniyorsa; f=n
c

4 bilinmiyorsa; f =n»n-—1"dir.

G, () , f serbestlik dereceli y* degiskeninin dagilim fonksiyonu olsun. (2.2)

esitligi,
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G, (1+r)f)-G,(1-r)f)2l-a (23)

olarak yazilabilir.

A 2
6l -0

Teorem 2.2: P(

<r )2 1-a kosulunu saglamak i¢in gereken Orneklem
o

genisligi n; u biliniyorsa f, u bilinmiyorsa (f +1) dir. f; (2.3) kosulunu saglayan en
kiigtik pozitif tam sayidur.

Ispat:

A2
P[(l—r)-fsff S(l+r)-f) 2l-a — %7 dagilm

G, ((1+r)£)-G, (1-1) 1) 21-a
f; (2.3) esitliginden kolayca elde edilemez. f serbestlik derecesini elde etmek igin
kaba bir yaklagim su sekildedir:

2 —
Merkezi Limit Teoremine gore [—J—Ki——\/ﬁj—r}in dagilimi limit durumunda

N(0,1)’dir. Buna gore

G,(1+r)f)-G,(1-r)f)=1-a

esitliginden
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B

elde edilir. f serbestlik derecesi bu esitlikten daha kolay elde edilir.

A2 2

Teorem 2.3: P ( A P ]21—0{ kosulunu saglayan orneklem genigligi n; u
ag

anakiitle parametresinin bilinip bilinmemesine bagli olarak [ f ’]+1 veya [ f '] +2 dir.

2
Burada f = Z"” "dir.
r

Ispat:

G, ((1+r)£)-G, (1-r) )21
o Lz -of L)1

N7 I
{7 o e

{ \
) r\/z —(D(—r\fz]ﬁ—wx

\ V2 2,
CD(r —]i\—lil-—d)[r\/z]}ZI—a

L V2 2
20‘{;\/2)22—0:

2
@(r\/z]ZI—g—ér\/'f‘—:Za,z
2 2 2

e 272,
2

7
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o’ bilindiginde u hakkmda hipotez testleri
a Onemlilik diizeyinde H, : u > y, tek yanh alternatife kars1 H, : u = y, sifir

=

Alternatif g = (> 1) de testin belirli (1-p) giice sahip olmasi icin drneklem

hipotezi test edilmek istensin. Kritik alan; x > g, + Za[ ) olarak biliniyor.

genigligi n agagidaki teoremde belirtildigi gibi bulunur.
Teorem 2.4: ¢ Onemlilik diizeyinde H,:pu=p, hipotezi u= (> ,) tek yanh

alternatifine kars1 test edilirken (1— 8) gii¢ elde etmek igin gereken drneklem genisligi

2
—E——S(Za +Z, )} "dur.

n; | n |+1’e esittir ve n' =
[] [(M—ﬂo

Ispat:
H, :u=p (> ,uo) alternatifine kargi test edilen H,:u =y, sifir hipotezi igin

kritik alan Neyman Pearson teoremine (Freund, 1999) gore

N (o)
x > + Z,
ﬂo a(\/;)

bulunur. Buna gére

P (;> y + 2(70—;) \ﬂ=MJ=1“ﬂ

Bty g )
P(a/\/—};>za] -4

of 7.-=sl) 1 g

o/n
" =[——‘-"——)(za +2, )Jz

(10— ity
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Teoremde verilen Srneklem geniglii formiilti, H, : u <y, tek yanh alternafine
karst H, : u = u, hipotezinin testinde de kullamlabilir.
o Onemlilik diizeyinde H,:u# p, iki yanh alternatifine karst Hj:pu= g,

hipotezi test edilmek istensin. Bu durumda kritik alan; I x— JIA I>Z'1 ,2(—0;) dir.

Jn

p=p(* ;) alternatifinde belirli bir (1- B) gi¢ elde etmek i¢in asafida

verilen kosulu saglayan 6rneklem genigligi belirlenir.

P( ;‘ﬂo':'za/z(%]\ﬂ:ﬂl):l_ﬂ 2.4)

Teorem 2.5: o onemlilik diizeyinde H,:u = g, sifir hipotezinin iki yanl testi igin

p =y (# 1,) alternatifinde (1- B) gii¢ elde etmek igin (2.4) kogulunun saglanmasinda

. qeses * cepe ® (Za/2+Zﬁ)a i items s
gereken Orneklem genigligi l:n ]+1 e esittir ve n = esitligi ile
I/‘l’"ﬂo,
bulunur.
Ispat:

(x 1 >Za,2[\/_]\,u ”‘J 1~ f kosulu
( B ﬂ°)J+l—®(Za,2—(—M:\/ii’l)=l—ﬁ 2.5)

o/n
N 7 \___—__,__—._—/
Y

seklinde yazilabilir.
u,>u, ise X; sifira yaklasir. Buna gore (2.5) esitligi agagidaki gibi olur:

_ MM
1@(2 af)lﬂ
By

Z
a2 ™ 0'/\/—

1, <M, ise Y; 1’e yaklagir. Buna gore (2.5) esitligi agsagidaki gibi olur:
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iki esitlik birlestirilirse;

|4~ |
=1—""1 olur.
O-/\/; olur.

Buradan érneklem genigligi agagidaki esitlikle hesaplanir:

. [(z,,,2 ﬁuz,,l)cx}2

n =
llul—/‘o

ZalZ +Z/3

o’ bilinmediginde x hakkinda hipotez testleri
a Snemlilik diizeyinde H, : > u, tek yanh alternatife kars1 H, : u = p, sifir
5

hipotezinin testi igin kritik alan; x> 4 (i) 7 dir. p=p (> p,)’de (1-8) giig

istenmesi durumunda,

- s
P(x>p0 +ta,(n~1)'~\/_;\#=,u1)=l—ﬂ

kosulu elde edilir. Bu esitligin

P(Tén—l) >t _\/;%_;ﬁ';)_}:l_ﬁ

seklinde yazilmasi S ile o tahmini yapmay basitlegtirebilir. Bu koguldan

(14— 0)
ta,(n—-l)—\/; o ° =_tﬂ,(n-])

esitligi elde edilir. Bilinmeyen o igin tst sinirin o, oldugu biliniyorsa,

B Gl

Lo (ny) p.(n1)

esitligi tekrarlanarak n i¢in ¢oziilebilir. Bu ¢ziimii veren asagidaki esitlik en kiictik
pozitif tamsay1y1 verir:

2

el 2 (fa,(,,-l) +’ﬁ,(n~1)) 2.6)

(/‘1"/‘0)

-
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Bilinmeyen o igin o, iist sinmmn bilinmesi miimkiin degildir. Ustelik o, , ug
deger olarak belirlenirse 6rneklem genisligi n ¢ok biiylik olur. Boylece &rneklem
genigligi faktoriiniin amaci anlamsiz olur.

S ile o tahmin edilmesi, sadece biiylik n i¢gin gegerli olan (2.6) esitliginin elde
edilmesinde daha karmagik durumlara neden olmaktadir. Biitiin bu etkenlerin hepsi, o
bilinmediginde u hakkinda hipotez testi yapma durumunda Srneklem genisliginin
belirlenmesi sorununa uygun cevap bulmak igin (2.6) esitliginin kullamlamamasina

neden olur.
Orneklem genisligini belirlemede ikinci yontem olarak iki asamali t testi

kullanilabilir:

1. Ik olarak n, genisliginde s? varyansh bir Srneklem almnur.
2
c= [ MMy }
Lo (n1) TEp ()

s2
3. n=max{n,| - |+1
4

4.  Gerekirse (n-n ) kadar daha gozlem alinir. Bu durumda toplam Srneklem

N

genisligi n’in ortalamas1 x olur.

5. «a O6nemlilik diizeyinde H,:u > y, tek yanl alternatifine karst H,: u=y,

sifir hipotezinin testi i¢in en az (1-pB) giig gerekirse kritik alan;

= s
x> i, +ta,(m_,).—\7_;1— olur.

Benzer yaklagim H, : u < y, tek yanl alternatifine kars1 H, : u = u, sifir
hipotezinin testinde de gegerlidir.

H,: pu# u, iki yanh alternatifine kars1 H; : 12 = y, hipotezinin testi i¢in iki
agamall yontem asagidaki gibi olur:

1. [lk olarak n, genisliginde s? varyanslt bir 6rneklem alinir.

2
2_ c= [M:’
ta,(n—-l) + tﬂ,(n~l)
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SZ
3. n=max{n,|[2L|+1
c

4.  Gerekirse (n—n,) kadar daha gozlem almir. Bu durumda toplam Srneklem

genisligi n’in ortalamasi x olur.

5. o Onemlilik diizeyinde H, : u > y, tek yanh alternatifine kars1 H: u= g4,
sifir hipotezinin testi i¢in en az (1- B) gl gerekirse kritik alan;

5

I x—p | >+ 1) —\/7 olur.(Desu&Raghavarao, 1990)

o’ hakkmda hipotez testleri
Varyans testinde genellikle H,:0’>o0. tek yanli alternatifine karst

H,:c’=0] sifir hipotezi test edilir « Onemlilik diizeyinde kritik alan;
0_2 ZZ
e et ) S Y Xiapss % tablo degeridir. o’=of (>a§) alternatifinde testin

(1-B) giice sahip olmas igin
6_2 2
P( 0'\_2> 0 x](:—a),f \O'2=0'12]=1_ﬂ
kosulunu saglayacak n segilir. Serbestlik derecesi f’i bulmak igin

0% Xy =01 Xpy 27

iligkisi ¢6zillir.

Teorem 2.6: a Onemlilik diizeyinde H,:0’=o0} (> o-j) tek yanl alternatifine kargi
H,:0” =0, sifir hipotezinin testinde (1— /) gii¢ elde etmek icin gereken n drneklem
genigligi, u ortalamanin bilinip bilinmemesine bagl olarak f veya (f +1)’e esittir. f;

(2.7) esitliginden bulunan pozitif en kiigiik tamsayidir.
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Iy

Ispat:

6.2 2
P( §?> 220 "}"”)’f \o-2=ofj=l— Vi

~2 6’2 2
P{ };_O; > oiﬁ'“)’f \0'2=0'12J=1—,6’

A2 2
o-() Z(l—a),f - Xz
0.12 B.f

85 Xiayr =01 Xos
2
¥ degeri; X s -;((I)‘1 (p)+~2f —1) é— seklinde normal degerlerle tahmin

edilebilir.

AZ,+Z, ]2 1

(2.7) esitliginden f '=%.[ Fyval ) bulunur. Burada A2, A=g—;3—’
egittir.

Teorem 2.7: ¢ Onemlilik diizeyinde H,:0’ =07 (>o-§) tek yanli alternatifine kargt
H,:0’=0; sifir hipotezinin testinde (1- /) gii¢ elde etmek igin gereken Srneklem

genisligi, x4 ’niin bilinip bilinmemesine bagh olarak |: f ':|+1 veya [ f *]+2 ’ye esittir.

. AZ +2Z, Y
Burada f =%.(———‘3——ﬁ] +%’dlr.

A-1
Ispat:
Z,2,, . :%.(CD“ (p)+2f —1)2 ise (2.7) esitligi su sekilde yazilabilir:
1 i} 1 -
E-Jg[cp ‘(1—a)+,/2f—1]=—2--af[q> '(B)+2f 1]

03 (2, +\2f ~1)=0} (-2, +\2f 1)
O Z,+0e2f ~1=—0}Zy+072f -1

O Zy+07Z,= 2f——1(0'1"—0'§)
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2
/1=-G—‘;— olsun.
0,
Aotz +0iZy=\2f -1(0} - Ao} )
07 (AZ,+Z, )=—\2f ~167 (A~1)
ol AZ,+Z, 2+1
2 a1 2

2.1.2.Bernoulli Dagiimh Bir Anakiitleden Ornek Secimi
X kesikli rastlant1 degiskeni

f(x.0)=6*(1-6)",x=0,1

olasilik fonksiyonuna sahip oldugunu varsayalim. Bernoulli dagiliminin ortalamasi 4,

varyans1 6(1-6)’dr. X; X,,X,,...,X

n

rastlanti degiskenlerinden olugan rastsal

Orneklem olsun. Y=ZX ., nve @ parametreli Binom dagilimina sahiptir. Binom
i=]

dagilimimn olasilik fonksiyonu asagida verilmistir:

f(y;n,6)=(nJ0’ (1-6)"",p=01,....n
y

Buna gére Y rastlanti degiskeninin ortalamasi; #6, varyansi; né (1—0)’d1r.

NP 4 Ve
@ ’nin yansiz tahmin edicisi — ’e esittir.
n

6’nmin tahmini

6 anakiitle parametresini é=—li ile tahmin etmek igin gereken Orneklem
n

genisligini belirlerken mutlak hata kontrol edilir. d ve o pozitif sabitler olmak {izere

g

kosulunu saglayan n segilir. (2.8) esitsizliginin sol tarafi agagidaki gibi yazilabilir:

Lo

n

sdJZI—-a 2.8)
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P([ n(0-d)]+1<¥<[ n(6+d)])=P(»<Y<y,)

-3 (nJ.G’.(l—B)H

Y=n y
Bilinmeyen & parametresine bagli bu olasiik #=0.5 oldugunda en kiiglik
degeri alir. Olasilifin (l—a)’dan kiigiik oldugu durumda uygulanabilen bu esitlikte

6 =0.5 alindiginda yeterli rneklem genisligi bulunmus olur.

Merkezi Limit Teoremine gore;

-9
n

\J6(1-8)/n

degiskeni limit durumunda (asimptotik olarak) Standart Normal Dagilima sahiptir.

i

Buradan
/
10)) 4 _q)(____—ﬁ,___Jz -
,l&(l—@)/n/ 1/()(1~9)/n
d a
O ———21-—
Jo-0)n ) 2
esitligi elde edilir.

Bu kosulu saglayan 6érmeklem genisligi,

_ 2
> a(1 de) Z,,
kosulunu da saglamalidir.

Anakiitle parametresi & bilinmediginde ve #=0.5 alindiinda 6(1-6) en

biiylik olacagindan 6rneklem genisligi n’in yeterli tahmini olarak [n’]-!-l kullanilabilir.

2

Burada M"=Z""22 *dir.
44

Teorem 2.8: @ bilinmeyen anakiitle parametresinin tahmini i¢in gereken 6rneklem

geniglii, Bernoulli dagilimmn basart olasilifinin 0= alinmas1  ve

3|~
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p( Y g
n
yukarnidaki gibidir.

Ispat:

Sd)_>.1~a kosulunun saglanmasiyla [n‘]+1 olarak bulunur. »n',

- d g/ < d >
Jo(1-6)/n \Jo(1-6)in Jo(1-6)/n|

q)(___i__\_q) 4 >l-a
(V6(1-06)/n J6(1-6)/n |

cI)(———————d ~1+® ————————d 21—
VO(1-6)/n J6(1-6)/n )

\
o| —2—|>1-2
2

1/9(1—0)/1‘1)

@ bilinmiyor ancak 8 = 0.5 alinirsa;

d
JO5)(05)/n Zat

2

a2

~ad”
6 hakkinda hipotez testi
a Onemlilik diizeyinde H,:6>6, tek yanli alternatifine karst H,:0=6,
hipotezi test edilmek istensin. Kritik alan; ¥ > ¢ *dir. c;
P(Y>c\0=6))<a
veya

I, (c+Ln—c)<a
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esitliginden belirlenir.

I,(a,b) tamamlanmamis Beta fonksiyonudur.

Iu"" (1 —u)h—l du
I,(a,b)=2 -
u*! (1-u) " du

0

H,:0=6,(>6,) alternatifinde (1- 8) gii¢ istenmesiyle

P(Y>c\0=6)21-p

kosulu elde edilir. Bu koguldan 6rneklem genigligi bulunur. n ve ¢ agagidaki iki kogulu

saglamalidir:

I, (c+ln-c)<a I, (c+ln—c)21-p

—):’e arcsin doniiglimii yapilarak n hesaplanir. Standart Normal Dagilim
n

terimlerinde,

P(Y>c\0=6,)<a,P(Y>c\0=6)21-4

olasiliklar kullanlir.

Bilindigi gibi
Z= 2«/;1- (arcsin 6 — arcsin \/5 )

degiskeni asimptotik olarak Standart Normal Dagilimhidir. Arcsin () fonksiyonu

(—%’%) aralifinda tammlidir. Bu nedenle n 6rneklem genigligi;

1—@{2«/;(arcsin c/n —arcsin\/g)}=a

ve
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l—(D{Z\/;t'(arcsin c/n —arcsin\/g;)} =1-4
esitliklerini saglar. Bu esitliklerden n 6rneklem genisligi;

(2.+2,)

2(arcsin \/9_1 —arcsin \/_9: )

Ed

n =

olarak bulunur. Gereken Srneklem genisligi, [n‘ ] +1°dir.

2.1.3.Tahmin i¢in Bayes Yaklagim

Bu boliime kadarki tartisilan tiim boliimlerde klasik yontemler kullanildi.
Olasiliklar, nisbi frekanslar olarak yorumlandi. Arastirmacilar, parametre degeri
hakkinda 6nsel bilgilere sahip olduklarinda, érneklerle saglanan bilgilerin 1s18inda bu
Onsel bilgileri degistirmek isteyebilirler. Bu yolla g¢ikarim yapmada olasiliklar,
genellikle kigisel bilgiler olarak yorumlanir. Parametre tahmini baglaminda 6rneklem
genisligi tahmini i¢in, agagidaki Bayesci yaklagim da bir yontemdir.

Burada problemi kesin ve agik olarak belirtmek ic¢in Bayes yaklagimi
anahatlartyla  verilecektir. Bu yaklasim Guttman v.d.(1982)’nin  goriisleri
dogrultusundadir.

X rastlant1 degiskenlerinden olusan n geniglikli rastsal érneklemde, olasilik veya

olasilik yogunluk fonksiyonu f(x/@) ile, 6°dan saglanan bilgilerle gozlenecektir. £

parametresi, ® kiimesinde degerler alan siirekli degiskenlerdir. Onsel bilgiler; P(8) ile

tamimli bir 6nsel dagilim seklinde belirtilebilir. X rastlanti degiskenlerinden olusan
rastsal orneklem X olsun. Verilen X, &°’nin sonsal olasilik yogunluk fonksiyonu

agagidaki gibidir:

oy P(OL(0\X)
7 (0\X)= [P(8)L(0\X)de

L; 6rneklemin olabilirlik fonksiyonudur. Sonsal dagilim, toplanan tiim bilgilerle,

@ degeri ile ilgilidir.
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6’mn 6, bileseni toplansin. 6,’in marjinal sonsal yogunlugu =(6,\.X)’tir.
7#(6\X), ¢ikarim amaci igin kullanilacaktir. Bu sonsal dagilimin ortalamasi, nokta

tahmini gibi kullanilir ve 8,°in Bayes tahmini olarak adlandirilir. Aragtirmacinin amaci
nokta tahmin ise; 6rneklem genigligi tanimi agagidaki gibi agik¢a belirtilebilir:

P onseline ve X rastlanti rnegine dayali 6,’in sonsal ortalamas 6:(;2, p)
olsun. d ve a pozitif sabitler olmak tizere P(lel ~é(§; p)lsd \g)zl—a kosulunu
saglayan orneklem genigligi segilir. é, (gc_; p)T—d kosulunu saglamakla benzer olan bu
yaklagimda 6rneklem genisligi segimi, 6, igin (1—a) diizeyinin sonsal aralifidir. Diger
bir deyisle, belirli (1 - a) sonsal aralik olan Bayes tahmini etrafinda, belirli 2d genislikli

aralik saglanmak istenir.

Alternatif ~ olarak,  segilen  pozitif  r(<l) ve «a igin,
6, -6 ; s oy
P [ —’bﬂ——(ﬂé{—) <r \ggJ >]-a kosulunu saglayacak &rneklem genisligi segilir.
\x P

Omeklem genisligi bu sekilde secildigi zaman, ( [l—r]é, (x:p).[1 +r]63, (x; p)) aralig,

6, i¢in (1-«) diizeyli sonsal araliktir. Bu aralik; Ut nokta —1=1 ——————4” ey =
Alt nokta Ust nokta

6zelligine sahiptir.
2.2. iki Orneklem Durumunda Orneklem Genisligi Belirleme

X ve Y, F(x) ve G(y) dagihm fonksiyonlarma sahip bagimsiz rastlant

degiskenleri olsun. Bu rastlanti degiskenlerinin parametreleri veya dagilimlan, X ve
Y’ye dayanarak cekilen iki &rnekleme gore karsilagtirilabilir. Ornegin, E(x) — E(y)
ortalama farklar1 veya varyanslarinin oranlarindan ¢ikarimlar elde edilebilir.

Bu boliimde, belirli kogullar1 saglayacak ¢ikarimlar elde etmek igin gereken

Orneklem genigliklerini tanimlama problemleri incelenecektir.
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2.2.1.Normal Dagilimh iki Anakiitleden Ornek Segimi

X; g ortalamal ve o} varyansh normal dagihma, Y de u, ortalamali ve o;
varyansli normal dagilima sahip oldugunu varsayalim. X,,X,,...,X, ; ortalamasi
olan normal dagilimli bir anakiitleden gekilen 7 geniglikli bir rastsal Grneklem,
h,Y,...,Y, ; ortalamast x4, olan normal dagilimli bir anakiitleden gekilen n, genislikli

rastsal 6rneklem ise; bu iki 6rneklemin ortalama ve varyanslar asagidaki gibidir:

—\2

= &X, , & (x,-X)
X_.Z;nl K _g m~1
i=1 My - =l

Bu iki rastsal drneklemin ortalama farklar: ve varyans oranlarina dayali hipotez

testleri ve tahminler agagidaki béliimlerde incelenmigtir:
o} ve o; Bilindiginde y — ., Tahmini
Ortalamalar fark: g4 — 4, ’nin yansiz tahmin edicisi; (3(—— ?) dir. (14— 1)

2 2

ortalama, (ﬁ_,ﬁ_) varyansli normal dagihima sahiptir. ¢ Onemlilik diizeyinde, d ve
n,

a sabitler olmak {izere;

P(|(X-7)- (s~ m)|cd)21-a @9)

kosulunu saglayan » ve n, tanimlanir. Burada ikinci bir kosula gereksinim duyulur.
Maliyet ve diger faktorler dikkate alindifinda, uygun k i¢in genellikle, », = kn, kosulu
kabul edilir. Ama pek ¢ok problemde, k=1 6zel durumu (esit drneklem genigligi)

alinir. n, ve n, hakkinda agagidaki sonuglar ortaya ¢ikar:

Teorem 2.9: P(](:Y——}_’)—(pl —-,uz)lsd)ZI—a kosulunu saglayan iki orneklem

{(0',2 /k) + 0'22} zZ2, i

genisligi; », =[kn‘]+l ve n, =[n‘]+1 ‘dirve n’ = = ir.
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20 d 2l-a
7 o
n n
d
5 > =Za/2
o, o
kn n
. (ot 1k)+03} 22,
n = pr

d
=Zalz
o
_—+_
n n
272
20°Z,,
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o} = o} Oldugunda ve Ortak Varyans Bilinmediginde 1 — 4, Tahmini
Bu durumda P(l(?——};)—(,u, —,ug)]sd)?.l-—a kogulunu saglamak igin Iki

Asamal1 yontem(1945) kullanmak gerekir.
1. Ilk olarak her iki anakiitleden », (> 2) genislikli 5rneklem alinsin.

2. sf, , bu iki rneklemin birlestirilmis varyans: olsun.

2
3. c=l 4 hesaplanir.
2 ta/2,(2n,—2)

s2
4. n=max{n,| L |+1; olur.
c

5.  Gerekliyse her iki anakiitleden (n—nl) kadar daha gézlem alinur. X ve Y,
n gozlemlerin tiimiine dayanan iki 6rneklem ortalamasidir.

Bu durumda (g -g,)’nin  tahmin  edicisi  olarak (X -Y ) ,
P(‘(Y~I_’)— (- ,uz)lsd)ZI —a kogulunu saglar.
o} # o; Oldugunda ve Varyanslar Bilinmediginde (2 — z,) Tahmini

Koopmans ve Qualls(1971), bu durum igin, P (l(—)? - 7) —(—-m,)

<d ) 2l-a
kosulunu saglayan agagida tanymlanmis Iki Asamali yontemi ileri stirmiistiir:
1. Ik olarak m,(>2) ve ny,(>2) genislikli bagimsiz drneklemler almsm. s,
ve s2,, bu 6rneklerin varyansi olsun.
2. o) ve o} olan o} ve o}’nin %100m tist giiven sinirlan
hesaplanir.
3. m, ve ny ikinci agamada iki anakiitleden alinan 6rneklemlerin genislikleri

olmak iizere, C = ¢, +¢,n,, +¢,n,, dogrusal maliyet fonksiyonu olsun.

2 2
w1 T < g jle C maliyet fonksiyonunu en kiiglik yapan n, ve n,
My My

Za/4

¢oziimii agagidaki gibidir:
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n,

72 [
| Zgia N€Tw tC20,

n,, = . o, |+1
22 L‘12 \/;2' 2u:|

4. Ikinci agama Orneklemlerin ortalamalan X ve Y olsun. Bu durumda

(24— 14,) nin tahmin edicisi olan (z—Y—z ~Y> ) ,
P(I(—X——?)—(,u, —,uz)ls.a’)ZI—a kosulunu saglar.

Tahmin edicinin sadece bu yontemde ikinci agama Grneklem ortalamasina bagl

olduguna dikkat edilmelidir.

o}/ o} Varyans Orammn Tahmini

6'2 _i(Xi—‘ul)z

= , 14, biliniyorsa
i=1 n
= i , 14, bilinmiyorsa
2
ZNPY =
67 = Z( ! nﬂz) , 1, biliniyorsa
J=1 2
=5, » i, bilinmiyorsa

v,, p’niin bilinip bilinmedigine bagh olarak », veya (n,-1) olsun. o7 /07
oraninin tahmin edicisi olarak genellikle 67 /47 kullamlir ve (6'12/ o"f)/ (0'12 / 0'22); v, ve
v, serbestlik dereceli F dagilir. Bu; (6',2/6'22)/(0',2/0'3)1] F,, seklinde gosterilir. Bu

durumda,

(67163)~(a?103),
P(I (0',2/0'22) ISr 21-a (2.10)

kosulunun belirtilmesiyle nisbi hata kontrol edilir.
Bu kosul basitlegtirilerek,
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P(1-r<F,, <l+r)2l-a

seklinde yazilir. H, , () , F, ,, deBiskeninin dagilim fonksiyonu ise

P(1-r<F,, <l+r)2l-a

kosulu,
H, . (l+r)—HM2 (1—r)21—a 2.11)
olarak tekrar yazilabilir.
I( 571 0', / 0'2 I
Teorem 2.10: P —a kosulunu saglamak i¢in gereken
l (0', / 0'2) I
L FM__IZ_(J__LJ
v, U
orneklem genisligi, (2.11) esitligini saglayan ¢oziimdir. Z = 2
LA
PARZEN

asimptotik dagiliminin N(0,1) oldugunun bilinmesiyle (2.11) esitliginin yaklagik
¢ozlimii elde edilebilir.

1/v, ’nin yaklasik olarak 1/v,’e esit oldugu varsayilsin. Bu durumda (2.11)

esitligi,

-;—ln(1+r) %ln(l—r)
(I)<—-—-—————r—®4——————-r21‘—a

If1 1 if1 1
2{y, v, J i 2\y b, )

esitsizligi ile asimptotik olarak tahmin edilebilir. Esitsizligin sol tarafindaki ikinci terim

sonsuza gider ve esitsizlik;
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1
—1n(1+r)
o2 {>1-¢

1 1
— —t —
2\v, b))

durumuna indirgenir. Esitsizligin ¢6ziimii;

\

l

~In(1+~7

Lin(1+1

{1 1

— _+__

2{y, v,
Bu ¢dziim, H, , (1+r)-H, , (1-r)21-a esitliginin de yaklagik ¢6ziimudiir.

11 1[m+n)]
v, 02’—2 Z

o

=Z, dir.

Uygun ¢ igin ¢’ =cu, +cw, yazlmasiyla ¢ozilebilen C=c,+cny, +c,n,

dogrusal maliyet fonksiyonunun en kigtiklenmesiyle, v, ve v, igin bir ¢oziim elde

2
edilebilir. (¢,n, +c,m,). —1—+~l- 2>(.fc, +4c, ] Cauchy—Schwartz esitligi kullanilarak;
" TG N, | 2
1 2

v, ve v,’nin ¢bziimi v, =l(1+ \/?2 ), v, =1(1+ \/E) oldugunda en kiigiik ¢" elde
T ¢ T c

edilir.

Teorem 2.11: ¢’ =cp, +c,v, maliyet fonksiyonunun en kiigiiklenmesiyle bulunan ve

'(0'] /6 o'I lo; l
P (a = ) ' —a kosulunun saglanmast igin gereken Orneklem
1 2

genisligi; 4, ’nin bilinip bilinmemesine bagh olarak [v,]+1 veya [v]+2°dir. v;

v, =—i~[1+ %), v, =-i—(l+\/:] ile bulunur. (i=1,2 i¢in)
1 2

¢, = ¢, oldugunda yukaridaki formiiller agagidaki gibi olur:
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o? ve o} Bilindiginde 4 ve u, ile ilgili Hipotez Testi
H,:p > p, alternatifine karst H,:u =, stfir hipotezi o diizeyinde test

2 2
. . . e = = ’cr .
edilmek istensin. Bu test i¢in kritik alan; X ~Y > Z, 9 D gy
n m

th— i, =6(>0)’da, (1- B) giig istenirse; », ve n, drneklem genislikleri

. 2 2
Pl X-Y>z, /91—+-‘-’i\;¢,—ﬂ2=5 =1-8
mon

kosulunu saglamalidir.

2 2
O, O.
._1_+_L={

n

2
esitliginde tek ¢6ztim elde etmek igin n, = kn, alinir ve
Z,+Z,

@

2
o
L +o?
* * *
n, = ——=————, n, = kn, bulunur.

)
Z,,+Zﬂ

Teorem 2.12: 4 —p, =5(>0) alternatifine karst Hy: g =, sifir hipotezinin o

diizeyli testinde (1- ) giic elde etmek igin gereken n, ve n, Srneklem genislikleri

Ispat:

[ 2 2
Pl X-Y>z /ﬁ+€&\M—yz=5 =1-8
B n
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(35-?)—(%—#2)>

I Za =1—ﬂ
\/gigi
noom
-, =0 ise
___i__=za+zﬂ
ol o)
S 422
noon
n, = kn, ise
2
0'12/k+0'_22_ o
n, n, Z,+2Z,
2
%ol
n,=—k

N2
Z,+Z,

Benzer sonu¢ bu formiilde @ yerine «/2 koyularak ¢ift yanli test igin
bulunabilir.

2—

o’ = o Oldugunda ve Ortak Varyans Bilinmediginde 1 ve u, ile ilgili Hipotez
Testi

Her bir anakiitleden n.gdzlem alinmis H, : 4, > 1, tek yanl alternatifine karsi

Hy:py=p, o dizeyli testi dislinelim. Kullamlan t testinin kritik alani;
Vv v 2 5 q: 2 . .. .
X~Y>t,,S,,|— dir. (v= 2(n—1), S, ; birlestirilmis varyans)

n

= 1, =6 oldugunda (1- B) gilg istenmesiyle, n i¢in ¢bziilen

- = 2
P(X—Y>ta,vSp\[;;\5J=l—ﬂ

kosulu elde edilir. Sonra bu esitlik;
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PlT, 51, -2 |=1-5 @.12)

2
52
sekline indirgenir.

S ile o tahmin edilerek (2.12) esitliginden Orneklem genigligi asagidaki gibi

p

hesaplanir:

2
v o 2
n =—2“+1 = 2(3) {ta,u +15,)

Teorem 2.13: H;:u =pu, sifir hipotezi tek yanli o diizeyli test edilirken,

i — i, =6 (>0) oldugunda (1-p) giic elde etmek igin gereken n, =n, =n Grneklem
2
genisligi; (%+ l) ’e esittir. v; n= —;—4-1 = 2(—3—) {ta‘v +t,3,,v}2 esitligini saglayan en

kiigtik pozitif tam sayidir.
Ispat:

(— = 2
P X—-Y>ta‘vSp\ﬁ\5 =1-4
\ n

X-Y)-6
( + J >t,, |=1-p
(

Y)—
s

S)
SN

‘C/J
™
m‘
I
|
e
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2
n= 2(%) {ta’v +tﬂ,u}2

Bu teorem, Cochran ve Cox(1957) tarafindan ileri stirlilmiistiir. Orneklem

genisligini hesaplarken, o’mn o, {ist smurm veya o ’nin bagimsiz tahminini

kullanmak gerekir.
Bu problem igin alternatif yaklagim, asagida tamimlanan iki Asamali yontemdir:

1. Ik olarak her iki anakiitleden n, genislikli drneklem alinur.
2. S; , bu iki 6rneklemin birlestirilmis varyansidir.
o2 -2
3. =5 {ta_v +tﬂ,u} hesaplanir. (v =2(n, —1))
4.

2]

5. Gerekliyse her iki anakiitleden (n—n,) kadar daha gozlem almsin.

X ve Y, n gozlemin timiine dayanan iki Omeklem ortalamasi olsun.
t— 1, =56(>0)da (1-B) giig gosteren H, : 1, =, tek yanh o diizeyli testin kritik

alani;

E—?>{ta (2n -2, e
n

Iki yanli test i¢in, o yerine o /2 koyularak benzer bir ¢6ziim elde edilebilir.
o’ # 0} Oldugunda ve Varyanslar Bilinmediginde u ve u, ile Tigili Hipotez

Testleri
Stein(1945)’1n iki asamali yontemi, Chapman(1950) tarafindan iki 6rneklem

durumu i¢in gelistirilmistir. Bu yontem, aym: serbestlik derecesiyle iki bagimsiz Student

t degiskeninin farki olan test istatistigini kullanir. 7} (v) ve T, (v), her biri v serbestlik

dereceli iki bagimsiz t degiskeni olsun.

M(v)=1,(v)-L(v)
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Bu degiskenin dagilimimin &zet tablosu Chapman(1950) tarafindan verilir.
m,(v), M (v)’nin degeri olsun.

o oOnemlilik diizeyinde, H,:p >, altemnatifine karsm Hj:p =, sifir
hipotezinin testi diisiiniilsiin. Ayrica g4 —u, =6(>0) oldugunda (1-p) giig elde
etmek istensin. Buna gore asagidaki yontem gereken testi bulur:

1.  Iki anakiitleden her biri 5, genisliginde iki 6rneklem alinsin. S? ve S, bu

Orneklemlerin varyanslari olsun.
2. c¢=6? {ma (my—1)+my (n, —1)}_2 hesaplanir.
3. m=max(n+1[S)/c]+1),i=1,2

4.  Anakiitleden (i=1,2) (n, —n,) kadar daha gozlem alinur.

Y 4 )
n, (ni_no)Sn
a, =M’5=1,2

R,

6. X,, X rastlant1 degiskenine bagli 6rneklem ve Y,, Y rastlanti degiskenine

bagh 6meklem olsun. (i=1,2,...,nve j=1,2,...,n,)

% ”
daX + D bX,

T _ =l i=ny+1
1=

Je
Ny o)
PICARIDINAS

T = J=! Jj=rg+1
5 =

VA

Gereken test igin kritik alan; 7, ~ T, > m, (n, —1) *dir.Iki yanli test benzer sekilde

elde edilebilir. (Desu&Raghavarao, 1990)
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o’ ve o7 ile lgili Hipotez Testi
Varyans orami tahmininin devami olarak, & 6nemlilik diizeyinde H,:o} > o7

tek yanli alternatifine karg1 H, : o7 = o} sifir hipotezi test edilmek istensin. Testin kritik

A2 2

alam; %‘7> B oy Q- Fy 5 F, ,, deiskeninin tablo degeridir. g_’—z =1’ (>1)
2 2
) i oy o .,
oldugunda (1-4) gii¢ istenmesiyle, P|—L-> Fy e V5 =4" |=1- B kosulu elde
G5 e 5

edilir.

Orneklem genisligi, bu kosulun saglanmasiyla tanimlanir. Bu kosul;

1
P(Fv.,vz >?Fil—a),v1,vz]= 1-p

sekline doniigtir. Boylece,

AF,

p W00y

F

(1‘-(2),1)1 ] -

(2.13)

olur. Bu esitlik n, ve n, igin ¢oziiliirse agagidaki sonug elde edilir:
Teorem 2.14: H,:o0} =o; sifir hipotezinin a onemlilik diizeyindeki tek yanli testi

2
icin g—;—:ﬂ,z (>1) oldugunda (1-p) gii¢ istenmesiyle gereken orneklem genisligi
o

2
(2.13) esitligini saglayan ¢6ziimdiir.

(2.13) esitliginin ¢dztimii tek degildir. v, = kv, gibi veya daha fazla belirleyerek
v, =v, gibi bir kosulun kabul edilmesiyle tek ¢6ztim elde edilir.

Standart Normal dagilim degerleriyle F dagilim degerleri tahmin edilerek ve

v, = kv, koyulmasiyla v, ve v, ’nin ¢6ziimii agagidaki gibi elde edilir:

N » . k+1 Za+Z ?
v, = kv, v, =( o )( Inzlp) (2.14)

Teorem 2.15: « Onemlilik diizeyinde, H,:0{ =o. sifir hipotezini tek yanl test

2

ederken %:lz (>1) oldugunda (1-pB) giig elde etmek icin gereken Grneklem
2
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genisligi; v, =kv, olmak iizere, 1S ’nin bilinip bilinmemesine bagli olarak [u,' ]+1
veya [u,' ]+2’dir.

v, Ve v, *nin ¢oziimii (2.14) esitliginde verilir. (i=1,2)
2.2.2.Bernoulli Dagilmh iki Anakiitleden Ornek Secimi

X’in; 6, basan olasilig ile Bernoulli dagilimina, Y’nin de 6, basari olasilig ile

Bernoulli dagilimina sahip oldugu varsayisin. X rastlanti degiskenlerinden olusan
X, X,,..., X, rastsal 6meklemi ve Y rastlanti deBiskenlerinden olusan 1,.1,,...Y,

rastsal Orneklemi bagimsiz olsun. o Onemlilik diizeyinde, H,:6, >6, tek yanh
alternatifine kargt H,:6, =6, sifir hipotezi test edilitken 6, —6, =8(>0) oldugunda
(1- B) giice sahip olan bir test kullanmak gerekir.

. L0} ” L Y
6, = Z_& ve 6, = Z—i olsun. @ diizeyli tahmin;

=1 7y j=1 My

{arcsin\/HT,—arcsin \/-9:2—} >Zon LI

n on

kritik alanina sahiptir.
Gii¢ kosulu agagidaki gibidir:

P[arcsin é]—arcsin\'/—é:>Za,2 —1—+—l—\91—92=6J=1_ﬁ
L)

2
—1—+—1—= 20 esitligini saglamak i¢in n, ve n, Srneklem genisliklerini
mon |Z,tZ,

belirlemek gerekir. Burada &', 8" =arcsin \/6, —arcsin /6, *e esittir.

2
6, ve 6, ayr olarak verildiginde —1—+—1—={ 20 } esitligi, n, = kn, gibi bir

n o n, Za+Zﬁ

kosul kullanilarak ¢oziilebilir.
6, ve 6, ayr ayr belirtilmediginde en az derecede uyan sekli alinur ve bu

esitlikte & yerine &' =arcsin,f0.50+§ —-arcsinJO.SO——% koyulur.
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l+-}—={ zfz } esitliginde tek ¢oziim elde etmek igin # =kn, koyulur.
a T 4p

2
. e . (k+1)Z,+2
nl=kn2,n2=( P ){ 25‘?} (2.15)

bulunur.

Teorem 2.16: o Onemlilik diizeyinde, 6, —6, =6(>0) oldugunda, H,:6, =6, sifir
hipotezinin tek yanl testinde (1— /) giic elde etmek igin gereken n, ve n, dmeklem
genigliklerinin tahmini; [n; ]+1 ve [n{ ]+2 dir. n, ve m,, (2.15) esitliginde

verilmistir.
Bu durumda Fisher-Exact testi de kullamilabilirdi. Bu yoéntem kullanilarak
Oorneklem genisligi tahmini Gail-Gart(1973) ve Haseman(1978) tarafindan

gelistirilmistir.
2.3.K Orneklem Durumunda Orneklem Genisligi Belirleme

X, X,,....,X, bagimsiz rastlanti degiskenlerinin u, = E(X i) ortalama ve
o} =V (X,) varyansile F,(x) dagilim fonksiyonuna sahip oldugu varsayilsin.

Bu anakiitleden rastgele olarak c¢ekilen Orneklemlere dayanarak
“—H, (i=j=12,..,k) ortalamalar farki tahmini yapilmak ya da us (i=2,3,....k)
ile g karsilastinlmak istenebilir. Bu karsilagtirma; X, kontrol tedavisi i¢in bagiml
degisken ve X,,X,,...,X, ¢ahsmadaki (k—l) etkin tedavi igin bagimli degiskenler
oldugunda yapilir. Iigilenilen ortalama ile diger ortalamalar arasindaki fark olan
( H— 1 )(z =j=1,2,...,k) incelenir. Bu islem (k—1) tane tahmin yapmay1 gerektirir.

Ayrica, ilgilenilen olaymn belirli alternatifindeki giictin kontrol edilmesiyle
H,:F =F, =...=F, hipotezi test edilmek istenebilir. Bu test problemi, verilen baz

parametre ailelerine uyan F,s varsayimiyla incelenecektir.
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2.3.1.0rtalamalar Farkinin Tahmini
Ortalamalar Farkinin Tahmini; anakiitle dagilimina iligkin varsayimlar olmama
ve normal dagildig1 varsayimi altinda olmak tizere iki alt boliimde incelenecektir.

Dagilima Ait Varsayimlar Olmadan Tahmin

X, rastlant1 degigkenlerinde olugan (i =1,2,...,k) n, genislikli rastsal 5rneklem

X,» X35+ X,, ve bu Srneklemin ortalamas: X, Z olsun. Bu durumda 4, -y,
=

farkinin yansiz tahmin edicisi olarak genellikle X, — X ;. kullamlir. k(k—1)/2 tane fark

oldugundan tahmin ediciler i¢in en kiigiik ortalama varyansli biitiin farklar tahmin
edilmek istenebilir. A; tiim k(% ~1)/2 tahmin edicinin ortalama varyansi olmak iizere

asagida verilmigtir:

2¢ 0}
k(k 1),;1 - Z)=3 205"

k,_] h,

Bu, ¢, + Z ¢;n, = C dogrusal maliyet fonksiyonu kisit1 kullanilarak minimum

i=1
yapilir.
Cauchy—Schwartz esitsizligi kullanilarak asagidaki sonu¢ bulunur:

Teorem 2.17: c +Z¢:"; =C dogrusal maliyet fonksiyonuna bagl, kg —u,
i=1

parametrelerinin  k(k~1)/2 farkinn tahmin edicisinin en kiigiiklenen ortalama

varyanst A’nin Srneklem genigligi #, ; [n,' ] *ve esittir. # asagida verilmistir:

¢ C-¢q o
n =

S

i=

i=12,...,k

(k-1) tane g, - (i=2,3,...,k) farki tahmin edilmek istendiginde ortalama

varyans 4, ; asagidaki formiille bulunur:
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_ L& sy L |(k-Nof &of
Ao—k_lgV(Xi. Xl.)—knl[ . +,§ni

C, +Zc,.n,. =C dogrusal maliyet fonksiyonu kisitina bagh olarak 4, en

i=1
kiigiiklenerek agagidaki teorem elde edilir:
Teorem 2.18: Parametreler arasindaki (k—1) farkin tahmin edicisinin en kiigik

ortalama varyans1 Ag’in 6rneklem genigligi 7, ; verilen maliyete baglh olarak [n, ]+l e

esittir.
* C -
"= ( ¢ )k / k—1 _\7—__1__
{0'1 (k=1)¢, +) 0, c,} K
i=2
n = €6 : \7..‘_,1—2,3,.. Jk
{oa,/(k—-l)c1 +Y.0, ci} €
=2
Bu teoremden, o}=0,=---=0, ve ¢ =c,=-=¢, oldugunda
n /Nk—1=n =---=n, oldugu goriiliir. Diger bir deyisle, anakiitle varyanslar esit

oldugunda ve her birimden toplanan verinin maliyeti anakiitlenin biitiin{i i¢cin aym

oldugunda, X, diger 6rneklemlerle kargilagtirilarak en biiylik 6rneklem genisligi alinir.
(k-1) tane g,—4(i=2,3,...,k) farky tahmin edilitken, X, —X, tahmin
edicisine baglt giiven elipsoidinin aralig1 daraltilabilir. Bu daraltma, X, — X, tahmin

edicisinin en kiigiiklenen genellestirilmis varyanstyla yapilir. Genellestirilmis varyans
asagidaki gibi bulunur:
2 2 2 2
Vzde{ﬂ_ Tt D(zz_,zs_,...,ﬁn
m

n, n

Bu formiil basitlestirildiginde agagidaki gibi olur:



M-
Q I*x

~
I
i

L]~
9 |=

ol =0} =---=0} ve ¢ =c¢, =---=c, varsayimiyla, maliyet fonksiyonu kisitina

bagl olarak agagida bulunan n &rneklem genisligi ile genellestirilmis varyans V, en

kiigiiklenebilir.

Teorem 2.19: 67 =0} =---=0] ve ¢, =c, =---=c, oldugunda X, - X, (i=2,3,--,k)
farkinin genellestirilmis varyansi, n =n, =---=n, ise, verilen maliyet fonksiyonuna
bagli olarak en kiigiiklenir. Ortak deger n; [:n,' ]+1 ’e esittir. #°, asagidaki esitlikle

hesaplanir:

. C’—CO
n =—
k-c

Normallik Varsayim: Alinda Tahmin

X,; p, ortalama ve o’ varyans ile normal dagilima sahip olsun(i=1,2,...,&).

Mutlak hatanin kontroltiyle esanli olarak k(k—1)/2 tane u, —p, farki tahmini d ve o

pozitif sabitler olmak {izere agagidaki kosulla ifade edilebilir:
P([(%.-%,)- (1 -n)|2di1si< j<k)21-a 216)

m=n,=--=n,=n esit 6rneklem genigligi ve o’ bilindigi varsayimiyla bu

kosulu saglayan n belirlenir. Yukaridaki kosul;

PUZ,—Z,[Sd,/;nz—,l.éi<jsk]21—a @2.17)

olarak tekrar yazilabilir.

7 (*"7 i :ui) , . P
= (i=1,2,...,k); bagims1z N(0, 1) degiskenleridir.

0'/\/;
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(2.17) kosulunun saglanmasi i¢in;

P[Zm—zmde,/-”;JZI—a
(o}

olmasi gerekir. Buradan;

n a
d‘\'—o-__z_ = qk,no

esitligi yazilir. g;,.; Harter(1960) tarafindan tablolanan, k bagimsiz N(O, 1)

degiskenlerinin araliginin tist & yiizdeligidir.

2
d \I*n? =q;, esitligi ¢oziildiiginde; n' = {G‘Z"“’} elde edilir.
o

Teorem 2.20: P(|(X,-X,)~(s,-p,)|<d1si<j<k)21-a kosulu ile belirtilen
mutlak hatayi kontrol etmek igin her bir anakiitleden gereken ortak 6rneklem genisligi;
I:n']+l *e esittir. »°, yukarida verilmistir.

(k—l) tane u — 4, farki tahmin edilmek istendiginde mutlak hatay:r kontrol

etmek igin ortak 6rmeklem genisligi;

P((X. - %)~ (s~ m)|s8,25isk)21-a (2.18)

kosulunu saglayacak sekilde segilmelidir.
Bu kosul sadelestirilerek asagidaki gibi tekrar yazilabilir:

(Z,.—Zl)/\/.;.|55,f2:_2]21—a
n

Bu kosul & o yerine Dunnett(1955) tarafindan hazirlanmg tablodan |d|;_
> :

P[max

2gigk

degerinin koyulmasiyla ¢oziiltir. Bu deger max {IZ, —lel V2 } degigkeninin dagiliminin

iist 100 @ yiizdeligidir.
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Teorem 2.21: P(|(X, - X, )~ (4, - 4)|<6,2<i <k)>1-a ile belirtilen mutlak hatayr

kontrol etmek igin gereken ortak &rneklem genisligi n; [n']+1 e esittir ve

2
n=2 ?l—cq'i"—”} *dir.
o

o Dbilinmediginde, Bo6lim 2.2.1°de tartigilan, iki asamahh metoda benzer
Stein(1945) modelini kullanmak gerekir.
2.3.2.Normal Daghmh Bir Anakiitleden Ornek Secimi

X3 u ortalama ve o’ varyansla normal dagihmli  oldugu

1

varsayllsin(i =1,2,...,k). X, X,,,....X,,; X, rastlant: degiskenlerinden olusan k tane

b

bagimsiz rastsal dreklem olsun (i=1,2,...,k).

Bu durumda genellikle o 'nin bilinmedigi varsaymmi altinda asagidaki hipotez

test edilir:

Hy:pp=p="=4
H, : Biitiin y,'ler esit degildir.

X, ve S7; i. 6rneklemin ortalamasi ve varyansi, S, ise birlestirilmis varyans

olsun. Test i¢in kritik alan agagidaki gibidir:

> (X -X)

* o =l
(k-1)s,

> Fi—a‘k—l,mk

k _ k _
Burada n=Y n, ve X =Y nX, /n yaesittir.

P, P

Verilen 4, , i, (i=1,2,...,k) ye esit oldugunda, testin en az (1—- f) giice sahip
olmasi igin 6rneklem genisligi tammlamr. F*; g, =g (i=1,2,...,k) alternatif hipotezi
altinda, (k—1) ve (n—k) serbestlik dereceli Merkezi Olmayan F degiskeni gibi dagilr.
Bu dagilim agagidaki egitlikle bulunan Merkezi Olmama parametresine sahiptir:
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Bu esitlikte 1 yerine asagidaki esitlik yazilir:

k

g =ZM

=1 N

Bu dagilm, F,_, ,, seklinde gdsterilir. Bu durumda gii¢ kosul asagidaki gibi

olur:

P (F‘ >F g ptinek ) 21-p4
Bu kogul asagidaki sekilde tekrar yazilabilir:

F r3 —>— F k
18,3 m—k.® 1—a,k—1,zn,. —k

i=] i=}

!

1-5....; merkezi olmayan dagihmm (1- £)100 yiizdeligidir.

Bu esitlik, #.S tammlamak i¢in ¢oziilmelidir. Bu problemde tek ¢6ziim elde
etmek igin maliyet ve diger faktSrlere dayandirilan 6nceden segilmis #, sabitlerine bagh
olarak n, =u,m varsayilir. m tamimlandiktan sonra gereken 6rneklem genigligi bulunur.

n =n, =---=n, =n 6zel durumu i¢in yukandaki esitlik;

(2.19)

1-B k~Lk(m’ -1} 2 FLa,k-—l,k(m'—l)
durumuna indirgenir. Bu esitlik, gii¢ egrisi kullanilarak ¢oziilebilir.
Teorem 2.22: H,:pu =, =---=u, hipotezinin o diizeyli testi igin ortak &rneklem
genisligi m; [m']+1’e esittir. m" ; (2.19) esitsizligini saglayan pozitif en kiigiik tam
sayidir.
Orneklem genigliginin bulunmasinda karsilagilan asil sorun, x4 mn belirtilmesi

ve merkezi olmama parametresi @ ’nin hesaplanmasidir. @, o sorunlu parametreyi
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icerir. x4, 4 ortalamali normal dagihimin yiizdeligi olarak ifade edilirse, ® *nin sorun

parametresi o>’den bagimsiz olacagi Guenther(1977) tarafindan gOsterilmistir.
Alternatif olarak, iki ortalama arasinda en az A fark olmasi istenebilir. F testinin giicii,

@ fonksiyonunun yiikseltilmesiyle meydana geldiginden iki ortalama arasindaki fark A
olacak sekilde @ en kiiciiklenebilir. Bu, A uzakhkta iki g4 S almmasiyla ve bu iki

ortalamamn ortalamasina esit olacak xS kalmasiyla elde edilebilir.

En kii¢iik @ sonucu agagida verilmistir:

q)min = —”ié
V2k o

®__, m’nin bir fonksiyonudur. Orneklem genisligi iterasyonla giic egrisinden

saptanir. Bowman ve Kastenbaum(1975) tarafindan hazirlanan tablolardan; a, (1-5)
ve A/o belirlendiginde 6rneklem genigligi bulunmus olur.

Integralsiz serbestlik dereceli merkezi F dagilimi ile merkezi olmayan F
dagilimima tahmin ederek orneklem genisligini belirlemek ig¢in Guenther(1979)
tarafindan bir yontem gelistirilmistir.

F testi yerine; o’ bilindiginde degisim araligi testi, o’ bilinmediginde
Studentlagmis degigim aralif testi kullamlabilir.

o? bilinmediginde alternatiflerin bir grubuna minimum gii¢ saglamak igin iki
asamall &rnekleme plami uygulanabilir. Omeklem ortalamalart ve S; de (birinci
ornekleme dayali) teste dayandirihir. Bu test ile ilgili detaylar, Hochberg ve
Lachenbruch(1976)’ta goriiliir.
2.3.3.Bernoulli Dagilimh Bir Anakiitleden Ornek Secimi

X, ’nin; [ parametreli ~ Bernoulli  dagilimma  sahip  oldugu
varsayllsln(z' =1, 2,...,k). X Xipsees Xy, » X, rastlants degiskenlerinden olusan k tane

bagimsiz 6rneklem olsun. Buna gére test edilen sifir hipotezi;

veya egiti olarak
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Hy:® =0, ==,
olur. @, ; 2arcsin\]—9:’ye esittir(i=1,2,...,k).

k
Hy:® =®,=---=0, hipotezi, HQ:Z(CI),~CT),)2 olarak tekrar yazilabilir.

i=1

Burada @, @, ’in ortalamasidir.

@, nin tahmin edicisi olarak genellikle ®, = 2arcsin(ﬁ ) kullambr. X, ; X,
rastlant1 degiskenlerinden olusan érneklemin ortalamasidir.

@, *nin tahmin edicisi olarak genellikle ®, = 2arcsin (\/)?, ) kullamlir. X, ; X,
rastlanti degigkenlerinden olugsan Ornekilemin ortalamasidir. @,’nin tahmin edicisi

®, nun yaklagik olarak N (®,,1/n,) dagildig: gorilir.

k —
H, :Z(CD, —~CI>‘)2 sifir hipotezinin « dlizeyli testi i¢in kritik alan agagida
i=1
verilmigtir:
3 . =\2
0=$n(6,-8) > 70
i=]
Burada 7;
k »
_ 2no,
(I) — I=1k ‘)e
PR
=]
egittir.

®,=®, (i=12,...,k) oldugunda en az (1-pf) gig istenirse S Omeklem

genigligi;
P(U> gl gps\®, =@} )21-8 (2220)

olacak sekilde tanimlanar.
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®, =, (i=1,2,...,k) olduunda U rastlanti deiskeninin dagihmi, (k-1)
serbestlik dereceli merkezi olmayan y*’dir. Merkezi olmama parametresi A, asagidaki

gibi bulunur:

A merkezi olmama parametreli ve (k—1) serbestlik dereceli y’ degiskeni,

Zi-, ile gosterilir. (2.20) kosulu,

P(2i1p > Hlapa)21-B (221)

olarak tekrar yazilabilir ve sonug olarak bu kogulun esiti asagida verilmigtir:

le-ﬂ.k-l;a = le—a,k—l (2.22)

2L, ; merkezi olmayan z® dagilmmin 100(1- ) yiizdeligidir. Bu esitlik
merkezi olmayan y’ tablosu kullamlarak A igin ¢oziilir ve Orneklem genigligi

hesaplanan A ’dan belirlenir.

Teorem 2.23: H,:0, =6, =---=6, sifir hipotezinin a diizeyli testi i¢in n,,n,,...7,

orneklem genisligi, x> pita 2 zf_a,k_l kosulunu saglayan pozitif en kiigiik tam sayidir.
Genelde @, degerinin her birini belirlemek miimkiin degildir. @, degerleri

arasinda en az A fark bulmak istenir. », =n, =---=n, =m oldugunda A’ya bagh

A ’mn en kiigiik degeri asagida verilmigtir:

(2.22) kosulunu saglamak i¢in belirlenen m, 4 = A, esitligini saglamalidir.
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2.4.Sonlu Anakiitleden Ornek Segimi

Sonlu anakiitleden 6rnek ¢ekilirken aragtirmaci, en ¢ok ortalama, toplam ve oran
gibi anakiitle parametrelerinin tahmini ile ilgilenir. Hipotez testleri, bu tiir drneklem
cekmede yarar saglamaz. Parametre tahmini i¢in Bolim 2.1, 2.2 ve 2.3’te tartigilan
yontemler, sonlu anakiitle durumunda uygulanamaz. Ciinkli tahmin edicinin dagilim
genellikle bilinmez. Tahmin edicinin defisim araligi katsayisimin veya varyansin
kontroliiyle yapilan tahminde, mutlak hatamin veya nisbi hatamin kontrol edildigi
goriiliir. Bu bslimde tahmin edicinin varyans: kontrol edilecektir. Boylece gereken

drneklem genigligi belirlenir.

2.4.1.Basit Rastgele Orneklem
N geniglikli anakiitleden yerine koymadan n biiylikliglinde basit rastgele

orneklem ¢ekildigini varsayalim. X ; Orneklem ortalamasi, X ve S?%; anakiitle

ortalamas1 ve varyansi olsun. Bagimli degisken O veya 1 degeri alinarak ikiye

ayrildiginda, ¥ ve X ; swrastyla p ve P ile gosterilecektir. Bu durumda, S* asagidaki

gibi olur:

§*=NPQ/(N-1),0=1-P

Bilindigi gibi varyans, ¥ (%)= ( NN—anZ “dir.
n

Onceden segilmis V' ’ye gére, V(¥)<V"' kisitinn kabul edilmesiyle, bu
esitsizligi saglayacak n belirlenir. Gereken n, agagida verilmisgtir:
NS?

n> TN n (2.23)

Bu esitlik asagidaki teoremle saptamr:
Teorem 2.24: N genislikli sonlu anakiitleden yerine koymadan rastgele Ornek

gekilitken, V(¥)<V’' kosulu ile istenen OSrneklem genisligi n; [n']+l “dir ve

. NS* ..
n =————"dir.
S°+NV
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Ispat:

S? ile ilgili dnsel bilgi, Teorem 2.24’ii kullanarak &rneklem genisligi belirlemek
i¢in gereklidir. Bu bilgi, (a) onceki bilgilerden veya (b) pilot anketlerden elde edilebilir.
S? ile ilgili 6nsel bilginin kabul edilebilirligi imkansiz ise, agagidaki iki asamali yontem
kullanilabilir:

1. Ik olarak Sreklem genisligi » (>2) almur. bu drneklemin varyansi S}

hesaplanir. S?, S?’nin yansiz tahmin edicisidir.
p 1

2
2. n, = ';‘, (1—%)
1

1
n=maxJn,| n,———1|-1
(”zj_,_l
N

3. Gerekirse n—n, kadar daha gézlem alinir. n gozlemin hepsine dayanan X
drneklem ortalamasi, X ’in istenen tahmin edicisidir.
Bagimli degisken; O veya 1 degerleri alinarak ikiye ayrildiginda, #" igin (2.23)
esitligi agagida verilen halini alir:
. N

n. =

R
PQ
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P genellikle bilinmediginden ve tahmin edilmis parametre i¢in tahmin yapmak

oldukg¢a zor oldugundan P kendisidir. Ilimh bir yaklagim olarak P = -;— alinmaktadir.

Teorem 2.25: ¥ (p)<V" olacak sekilde P anakiitle oranini tahmin etmek igin gereken

orneklem genisligi n, [n;.s ] +1’¢ esittir. n,, yukarida verilmistir.

Ispat:
V(ip)sV”
N—n.NPQ<V*
Nn N-1
1.1 _7V-(N-1)
n N NPQ
w = N
PN
1+(N l)V
PQ

Asagidaki béliimde, kabul drneklemi baglaminda orneklem genigligi belirleme
tartigilacaktur.
Kabul Orneklemesi

Incelenen anakiitle, kusurlu olan D = NP pargasim olugturan N’den meydana

gelir. Kalan N — D= NQ parga iyidir. Genellikle D bilinmez. n geniglikli 6rneklem
sorununda H, : D > D, alternatifine kars1 H, : D = D, sifir hipotezini test etmek istenir.

a diizeyli bu testin kritik alami; Y >C ’dir. Y; 6rneklemdeki kusurlu parcalarin

sayisidir. Pozitif tam say1 C, asagidaki gibi belirlenir:

L)
min%,n) y n—y
y=c+] N

n

D=D,(>D,) oldugunda, (1- /) dan kiigik olmayan bir glice sahip olmak

<«

istenir. Bu durumda kosul, asagidaki gibidir:
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min%,,n) y n-y Zl—ﬂ
y=c+l] N
n

Yukaridaki iki esitlik n i¢in ¢oziilebilir. Bu esitliklerde kullanilan olasiliklar,
hipergeometrik dagilima uyar ve Lieberman ve Owen(1961) tarafindan tablo haline
getirilmigtir. Bu probleme gére tahmini ¢6ziim, Guenther(1977) tarafindan

incelenmistir.

N (nP, nPQ) ile Y’nin dagilimi tahmin edilebilir ve asagidaki sonug elde edilir:
Teorem 2.26: D = D, (> D,) oldugunda en az (1- §) giig elde etmek igin H, : D> D,
tek yanli alternatifine karsi H,, : D = D, sifir hipotezinin o 6nemlilik diizeyindeki testi

icin gereken 6rneklem genigligi n; [n’ :l +1 ile tahmin edilir.

(Dl ’DO)

. ={Zﬂ,\[1)0 (N=Dy)+Z,\D, (N—D,)}z

2.4.2.Tabakah Rastgele Ornekleme
L katmana tabakalanan anakiitlenin h. Tabakasinin N, genisliginde oldugu ve

anakiitle varyansimn S; (h=1,2,...,L) oldugu distiniilsiin. Aragtirmaci, n genislikli

tabakali rastgele &rnekleme uygularsa, tabakalar arasinda bu toplam n genisligini

parcalamaya karar vermek zorundadir. »,, h tabakaya ayrilmig orneklem genigligi
olsun(h=1,2,...,L).

X ; anakiitle ortalamasi, ¥, ; h. Tabakadan &meklem ortalamasi olsun.
N,.

Xl

L
X= Y Ak N= ZN oldugu biliniyor.
h=1 N h=1

()?) ZN,,(N,, m)- S - (224
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n, = N, ise, toplam orneklem genigliginin tabakalara ayrilmasi, oransal ayirma

olarak adlandirilir. Bu durumda,

2\ N-ng
Vm,,(X)z———z:NSZ
Nzl’l =] e

olur.

A

v (X )SV* kosulunun kabul edilmesiyle bu varyans kontrol edilmek

oran

istendiginde gereken toplam &rneklem genisligi n; [n' :l +1 e esit olur.

n

Teorem 2.27: Oransal ayuma ile V,,, (X )S V" kosulunu saglamak icin gerekli olan

SIN,S?
h=1

= *dir.
V'N*+) N,S;
h=1

toplam ornekleme genisligi, [n'|+1’e esitiir. n', n' =N

Ayrica, h. Tabaka i¢in 6rneklem genisligi; [n‘nh /N ] +1 e esit olur(h =1,2,..,L).

Ispat:
.Vomn (XA;)SV‘
N—-l’l L N 2<V-t
N*n ,,Z_:‘ WS <
1 1 Vv’
Vo WL
Y N,S;
h=1
L
YN,
n=N : h=1 I
V'N*+) N,S:
h=1

L
Oransal ayumay: kullanmak yerine, ¢, +Zc,,n,, =C dogrusal maliyet

=1
fonksiyonunu kullanarak maliyet kisitina bagli V' ()? ) i¢in en uygun ayirma kullanimak

istenebilir. Gerekli », degeri, (2.24) esitlisinde N, ile N,~n, tahmininden sonra
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Cauchy—Schwartz esitliginden elde edilebilir ve agagidaki teoremde belirtilen esitlik

bulunur:

L ~
Teorem 2.28: C=c, +Zc,,n,, maliyet fonksiyonuna bagh V()? ) ’i en kiiglikleyen n,

h=1

degeri, [n; ] +1’eesittir(h=1,2,...,L). n, esitligi asagrda verilmistir:

_(C=c)N,8, /e, (h=12,..1)

ZNS 1\e,

Benzer sonuglar, anakiitle oran1 tahmin edilirken de elde edilebilir.

2.4.3.Tabakalamaya Goére Tam Ornekleme

Toplam anakiitle genislifi N olan bir anakiitle diisiinelim. Bu anakiitle;

N, N,,...,N, genislikli L tabakaya boliinstin. Arastirmaci, bu tabakalarin genislikleri

bilgisine sahip degildir. Bu durumda ilk olarak » genisliginde basit rastgele 6rneklem

gekilir. Bu 6rnekleme dayanarak arastirmaci, Nu, /n ile tabaka genisligi tahmini yapar.
n,; bu 6rneklemde h tabakaya ayrilan birimlerin sayisidir. Ikinci asama olarak, birinci
asamadaki #, birimden, », =v,.n, 6rneklemi rastgele gekilir. ¥,, ikinci asamadaki h.

Tabaka &rnegin ortalamasi olmak iizere anakiitle ortalamas1 X ; asagidaki esitlikle

tahmin edilir:
A L n'
X=)-"%,
h=1 n

()A( ) tahmini ise;

ile bulunur.
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L
Tahmin edilen varyans; C =c,+cn + ) c,n, maliyet fonksiyonu kullamilarak
h=1

Cauchy—Schwartz esitsizligi ile gosterilen beklenen maliyetin bulunmasiyla en

kiigtiklenir:

L
E(C)y=c,+cn'+n) ¢y, —A]% =C" (2.25)
h=1

v, =8S,9

Birinci asamadaki 6rneklem genisligi #, (2.25) esitliginde v, yerine koyularak
C'-¢,
, 4
¢+Y.¢V,N,/N
h=1

¢oziilebilir. n'; [n"]+1 e esittir ve 7 = dir.

Teorem 2.29: Tabakalamaya gére tam Orneklemede, birinci asamada basit rastgele
&meklemin tahmini genigligi, [n"]ﬂ e esittir. " esitligi yukarida verilmigtir. 7, h.
Tabakaya ait birinci agama birimleri ise h. Tabakadan ikinci agsama segilen birimlerin
sayisi, I:nh vh] +1 e esittir. v, , (2.26) esitligi ile bulunur.

2.4.4.iki Asamah Kiime Orneklemesi
Anakiitle N tane kiimeden olugsun(Birinci agsama 6rnekleme birimleri olarak da

bilinsin). M,; i. kiimede alt birimlerin sayis1 olsun(ikinci asama birimleri olarak da

bilinsin)(i=1,2,...,N). ¥, ; i. kiime j. Asama birimi olsun.
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Z, icin oransal olasiliklarla n kiime orneklemesi yerine koyularak segilir.
Segilen i. kiime iginde ikinci agama birim 6rneklemesi m,, rastgele drnekleme diizeni
kullamilarak yerine koymadan segilir. ¥, (i =1, 2,...,n); i. kiime orneklemde, ikinci

agama birimine bagimli Srnekleme ortalamasi olsun. Toplam anakiitlede Y’nin yansiz

tahmin edicisi asagida verilmigtir:

Nelly o L[ L 1
V(Y)—n[Vz +Zz M; [m MJSWJ 2.27)

ile bulunur.

N Y 2
V,=) Z|-L-Y
g le |z

c,; sabit maliyet, c;; kiime Orneklemi igin maliyet degiskeni, c,; segilen
kiimede ikinci asama birimleri segmek i¢in maliyet degiskeni, c,; her ikinci asama

ornekleme i¢in maliyet degigskeni olsun. Arastrmanin toplam maliyeti asagida

verilmigtir:
C=cy+on+c,) M, +c, ) .m,
i=1 i=l
Beklenen maliyet;
N N
E(c)=c,+on+en)y ZM, +cn) zm, (2.28)
i=l i=1
ile bulunur.

Aragtirmanin beklenen sabit maliyeti C" igin,
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\/n[cl +cziZiM,.) oo\/l[lfz—i—M—'ZSiJ (2.29)

i=1 n i=1 i

Jezm, 1 M}
cynzm, o | |—-——-S_
n zm

oldugunda Cauchy—Schwartz esitligi ile V (? \) en kii¢tiklenir.

(2.29)’dan;
N
‘ MS o+c, ). ZM,
m,. = INWIM S2 ;:1 (2.30)
Zi \ﬁlz - z — ’
i=1 Zi
bulunur.

(2.28) esitliginin sag tarafinda m, degeri yerine koyulup c'’a esitlenerek »’
elde edilir.
Teorem 2.30: Yerine koyularak ve Z, i¢in orantisal olasiliklarla segilen iki asamall
kime orneklemesinde, ¥ tahmin edicisinin (2.27)’de bulunan varyansi, secilen i.

kiimeden [m,' ]+1 ikinci asama birim alinmasiyla en kigiiklenir. m, , (2.30) esitligi ile

bulunur. Segilecek kiimelerin sayisi, [n'] +1’e esittir. # esitligi asagida verilmistir:

*
* C '—Co

= N N
C +CZZZ,.M,. +c3ZZ,m:

i=1 i=1

n

Tam &rnekleme ve Iki asamali &rnekleme, benzer goriinmelerine karsin
birbirinden farklidir. Tam o&rneklemede, ikinci asama Orneklem birinci asama
orneklemin alt kiimesidir. ki asamali drneklemde ise, ikinci asama 6rneklem kalan
anakiitleden gekilir.

Tasar1 parametrelerinin iligki degerleri, varyans oram ve maliyet oram kesin
olarak bilinmediginde ama belirli araliklarda olacag: tahmin edildigi zaman bu &zel
durum, Sadooghi—Alvandi(1986) tarafindan incelenmistir.
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3. KLINIK CALISMALARDA ORNEKLEM SECIMI

Klinik denemelerde 6rneklem genigligi belirleme, genellikle hipotez testleri ile
ilgilidir. Bu deneylerdeki veri toplama, 6zel problemlerle iligkilidir. Hastalar ¢alismadan
ayrilabilirler veya hayvanlar bilinmeyen nedenlerden kaynakli olarak &lebilirler. Bu
faktorler, baz1 deneysel birimlerde yapilan gézlemlerde eksikliklere neden olur. Bslim
2’de gozlemlerin eksiksiz oldugu varsayimiyla 6rneklem genigligini belirleyen
yontemlerden bahsedildi. Bu boliimde, 2. boliimde incelenmeyen bazi ¢zel deneysel

diizenler tartigilacaktir.
3.1.Nitel Bagimli Degiskenlerle Deneyler

Bu bolimdeki deneyler; iki tedavinin etkilerini karsilagtirmak amaglidur.
Bagimli degisken; niteldir. Olas: degerler sinirhidir ve sadece iki deger oldugunda 0 ve 1
olarak kodlanir. Sifir hipotezi; iki degiskenin etkilerinin esit olmasidir. Ongoriilmiis &
diizeyli testler bulunur ve 6rneklem genislikleri, bu testlerin elde edilen alternatiflerde

Ongoriilmiig giicte olacak sekilde belirlenir.

3.1.1.McNemar Testi
Asagida deneysel durumlarin iki tiirii incelenir:
1) Deneysel birimlerin (insan, hayvan, vs.) eslestirilmis ¢ifti n, deneyde
kapsanir(igerilir). Her gifte gore birimler, rastgele olarak tedavi A ve tedavi
B’ye atanir. Bagimli her birime gére 0 — 1 atamur.
2) n deneysel birimlerin her biri A ve B tedavilerinin her ikisinden elde edilir.

Rastgele olarak secilen », birimi, birbirini izleyen tedavilerden A’y1 izleyen B
ile bulunur ve kalan n—mn, birimi, B tedavisini izleyen A ile bulunur. Aym

deneyler, ¢apraz veya etki degisimi tasarimi olarak bilinir. 0 — 1 A bagimlsi,
her tedavi altindaki her denek igin kodlanir. Tedaviler arasindaki yeterli

durgunluk siiresi, aktarma etkilerinden kurtulmak i¢in kullanulmalidir.

Bu durumlarin her ikisindeki sonuglar, 7, teriminde toplamr. #,;; A’ya gore i,

B’ye gore j bagimlisi ile giftlerin (birimlerin) sayisidir. Ozet tablo agagidadur:
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Tedavi B
0 1
0 oy | A
Tedavi A 1
P | Py

3.1.Tedavi A ve B’ye Gire Birimlerin Sayisi

Goze frekanst n,; 6, (z', j =O,1) ve n parametreli ¢ok terimli dagihma uyar.

Iddia edilen hipotez; iki tedavinin etkilerinin esitligi ifadesiyle yani,
Hy:6,+6,=6,+86,
veya
Hy:0,=0,

seklinde kurulur. Alternatif hipotez; H, :6,, > 6§, dir. Aym1 deneyde bir tedavi standart

veya kontrol, digeri ise standarttan daha iyi olmas1 beklenilen deneysel tedavidir.

-0 0L s ¢ kritik alanli test incelenir. Buradaki ¢ sabiti, testin e diizeyli olmasi i¢in
n n

se¢ilir. Buradan, c;
P(my—ny >cn\Hy)<a
kosulunu saglamalidir.
Mo = Hgy = 2(”10 -S/Z)
olmas: igin
S =n, +ny

olsun. Ayrica, n,, 1 dagilimim bulan S;

sve G, /(6 +6)=6,/v

parametreli binom dagilimidur.
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P(my—ny >cn\Hy)<a

kosulu her bir S degerine gore,
S c¢n
P(l’lm —5 >7\S,H0J Lo
ise saglanacaktir. n biiylik oldugunda, déniigiim

cnl2=2,.(S/4)

secilmesiyle yaklagik olarak saglanabilir. « diizeyli test tahmini agagida verilen kritik

my >—S—+Zm\/E
2 4

6 —6y =6 >0’agore (1-B) gii¢ kontrol etmek istenirse,

alan ile bulunur:

P(nw >§+Za\/§\0,0—9m =5')=l~ﬁ (3.1

olmasi igin n segilmelidir. Bu esitligin sol tarafindaki olasilik agagidaki gibi tahmin

edilir:

EP nw>§-+za\[§i\s,qo—0o,=a‘ =EP|1-® §+Za‘/§-§f& /| %[ b0
2 4 2 4 vy v v

n,, kosullu binom dagilimi1 tahmini ile bulunan S, normal dagilimlidir.

Dontistimdeki bu ifade;

I—CDHEI (s)(%—ioliJ+%&\/g—@)}/ \/ﬁ[l—%&)ﬁg (s)j| (3.2)

4 vy

ile tahmin edilebilir. E, (s) esitligi agagida verilmistir:
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E, (S)ZE(S\HIO_HOI =5’)=”(910+301)=”"//

(l—ﬂ) ile (3.2) esitliginde bulunan gii¢ tahmininin esit varsayilmasiyla, (3.1)

esitliginin saglayan n’in tahminini veren esitlik asagidaki gibidir:
mw L. +_Z—a my =~Zg. |0 b n
2 v 2 v

ns' =27,y +2, A0 esitligine benzer olarak,
v w

Jn(20,-v)=Z,Jw +Z, 4910( —%)

=7, w+zﬂ\/(‘”+5 3/("”_5) (3.3)

icin aymdir.
n i¢in, (3.3) esitliginin ¢6zlimii sirasinda y Dbelirlemek gerektigine dikkat
edilmelidir.

Teorem 3.1.: 6,,—6,, =5 >0 ve 6,,+6, =y *da (1- B) giigle H,:6,, =6, tek yanh
testin a diizeyli tahmini i¢in gereken 6rneklem genisligi tahmini, [n':]+1 *dir. n’, (3.3)

esitligini saglar.

Teorem 3.1°de incelenen tahmin, Lachin(1981) tarafindan gelistirilmistir. Bu,
¢ok az farkli bir yaklagim kullamlarak Lee v.d. (1984) tarafindan da elde edilmigtir.
Kosulsuz gii¢ fonksiyonuna dayandirilan orneklem genisligi tablosu Schork ve
Williams(1980) tarafindan bulunur. Bu problem, &rneklem genisligine alternatif bir
yaklagim sunan Connor(1987) tarafindan da incelenmistir.

Alternatif hipotez H, :8,, # 6,, seklinde iki yanli oldugunda McNemar testi igin

kritik alan agagidaki gibi olur:

T= (nlo‘n01)2

> Ha,
(”10 "'”01) e
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| G- 001| =¢" alternatifi igin (l -p ) ’da gii¢ kontrolii sirasinda, n;

P(T >z, \6")=1-8 (3.4)

olmasi igin se¢ilmelidir.

T'0 z*(1,A) alternatifi altinda; A esitligi asagidaki gibidir:

A=E(T)-1=—-
Buradan, (3.4) kosulu,

P(2*(LA)> 2t.,)=1-F (3.5)

seklinde goriilebilir.

Merkezi olmayan y° dagilim tablosundan gereken n belirlenir.

dagilimiyla,

2A?
212 —\j2 v+A2)-2F
7= Loa ( ) v+A*
\/u+2A2
v+A?

dagilimimn tahmin edilmesiyle,(3.5) kosulunu saglayan n tahmini, bulunur.

N(0,1)

Teorem 3.2: |6, — 6| =5" ve y =6, +6,’de (1- ) giigle H, :6,, # 6, alternatifine

kars1 H, :6,, =6, sifir hipotezinin o diizeyli testi i¢in gereken 6rneklem genigligi

.. [e s, S » l,..
tahmini; [ n J+1dir. 7', n =—;—1f2—(Za,2+Zﬁ)2+; dir.

0-1 bagiml degigskenli biyoesdegerlik problemi Dunnet ve Gent(1977)

tarafindan incelenmigtir ve gerekli Srneklem genigligi tartigmasi Rodary v.d.(1989)

tarafindan bulunmustur.
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3.1.2.Kategorik Bagimhlarla (c) Tedavi Etkilerinin (r) Esitligi Testi

r tedavili bir deney inceleyelim. Burada # elemanlan i. tedaviden
ahmyor(i:l, 2,...,r). ¢ bagimh degisken degerleri alinir. n:Zn,. ve

Q =n,/n(i=12,...,r) olsun. Veri; rxc tablosunda 6zetlenir:

Bagimli Kategoriler

1 2 4{...1 3 |...{ ¢ | Toplam
Vim | ny || il | e ny
. 2\ my my | Pyj | oo | Pac n,
Tedaviler
1 nll n12 nxj nic nz
r|lnm, |n, |- n, || n, n,

3.2.Bagimh Kategoriler ve Tedavilere Gire Birimlerin Sayisi

Her i igin ZB =1 ise @_;

;5 1. tedavi altinda j. bagiml elde etme olasihif1 olsun.
Jj=l

Sifir hipotezi, “Biitiin tedaviler aym etkiye sahiptir” seklindedir ve asagidaki gibi

gOsterilir:

H,:0,=a,heriigin j=1,2,...,c

a —Zn /n

z” testinin kritik alan1 agagida verilmigtir:

T = ( nd,) A2 syt v=(r-1)(c-1)

ij i’ j

Belirli &, igin 6, =6, =, +6, parametrelerinin belirli alternatifinde (1-8)

gli¢ olmas: istenirse 6rneklem genisligi,
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P(T>xl,,\0)=1-8 (3.6)

kogulunu saglayacak sekilde belirlenir.

Alternatif altinda T; A merkezi olmama parametresi ve v serbestlik derecesiyle

merkezi olmayan y* dagilimina yaklasir.

1 2
A = ngZ{ZQﬁj —(ng]] },r >2c22igin

61;'—621' ’)
-, {30 2u)

J Q

bor=2c22igin

2

\
(zgian
=n ZQ,§2 i )

¢, r22c=2igin
3 a,(1-«

A* merkezi olmama parametresi, payda

10y

E(ny=n6)) E(@)=a,+).nd,/n

ve paydada

a;=q,

koyulmasiyla bulunur. (3.6) kosulundan,
P(ZZA > zlz—a,v) = l—ﬂ

bulunur.

Verilen {aj} ve {5

,j} igin merkezi olmayan yx* dagilim tablosuna bakilarak

gereken Orneklem genisligi #, belirlenir.

3.1.3.Uzun Dénem Denemeler
Orneklem genisligi; kontrol tedavisi ve deneysel tedavi, olay oranlarina gore
uzun dénem karsilagtinldiginda belirlenir. Calismanin uzun siireli olmasi nedeniyle baz

denekler cesitli sebeplerden ¢aligmadan ayrlabilirler. Verilen alternatifte glic kontrol
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edilerek olay oranlarmin egitliginin testi i¢in 6rneklem genigligi belirlenmek istenir.
Orneklem genigligini belirleme, ¢alismadan ayrilan deneklerin olasilifi dikkate
alimmadan Boliim 2°de tartisilmigti. R; ayrilanlarin beklenen orani, n; ayrilmadiklan

varsayilarak hesaplanan ortak Orneklem genigligi olmak iizere, ayrilan deneklerle

gereken 6rneklem genisligi, #, = —I-nR—Z- esitligi ile bulunur.

Halperin v.d.(1968), Wu v.d.(1980)ve Lakatos(1986) bu konuyu daha detayh
incelemisgtir.
3.1.4.0lgu—Kontrol Cahismalar

Olgu—Kontrol ¢aligmalarinda belirli saglikli veya hastalikli (olgular) bireyler ve
saglhiksiz veya hastalikli (kontroller) bireyler, caligma altinda, hastalik veya
durumlarimin geligiminin risk faktorlerinin etkisi ¢aligmasina gore karsilagtirilir. Bu
bsliimde, etki karigimi degiskeninin diizeyleri kullanilarak tabakalanan galigmanin risk
faktori incelenir.

Etki karigim1 degiskeninin derecesine dayanan j. tabakadaki veri (j=1,2,...,J)

asagidaki tabloda g@sterilir:

Risk Grubu | Olgu | Kontrol | Toplam
Etkilenmis a; bj m;
Etkilenmemis ¢ d, m,,
Toplam n, n, n,

3.3.Etki Karigim1 Degiskeninin Derecesine Dayanan j. Tabakadaki Veriler

J
n=Zlnjjj=nj/n ve S, =m,/n, olsun.
Jj=

Bu durumda j. tabakada maruziyet ile hastalik arasindaki Odds oram agagidaki

gibi hesaplamyr:

I—;rl‘)

2
Il
—~—~

(F=12,.0,7)

K
N
N~
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6, =06,=--=0,(=0) varsayilir ve H,:0>1 alternatifine karss H,:0=1 sifir

hipotezi test edilir. Sifir hipotezi,

m, =1y, (7 =1,2,...,J)

seklindedir.
m,;; By=a;/n,, m,; B, =b,/n,, ile tahmin edilir. Cochran(1954) tarafindan

ileri siiriilen test istatistigi asagida verilmistir:

J

w.(PU "sz)

i

e
G =

P =———"—== gq,=1-p,

H, altinda, C,; asimpotik olarak N (0,1) degiskeni gibi dagilir. Buna gére; o
diizeyli test i¢in kritik alan; C, > Z, *dur.

H, altinda en az bir j i¢in x,, > 7, ;

J

PR7 {(Pu -B,;)=(m,-m, )}

C=—L

zfzwf{n,j(l—n,j)ﬂzj (1—@,)}

= y M

degiskeni N (0,1) olarak asimptotik dagilir.
6=0"(>1) i¢in (1- B) da giig kontrolii istenirse n 5rneklem genisligi
P(C,>Z,\6")=1-8 (3.7)

olacak gekilde segilir.
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5,575, (her j igin);

*
7,0

=t
J L
l-7m,, +7,0

esitligi ile 6" ile iligkilidir.
Genellikle; belirlenen {;ru} degerinde, belirli 8 degeri ile birlestirilen {7[2 j} ile

ilgili 6nsel bilgi vardir. Bu nedenle {71'1 j} deger grubu, C, degiskeninin asimptotik

normal dagilimu ile birlikte; (3.7) kosulu,

J J
Z, ;w}——j—j _lej (”U ﬂZ})
1-® = = =1-4 (3.8)
sz 7y (1'_”11)+7r21 (1 ”21)
L = oy n,,; )

p‘jl ve §;, gbzlenmeyen rastlanti  degigkenleri ise; sirastyla,

T, =87y, +(1—sj)7r2 ; ve 1—7, beklentileriile p; ve g, yer degistirir. Buna gore (3.8)

kosulu;
J L J
2 gw;quf -‘;Wj (7, - 7))
T4
2%2_ {”11 (1-m,) Y (:1_”2/)}
Jj= nlj 2
esgitligini belirtir.

Onceden secilmig tasar1 parametreleri {sj} ve {tj} icin bu esitlik 6rneklem

genigligine gére ¢oziiliir.
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2

| {za \/zt (1-5,)7 +2, Jitjs, (=5 {(1-5, ), (1=, ) 5,22, (1~ )}

=
n =

[g% (1=5,)(m, -, )T

Gereken 6rneklem genigligi; I:n'] +1 e esittir.

Olgu—Kontrol ¢aligmalarinda, birden fazla risk faktoriiyle drneklem genisligi
belirtimi Rao(1986) tarafindan bulunmustur.
3.1.5.iki Ajamah Tasarim

Klinik denemelerde veri, genellikle ¢aliyma tamamlanmadan 6nce en az bir kez
gdzden gegirilir. Bu gbzden gecirme sirasinda, ¢alismanin bitmesi veya devam etmesi
i¢in bir karara varilir. Bu siireg, tasarlanan iki agsamali test metodlarinin asagidaki
tiirlerine neden olur:

1. Bir asamada belirli bir karara, kesin ve agik olarak belirtilen sifir hipotezini
devam ettirmek veya iptal etmek igin varilir. Yetersiz belirleyiciler nedeniyle
karar verilemiyorsa asama ikiye devam edilir.

2. Bir asamada H,’a devam edip ¢aligmay1 bitirme veya H,’1 iptal edip karar
vermek i¢in belirleyici arttirma, agama ikiye devam etme.

Aynilmig bagimli degisken kullanilarak ayni iki agama metodu son zamanlarda
Case v.d.(1987) ve Thall v.d.(1988) tarafindan caligtlmistir. En iyi tedavi se¢imi ve
birka¢ tedavinin etkililik testi i¢in iki agsamali y&ntem, Thall v.d.(1988) tarafindan

incelenmisgtir.
3.2.Nicel Bagimhi Degiskenlerle Deneyler

Bu bolimde, bagimlilarin nicel degisken oldugu karsilastirmali deneyler
incelenecektir. Bu tartigma, biyoegdegerlik problemini ve yasam dagilimlarin

karsilagtirmak i¢in klinik denemeler tasarisin igerir.

3.2.1.Biyoesdegerlige Gore Smmama
U, ve U bir ilacin standart ve deneysel formiilasyonu igin biyolojik aktivite

ol¢iistiniin ortalama degerleri olsun. Belirli A ve B sabitlerine gore;
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A<py—ps<B

ise, iki formiilasyon biyoesdegerlik hipotezinin testi i¢in kullamilacak veriye gore

tasarlanmig olur. Bu problem,
Hy:pp—ps < 4
veya
Hy:py—pg 2 B
sifir hipotezi testi icin formiillenir(belirtilir).
Matematiksel problemin ¢dziimii; uygun (1- ) giice sahip o diizeyli testin

yorumlanmas: i¢in #’in belirlenmesidir. Bagimli degiskenin o varyansh normal
dagilimli oldugu varsayilir.

X, ve X, 6rnekleme ortalamalari olsun. Anderson ve Hauck(1983) tarafindan

ileri siiriilen test istatistigi asagidaki gibidir:

)?E-)TS—%(A+B)

2
Sp;l—

§2; v=2(n-1) serbestlik derecesine dayanan o*’nin birlestirilmis tahmin

edicisidir. T istatistigi; v serbestlik dereceli merkezi olmayan t dagilimina sahiptir. A,

merkezi olmama parametresi asagidaki formiille bulunur:

1 2
A=y — g -~ (4+B)} /{0 |2
{/U.e Hs 2(A+ )} {O- n}
Testin kritik alany; | T | < C *dir. C;

P(|T|<C\pp—ps=A)=P(|T|<C\py—pts=B)=a
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olacak sekilde belirlenir. Testin « genisliginde olmasi i¢in C’yi belirlemek zor
oldugundan P degerinin hesaplanmas: Snerilir. Boylece esitlik i¢in uygun sonuglar elde

edilir. p,; — g = B esitliginde P degeri i¢in tahmin asagidaki gibi hesaplanur:

p=F,(|T,, |-d)-F,(-|T,,|-d)
d= B“Az
25,0~

F, (), T, dagiimmn dagilm fonksiyonudur. p<a ise formiiller
biyoesdegerlige gore ifade edilir.
Mg~ ps=(A4+B)/2 oldugunda giici hesaplamak oldukga Kkolaydir. Bu

durumda (1- B) *ya esitlenir ve ortak 5rmeklem genisligi belirlenir. Diger bir ifadeyle;

P(T<C\,u5—,us=A—;B,0')=l—ﬂ

olursa n belirlenir.
C=t5,(v), T, dagimumun tist 100(B/2) yiizdeligi oldugunda bu esitlik

saglanir. C;

P(T<C\py—ps=B,0)-P(T<-C\py, — us=B,c)=a (3.9)

kosulunu da saglamahdir.

C =t,,, (v) kullanlarak (3.9) esitligi;

P(T(0,A))<ty,, (0))-P(T(0,A,) S 1, (v))=a (3.10)

seklinde tekrar yazilabilir. A, esitligi asagidaki gibi hesaplanir:

A, =(B—;A2/{0'\/%},u=2(n—l)

Bu esitlik A, = A, *e gore tekrar ¢oziiliir. Bu durumda n;
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seklinde elde edilir.
&%; o ’nin 6nsel tahminidir.
Merkezi dagilim ile merkezi olmayan t dagilimi tahmin edilerek ve sol taraftaki

ikinci terim ihmal edilerek (3.10) esitligi;

(8-4)

2 -
20'\/:
n

P|T(v)<tg,(v)-

sekline indirgenir.

R AOLEAD) K

(B—A)2 ,w=2(n-1)

oldugunda bu esitlik saglanir. » kesin sonucunu bulmak icin bu esitlik tekrar
¢oziilebilir.

Teorem 3.2: . —pg=(A+B)/2 esitliginde (1-B) gi¢ elde edilerek
H,: A<y, —pu, <B alternatifine karst H:p, —pus <A veya Hy:p,—u, 2B sifir
hipotezini « diizeyinde test etmek igin gereken ortak &rneklem genisli§i tahmini;

[n']+l *dir. n" esitligi, asagida verilmigtir:

= S(tﬂfz (0)+i (U))2 a’ v=2(n-1)
.

Bu esitlikteki 4, (v)+7,(v) ifadesinin (3.11) esitliginde elde edilen A, icin

tahmin olduguna dikkat edilmelidir.
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3.2.2.1ki Siireg, Iki Tedavi, Capraz Cahsmas:

Klinik denemelerde g¢ogunlukla kullanilan deneysel ortam, ¢apraz tasarimidir.
0-1 bagumh degiskenli bu ¢aligmadan Boliim 3.1.1°de kisaca bahsedilmigti. Stiirekli
bagiml1 degisken ile bu modelin detayh tartigmasina bu boliimde girilecektir.

A ve B, rastgele olarak 2n segilen deneklere uygulanan iki tedavi olsun. 2n
dencklerden her bir » iki gruba rastgele ayrilacaktir. B ile izlenen A tedavi etkisi,
birinci grubun her denegi igin test edilecektir. A ile izlenen B etkisi, ikinci grubun her

denegi i¢in test edilecektir. Bu durumda deneysel diizen agagidaki gibi olusur:

Denekler
Periyod | 1 |2 |...|n{n+]l [nt2 | ... |2n
I AlA|..|A| B | B |..|B
I B|{B|...|B| A | A |..|lA

3.4.Birbirini Izleyen Tedavilerde Deneysel Diizen
Uygun model asagidaki gibidir:
Ya=pu+tp+y,+1,+e,
Lao=ptp+y, +1,+e,
Y;jZ SHEP Y+ T, +d, +é,
Y n=p+p,+y,,+1,+0,+e,,, j=12,...,n

Bu model, H,:7r,=7, hipotezini o oOnemlilik diizeyindeki testte gii¢
kotroliiyle ortak drneklem genisligini belirlemek igin olusturulur. Bunun igin 6, =,

yani her iki tedavinin artik etkilerinin aym oldugu varsayilir.

Z,=Y,-Y,;i=12,j=12,...,n

ij il

olsun. H,:7, =7, hipotezinin A testi, { Z, }.} ve {Z2 j} iki bagimsiz drneklemin
iliskisinde iki 6rneklem problemine esit olur.
Dagilimin varsayimlar: asagida verilmigtir:

i) ey, ; bagimsiz ve sifir ortalama o’ varyansli normal dagilima sahiptir.
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ii) ¥, > bagimsiz ve sifir ortalamah o; varyansh normal dagilima sahiptir.
iii) e, Ve 7, bagimsiz olarak dagilir.

H,:7, =1, hipotezi iki 6rneklem t testi ile test edilir. “o} = o7 Oldugunda ve
Ortak Varyans Bilinmediginde g, ve g, Ile Ilgili Hipotez Testi” bagligindaki anlatima
benzer bir tartisma agagida elde edilir:

Teorem 3.3: Iki yanl, @ Onemlilik diizeyinde H,:7, =7, sifir hipotezi test edilirken

|7, —75|=(>0) oldugunda (1-pB) gii¢ elde etmek igin gereken ortak Ormeklem

genisligi n; (%Jr 1) e esittir. v}

2
(u ) 2(20 ) (112 (0) +1, (v)
n=—+1|= >
2 A
esitligini saglayan pozitif en kiigiik tam sayidur.

Tek yanli test i¢in /2 yerine & koyulur.

e, Ve 7, i¢in normallik varsayiminmn dogru olmadif) varsayilsin. Bu durumda

ijk
dogrudan tedavi etkilerinin esitligi, Wilcoxon iki 6rneklem testi ile test edilebilir. Bu
durumda ortak Orneklem genigligi tahmini Noether(1987)’in asagidaki ¢aligmas: ile
belirlenebilir.
3.2.3.Yagam Dagilimlarma Benzerligine Gore Klinik Denemeler
Klinik denemeler, asagidaki formata sahip iki tedavi altinda yasam

kargilagtinlmasi igin incelenir. Calismamn baslamasindan sonra hastalarin denemeye
girmeleri ve rastgele olarak tedavilere aymlmalan stiresinde bir iyilesme periyodu
vardir. lyilesme periyodu; hastalarin gézlem altinda olacaklari siirede “takip (izleme)
periyodu™ olarak adlandirilan bir periyod ile izlenir. Bu ¢alismalarda, baz: hastalar igin
Sliim (8lim zamanlan olarak bakilacaktir) gibi bazi kritik olaylara gére zamanlar
gdzlemlenemez ve sansiirlii olarak soylenir. Sansiirleme genelde iki sekilde olur:

1) Hastalar iyilesme ve takip d6nemleri boyunca, takip i¢in geri kalmis veya

caligmadan ayrilmig olabilirler.
2) Hastalar, galigmaya son verildiginde hala hayatta (yasiyor) olabilirler.
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Bunun gibi klinik denemeler tasanimi, ¢ diizeyli test i¢in istenen giicii elde
etmede gereken deneme siiresinin belirlenmesinden olugur. Burada; yas dagilimlari,
iyilesme oram, takip dénemi ve takip i¢in kayip oram belirlidir. B6ylece, 6rneklem
genisligi bulma problemi, elde edilen kosullarla deneme siiresinin belirlenmesine
indirgenir.

Asagidaki tartisma, Rubinstein v.d.(1981) calismasina dayandirilir. Onceden
bahsedilen tasarim problemi, agagidaki varsayimlarin uygulanmasiyla ¢oziiliir:

i) T yillik iyilesme periyodu boyunca hastalar, her yil i¢in “a” oranli Poisson
slirecine gére denemeye girer. Bu, kontrol veya deneysel tedaviye alinan her
hasta i¢in yaklagik olarak esittir. Takip periyodu, eklenen 7 yil(larhidir.

ii) Oliim zaman, her bir tedavi igin ortak iistel dagilimh ve bagimsizdir. Kontrol
ve deneysel tedaviler i¢in anlik 6liim olasihig: (hazard rate), sirastyla A. ve
A *dir.

iii) Zaman, “takipe gore kayip” i¢in girdiden bagimsizdir ve onlarin hem giris hem
de 6liim zamanlan bagimsizdir. Bu zamanlar; deneysel grup i¢in ®,, kontrol

grubu i¢in @, oranh lstel dagilima uyarlar.
Test edilecek sifir hipotezi; H, : 4. > A, alternatifine kars1 H,, : 4. = 4, °dir.
Iyilesme periyodu stiresi T, 4. =7"4, (r' > 1) alternatifi, (1- 8) giice sahip olan
H, : A. = A, hipotezinin testi igin belirlenir.
D, ve D,; iki tedavi grubundaki oliimlerin sayisi olsun. Aynca; T, ve I;

sirasiyla kontrol ve deneysel gruplar igin riskteki toplam zaman (yasam zamanlan ve

A ~ D e
sansiirlii zamanlarin toplami) olsun. Test; 4, = D. , 4, =—% tahmin edicilerine dayamr.

Inj,’nin tahmini dagihmi, N(lnA,1/D,),i=c,e’dir. Asimptotik dagilim
kullamilmasiyla, testin kritik alani agagidaki gibi olur:
In éf— >Z, L+L
A D, D

e c 4

Bahsedilen gii¢ kogulundan sonra H, : 4. > 4, esitligi;
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1-0|z, -—2___|-1-p
1.1
DC e
olarak tekrar yazlir.
Buradan;

seklinde diizenlenebilir.

Diizenlenen ¢aliyjmada D, ve D,, gézlenmemis rastlanti degiskenleridir. (3.12)
esitliginde bunlarin beklenen degerleri D, ve D, yerine koyularak;
*\2
(Inr ) & 1

= 3.13
(z.+z,) E(®) E@)

bulunur.
al e
E(D)="{1-——(1-*")} (3.14
(D) %{ 7T\ )}( )
A =2+®,i=ce
oldugu goriiliir.

(3.13) esitligindeki E(D,) icin (3.14) ifadesi kullamlarak bulunan esitlik T’ye
gore ¢ozillir,. ®, =0, ®,=4,/4 igin T+7’ya gore tablo, Rubinstein v.d.(1981)
tarafindan hazirlanmigtir.
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3.3.Lojistik Regresyon i¢in Orneklem Genisligi ve Giig

3.3.1.1kili Oran Karsilagtirmasi I¢in Orneklem Genisligi

X ikili oldugunda, ¢aligma ¢ogu kez ikili bagimlilik {izerine (yani X’in iki
diizeyi) iki grup karsilastirmasina bakar. Gruplar i¢in 7, ve 7z, basan olasiliklarinin
6zdes oldugu hipotez testi i¢in, bagimliliga gére ¢apraz siiflama yapilan 2x2lik tabloya
gbre Ki-Kare testi yapilabilir. P deferi sabit o Onemlilik diizeyinden kiigtikse sifir
hipotezi reddedilir. Orneklem genisligini belitlemek i¢in gergekte nemli olarak kabul
edilen 7z, ve =, arasindaki farkin sabit genisligine gére £ hata olasihgini belirlemek
gerekir. Bu genigligin sonucuna gére f; a diizeyinde “ H, sifir hipotezini reddetme”
hata olasiligidir. Bu durumda «; 1. tip hata olasilifi ve f; 2. tip hata olasilifidir.
Testin giicii; (1- B) ’ya esittir.

Her grupta egit 6rneklem genisligi kullanan bir ¢aligmaya, asagidaki formiille
genislik tahmini yapulir:

(Za/z +Z, )2 [z, 0 -7, )+ 7, (1~ 7,)]

(m - )

Her grupta hata olasiliklarini tahmin etmek gerekir. Bu formiil i¢in 7, z,, a ve

N =N, =

B degerleri gerekir.

Bu formill, (#, - x,)’ye gore giiven arahg i¢in de gereken Srneklem genisligi
tahmini yapar. Bu durumda ¢ ; aralik igin hata olasihig1, f; sonucun makul eksikligini
gOsteren giliven aralif1 igin hatadir. Yani, bu, sifir degerini igerir.

Bu 6rneklem genisligi formiilii yaklagik sonug verir. Gereken gergek degerin ok
az altinda tahmin yapar. 7, ve 7, igin kaba bir tahmin yapan normallige gore ise pek
ok pratik ¢aligma igin yeterlidir. Fleiss daha kesin sonug veren bir formiil geligtirmistir.

2x2lik tabloda iki oran kargilagtirmas: testi igin hipotez testi,
lojit(z)=a" + f'x

seklindeki lojistik regresyon modelindeki parametrelerden birine esittir. (1. ve 2. tip

hata olasiliklariyla parametrelerin karigmamasi igin * igareti kullanilmugtir.) 1. grup icin
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X =1 ve 2. grup igin X = 0 atarsak, bagar olasiligmnn lojiti 1. grup igin o’ + 8" ’a ve 2.
grup igin a"’a esit olur. Ozdes olasiliklar, 6zdes lojitlere veya &zdes oddslara veya
B° =0’a karsihik gelir. Boylece bu &rnek, basit lojistik regresyon modeline gore
Orneklem genigligi belirlemekle iligkili olur.(Agresti, 1996)

3.3.2.Nicel (Sayisal) Tahmin Edicilerle Orneklem Genisligi

Nitel gostergelerden ¢ok nicel olan X ile
lojit(z)=a" + B'x

seklindeki modele gore, X degerinin dagilimma bagh H,:B =0 testinde belirli giig

elde etmek i¢in drneklem genigligi gereklidir. Ortalama X’te 7 basar olasihgini tahmin
edilmelidir. Sonu¢ genigligi, ortalama X’e bakan basar1 olasiifimin aymi standart

sapmasl igin o agamaya gelince bagar olasiliklarini karsilagtiran 6 odds oranidir.

A=log(@) olsun. F.Y.Hsieh(1989); tek yanl teste gore asagidaki yaklagik

orneklem genisligi formiiltinii gelistirdi:

ve [z, +2, exp(——; j;m)]z (1+276) A

51+ 2 pxp(s22 /4)
~ l+exp(-A2/4)

N degeri, 7 ; 0.5%¢ yakin bulundugunda ve |A|; sifir degeri 0°dan uzak

bulundugunda azalir (kiigiillir). Yaklagik olarak, normal dagilimh agiklayic1 degiskenin
tiiretimi varsayilir.
3.3.3.Coklu Lojistik Regresyonda Orneklem Genisligi

Bir goklu lojistik regresyon modeline kismi etkileri (sonug) fark etmek igin
biiyitk rneklem genisligi gerekir. R; ilgilenilen tahmin edici X ile modeldeki digerleri
arasindaki ¢oklu korelasyonu géstersin. N’i bulma igin (3.15) formiilii (I—RZ)’ye

boliniir. ® formiilde, 7 ; biitiin aciklayici degiskenlerin ortalama degerindeki olasilig
belirtir ve odds orami, digerlerinin ortalama diizeylerindeki ilgilenilen tahmin edicinin

etkisini g&sterir.
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Bu formiiller sadece 6rneklem genisliginin kabataslak (yaklagik) belirtimini

bulur. Pek ¢ok uygulamada, 7 ve R olmak tizere gostergeler igin sadece kaba bir

tahmin vardir ve agiklayici degisken normal dagilimdan uzak olabilir.(Agresti, 1996)
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4. UYGULAMA

Bu boliimde, ikinci ve figlinci bolimlerde bahsedilen 6rneklem genisligi
belirlemede  kullamlan  yOntemlerden bazilarinin  uygulamalan  verilecektir.
Uygulamalar, Win Episcope 2.0, Minitab, S—Plus istatistik paket programlarinda
yapilmigtir.

Sw s

4.1.Anakiitle Ortalamasmn Tahmininde Orneklem Genisligi Belirleme

Bir saglik ocag1 bolgesinde yasayan 15-44 yaginda evli ve en az bir kez dogum
yapmis 200 kadininin bulagici hastaliklar bilgi puamimin 54 ortalama ve 18 standart
sapma ile normal dagildiklar: bilinmektedir. Mutlak hatamin 16’dan biiylik olmamasi
istendigine gore %95 giivenilirlikle gereken Orneklem genisligi tahmini asagida
verilmigtir:

Win Episcope 2.0:

4.1.Anakiitle Ortalamasimin Tahmininde Orneklem Genigligi Belirleme
Win Episcope 2.0 Cozlimii
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Minitab:

06.01.2006 12:35:00
Power and Sample Size

1-Sanple 2 Test

Testing mesn = pull {versus > null}
Calculating power for mean = null + difference
2lpha = 0,05 Sigme = 18

Sample Target Actual
Difference Size Power  Fower
1& 8 0,8000 06,8077

4.2.Anakiitle Ortalamasimin Tahmininde Orneklem Genisligi Belirleme
Minitab Céziimii

S—Plus 2000:

k¥ Power Table #*¥
mean.null sdl mean.alt delta alpha powe

z nl
E 1S 54 18 80 28 0.05 0.8 4

4.3.Anakiitle Ortalamasimin Tahmininde Orneklem Genisligi Belirleme
S—Plus 2000 Coziimil



79

4.2.0rtalamalar Arasmdaki Farkhligin Karsilagtirilmasmda Orneklem Genisligi
Belirleme

Akut miyokard enfarktiisii ge¢irmis hastalarda ve normal kontrollerde serumda
selenyum (se) diizeyi Olgiilmektedir. Bu iki gruptaki se ortalamalarinin kargilagtirmak
istenildigi bir ¢aligma igin, akut miyokard enfarktiisii gegirmis hastalarda ortalama
selenyum 60 ve normal grupta 74 ve standart sapma 15 olarak alinirsa selenyum &rnek
biiyiikliiglinii tahmin ediniz.
Win Episcope 2.0:

4.4.0Ortalamalar Arasindaki Farkliligin Karsilastirilmasinda Orneklem Genisligi Belirleme
Win Episcope 2.0 Coziimil
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Minitab:

06.01.2006 12:35:00

Power and Sample Size

2-Sample t Teat

Testing mean 1 = mean 2 {versus not =}
1 Calculating power for mean 1 = mean 2 + difference
Alpha = 0,05 Sigma = 15

Ssmple Target BActual
bBifference Size Power  Power
14 22 40,8500 G,8563

4.5.Ortalamalar Arasindaki Farkliigim Karsilagtiriimasinda Orneklem Genisligi Belirleme
Minitab Coziimii

S—Plus 2000:

**+ Power Table *4¥
meanl sdl mean2 sd2 deltm alpha power nl a2
1 €0 15 74 15 14 0.05 0.85 21 21

4,6.0rtalamalar Arasindaki Farklilifin Kargilagtirilmasinda Orneklem Genigligi Belirleme
S—Plus 2000 Coziimii




81

4.3.Anakiitle Oraninin Tahmininde Orneklem Genisligi Belirleme
Bir bolgede yasayan Syas alt1 1000 gocukta tliberkiiloz oram1 saptanmak istiyor.
Gergek oranin %25°i agmayacagi tahmin edildiginde, %90 giiven diizeyinde, bu oranin

+%7 sinirlan iginde kalmasi igin 6rnege kag ¢ocuk segilmesi gerekir?

Win Episcope 2.0:

4.7.Anakiitle Orammn Tahmininde Orneklem Genisligi Belirleme
Win Episcope 2.0 Coziimii



Minitab:
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06.01.2005 12:35:00

Welcome to Minitab, press F1 for help.
Power and Sample Size
Test for One Proportion

Testing proportion = 0,5 {versus not = 5,5)
Alpha = 0,08

Alternative Sample Target 3Jctual
Broportion Size Power Power
a,250000 28 00,8000 0,8012

4.8.Anakiitle Orahlnln Tahmininde ()rneklem Geﬁisligi Belirleme

Minitab Coziimii




&3

S—Plus 2000:

*k% Dower Table ¥k
.null p.alt delta alpha power ni
0.5 0.25 -0.25 0.1 0.8 25

oparor:. - [0.25
)(i’ro@ZPmm:ﬁtn:T———_
o
- [ T ——
st [

|| % Pint Resuls:

4.9.Anakiitle Oraminin Tahmininde Orneklem Genigligi Belirleme
S—Plus 2000 Coziimii



84

4.4.0ranlar Arasmdaki Farkhhgin Kargilastriimasmda Orneklem Genigligi
Belirleme
Ayni hastalifin tedavisi igin uygulanan iki cerrahi yontemden birisinde % 8,

digerinde ise % 17 oraninda komplikasyon goriildiigli samilmaktadir. Ikinci cerrahi
yOntemin birinciye gére 6nemli Slglide fazla komplikasyona neden oldugunu %1 giiven
diizeyinde ve %85 test giicli ile sOyleyebilmek igin kagar kisilik gruplar iizerinde
¢aligmak gerektigini tahmin ediniz.

Win Episcope 2.0:

4.10. Oranlar Arasidaki Farklibin Karsilastiriimasinda Orneklem Genisligi Belirleme
Win Episcope 2.0 Coziimii
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Minitab:

06.01.2005 12:35:00

Power and Sample Size

Test for Two Proportions

Testing proportion 1 = proportion 2 {versus <
Calculating power for proportiom 2 = 0,17
Alpha = 0,01

Sample Target Actual
Proportion 1 Size Power DPower
0, 080000 304 0,8500 0,8508

G,08

a,85

Opﬁnng... ]

4.11. Oranlar Arasindaki Farkiihgin Karsilastiriimasinda Orneklem Genisligi Belirleme
Minitab Coziimii
S—Plus 2000:

Power Table #4#%
pl p2 delta alpha power nl n2

0.08 0 -0.08 0.01 O0.85 159 159

0.08 17 16.92 0.01 0.85 NA NA

4.12. Oranlar Arasmdaki Farkliifin Kargilashnimasinda Orneklem Genigligi Belirleme
S—Plus 2000 Coziimii
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Swe

4.5.Bir Anakiitlede Hastah@1 Teshis Etmek I¢in Gereken Orneklem Genisligini
Belirlenmesi

Gogiis kanseri olan 100 kadindan 65’inde pozitif test sonucu alinmistir. Teghisin
dogru olup olmadigim aragtirmak i¢in %95 giivenilirlikle gereken 6rneklem genisligini
tahmin ediniz.

Win Episcope 2.0:

L

4.13. Bir Anakiitlede Hastalig1 Teshis Etmek icin Gereken Ornekiem Genisliginin Belirlenmesi
Win Episcope 2.0 Coziimii
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4.6.Eslestirilmemis Olgu—Kontrol Cahg;malannda Orneklem Genisligi Belirleme

Reye sendromu olan hastalarda Aspirin kullammiyla ilgili olgu-kontrol
¢alismas1 yapiliyor. Reye olmayan ama aspirin kullananlarin orani %36’dir. Viral
hastaliktan Once aspirin kullanimimin Reye sendromuna yakalanma olasilini 8 kat
arttirdigt  biliniyorsa %90 giivenilirlik ve % 80 test gliciiyle gereken o6rneklem
genigligini tahmin ediniz.

4.14. Eslestirilmemis Olgu—Kontrol Calismalarinda Orneklem Genisligi Belirleme
Win Episcope 2.0 Coziimii
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4.7 Eslestirilmis Olgu Kontrol Cahsmalarmda Orneklem Genisligi Belirleme
BCG’nin ¢ocukluk ¢ag1 tiiberkillozunu O6nleme konusu aragtirliyor.
Tiiberkiilozlu hastalarda ve kontrollerinde asilama oranlarmm karsilagtirmak icin olgu-
kontrol ¢aligmasi yapilmak isteniyor. Kontrollerin %35’inin agisiz oldugu tahmin
ediliyor. Aragtirmaci %10 6nem diizeyinde ve %85 test giiciiyle odds oramnin 1’den
anlamli gekilde farkli oldugunu gostermek istemektedir. Odds oramimin 3 olmasi
durumunda gruplar arasindaki farkin 6nemli olacag: distiniiliiyorsa her grupta en az

kagar kisi yer almalidir?

4.15. Eslestirilmis Olgu Kontrol Calismalarinda Orneklem Genisligi Belirleme
Win Episcope 2.0 Cozitmii
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4.8. Kohort (Grup Izleme) Caliymalarinda Orneklem Genisligi Belirleme

Cok merkezli bir klinik aragtirma ile bir kanser tiiriiniin tedavisinde kullanilan
iki farkli yontem karsilagtirilmak isteniyor. A ve B tedavileri hastalara rastgele
uygulaniyor ve hastalar 5 y1l boyunca izleniyor. Kullanilmaya yeni baglanan A tedavisi,
5 y1l boyunca niiks olasilifini yariya indirebilirse bagarili kabul edilecektir. B tedavisini
alan hastalarin %30’unda niiks goriildiigii biliniyor. “Tedaviler arasinda fark yoktur”
hipotezini %10 dnem diizeyinde %95 test gliciiyle reddetmek igin aragtirmaci her gruba

en az kagar kisi segmelidir?

4.16. Kohort (Grup izleme) Cahismalarinda Orneklem Genisligi Belirleme
Win Episcope 2.0 Coziimil
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4.9.Lojistik Regresyonda Orneklem Genisligi Belirleme
Orta yagl anakiitleye gore kolesterol diizeyi ile kalp hastalifi olasilifinin

bagimlilig1 arastinimak isteniyor ve bu amagla kolesterol artis1 icin B° >0 risk artis1
alternatifine karsi bagimsizlik ( g = O) testi inceleniyor. Siddetli kalp hastalign

olasiliginin, ortalama kolesterol diizeyinde 0.08 oldugu daha once yapilmis
caligmalardan elde ediliyor. Kolesterolde standart sapma artisi oldugunda bu olasilikta
%50 artiga (yani 0.12°ye) duyarli olacak test isteniyor. Bu bilgilere gore &rneklem
genigligini hesaplayimiz.

odds = 0.08 =(0.087
0.92

odds = %% =0.136 — Ortalamaya bakan standart sapma odds’u

0= 0—1—32 =1.57 — Odds Orani
0.087

A =10g(6)=0.450

A% =(0.450)" =0.202

@ =0.05 > Z 45 =1.645
B=0.10-2Z,,,=128

1+(1+4%Jexp(547/4)  1+(1.202)exp(5(0.202)/4) _ 2.548
1+exp(-4*/4) " 1+exp(-0.202/4) 1951

= 1.306

[z, +2,exp- 22 14} (1+275)
A

_ [1.645+1.28exp(—0.202/4)]2 (1+2(0.08)(1.306))

= 612
(0.08)(0.202)

Bu &rnege gore a ve S’min farkli degerleri i¢in hesaplanan &meklem

genislikleri agagidaki tabloda verilmigtir:
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alp |010]0,11 0,12 | 0,13 | 0,14 | 0,15 | 0,16 | 0,17 | 0,18 | 0,19 | 0,20
0,01 |(941 | 916 | 891 | 867 | 842 | 824 | 800 | 782 | 768 | 750 | 732
0,02 | 798 (775 | 752 | 730 | 708 690 | 669 | 652 | 639 | 623 | 607
0,03 | 717 {695 | 674 | 652 | 632 | 615 | 595 | 579 | 567 | 552 | 536
0,04 | 658 {637 {617 {596 | 576 [ 561 | 541 | 526 | 515 | 500 | 485
0,05 | 612 | 592 | 572 | 553 | 534 | 519 | 500 | 485 | 474 | 460 | 447
0,06 | 572 | 553 | 534 | 515 | 496 | 482 | 464 | 450 | 439 | 426 | 412
0,07 | 544 | 525 | 506 | 488 | 470 | 455 [ 438 | 424 {414 | 401 | 388
0,08 | 516 | 497 | 479 | 461 | 444 | 430 | 413 | 400 | 390 | 377 | 364
0,09 (489 [ 471 | 453 | 436 | 419 | 405 | 389 | 376 | 366 | 354 {342
0,10 | 466 | 448 | 431 (414 (398 | 385 | 369 | 356 | 347 | 335 | 323

4.1.Lojistik regresyonda cesitli @ ve [ degerlerine gore

drneklem genislii hesaplamalarn

Buna gore; giivenilirlik sabit tutulup gii¢ arttirildiginda 6rneklem genigliginin
azaldig1, giic sabit tututup glivenilirlik artinldiginda Srneklem genigliginin yine azaldig

goriiliir,
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SONUC ve ONERILER

“Klinik Denemelerde Orneklem Genisligi Belirleme” baglikli bu tezin
uygulamasmda Win Episcope 2.0, Minitab ve S—Plus 2000 paket programlarn
kullamlmistir. Her bir paket programda elde edilen sonuglar yaklasik olarak esit
olmasina ragmen bazi farkliliklar gostermektedir. Farklihk; bu paket programlarin
kullandig1 &rnek biiyiikligii hesaplama yaklagimlarindan kaynaklanmaktadir. Ancak
uygulamacilar igin bunlardan bir tanesinin kullanilmas: yeterli olacaktir.

Bu tezin igerisinde verilen ancak uygulamada g@sterilmeyen 6nsel bilgilerin yani
daha 6nceki benzer ¢alisma gruplarindan elde ettigimiz subjektif bilgilerin hesaplamaya
katildig1 Bayesci yaklagimin daha detayl: incelenmesi ve uygulanabilirliginin gosterimi

gelecekte yapilacak ¢aligmalar i¢in bize y6n verecektir.
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