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Coklu Video Goriintiileri Uzerinde Akilli Hedef Takibi
Seving AY
Doktora Tezi

FIRAT UNIVERSITESI
Fen Bilimleri Enstitiisii

Yazilim Miihendisligi Anabilim Dali

Temmuz 2023, Sayfa: xii +96

Son yillarda, teknoloji alaninda yasanan gelismelerle birlikte kamera, veri depolama cihazlar1 ve
yazilim sistemleri bilesenlerinden olusan gorsel gézetim sistemlerinin kullanimi da yayginlagmistir. Gorsel
gbzetim yapmak i¢in kullanilan bu sistemler, nesneler veya insanlarin hareketlerini, davranislarin
gozlemlemede yaygin olarak tercih edilmektedirler. Trafikte kullanilan g6zetleme sistemlerinde ¢esitli
algoritmalar sayesinde kalabaliklar arasinda stipheli sahislarin ya da araglarin anormal davraniglarinin tespiti
miimkiin olmaktadir. Bu hareketlerin dogru bir sekilde tespit edilmesi olusabilecek birgok tehlikenin dnceden
tespitine ve engellenmesine yardimci olmaktadir. Glinliik yagsamdaki bir¢ok alanda gorsel takip sistemlerinin
kullanilma gereksinimi, son yillarda arastirmacilarin nesne takibi konusuna olan ilgisini arttirmistir. Nesne
tespiti ve takibi, gorsel gézetim sistemlerinin yorumlanmasi amaciyla giderek daha yaygin olarak
kullanilmaktadir.

Tez c¢alismasi kapsaminda bir yol glizergadhinda bulunan birden fazla kameradan alinan ¢oklu video
goriintiileri kullanilmistir. Bu tez ¢aligmasinin ilk asamasinda, siipheli olarak nitelendirilen bir aracin ¢oklu
trafik video goriintiileri iizerinde gelistirilen arag takip yontemi kullanarak izlenmesi saglanmustir. ikinci
asamasinda aracin goriintiilenebilecegi kameralarin belirlenmesi saglanmigtir. Son agamada ise derin
O0grenme tabanli nesne tanima algoritmalari kullanilarak siipheli aracin tespit edilme islemi
gergeklestirilmistir. Tez ¢alismasinda sirastyla Bolge Tabanli Evrigimli Sinir Ag1 (B-ESA), Daha Hizli Bolge
Tabanli Evrigimli Sinir Agi (Daha Hizli B-ESA) ve Yalnizca Bir Kez Bakarsiniz (YOLO) kullanilmustir.
Deneysel sonuglardan elde edilen ortalama kesinlik degerlerinin ortalamasi (mean Average Precision-mAP)
karsilagtirilmis ve Daha Hizli B-ESA derin 6grenme modelinin ResNet101 omurga agi ile egitilmesi ile elde
edilen % 89 degerinin en yiiksek ortalama oldugu belirtilmistir.

Anahtar Kelimeler: Derin Ogrenme, Arag Takibi, Ara¢ Tespiti, B-ESA, Daha Hizli B-ESA, YOLO
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ABSTRACT

Intelligent Target Tracking on Multi Video Images
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In recent years, with the developments in the field of technology, the use of visual surveillance
systems consisting of camera, data storage devices and software systems has become widespread. These
systems, which are used for visual surveillance, are widely preferred in observing the movements and
behaviors of objects or people. Thanks to various algorithms in the surveillance systems used in traffic, it is
possible to detect the abnormal behavior of suspicious persons or vehicles among the crowds. Accurate
detection of these movements helps to detect and prevent many dangers that may occur. The need to use
visual tracking systems in many areas of daily life has increased the interest of researchers in object tracking
in recent years. Object detection and object tracking is increasingly used for the interpretation of visual
surveillance systems.

Within the scope of the thesis study, multiple video images taken from more than one camera located
on a road route were used. In the first stage of this thesis, a vehicle, which is considered suspicious, was
monitored using the vehicle tracking method developed on multiple traffic video images. In the second stage,
it was ensured that the cameras on which the vehicle could be viewed were determined. In the last stage, the
suspicious vehicle was detected by using deep learning-based object recognition algorithms. In the thesis
study, Region-Based Convolutional Neural Network (CNN), Faster Region-Based Convolutional Neural
Network (Faster CNN) and You Only Look Once (YOLO) were used. The mean average precision (mAP)
obtained from the experimental results were compared and it was stated that the 89% value obtained by
training the Faster CNN deep learning model with the ResNet101 backbone network was the highest mean.

Keywords: Deep Learning, Vechile Tracking, Vechile Detection, Fast RCNN, Faster RCNN, YOLO
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SIMGELER VE KISALTMALAR

Simgeler

A : Etiketlenen hareket alani

B; : Piksel s’de ki arka plan degeri

Ykt : Kovaryans matrisi

P(X;) . Gauss olasilik degeri

T : Esik deger

Ui : Gauss fonksiyonunda ortalama deger

Wit . Gauss bilesenlerinin agirlik degeri
Kisaltmalar

AC : Arka Plan Cikarimi

B-ESA : Bolge Tabanli Evrisimli Sinir Ag1

BLOB - Ikili Biiyiik Besne (Binary Large Object)

BTA : Bolge Teklif Ag

BUK : Birlesme Uzerinden Kesisim

CNN : Convolutional Neural Network

Daha Hizli B-ESA : Daha Hizli Bolge Tabanli Evrigimli Sinir Ag1
DN : Dogru Negatif

DP : Dogru Pozitif

DVM : Destek Vektor Makineleri

ESA : Evrisimli Sinir Ag1

Fast R-CNN : Hizli Bolge Tabanli Evrisimsel Sinir Agi
Faster R-CNN : Daha Hizli Bolge Tabanli Evrisimsel Sinir Agi
GiB : Grafik Islem Birimi

GKM : Gauss Karisim Modeli

Hizli B-ESA : Hizli Bolge Tabanli Evrisimli Sinir Ag1

IBH : 1lgi Bolgesi Havuzlama

mAP - Ortalama Kesinlik Degerlerinin Ortalamasi (Mean Average Precision)
OICA - Uluslararast Motorlu Arag Ureticileri Orgiitii
OSA : Ozyinelemeli Sinir Aglar1

RCNN : Bolge Tabanli Evrisimli Ag

REDB : Duzlestirilmis (Rektifiye Edilmis) Dogrusal Birim
SACON : Ornek Mutabakat (Sample Consensus)

TAD : Tek Atig Detektorii

YOLO . Yalnizca Bir Kez Bakarsiniz (You Only Look Once) Algoritmast
YSA : Yapay Sinir Ag1

YN : Yanlis Negatif

YP : Yanlig Pozitif

Xii



1. GIRIS

Video kayit sistemlerinin basta giivenlik uygulamalar1 olmak {izere hayatimizin bir¢ok
alaninda yaygin sekilde kullammmi giin gectikge artmaktadir. Video kayit sistemlerinin temel
bileseni olan kameralar ile akilli giivenlik sistemleri, biyometrik tanima, medikal goriintiileme ve
iiriin kalite denetim uygulamalar1 yapmak miimkiin olmaktadir. Temel goriintii algilayicilari olarak
kabul edilen kameralar tarafindan yapilan video gozetimi, aligveris merkezleri, bankalar, trafik
yogunlugu olan bolgeler, kalabalik ortamlar ve sinirlar gibi giivenlik denetimin yiiksek oldugu
bolgelerde uzun siiredir yaygin bir sekilde kullanilmaktadir [1, 2].

Kamerali sistemlerin en yaygin kullanildig1 alanlardan birisi gorsel gozetim sistemleridir.
Gorsel gozetim sistemleri genellikle kameralar, goriintii isleme yazilimlar1 ve veri depolama
cihazlarindan olusmaktadir. Kameralar, goriintiileri toplamaktadir ve bu goriintiiler goriintii isleme
yazilimlar1 tarafindan islenerek kullanilmaktadir. Islenen veriler daha sonra depolama cihazlarina
kaydedilmekte ve gerektiginde erisilebilir hale getirilmektedir. Bu sistemler, insanlar tarafindan
yiriitilen gozetim gorevlerinin yerine gecebilmekte ve zaman, maliyet ve hata oranlarini
azaltabilmektedir [3, 4].

Gorsel gozetim sistemlerinin trafikte kullanimi araglarin giderek daha popiiler hale geldigi
modern yasamda, trafik araclarimin takibi ve sehir giivenliginin saglanmasi amaciyla daha fazla
ilgilenilen bir alan haline gelmeye baslamistir [5]. Trafik gdzetleme sistemlerinin yayginlagsmasi bu
sistemler iizerinde arag tespitinin ve takibinin gerekliligini ortaya cikarmustir. Ozellikle trafik
senaryolarinda araglarin tiirii ve konumu tiim trafik ortamini biiyiik 6l¢lide etkileyen bir husus
olabilmektedir. Bu nedenle de trafik araglarinin dogru tespiti kentsel trafik yonetimi i¢in oldukca
onemlidir [6]. Trafik gozetleme sistemlerinin yayginlagmasi arag tespiti ve takibi alaninda yasanan
problemleri de artirmigtir.

Diinyada ki ara¢ sayis1 giin gectikce artmaktadir. Uluslararast Motorlu Ara¢ Ureticileri
Orgiitii (International Organization of Motor Vehicle Manufacturers, OICA), 2021 yilinda yaklasik
71 milyon arag tiretildigini bildirmektedir. Giin gegtik¢e artan sayida aracin yonetilmesi, diinya
capindaki iilkelerin ugrasmak zorunda oldugu en biiyiik sorunlardan biridir. Klasik ara¢ takip
teknikleri ve nesne tanima algoritmalari, artan veri miktar1 ile basa ¢ikmakta zorlanmaktadirlar. Bu
zorlu gorevle basa ¢ikmak icin her gegen giin yeni yontemler ve algoritmalar ortaya ¢ikmaktadir
[6, 7].

Son yillarda ara¢ tespiti ve ara¢ takibi alaninda ¢ok sayida yontem tasarlanmistir. Bu
yontemlerden derin 6grenme tabanli olan yaklagimlar giderek one ¢ikmaktadir [8]. Bilgisayarl
gorme alaninda yaygin olarak kullanilan giiglii 6grenme yeteneklerine sahip Evrisimsel Sinir Aglar1
(ESA) ile arag tanima teknolojisi biiyiik 6l¢iide gelismistir. Gliglii 6zellik ¢cikarma yetenegine sahip

ESA, insan biligsel sisteminin islevsel yeteneklerini yapay olarak ¢ogaltmak i¢in tasarlandigindan,



geleneksel yontemlere kiyasla ¢esitli bilgisayarla gorme gorevlerinde daha iyi performanslar ortaya
¢ikarmaktadir. Donanim teknolojilerinde ivme kazanan gelisimler ve 6zellikle paralel hesaplama
icin grafik islem birimi (GIB) kullanmimiyla birlikte, birgok derin 6grenme algoritmasmin da
kullanimi yayginlagsmaya baslamistir. Bolge Tabanli Evrisimli Sinir Ag1 (B-ESA), Hizli Bolge
Tabanl1 Evrisimli Sinir Ag1 (Hizli B-ESA), Daha Hizli Bolge Tabanli Evrisimli Sinir Ag1 (Daha
Hizli B-ESA) ve yine nesne tanima amagli Yalnizca Bir kez Bakarsiniz (YOLO) vb. bir¢ok derin
O0grenme yontemi arag tespiti amaciyla kullanilmaya baslanmugtir [5, 6, 8].

Daha Hizli B-ESA algoritmasi, yiliksek hassasiyete ve giiglii tespit oranlarina sahiptir.
Karmasgik trafik ortamlarinda ¢ok nesneli algilamanin yiiksek dogrulugunu ve hizini saglayabildigi
ayrica hareketli kii¢iik nesnelerin taninmasinda gosterdigi basaridan dolay1 bir¢ok arastirmaci
tarafindan temel alinarak kullanilmaya baslanmistir. Bu nedenle, bu ¢alismada agirlikli olarak Daha
Hizli B-ESA ve YOLO tabanli ara¢ tanima yontemleri gibi derin sinir aglarina odaklanilmistir [6,

8, 9].

1.1. Problem Durumu

Gorsel gozetim sistemlerinde hedef/nesne takibi problemi nesnenin elde edilmesi ve
nesnenin takibi olmak tizere iki temel baslik altinda incelenmektedir. Video tizerindeki hedef
takibinin temel amaci, takip edilen nesnenin pozisyonu, yonii ve hizi gibi zamansal bilgilerini
¢ikartmaktir. Sonraki asamada videonun ardisik g¢erceveleri kullanilarak videodaki takip edilen
hedefler arasinda benzerlik iliskisi aranmaya caligilmaktadir. Videoda hedef takibi yapilabilmesi
icin tespit islemi gerceklestirilmelidir. Bu nedenle takip ve tespit islemleri birbiriyle yakindan
iligkilidir [1, 2, 10].

Hedef tespiti ve takibi alaninda uzun yillardir siirdiiriilen ¢alismalara ragmen hala bazi
problemlerin ¢6ziimiine yonelik istenilen asamaya gelinemedigi goriilmektedir. Bunlarin en 6nemli
olanlar1 arasinda coklu hedef takibi, yapilan dlgiimlerin hedefler ile eslestirilememesi, yanlis
yorumlamalar sonucu olusan yeni hedefler veya yeni hedeflerin tespiti ile birlikte eski hedeflerin
silinememesi gibi problemler 6nemli yer tutmaktadir. Giiniimiizde hedeflerin ortiismesi ve capraz
gecisler yapilan galigmalarda ¢6ziilemeyen en 6nemli problemler olarak gosterilmektedir [8, 9, 10].
Bunlarin diginda 3 boyutlu gercek goriintii uzaymdan 2 boyutlu imge uzayina doniisiimle birlikte
olusan kayiplar, giirtiltii, hareketli ve karmasik arka plan, eklentili nesne yapis1 ve karmasik nesne
hareketleri, yar1 veya tam ortiisme durumlari, sahnede gergeklesen farkli aydinlanma sartlar1 gibi
nedenlerden dolayr goriintii isleme yaklagimlarinin basarimini diistirmektedir [11].

Literatiirdeki ¢alismalar incelendiginde 6l¢iim ve hedefin eslestirilmesi amaciyla uzaklik,
ve hedefin biiyilikliigli parametre olarak kullanilmaktayken, hedeflerin ortiismesi amaciyla hedefin
rengi ve biiylikliigli parametre olarak kullanilmaktadir [10, 11]. Hedef takibinde iki dnemli unsur

vardir. Bunlar takip edilen hedef sayisi ve kullanilan kamera sayisidir. Yapilan ¢calismaya bagh



olarak takip edilecek nesne bir ya da birden ¢ok olabilmektedir. Hedefin durumuna gore sabit ya
da hareketli bir kamera ya da birden fazla kamera kullanilabilmektedir. Coklu kamera 6zellikle
sahnede simirli gorls acist oldugu durumda veya Ortiisme problemlerine ¢oziim olarak tercih
edilmektedir. Bu durumda yine kameralar arasindaki veri iletisimi hedef takibinde kolaylik
saglamaktadir. Buna ragmen kamera sayisinin artmasi islem karmasikligini arttirarak baska
problemlere yol agmaktadir [11].

Biitiin bu sorunlara ¢6ziim getirmek amaciyla birden fazla video goriintiisii iizerinden giirbiiz
bir hedef takip sistemi, diger bir tanimla hedef takibini zorlastiran olumsuz etkenlere kars1 dayanikli
ve etkili bir takip sistemi gergeklestirmek, bu tezin en 6nemli hedefini olusturmaktadir. Literatiirde
incelenen temel hedef tespitinde ve takibinde kullanilan yaklagimlar incelendiginde birden fazla
yontemin oldugu goriilmektedir. Calisma kapsaminda farkli yontem ve tekniklerin uygulanarak

karsilastirilmasi ve iyilestirilmesi gerceklestirilmistir.

1.2. Tezin Amaci

Gorsel gozetim sistemlerinde kullanilan nesne veya hedef takibi uygulamalari, trafik
kontrolii, insan davranmiglarinin izlenmesi, ara¢ navigasyonu gibi bilgisayarli gdérme
uygulamalarinin temelini olugturmaktadir. Bu sistemlerde nesne ya da hedefin bulundugu yerin
dogru sekilde tespiti birgok anormal olarak kabul edilen olayin tespit edilmesini kolaylagtirmaktadir
[12].

Gorsel gozetim sistemlerinde alinan kayitlar {izerinde yapilan siipheli arama, kontrol ve
izleme islemlerini kapsayan denetleme islemi, elle, yari-otomatik veya tam-otomatik gozetim
olmak {izere {i¢ baslik altinda incelenebilmektedir. Elle yapilan denetlemede video kayit
sistemlerindeki kayitlar bir insan tarafindan denetlenmektedir. Yari otomatik denetimde
goriintiilerde 6nemli bir hareket oldugu durumlarda kayit yapan bir kamera bulunmakta ve yapilan
kayitlar daha sonra bir insan tarafindan detayli bir sekilde incelenmektedir. Tam otomatik
denetimde insan takibinden bagimsiz bir sekilde kontrol, denetim, analiz ve raporlama islemleri
gerceklesmektedir [1, 2].

Literatiirdeki hedef takibi ¢aligsmalar1 incelendiginde ¢ogunlukla kisitli bir bolgede bir ya da
birden fazla kamera ile yapilan kayitlar iizerinde bilgisayarl gorii ¢alismalar1 yapilarak belirlenen
hedefin takibinin yapilmasi iizerine yiiriitildiigii goriilmektedir. Bu tez calismasinda hedefin bir
kamerada tespitinden sonra hedefin ilerleme yonii, hizi ve sahnede ki siiresi goz oOniinde
bulundurularak bolgedeki diger kameralarda hedefin takibine devam edilmesi ve tespit edildigi
belirlenen tiim kameralarda goriintiilenme siireleriyle birlikte raporlanmasi amaglanmaktadir.
Takibin gozlemlenecegi diger kameralardan elde edilen kayit siiresinin tamaminin degil hedefin

olma ihtimalinin oldugu siirenin 6ncesi ve sonrasindan baslayarak olusturulacak algoritmayla belli



siire araliklarimin izlenmesi saglanmasi ve bdylelikle hedef takip siiresinin kisaltilmsi
hedeflenmistir.

Birden fazla kamera kaydinda bir hedefin yada siiphelinin takibi giivenlik ekiplerine destek
olabilecegi gibi bircok sorunun ¢oziimiinde hem insan giiciinden hem de zamandan tasarruf
saglayacaktir. Istanbul’da 2022 yilinda Istiklal Caddesi'nde meydana gelen bir bombali saldir1
eyleminde Istanbul Emniyet Miidiirliigii ekipleri tarafindan, giivenlik kameralarinca kaydedilen
goriintiiler tizerinden siiphelinin eskalini tespit etmek i¢in yogun c¢alisma baslatilmisti. Polis
ekipleri, meydana gelen patlamanin hemen ardindan harekete gegmis ve genis ¢apli bir inceleme
yapilmigtir. 1200 giivenlik kamerasini inceleyen ekipler sayesinde, olaym failinin kamera
goriintiilerinden tespit edilerek yakalanmasi saglanmustir [ 13]. Boyle bir inceleme i¢in onlarca polis
memuru gorevlendirilip saatlerce kayitlar incelenmistir. Bu tez calismasinda, siipheli takibi ve
hedef arama gerektiren durumlarda video kayitlariin incelenmesi ve denetlenmesi isleminin
otomatik hale getirilmesi ve bu sayede insan giicii ile zamanin etkin kullanimmin saglanmasi
amaglanmaktadir.

Bu tez calismasi kapsaminda birden fazla video goriintiisii lizerinde izlenmesi gereken
hedefin belirlenmesi, algilanmasi ve takip isleminin gergeklestirilmesi hedeflenmistir. Hareketli
nesnenin gidis yonii, hiz1 ve kayit siiresi goz oniinde bulundurularak o giizergahta bulunan diger
kamera kayitlar1 icerisinden uygun olan belirlenerek takibin devami saglanmaya c¢alisilmistir. Bu
takip isleminin hizli ve dogru bir sekilde gerceklestirilebilmesi i¢cin mevcut yontemlerin yani sira
probleme uygun yeni algoritmalarin gelistirilmesi veya mevcut olanlarin iyilestirilmesi
planlanmaktadir.

Tez caligmasmin ana amact giivenlik amaciyla kullanilan video gdzetleme sistemlerinden
alman kayitlarin otomatik incelenmesini saglamak ve daha kisa siirede belirlenen hedefin tespit
edilmesini gergeklestirmektir. Bu calismada hedefin 6zellikle karsilasilan engellere ve araglarin
yakinlig1 gibi goriintli bozucu kosullara ragmen takibin devam edebilmesi i¢in yeni bir algoritma
gelistirilmistir. Ayrica hedef aracin bir yolun birden fazla noktasinda goriintii alabilen kamerada

tespiti saglanmaya calisilmstir.

1.3. Literatiir incelemesi

Literatiirde nesne tanima ve nesne takibi yapilan birrgok arastirma mevcuttur. Tez
calismasinin bu boliimiinde arag takibi ve arag tespitini de igeren bu ¢alismalara dair bir literatiir
incelemesi sunulmustur. Bu calismalar nesne takibi ve nesne tespiti olmak tizere iki baslik altinda

incelenmistir.



1.3.1. Nesne Takibi Calismalari

Kiratiratanapruk ve ark. [14], tarafindan oOnerilen ¢aligmada bir trafik izleme
sisteminde nesne takibi i¢in gradyan tabanli bir 6n plan algilama teknigi sunulmustur. Video
gbzetim sistemlerinde nesne tanima ve nesne izlemenin en 6nemli asamalar oldugu belirtilen
calismada nesne tanima adimina odaklanilmistir. Video {izerinde hareketli nesne tanimaya yonelik
en tamel yaklasim arka plan ¢ikarma yaklasimidir. Arka plan gesitli tekniklerle belirlenebilmektedir
ancak bu tekniklerin bir¢ogu cesitli dis etkenlerden kolaylikla etkilenmektedir. Caligma
kapsaminda 151k degisimlerine duyarl gelistirilmis kenar algilama tabanli bir arka plan modelleme
yaklagimi Onerilmistir. Bu yontem popiiler olan arka plan modelleme teknikleri ile
kargilastirilmigtir. Ayrica literatlirdeki yaklagimlar ile Onerilen yaklasim arasinda, aydinlatma
degisikligi altinda 6n plan algilamasinin karsilagtirilmasi yapilmistir. Calismada 6nerilen teknik ile
diger teknikler arasindaki hesaplama siireleri arasindaki farklar dikkate alinmistir. Elde edilen
sonuclarda gelistirilen yoOntemin, dig ortamlarda 151k degisimlerine ve video kamera
sensoOr karakteristigine karsi dayanakli, 6n plan nesneleri i¢in yiiksek algilama oranlarina sahip
oldugu goriilmiistiir.

Liu ve ark. [15], optik akis tabanli bir ara¢ takip yontemi sunmuslardir. Akilli ulasim
sistemleri i¢in arag¢ takibinin onemine vurgu yapilan c¢alismada arag¢ takibini zorlastiran GSlgek
degisimleri, diisik ¢ozintrlikli veriler ve benzer renklerin karismasi gibi sorunlara da
deginilmistir. Calisma kapsaminda ilk olarak aracin goriintiideki ilk ¢ercevelerde yoOniini
belirleyebilmek i¢in optik akis yontemi kullanilmistir. Ayrica 6rnekleme takip algoritmasi olarak
adlandirilan gelistirilmis bir Markov zinciri modeli dnerilmistir. Bu yontem ile 6lgek degisikligi
problemine ¢oziim getirilebilmistir. Ozellikle ilk ¢ergevelerde aracin hareket yoniinii
belirleyebilmek icin kullanilan optik akig yontemi ayni zamanda aracin hareket hizinin da elde
edilmesini saglanustir. ikinci olarak yeni ve benzer bir aracin sahneye girisinde olusabilecek
problemleri gidermek i¢in mesafe faktorii dikkate alinmaktadir. Daha diisiik c¢oziintirlikli
videolarda arag¢ takibi yapabilmek i¢in bir 6zellik sablonu sunulmustur. Calisma kapsaminda
kullanilan Monte Carlo 6rneklemesi rastgele bir 6érnekleme yontemi oldugundan, birka¢ deney
yaparak farkli parcacik sayilari i¢in en yiiksek, en diisiik ve ortalama dogruluk oranlarimin
karsilastirilmasi yapilmistir. Calismada benzer renkli araglarin yarattigr algilama sorunlarini
giderecek bir mesafe faktorii lizerine odaklanilmistir. Bu soruna ve diigiik ¢oziiniirliikk sorunlarina
¢Oziim sunulabilmistir. Sonug¢ olarak geleneksel algoritmalardan daha iyi performansa sahip bir
takip algoritmasi 6nerilmistir.

Sushmitha ve ark. [16], trafikte birden fazla aracin takibi lizerine yaptiklar1 ¢aligmada yeni
bir algoritma sunmuslardir. Video gdzetim sistemleri iizerinde ¢oklu araba takibi yapilan ¢aligmada
yontemin, trafikte sikisiklik problemlerini ¢ozmek, olay mahallinde ki silipheli tespiti, kaza ve

hirsizlik tespiti gibi alanlarda kullanilmasi amaglanmistir. Araglarin hareket halinde seklinin



algilanmasi ile ilgili sorunun istesinden gelmek amaciyla video gergevelerine bir dizi teknik
uygulanmigtir. Bu teknikler cergevelerin doniistiiriilmesi, 6n isleme, hareket boliimlendirme,
ozellik ¢ikarma ve izleme olarak siralanabilmektedir. Farkli modiillere dayali olan teknikler bir
araya gelerek ¢oklu araba takibi yapmak icin tasarlanmis yontemin temelinini olusturmaktadir.
Videolar sisteme girdi olarak alindiktan sonra bir goriintii dizisine doniistiiriilmektedir. RGB olarak
alman goriintiiniin rengini diizeltmek igin griye doniistiiriilen goriintii {izerine on islemler
uygulanmaktadir. On plan gériintiisiiniin elde edilebilmesi amaciyla arka plan ¢ikarma teknigi
kullanilmistir. Blob analizi kullanilarak, goriintiiniin bolgesi ile nesnenin simirlayict kutusu
belirlenmekte ve 6n plan nesnesindeki fazla giiriiltiiler giderilmektedir. Hareket halindeki nesnenin
konumu, nesne takibi yardimiyla elde edilmektedir. Video dizisi igerisinde aridisik ¢ergevelerde
hedef nesne takip edilmektedir.

Nguyen [17], tarafindan hazirlanan c¢aligmada MobileNet omurga yapisim1 kullanan
gelistirilmis Daha Hizli B-ESA kullanilarak daha hizli arag tanima uygulamasi yapilmustir.
Calismada derin evrisimli sinir aglarinin akilli ulagim sistemlerinde gdsterdigi bagsarima ragmen
ara¢ yogunlugu ve tikaniklik durumlart ile goriintiide aracin kesilmesi durumlarinda hala istenilen
seviyeye ulagilamadigiin alti ¢izilmistir. Caligmada 6nce Daha Hizli B-ESA'de temel evrisim
katmanini olusturmak icin MobileNet mimarisi kullanilmis daha sonra, bolge oneri agindan sonra
onerilen algoritma ile, yinelenen teklif sorununu ¢6zmek amaglanmustir. ilgi alan1 havuzlama (IBH)
katmanindan sonra siniflandirmak ve tespit edilen her arag i¢in sinirlayici kutuyu belirlemek tizere
MobileNet mimarisindeki derinlemesine ayrilabilir evrisim yapisi kullanilmistir. Calisma
kapsaminda KITTI arag veri seti {izerinde deneyler yapilmistir. Sonug olarak onerilen yaklagimin
hem algilama dogrulugu hem de ¢ikarim siiresi agisindan orijinal Daha Hizli B-ESA’ya kiyasla
daha iyi performans elde ettigini belirtilmektedir. Onerilen yontemin performansi, orijinal Daha
Hizli B-ESA cercevesine kiyasla KITTI test setinde % 4 ve kullandiklar1 diger test setinde %24.5

oraninda iyilestirilmistir.

1.3.2. Nesne Tespiti Calismalari

Tez caligmasinin bir diger asamasini olusturan nesne tespti alaninda her gegen giin yenilenen
yontemlerle oldukca basarili sonuglar elde edilebilmektedir. Literatiirde bu alanda yapilmis
caligsmalar agagida sunulmustur.

Luo ve ark. [6], tarafindan yapilan ¢aligsmada trafik sahnesi goriintiilerinden arag tespit etmek
amaciyla 6zellik zenginlestirme ile Daha Hizli B-ESA’ya dayali bir model sunulmustur. Karmagsik
aydinlatmaya sahip ortamlarda, nesne tanimanin giiclestigi durumlarda yiiksek cozlinirliklii
goriintiileri dnceden isleyerek ¢oziimler sunulmaya ¢aligilmistir. Gorlintiilerdeki 151k degisimi ve
gdlge etkisini azaltmak igin Retinex tabanli bir diizeltme algoritmasi kullanilmistir. Ozyinelemeli

Sinir Aglar1 (OSA), ile nesnelerin algilanma performans: arttirilmak istenmistir. Calisma



kapsaminda Daha Hizli B-ESA optimize edilmis ve ¢apraz katman baglantilarini iireten ¢ok
katmanl bir 6zellik ¢ikarma ydntemi sunulmustur. Onerilen modelde 6zellik zenginlestirilmesi ile
birlikte cok katmanli 6zellik bilgisini birlestirerek hedef bilgisi elde edilmektedir. Ozellikle kiigiik
hedeflerde hedef tespitinde literatiirdeki calismalara goére saglam bir model oOnerildigi One
striilmistiir. Deneysel calismalarda algilama verimliligini arttirabilmek i¢in veri kiimesine uygun
capalar olusturmak amaciyla K-ortalama kiimeleme algoritmasi kullanilmigtir. UA-DETRAC veri
setindeki dort arag kategorisi i¢in yiiksek algilama sonuglari elde edilmistir. Literatiirde kullanilan
benzer yontemlerle karsilastirildiginda, bu yontem dogrulukta onceki c¢alismalardan yiiksek
dogruluk elde etmesine ragmen Onerilen modelin simiflandirma siirecinde sadece dort tip arag
bulunmasi da en biiylik sinirlilik olarak ortaya ¢ikmaktadir. Ayrica gercek sahneler iizerinde
onerilen modelin dogruluk oranmi diigmektedir. Bu nedenle gelecekteki arastirmalar igin, arag
sayisinin arttirilmasi gerektigi ve gercek sahnelerin uygulanmasini kolaylastirabilmek i¢in algilama
hizinin arttirilmasi gerektigi ¢aligmanin sonunda tavsiye edilmistir.

Maity ve ark. [8], akilli trafik gdzetimi sistemlerinde otomatik hareket eden araglarin tespiti
izerine bir ¢alisma yapmislardir. Araglarin dogru sekilde tespit ve takibinin yapilmasini amaglayan
bircok caligmay1 incelenmisler ve sert hava kosullar1 ve uygunsuz aydinlatma ortamlarinda
basariminin diistiigiinii belirtmislerdir. Calisma kaspsaminda Daha Hizli B-ESA ve YOLO tabanl
ara¢ tespit ve takip metotlar1 karsilagtirilmistir. Literatiirdeki ¢aligmalar incelendikten sonra,
bugiine kadar Onerilen izleme yontemlerinin ¢ogunlukla manuel olmasi ve yalnizca kamera
gorilintiisiine bagli olmasi nedeniyle izleme yontemlerinin gelistirilmesi gerektigi sonucuna
varildigi bildirilmistir. Calismada arag tespiti yapmanin yani sira, carpismalart dnlemek amaciyla
ara¢ takip etmenin de dnemi iizerinde durulmustur. Ayrica YOLO siirim 5 kullanilan bir arag
tanima sistemi tasarlanmasi ve uydu goriintiileri kulanilarak farkli ara¢ simiflar1 arasindaki
benzerlikleri ve kii¢iik boyutlu araglari tanima {izerine de ¢alisilmasi tavsiye edilmistir.

Wang ve ark. [9], tarafindan hazirlanan calismada gelistirilmis Daha Hizli B-ESA
kullanilarak trafik isaretleri taninmistir. Calismada trafik isaretlerini tanima {izerine yapilan
calismalarin once ilgi alanlarmin belirlendigi ve sonra goriintli analizi uygulandigi ancak bu
yaklagimin egitim slirecinde yasattig1 sorunlara deginilmistir. Bu nedenle tek adimli bir 6grenmeye
dayal1 bir ¢oziim Onerisi sunulmustur. Trafik goriintiilerinden kiigiik nesneleri algilayabilmek i¢in
once Daha Hizli B-ESA kullanilmistir. Sonraki asamada yiiksek kaliteli bolge onerilerinden, ag
optimize edebilmek i¢in yeni bir yontem sunulmustur. Ayrica, daha ayirt edici 6zellikler elde
etmek amactyla 6nerilen agin omurga yapisi olarak Res2Net kullanilmistir. Tsinghua-Tencent 100k
veri seti lizerinde yapilan deneyler ile 6nerilen algoritmanin dogruluk ve geri cagirma degerlerinde
diger algoritmalardan yliksek performans elde ettigi bildirilmistir.

Arinaldi ve ark. [18], tarafindan trafik videolarindan arag tespit ve siniflandirilmasi i¢in Daha

Hizli B-ESA temelli bir trafik analiz sistemi sunulmustur. Calismada bu analiz kapsaminda arag



sayimi, arag tipi siniflandirmasi, videodan arag¢ hizinin tahmini ve serit kullaniminin izlenmesi gibi
islemler yapilmistir. Dolayisiyla Onerilen sistemin temeli trafik videolarinda araglarin tespiti ve
siniflandirilmasr islemleridir. Bu amagla iki model uygulanmustir. ilk olarak Gauss Karisim Modeli
ile Destek Vektor Makinas1 birlikte kullamlmustir. ikinci olarak ise goriintiilerdeki nesnelerin
tespitinde elde ettigi basarimindan dolayr Daha Hizli B-ESA kullanilmistir. Deneyler sonucunda,
Daha Hizli B-ESA’nin statik, ¢akisan veya gece kosullarindaki araglarin tespitinde ilk Onerilen
modelden daha iyi performans gosterdigi belirtilmistir.

Fan ve ark. [19], Daha Hizl1 B-ESA’nin nesne tespiti calismalarinda yiiksek performans elde
etmesi sonucunda arag tespiti calismalarinda performansi daha yakindan incelemistir. Parametre
ayarlar1 ve algoritmik modifikasyon yoluyla Daha Hizli B-ESA’nin arag algilama performansinin
onemli 6l¢iide arttirildign belirtilmistir. KITTI veri seti izerinde kapsamli deneyler gerceklestirilen
calismada performansin arttirilmasi igin yapilacak uyarlamalara da yer vermislerdir. Omurga ag1
olarak VGG tercih edilmistir. Daha Hizli B-ESA {izerinde hem egitim hem de test dlgek boyutu
degerleri farklilastirilarak, bolge teklif degerleri, yineleme degerleri degistirilerek, yerellestirme ve
tanima analizi dahil ara¢ tanmima gdrevinde calisma stireleri kiyaslanmistir. Aragtirmacilar
calismanin Daha Hizli B-ESA’nin sinirliliklarint ve farkli veri setlerine uygulanmasini arastiran
gelecek arastirmalara yol gosterici olacagini bildirmislerdir.

Cao ve ark. [20], Daha Hizli B-ESA nin kii¢iik nesnelerin algilanmasinda elde ettigi basarisi
on plana ¢iktig1 igin bu alanda yeni bir algoritma sunmuslardir. ki asamali algilama fikri
kullanilarak konumlandirma asamasinda sinirlayici kutu regresyonu igin gelismis bir kayip islevi
onerilmektedir. Ayrica ilgi bolgeleri havuzlama (IBH) islemi icin ise dogrusal enterpolasyon
kullanilmistir. Nesne tanima asamasinda konumlandirma sapmasi sorunlarini ¢6zmek ve 6zellik
haritasinin daha ¢ok bilgi icermesini saglamak amaciyla ¢cok 6lgekli evrisimsel 6zellik birlestirmesi
kullanilmistir. Elde edilen deneysel sonuglar, 6nerilen algoritmanin ¢éztintirligi (0, 32] araliginda
olan trafik isaretlerinde iyi performans gosterdigini ve algoritmanin dogruluk oraninin % 87’ye
ulastigini gostermektedir. Bu nedenle, algoritmanin kiigiik nesneleri algilamada basarili oldugunu
belirtmislerdir.

Arcos-Garcia ve ark. [21], COCO veri seti lizerinde ki trafik isaretleri derin dgrenme
yontemleri ile tanimaya caligmislardir. Calisma sonucunda Daha Hizli B-ESA’nin Resnet V2
omurga yapistyla en iyi sonucu verdigi bildirilmistir. Birden fazla omurga yapisiyla (Resnet V1 50,
Resnet V1 101, Baglangi¢ V2, Baslangi¢ Resnet V2, Mobilenet V1 ve Darknet-19) daha 6nce
yapilmig caligmalar incelenmistir. Bu modellerin degerlendirilmesi ve karsilastirilmasi, ortalama
kesinlik, bellek tahsisi, ¢aligtirma siiresi gibi temel 6l¢iimleri icermektedir. Elde edilen bulgular,
Daha Hizli B-ESA’nin Baslangig Resnet V2’nin en iyi sonucu elde ettigini, Resnet 101’°in ise
dogruluk ve yliriitme siiresi arasindaki en iyi dengeyi sagladigini gostermektedir. YOLO siiriim 2

yiiksek dogruluk sonuglari elde etmesi ve Tek Atig Dedektorii MobileNet ise mobil ve gomiili



cihazlar i¢in en hizli dedektér olmasi, bellek tiiketimi agisindan en hizli ve en hafif model

olmasi agisindan ¢aligmada ayrica degerlendirilmistir.

1.4. Cahsmanmn Katkilari

e Literatiirde yapilan ¢alismalar incelendiginde tek bir kamera kaydinda hedef arandigi ya da
¢oklu kamera kayitlarinda yapilan tespit ve takip islemlerinde karsilasilan engel, goriintii
bozulmalar1 gibi tek bir soruna odaklamldig: goriilmektedir. Onerilen yontemde hedefin bir
kamerada tespitinden sonra hedef aracin bolgede gectigi tespit edilen diger kameralarda takibine
devam edilmesi saglanmistir. Ayrica diger kameralarda da hedef arag tespiti gergeklestirilmistir.
Kullanilan algoritma sayesinde bolgedeki tiim kameralar yerine sadece aracin goriintiilenecegi
belirlenen kameralarda hedef ara¢ aranmaktadir. Ayrica kamera kaydinin tamaminin
incelenmesi zaman alacagindan sadece belirli siiresinde hedef tespiti yapilmasi saglanmistir. Bu
sayede hem zamandan hem de insan giiciinden tasarruf elde edilmistir.

e Veri toplama asamasi i¢in hedefin secildigi ilk video gortintiisii kullanilarak hedefin her video
cercevesinde de tespit edilmesi ve sinirlayict kutu bilgisi ile kaydedilmesi saglanarak etiketli
egitim verisi olusturulmaktadir. Bu yontem etiketli egitim verisi olusturulmasi amaciyla
kullanilan uygulamalar igerisinde yeni bir arag tespit algoritmasi olarak da kullanilabilmektedir.

e Tez caligmasimin ilk agamasi olarak onerilen arag takip algoritmasinin arka plan degisimlerine
dayanikli oldugu ve goriintiiyli engelleyecek unsurlara ragmen takibe devam ettigi gériilmiistiir.

e ESA'lara dayali modern nesne tanima algoritmalarindan B-ESA, Hizli B-ESA, Daha Hizli B-

ESA ve YOLO’ nun performans degerlendirilmesi yapilmustir.

1.5. Tezin Organizasyonu

Tez ¢alismasi 4 boliimden olugmaktadir. Birinci boliimde tezin kapsami, problemin tanimi,
amaci, ortaya konulan ¢oziimler ve yonelim gerekcelerinden bahsedilmis ve 6nceki yontemlere
iliskin bir literatiir taramas1 sunulmustur. Ikinci boliimde kullanilan yéntemlerden arka plan ¢ikarim
yontemleri, Gauss karisim modelleri, derin 6grenme algoritmalarindan Daha Hizli B-ESA, YOLO
gibi algoritmalar hakkinda bilgi verilmistir. Ugiincii boliimde ara¢ takibi icin gelistirilen
algoritmaya yer verilmistir, ayrica birden fazla kamera arasindan hedef aracin gectigi giizergahta
sadece tespit edildigi kameralarda aranmasini saglayan algoritma ve yontemlerden bahsedilmistir
ve bu boliimiinde arag¢ tespit yontemi olarak kullanilan derin 6grenme algoritmalari ile deneysel
calismalar yapilmis ve sonuglari karsilastirilmistir. Tez calismasinin son boliimiinde ise tez
calismasimin amagclarina ne oOlgiide ulasildigi ve gelecekte yapilabilecek c¢alisma Onerileri

bulunmaktadir.



2. TEORIK ARKA PLAN

Tez calismasiin bu bdliimiinde; nesne takibi ve nesne tanima yontemleri aciklanmustir.
Nesne tanima yontemleri ve takip yontemleri ayrintili olarak degerlendirilerek tez c¢aligmasi

kapsaminda kullanilan yontemler hakkinda bilgi verilmistir.

2.1. Nesne Tamima

Video ilizerinde uygulanan goriintii isleme uygulamalarinin asamalarindan olan nesne
tanima, video isleme uygulamalarinin en onemli parcasi olarak kabul edilmektedir. Video

gorilintlilerinde hareketli nesne tanima bir¢ok zorlugu da beraberinde barindiran 6nemli bir siirectir.

2.1.1. Video Isleme, Nesne Takibi ve Nesne Tespiti

Video, statik gortintiiler veya cergeveler ile iligkili ses verileri koleksiyonudur. Cergeve, bir
videonun pargasi olarak gosterilen tek bir resim veya fotograftir. Kesintisiz bir videoyu olusturmak
icin birgok tek resim hizli bir sekilde art arda ¢alistirilmaktadir. Bu nedenle, bir video bir dizi statik
goriintli veya ¢erceveden olusmaktadir. Bir videoda, kameranin donanima ve yakalama hizina bagl
olarak goriintiiler sabit bir hizda (saniyedeki cerceve sayisi 25-30 veya 60) cekilmektedir.
Saniyedeki ¢ergeve sayisi 30 olan bir kamera, bir video akisi olusturmak i¢in saniyede 30 fotografin
¢ekildigi anlamina gelir. Bu ¢erceveler bir video akisindan ¢ikarilabilmekte ve bir goriintiiniin
islendigi sekilde islenebilmektedir. Tim goriintii isleme islemleri ¢ikarilan her video gergevesi
iizerinde gerceklestirilebilir.

Videolarda nesne tespiti ¢caligmalari, temel olarak videoyu olusturan goriintii dizilerinde bir
nesnenin varligmin dogrulanmasini ve nesneyi tamimlayabilmek i¢in tam olarak yerinin
belirlenmesi asamalarini igermektedir. Nesne tanima, ayn1 zamanda bilgisayarli gérme alaninda
yaygin bir calisma alanina sahip olan nesnelerin izlenmesi ¢aligsmalar ile yakindan iligkilidir. Bir
video, insan gozii tarafindan igerigin siirekliligini algilayabilmesi igin hizli bir sekilde ve art arda
gosterilen bir dizi resimden (g¢erceveden) olugmaktadir. Bu nedenle bilinen tiim goriintli isleme
tekniklerinin bir videodan elde edilen tek tek ¢ergevelere uygulanabilecegi aciktir. Videoda goriintii
isleme uygulamalar1 kullanirken, ardisik iki gergevenin igerigi genellikle yakindan iligkili
oldugundan ve ¢ok fazla anlamli veri elde edilebildiginden siklikla kullanilmaktadir [22].

Nesne takibi, bir video dizisinde yer alan bir nesnenin varliginin, konumu, boyutu, sekli gibi
cesitli uzamsal ve zamansal degisimlerinin izlenmesiyle ilgilenen Snemli bir ¢aligma alanidir.
Birbirine yakin zaman araliklariyla gekilen bir dizi goriintiiniin birbirini izleyen gergevelerindeki
hedef bélgenin belirlenmesi olarak tanimlanabilmektedir. Nesne tanima ve nesne takibi yakindan

iliskilidir, ¢linkii takip islemi genellikle nesnelerin algilanmasi ve taninmasiyla baslamaktadir. Bir



video dizinde sonraki cergevelerde bir nesneyi tekrar tekrar tanimak genellikle takibe yardimci

olmak ve nesnenin varligint dogrulamak i¢in gereklidir [22].

2.1.2. Videolarda Nesne Tespiti ve Segmentasyon

Videoda nesne tespit ve takip calismalarinda kullanilan temel iki veri kaynagi
bulunmaktadir. Bu kaynaklardan ilki gorsel 6zellikler (6rn. renk, doku ve sekil) digeri ise hareket
bilgisi olarak kabul edilmektedir. Onerilen yeni yontemlerde gorsel 6zelliklerin istatistiksel analizi
ile hareket bilgisinin zamansal analizi birlestirilerek saglam yaklasimlar ortaya ¢ikmistir. Yineden
yontemlerin genel stratejisi belli islemlerin ardisik olarak yiirtitiilmesi seklindedir. Bu islemler 6nce
bir ¢ger¢eveyi renk ve doku gibi gorsel 6zelliklere dayali olarak birkag bolgeye bolmek ve ardindan
piksellerin uzamsal komsulugu gibi belirli kisitlamalara tabi olarak benzer hareket vektorlerine
sahip bdlgelerin birlestirilmesi olarak siralanabilmektedir [22, 23]. Sekil 2.1°de kameralarin
hareketli ya da sabit olmasi ve kayitlarinin ¢evrimdis1 kullanilip kullanilmadigi durumlara dair elde

edilen video tiirlerinin siniflandirilmast gésterilmistir.

Gozetim Videolarinin Cevrimicgi Gozetim
Sonradan islenmesi Kameralari

Cevrimdisi
Kullanilabilir

Statik Kamera

Daha Gepel |

]

% Video Kaynaklar (Telefon
=5 Internet Ortaminda Kameralari, TV Yayinlari,
o= Videolar Arabalara Takilan

ﬁ Kameralar)

T

Sekil 2.1. Kamera hareketi ve kullanim durumlarina gore farkli video tiirlerinin siniflandirilmasi [23].

Bir video dizisinden nesne tanimaya odaklanan birgok aragtirmaci tarafindan giin gegtikge
yeni metodolojiler 6nerilmektedir. Cogu arastirmaci, birden fazla teknigi bir arada kullanmaktadir
ve mevcut yaklasimlarda farkli metodolojiler arasinda kombinasyonlar ve Ortiismeler

bulunmaktadir. Biitiin bunlar, tek tip bir smiflandirma yOnteminin bulunmasmi oldukca
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zorlagtirmaktadir. Bu boliimde, videodan hareket eden nesne tespiti i¢in mevcut olan farkli

yaklagimlar ayrintili bir sekilde siniflandirilmaktadir.

2.1.3. Hareketli Nesne Tespiti

Hareketli nesne tespiti, siniflandirtlmasi ve ardindan taninmasi, birbiriyle yakindan iliskili
olan bilgisayarla gérme alanindaki temel ilgi alanlar olarak 6ne ¢ikmaktadir. Hareketli nesne
tanima ¢aligmalarinda oncelikli amag, bir arka plan sahnesinden hareket halinde olan nesneleri
algilayarak bir video dizisini analiz etmektir. Sabit bir kamera ile video elde edildigi durumlarda,
arka planin statik oldugu varsayilmaktadir [22].

Hareketli nesne tespiti caligmalarinda, yaygin olarak kullanilan ¢ farkli yaklagim
kullanilmaktadir: optik akis, zamansal fark ve arka plan ¢ikarma. Arka plan ¢ikarma yaklasimlari
iki onemli adimdan olusmaktadir. Bu yaklagimlardan ilki temelde bir referans arka plan
goriintlistiniin olusturularak sonrasinda giincellenmesi yontemini, digeri ise mevcut goriintii ile arka
plan modeli arasinda en uygun 6n plan goriintiisii ¢ikarma yontemini kullanmuslardir. Sekil 2.2°de
arka plan c¢ikarma siirecine ait blok diyagram gosterilmektedir. Literatiirde ki calismalar
incelendiginde gliniimiize kadar ¢esitli arastirmacilar tarafindan bir dizi yeni yontem Onerilmistir.
Gelistirilen veya oOnerilen tiim yontemler temel olarak arka plan modelinin olusturulmasi

yonteminde ve modeli giincellemek i¢in kullanilan prosediirde farklilik gostermektedir [24, 25, 26].

Arka Plan

Cikarmm Siireci e Fina L cspia

Video Cercevesi

Arka Plan

Giincelleme

Sekil 2.2. Arka plan ¢ikarim siirecine ait blok diyagram [23]
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2.1.4. Hareketli Nesne Tespiti Uygulamalari

Gozetim ve giivenlik sistemlerinin kullaniminin yayginlagsmasi bu sistemlerde hareket eden
nesnelerin videodan algilanmasmin gerekliligini ortaya ¢ikarmustir. Ozellikle bir giivenlik tehdidi
s0z konusu ise, terk edilmis bir nesnenin (6rnegin bir siipheli ¢anta) izini stirmek gerektiginde, bir
otoparkta birakilmis aract bulmak amaciyla ya da giivenlik agisindan siipheli bir hedefi takip etmek
gerektiginde ve benzer durumlar i¢in bu sistemler iizerinde hareketli nesnelerin tespiti oldukca
onemlidir.

e Insan bilgisayar etkilesimi sistemlerinde, bir bilgisayarla insan arasinda daha dogal bir
iletisim kurabilmek amaciyla insan benzeri sekilde etkilesime girebilen sistemler
olusturmak amaciyla kullanilmaktadir. Ozellikle bu sistemlerde nesne tanima amagli,
cesitli viicut bilesenlerini (6rnegin hareket tanima icin hareket eden bir el) algilamak ve
izlemek i¢in kullanilmaktadir.

e Yirlylis analizi yapmak da yaygin kullanildigi alanlardan biridir. Yiirliyiis ananlizi
yapilirken bir video akisindan hareket eden insan siliietini ¢ikarmak amaglanmaktadir [27].

e Hareketli nesne tanimanin videodan insan etkinligi tanima ve gergek zamanli nesne
siniflandirmasi gibi ¢esitli kullanimlart alanlarida bulunmaktadir [28, 29].

e Hareketli nesne tanima, tibbi gdriintii isleme uygulamalarinda oldugu gibi sanal ve

artirllmig gergeklik ile robotik vb. alanlarda da uygulama alani bulmustur.

2.2. On Plan ve Arka Plan

Nesne takibinde 6n plan ve arka plan olmak iizere iki 6nemli kavram &ne ¢ikmaktadir. On
planin ne demek oldugu neyin 6n plani olusturdugu ile sahne arka planimi neyin olusturdugu
sorularii yanit bulunmasi, arka plan ¢ikariminin tanimini yapabilmek i¢in gereklidir. Sabit bir
kamera bulunmasi durumunda, 6n plan ve arka planin tanimi agiktir; 6n plan nesnesi, goriiniim
veya hareket agisindan duragan arka plana benzemeyen herhangi bir sey olarak kabul edilmektedir.
Bu tanim, sahne arka planinin ne oldugunu 6nceden bildigimiz veya ¢evrimigi olarak tahmin
edebilecegimiz varsayimina dayanmaktadir. Bu nedenle, sahne arka plan 6zelliklerinin istatistiksel
dagilimint modellemek yeterlidir ve 6n planin saptanmasi esas olarak bu dagilimin aykiri
degerlerinin saptanmasi islemidir. Sabit bir kamera ve arka plan sahnesi durumunda alternatif bir
tanim soyledir: "dikkate deger Slciide" hareket eden herhangi bir nesne 6n plandir, sabit herhangi
bir nesne ise sahne arka planinin bir pargasidir. Yukaridaki iki tanimin egsdeger olmadigi ve ayristigi
noktalar oldugu aciktir.

Serbestce hareket eden bir kamera s6z konusu oldugunda, 6n plan ve arka planin tanimini
yapmak zorlagmaktadir. Bu durumda 6n plan ve arka plan nedir sorularinin cevaplari daha belirsiz

olmaktadir. Ornegin, hareketli bir kamera tarafindan ¢ekilen bir videodan alinan cercevelerde
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bulunan agag¢ 6n plan olarak kabul edilip edilmemesi énemli bir sorun olarak ortaya ¢ikmaktadir.
Derinlik bilgisini dikkate aliyorsak ve kameraya daha yakin olan nesnelerle ilgileniyorsak, o zaman
agaci On plan olarak degerlendirmeliyiz. Bununla birlikte, derinlige giivenmek de belirsizdir. Bu
durumda 6n plan hakkinda karar vermek i¢in kullanabilecegimiz derinlik esigi ne olacak, derinligin
diizgiin bir sekilde degistigi zemin plani ne olacak belirsizligi ortaya ¢ikmaktadir. Derinlikten ¢ok
hareket ele alinacak olursa bir baska sorun ortaya ¢ikmaktadir. Ciinkii gériinen goriintii hareketi
(2B hareket) dikkate alindiginda, sahnedeki her sey hareket etmektedir. Fiziksel hareket (3B
hareket) géz oniine alindiginda, agag, zemin ve binanin tiimii ayni harekete sahip tek bir kati varlik
olusturmaktadir.

Bu arada bir diger sorun olan sekil/zemin ayrimi sorunu, bilgisayarli gérme alaninda
fazlasiyla calisilmistir. Bilgisayarla gormede algisal gruplama sorunu bir¢ok ¢alismada ¢oziilmeye
calisilmustir. Iginde tek bir goriintii s6z konusu oldugunda, sekil/zemin tanimi oldukca belirsiz
olabilmektedir. Nesne izleme galismalarinda bu sorunun 6niine gegebilmek adina sekil/zemin
belirlemede dikkate alinmasi gereken en 6nemli faktorler arasinda sunlar yer almaktadir: Tamamen
baska bir bolge ile ¢evrili oldugu goriinen bir bolge, boyut, yonlendirme (dikey ve yatay bolgeler
daha ¢ok sekil olarak algilanir), kontrast (¢evresi ile en biiyiik kontrast1 olan bolge bir figiir olarak
algilanir), konturun simetrisi, digbiikeyligi ve paralelligi. Bu tiir basit gortinen 6zellikler literatiirde
ve gOze carpan bolge tespitinde yaygin olarak kullanilmaktadir. Belirli nesne sekillerinin bilgisi
gibi iist diizey goriintli 6zellikleri, sekil/zemin islemede de oldukca énemlidir ve sonucu biiyiik
Olgiide etkilemektedir.

Peterson ve Gibson [30], ¢calismalarinda, tanidik sekillerin sekil/zemin islemedeki roliiniin
onemi iizerinde durmuslardir. Bununla birlikte, sekil/zemin islemenin nesne tanimadan 6nce gelip
gelmedigi ve daha sonraki tanima siirecinin sekil/zemin siirecine geri bildirim verip vermedigi veya
herhangi bir sekil/zemin kararindan 6nce sekil 6ncesi tanima siirecinin var olup olmadigi durumlari
acik degildir. Her iki durumda da sekil/zemin ayriminin nesne tanima ile i¢ ige gegen bir siire¢
oldugu agiktir. Bu konu, bilgisayarla goérme ¢aligmalarinin yan1 sira nesne tamimada sekil
ozelliklerinin kullanildig1 bir¢ok ¢aligma araciligryla dikkat ¢gekmistir.

Dinamik sekil/zemin isleme, tek goriintiilii sekil/zemin islemeye kiyasla ¢ok daha az belirsiz
stirectir. Ortak stratejinin (ayn1 yon ve hizda hareket eden nesneleri gruplandirma egilimi), dinamik
sahnelerde algisal gruplama ve sekil/zemin ayriminda 6nemli bir rol oynadig1 bu alanda yapilan
calismalarda agik¢a goriilmektedir. Ortak strateji, her tiirlii hareketi ve ayrica yapisal ve biyolojik

hareketi i¢erecek sekilde genel bir gruplandirma yapilmasidir [31].
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2.2.1. On Plan Tespitine Kars1 Arka Plan Cikarma

Son yillarda, bircok nesne tanima g¢aligmalarina 6zgii "6n plan algilama" algoritmasi
tanitilmistir. Yaya dedektorii, yiiz dedektorii, ara¢ dedektorii, bisiklet dedektorii, vb. gibi biiylik
egitim verileri kullanan 6zel dedektdrler tasarlanmis ve bunlarin 6grenerek nesneleri algilamasi
saglanmaya baslanmistir. Nesne tanima amaciyla egitimli bir siniflandirici kullanildiginda, hedef
nesnenin goriintiisii, goriintliyli kapsamli bir sekilde tarayarak ve dedektorii her konum ve olgekte
uygulayarak bulunmaktadir. Bu detektorler, goriintiilerde yayalarin ve araglarin tespitinde basarilt
bir sekilde kullanilmaktadir [32, 33, 34]. Bu algoritmalar, nesne simirlt goriiniim degiskenligine
sahip oldugunda (6rnegin yaya tespiti i¢in) en iyi sekilde ¢aligmaktadir, Ancak bu dedektorleri
cesitli insan pozlari, sekil varyasyonlari igeren videolarda ki goriintimler igin egitmek oldukca
zordur. Ayrica, bu algoritmalar ¢ok sayida nesneyi algilamak igin beklenen dogruluk oranlarini
elde edememektedir. Derin evrisimli ag mimarisindeki son gelismeler, sinirli hassasiyetle ve sinirl
kategori sayisiyla dedektorler olusturmayt saglamistir [35]. Alternatif olarak, 6zellik tabanli/parca
tabanli dedektorler, nesne pozlarinin biiyiik degiskenligine ve sinif i¢i degiskenlige ragmen basarilt
sonuglar elde edebilmektedir. Bu tiir yaklagimlarda hedef nesne parcalar tespit edilmektedir ve
nesneleri algilamak i¢in bu pargalar tizerinde geometrik kisitlamalar kullanilmaktadir [36, 37].

Statik kamera videolar1 s6z konusu oldugunda, nesneye 6zgii detektorler, nesnelerin tam
boéliimlenmesini saglayamamakla birlikte daha ¢ok nesne ve pargalarinin etrafindaki sinirlayici
kutular ile belirlenmesini saglamaktadir. Mobil kamera videolar1 s6z konusu oldugunda ise, sabit
kamera veya sahne varsayamadiklari i¢in videodaki her ¢ergevede nesneye 6zgii 6n plan algilama
algoritmalari, kullanabildiklerinden dogrudan uygulanabilmektedirler. Ancak yaygin kullanim
alanlarina ve sunduklar1 ¢6ziimlere ragmen, bu algoritmalarin videolarda karsilagilasilan sorunlarda
etkili olmamalarina neden olan iki temel sinirlama vardr. 1k olarak, bu algoritmalar goriintiilerdeki
nesneleri algilamak i¢in tasarlanmigtir ve bu nedenle videoda herhangi bir zamansal kisitlama
kullanmazlar. ikincisi, bu algoritmalarin performansi gercek diinya uygulamalarinda ¢ogunlukla
kullanighi olmaktan uzaktir. Hedefler boyut olarak kiiciik oldugunda veya bir engel arkasinda
kaldiklarinda, performans 6nemli 6l¢iide diismektedir [23].

Son teknoloji yaya algilama algoritmalari incelendiginde bu tiir algoritmalarin, hala
gelistirilmeye agik yonleri oldugu goriilmektedir. Bu algoritmalarin farkli nesne kategorileri igin
egitilmeleri gerektiginden, ¢ok sayida sinif i¢in algoritmalar olusturmanin zor olmasi en dnemli

sorunlaridir. Calisma zamaninda, her nesne sinifi i¢in bir dedektor kullanilmasi gerekmektedir [38].

2.2.2. Arka Plan Cikarim Yaklasimm

Arka plan c¢ikarimi (AC) nesne tanimada yaygin kullanim alanina sahiptir. Arka plan

cikarimi yaklagimi bir video dizisini olusturan her resim gergevesinde On plan nesnesinin
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algilanmas1 amaciyla piksellerin 6n plana ya da arka plana ait olup olmadig: belirlendikten sonra
siiflandirilmasini saglamaktadir. Nesne tanima siirecinde, bir sahnenin genellikle arka plan modeli
olarak adlandirilan bir modelle temsil edilmesi ile 6n plan nesnesinin belirlenmesi amaglanmaktadir
[39].

AC, elde edilen goriintiiyii belirlenen arka plan modeliyle karsilastirdiktan sonra, tahmini en
dogru 6n plan g¢ikarimi i¢in bir teknik onermektedir. Giiniimiize kadar, ayrintili matematiksel
modellerle gesitli arka plan ¢ikarma algoritmalar1 6nerilmistir ve bu algoritmalardan her birinin
giiclii ve zayif yonleri bulunmaktadir [40]. Kullanilan yontem veya algoritma igerisinde genel
yaklasim, her video ¢ergevesi igin secilen modelden sapmalari tespit etmektedir. Temel agamalari,
mevcut cerceveyi bir arka plan gorilintiisiinden ¢ikararak ve farki bir esikle karsilastirarak her
pikselin 6n plana veya arka plana ait olup olmadigi belirlendikten sonra siniflandirmaktir [40, 41,
42]. Bu temel yontem daha onceki calismalarda gerceve farki olarak da adlandirilmaktaydi. Bu
islemlerin biitlinii giiniimiizde arka plan ¢ikarimi olarak tanimlanmaktadir [43].

Videodan elde edilen, kademeli olarak degisen ya da sabit bir sahnede, 6n plan
algilama birgok farkl arka plan ¢ikarimi algoritmasi ile en uygun sekilde gergeklestirilebilmektedir
[44, 45]. Literatiirdeki ¢aligsmalar incelendiginde bu algoritmalarda en ¢ok istatistiksel modelleme
teknikleri ya da bunlarin varyantlar1 yaygin olarak kullanilmaktadir [46, 47]. Bu yontemlerin
performasini etkileyen bircok etken igerisinde en 6nemli olanlar dinamik sahne unsurlar1 veya
sallanan agaclar, kus stirlileri, dalgalanan su, sis veya duman vb. hareketli arka planlardir [48].
Literatiirde kullanilan yontem ya da algoritmalarda kullanilan ortak arka plan ¢ikarma teknikleri
bulunmaktadir. Bu teknikler Benezeth ve ark. [44], calismalarinda da belirtildigi gibi arka plan

cikarim yontemleri ilkesi olarak Denklem 2.1°de gosterilmistir:

A(s) = {1, if m([s_(t), Bs) > ty 2.1)

A¢, t zamanindaki etiketlenen hareket alanini ve s ise (X, y) koordinatinda uzamsal konumun
(hareket maskesi) bir fonksiyonu olarak da adlandirilmaktadir. m mesafeyi belirtmektedir ve piksel
s ile Bg'deki t zamaninda aradaki mesafedir. Pixel s’de th bir esiktir. Cogu AC yontemi arasindaki
temel farkliliklar, AC’nin ne kadar iyi modellendigi ve hangi mesafe metrigini kullandigidir. (6rn.
Oklit, Manhattan, Mahalanobis vb.) [49, 50].

Cheung ve Kamath tarafindan kullanilan bir arka plan ¢ikarma algoritmasinda, dort ana
asama kullanilmaktadir [51]. Bu asamalar 6n isleme, arka plan modellemesi, 6n plan algilama ve
veri dogrulama olarak siralanmaktadir. Bu ¢alisma da ilk adim olan 6n isleme agamasi, bir giris
video dizisini sonraki islem adimlarinda kullanilmaya uygun formata doniistiiren baz1 basit goriintii

isleme gorevlerini igermektedir [44]. Arka plan modelleme asamasinda, her video ¢ercevesinde bir
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arka plan modeli hesaplama ve giincelleme islemi gerceklestirilmektedir. Kullanilan arka plan
modeli, tiim arka plan sahnesinin istatistiksel olarak ifade edilmesini saglamaktadir. Arka plan
sahnesi statik veya dinamik olabilmektedir [42]. On plan algilama adiminda, kullanilan arka plan
modeli ile yeterince algilanamayan bazi pikseller, ikili aday o6n plan maskesi olarak
tanimlanmaktadir [44, 50].

Arka plan modelleme teknikleri iki genis kategoride siniflandirilabilir. Bunlar kayit dis1 ve
Ozyinelemeli teknikler olarak siralanmaktadir. Kayit dis1 teknikler, 6rnek cerceve farklilagsmasi,
medyan filtre, dogrusal tahmini filtre ve parametrik olmayan model olarak siralanabilmektedir.
Kayit dis1 tekniklerde temel olarak arka plan tahmini i¢in kayar pencere yaklasimi kullanilmaktadir
Bu yaklasimda tahminin dogrulugu i¢in 6nceki video gercevelerinin bir deposu saklanmalidir.
Goriintli deposu icindeki her pikselin zamansal varyasyonuna dayanan arka plan goriintiisii tahmin
edilerek belirlenmektedir. Bu teknikler, depolanan gercevelerin digsinda gegmise bagli olmadiklari
icin oldukga uyarlanabilirdir [50].

Ozyinelemeli teknikler siklikla medyan filtre, kalman filtresi ve gauss karisimi yontemlerini
kullanmaktadirlar [42]. Ozyinelemeli teknikler arka plan tahmini igin bir veri deposu kullanmazlar
ancak her giris video ¢ercevesi i¢in tek bir arka plan modelini tekrarh olarak giincellemektedirler.
Sonug olarak, daha dnceden gelen giris cergevelerinin mevcut arka plan modeli iizerinde bir etkisi
olabilmektedir. Cheung ve Kamath’in ¢alismasina gore, kayit dis1 tekniklerle karsilastirildiginda,
Ozyinelemeli teknikler daha az depolama gerektirmektedir [51]. Bununla birlikte, bu tekniklerin
arka plan modelindeki herhangi bir hata, tiim sistemi daha az etkiledigi i¢in ¢ok daha uzun siire
gormezden gelinebilmektedir. Sekil 2.3’te, 6zyinelemeli arka plan ¢ikarimina dayanan genel bir
nesne izleme sistemi i¢in gdsterilmektedir.

Sekil 2.3’te kullanilan arka plan ¢ikarimi igin temel bes adim kullanilmaktadir. Bu agamalar
on islem, giincelleme, arka plan ¢ikarimi, 6n plan algilama, 6n plan maskesi ile izleme olarak
siralanmaktadir. Glincelleme (arka plan modelleme) adimlari, Cheung ve Kamath’in ¢calismasinda
aciklanan 6n isleme ve arka plan ¢ikarimi adimlarina benzemektedir. [51]. On isleme sonrasinda ki
adimda, bagl bilesen analizi yoluyla verilen ikili goriintiide baz1 diizeltmeler yapilmaktadir. On
plan maskesi adimiyla (Sekil 2.3’deki adim V) izleme siirecinde, hareketli nesne hakkinda gegici
bilgiler elde edilmektedir.

Sistemin temel mantig1 olarak, hareketli nesne i¢in mekansal ve zamansal tutarlilik ile
ilgilenmektedir. Belli sayida video gergevesi iceren bir video dizisinde tespit edilmek istenen nesne
sabit olarak etiketlendikten sonra, bu hedef nesne modelin bir pargasi olarak arka plan modeline
gomiilerek, arka plan modeli bu yeni bilgilerle hemen giincellenecektir. Nesne hareketli ise, 6n plan
maskesi olarak izlenebilmektedir. Bu 6n plan maskesi genellikle bir ikili (yani siyah beyaz
goriintil) goriintiidiir. Goriintiide ki beyaz bolgeler genellikle arka plan ¢ikarma algoritmasi ile

hareketli nesneler olarak ele alinmaktadir.
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Admm III

Giri Arka plan On Plan Tespiti Son Islem
3 On-isleme Cikarma ve Orn: Hareketli
Goriintilsil ! (L (e
Giincelleme Nesne Tespiti) Adim IV
Admm I Admm II
Arka Plan
Modeli
Havir Nesne hareket
y ediyor mu?
Evet
Adim V
Cikis Goriintiisii On Plan Maskesi
(Orn:

Kullanrak Takip
Islemi (Orn:Hareketli
Nesne Takibi)

Arka Plan Ve Hareketli Nesnenin Simirlayici Kutusunun
Entegrasyonu ile Olusan Bilesik Goriintii)

Sekil 2.3. Arka plan ¢ikarimina dayali bir genel nesne tanima sisteminin semasi

Literatlirde, bir arka plan modelinin dinamik sahne varyasyonlarina otomatik olarak
uyarlanmasi amaciyla birgok farkli yaklagim onerilmektedir. Bu yaklagimlar farkli &zellikleri
dikkate alinarak simiflandirilmaktadir.

Arka plan ¢ikarma teknikleri kullanilan yontem olarak genellikle modelleme ve boliimleme
olmak iizere iki farkli yaklasima odaklanmaktadir. Buna ragmen literatiirde farkli arka plan
modellerine gore, arka plan ¢ikarma teknikleri birkac kategoride gruplandirilmaktadir. Bunlar
arasinda en sik kullanilan teknikler olasilik tahmini, bolge doku o&zellikleri, uzay-zamansal

belirginlik, temsili numune se¢imi ve kod sozciikleri olarak siralanmaktadir [40].

2.2.3. Temsili Orneklere Dayah Arka Plan Cikarin Yéntemi

Temsili orneklere dayali arka plan ¢ikarimi yonteminde, arka plan &rnekleri toplanarak
kullanilmaktadir. Arka plan drnekleri toplama kavramlarin ingilizce kisaltmalarmi igeren Ornek
Mutabakat (Sample Consensus -SACON) algoritmasint 6nermislerdir. Bu yaklasimda, arka plan
orneklerinin 6rnek mutabakati hesaplandiktan sonra piksel bagina arka planin istatistiksel bir
modeli tahmin edilmektedir [52]. Temel olarak her bir pikselin 6rnek miitabakati hesaplandiktan
sonra arka plana ait olup olmadigini belirleme islemi gergeklestirilmektedir. Bir olasilik dagilim

fonksiyonunu dogru bir sekilde tahmin etmek yerine, belirli bir pikselin degerini 6n plan veya arka
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plan olarak siniflandirmak icin basit “konsensiis (mutabakat)” kavrami kullanilmistir. Bu yontem
dort asamali islemler dizisinden olusmaktadir. Bu asamalar Arka Plan Modeli Olusturma, On Plan
Cikarma, Son Islem ve Zaman Asimi Haritas1 olarak siralanmaktadir [53, 54].

Geleneksel 6rnek mutabakat algoritmasi, farkli arka plan modellerine uyarlanabilir olmasi,
karmasik arka plan sahnelerinde bile basarili olmasi, hizli bilgi igleme giicli, giiriiltii ile bas
edebilme yetenegindeki giicii ile 6ne ¢ikmaktadir. Kullanilan yontemde komsu gergeve farkindan
olas1t 6n plani ¢ikarildigi i¢in ¢ikartilan hareketli nesnelerde bazi bosluklar bulunmaktadir, bazi
bosluklar ise daha sonraki agamada morfolojik islemlerle doldurulsa bile bu sorun zayif yonlerinden
biri olarak ortaya ¢ikmaktadir [S5].

Literatiirde temsili 6rneklere dayali arka plan ¢ikarma tekniklerinden kabul edilen ve gorsel
arka plan ¢ikarici olarak adlandirilan bir arka plan ¢ikarma teknigi daha sunulmustur. Bu teknikte
her bir arka plan pikseli arka plan 6rnekleri koleksiyonu tarafindan modellenmektedir. Bu teknik,
birgok yaygin arka plan ¢ikarma teknigine kiyasla hizdaki istiinliigli ile one ¢ikmaktadir. Ancak,
dinamik sahneler, aydinlatma degisiklikleri ve kamufle edilmis engel arkasinda kalmis nesnelerle
ugrasirken performanst kotiilesmektedir. Teknigin eksikliklerinin iistesinden gelmek icin,
Droogenbroeck ve Paquot tarafindan iyilestirilmis yeni bir yontem onerilmistir [56]. Bu yontem ile
bazi karmasik morfolojik islemler ile bir onceki yontemler desteklenmistir. Yeni gelistirilen
yontem, dinamik arka plan sahnelerinde ve kamera titreme durumlarinda elde edilen bir veri setinde
daha once gelistirilen teknige kiyasla daha iyi performans gosterse de, onceki teknigin kendine
ozgli  eksikliklerinin bircogunun iistesinden gelememistir. Ozellikle uzamsal-zamansal
bagimliliklart modellemedeki zayiflig1 ve cok modlu arka plan dagilimini tanimlamada karsilagtigt
sorunlar giderilememistir [40].

Temsili 6rmeklere dayali yapilan bir diger ¢aligmada Li ve ark. [55], tarafindan 6rnek
mutabakat algoritmas: bir yerel ikili model operatorii ile gii¢lendirilerek yeni bir yontem
Onerilmistir. Bu yontem ile aydilatma degisikliklerine dayanikli bir yontem olusturmak ve arka
plan noktalarinin yanlis degerlendirilmesinin 6niine gecebilmek amaglanmustir. Deneysel sonuglar,
kullanilan operatorii ve 6rnek konsensiis modelini bir araya getiren bu yonteminin, bosluklari etkili
bir sekilde doldurabildigini, arka plan noktalarinin yanlis degerlendirilmesini onleyebildigini,
aydinlatma degisikliklerine karsi dayanikli oldugunu ve giiriiltilyii de ortadan kaldirdigim
gostermektedir [55].

2.2.4. Kod Cizelgesi Tabanh Arka Plan Cikarimi Yontemi

Kim ve ark. [57], tarafindan piksellere ait 6rnek bir arka plan degerini iceren kod ¢izelgesi
kullanilmaktadir. Buna gore her pikseldeki arka plan olarak belirlenen 6rnek degerler, renk
benzerligine gore kendisine karsilik gelen kod ¢izelgesinde kiimelenmektedir. Kod ¢izelgesi tabanl

arka plan ¢ikarimi yontemi hizli olmasi ve kisitli bellek kullanimi agisindan tercih edilmektedir.

19



Ancak kod c¢izelgesinin olusturulmasi agamasinda tek bir yontem yada sabit bir strateji
Onerilememistir. Guo ve ark.[58], genel detaylardan en ince detaylara kadar ayrintili bir 6n plan
tespiti yontemi dnermislerdir. Hareket eden nesneyi kabaca konumlandirmak igin blok tabanli bir
kod c¢izelgesinin ve hareketli nesneyi boliimlere ayirmak icin piksel tabanli bir kod ¢izelgesinin
kullanildig1 bir strateji kullanilmigtir. Bu strateji, hesaplama maliyetini etkili bir sekilde azaltmstir.
Ancak karmagik arka planin hizli degisimlerini modelleyememis ve dogru 6n plan béliimlemesinde

zayif kalmistir [40].

2.2.5. Diger Arka Plan Cikarim Algoritmalari

Liu ve ark. [59] ile Mahadevan ve Nuno [60], calismalarinda harekete dayali algisal
gruplama onermiglerdir. Bu sayede belirgin degisiklikleri ve hareketleri tanimlamak miimkiin
olmustur. Belirginlik haritasi adi verilen yogun matematiksel hesaplamalar igeren bir tablo
olusturmuslardir. Bu arka plan ¢ikarma algoritmalari ile 6n plandaki nesneler dinamik arka plandan
cikarilabilmektedir. Ancak biiyiilk miktarda hesaplama gerektirmesi ve nesne kenarlarini dogru
tespit etmekte basarili olamamasi bu algoritmalarin dezavantaji olmustur. Literatiirdeki diger
calismalarda, hareketli nesneleri tanimak icin izleme ve baglama bagh 6zellikler farkli arka plan
cikarma algoritmalariyla birlestirilmistir [61, 62]. Arka plan c¢ikarimina dair c¢alismalar
incelendiginde doku 6zellikleriyle arka plan ¢ikarma isleminin, 6n plandaki nesneleri dinamik arka
plandan dogru bir sekilde ¢ikarabildigi goriilmektedir. Ayrica, 6zellikle dinamik arka planlarda
¢ikarim sonuglarinin, daha basit bir dokuya sahip olan "sabit" bir arka planla karsilastirildiginda

belirgin derecede basarisiz oldugu goriilmektedir [41].

2.2.6. Olasiik Tahminine Dayah Arka Plan Cikarimi

Karisim modelleri genel olarak karmagik girdileri kolay ve verimli bir sekilde tanimlayabilen
ve onlar1 bilim ve miihendisligin cesitli alanlarindaki uygulamalar i¢in uygun hale getiren
olasiliksal modeller olarak tanimlanmaktadirlar. Uygulamada, bu modeller, egitim ve tahmin i¢in
asirt hesaplama kaynaklarina ihtiyag duyan Destek Vektor Makineleri (DVM) ve Sinir Aglar gibi
karmasik modellerden daha iyi performans gostermektedirler. En yaygin kullanilan karisim modeli,
normal dagilima dayali olan Gauss Karisim Modeli (GKM) olarak 6ne ¢ikmaktadir. GKM'ler

literatiirde oldukga arastirilan bir konu olarak popiiler bir ¢alisma alanidir [63].

2.2.7. Gauss Karisim Modeli

Gauss karistm modeli (GKM), ¢ok degiskenli bir veri kiimesinin degerlerini belli bir

dagilimin karisimi olarak agiklamay1 saglamaktadir [64]. Gauss karisim modeli, normal dagilim
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fonksiyonunun bir karisimi olarak agiklanmaktadir. Bu nedenle de "normal karisim modeli" olarak
da adlandirimaktadir [65, 66].

Gauss karigim modelinin kullanildig1 birgok farkli uygulama alani mevcuttur. Bu model,
ayn1 zamanda siniflandirma ve tahmin gibi islemlerde de kullanilabilir. Ozellikle gorsel hesaplama
gorevlerinde yaygin kullanim alanina sahiptir [67].

Arka plan ¢ikariminda, Gauss karisim modeli veri kiimesinin tamamini yada bir boliimiini
aciklamak icin kullanilmaktadir. Bu model sayesinde, veri kiimesi iizerinde yapilan ¢alismalarin
sonuglar1 hakkinda bilgi edinilebilmektedir ve bu sonuglarin nasil ortaya ¢iktig1 anlagilabilmektedir
[23].

Gauss karisim modelinin temeli, bir video dizisinin her ¢ergevesindeki piksellerin, sonlu
Gauss modellerinin agirlikli toplamu ile karakterize edilmesine dayanmaktadir. Genellikle, Gauss
modelindeki piksel sayisi ne kadar fazlaysa, elde edilen 6zellik o kadar eksiksizdir. Ancak Gauss
modeli sayisi arttikca hesaplama miktari artmakta ve karmagik bir hale gelmektedir. Ciinkii elde
edilen her yeni goriintii icin arka plan modelinin giincellenmesi gerekmektedir. Algoritmanin hizina
ve etkinligine gore, her piksel i¢in belli sayida Gauss modeli tanimlanmaktadir. Gauss karisim
modelinin uygulanma agamalar1 {i¢ bolimden olusmaktadir. Bunlar model tanimi, model

giincellemesi ve 6n plan tespiti olarak siralanmaktadir [23].

A. Model Tanimi

Gauss karisim modelinde, bir video gercevesindeki (veya goriintii dizisindeki) bir pikselin
renk degerleri ile ona karsilik gelen piksel islemini olusturmaktadir. Denklem 2.2°de bir piksel

degerinin renk degerini gostermektedir.
{X0, X5 oo X} =y, D)1 <P < t}} (2.2)
I(x,y,i), piksel (x,y)’nin, i. zamanindaki renk degerini temsil eder. Arka plam bir Gauss
karisimiyla modelleme islemi, piksel isleminin karigik Gauss dagilimmi karsiladig1 varsayimim

dayanmaktadir. Diger bir ifadeyle bir Gauss karigim modeli, her piksel i¢in 1den K’ya tekil Gauss

modelinden olusmaktadir. Denklem 2.3, Gauss karisim modelini ifade etmektedir.

P(Xy) = Ell§=1 Wi e n(Xe, Uit Dk t) (2.3)

Burada Wy, + k’ninct Gauss bileseninin t zamanindaki agirligim ifade etmektedir. Bu deger

ayni zamanda olasilik yogunluk fonksiyonu anlamina gelmektedir. P(X;), t zamaninda X piksel
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degeri tarafindan gozlemlenen olasilig1 temsil etmektedir. y, ; ortalama deger, Y ; ise kovaryans
matrisidir.

Matris islemlerinin yogunlugu tiim siireci agirlastirip hantallastirdigi i¢in, bu durumdan
kacinmak amaciyla tipki RGB renk modelinin kirmizi, yesil ve mavi bilesenleri gibi X piksel
degerinin bilesenlerinin birbirinden bagimsiz oldugunu ve ayni kovaryansa sahip oldugunu
varsaymak yaygin bir uygulamadir. Bu varsayim sonuglar tizerinde ¢ok az etkisi olmasina ragmen

hesaplamay1 hizlandirabilmektedir.

B. Model Giincellemesi

Gauss arka plan modellemesi, modeldeki gegerli piksel degeri ile K Gauss dagilimini
eslestirmektedir. Eger gegerli piksel degeri K Gauss dagilimiyla eslesmiyorsa, yeni bir Gauss
dagilimi hesaplanmaktadir. Bu amagla, en kiiclik agirlik degeriyle dagilim degistirilmekte ve yeni
dagilim ortalamasi gecerli piksel degeri olmaktadir. Sonu¢ olarak eslesen bir Gauss dagilimi

bulunursa, her dagilim i¢in agirlik degerleri Denklem 2.4’te ki gibi hesaplanmaktadir..
Witrr = (1 — @)Wy + aMypiq (2.4)

Bu formiilde o 6grenme oranidir ve degeri (0, 1) arasindadir. Gauss dagilimi i¢in mevcut
piksel My, ;1 = 1ile eslestirilmektedir, aksi takdirde M ;1 = 0 olarak kabul edilmektedir. Gauss
dagilimi agirlik degerini eslestirirken Gauss dagilimi agirlik degeri artmaktadir. Gegerli piksel
degeriyle eslesen bir Gauss dagilimi i¢in parametre degerleri Denklem 2.5°te ve 2.6’da gdsterilen

formiillere gore ayarlarlanmaktadir.

tier1 = (1 — pper + pXier41 (2.5)
b1 = (1 — )0 + pKier1r — irr1)” Kewr — Hies1) (2.6)

Burada p diger Ogrenme oranidir, degeri Denklem 2.7°de gosterilen formiille

hesaplanmakatdir. Eslesmeyen Gauss dagilimi i¢in parametreleri degismeden kalir.

p = an(Xi|ux, o) (2.7)
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C. On plan Tespiti

Bir 6nceki agama olan model giincelleme asamasina gore, daha kiiciik kovaryans ve daha
biiyiik agirliga sahip Gauss dagiliminin, arka plan piksellerinin dagilimi olma olasilig1 daha yiiksek
kabul edilmektedir. Bu nedenle, belirli bir arka plan modelini belirlemek i¢in, goriintiideki her
piksel i¢in K Gauss dagilimlari hesaplanmaktadir. 1lk B Gauss dagilimlar1 igin arka planin
tanimlamast Denklem 2.8’de gosterilmistir. Yeni pikseller iglenirken, bu piksellerin arka plana

dahil olup olmadigi, eslestigi Gauss bileseninin agirligina gore asagidaki sekilde belirlenmektedir:
B = argmin,, (Zzﬂ Wiy > T) (2.8)

Bu formiile gore, T arka plan modelinin 6nerilen esik degeridir. Toplamlar: T esik degerini
gecen en yuksek B agirliga sahip olan bilesenler, arka plan bilesenleri olarak kabul edilmektedir. T
degeri kiiciikse, Gauss karistm modeli tek bir Gauss dagilim modeline doniisecektir. T degeri
biiyiikse, sallanan yapraklar ve dalgalanan goller gibi karmasik dinamik bir arka plan pikseli olarak
diistintilmektedir. Arka planda agiklanan B Gauss dagilimlarinda en az bir Gauss dagilimi gecerli
piksel degeriyle eslesiyorsa, gecerli piksel bir arka plan pikselidir aksi takdirde 6n plan pikseli
olarak tanimlanmaktadir. Diger bir ifadeyle elde edilen piksel degeri, bu arka plan bilesenlerinden
bir tanesi ile eslesiyorsa, o pikselin arka plan gorlintiisiine ait oldugu belirlenmeketdir. Tiim
piksellere uygulanacak bu yontem ile arka plan ve dolayisiyla 6n plan nesneleri tespit edilmis
olmaktadir.

Bir goriintii dizisinde 6n plan nesnesi olarak kabul edilen bir hareketli nesnenin arka plan
cerceve gorlintliisiinden ayrilmasi, en onemli adimdir. Gri tonlamali veya renkli bir video
cercevesinde bir arka plan modeliyle karsilastirilarak 6n plan tespitinin yapilabilmesi, 6n plan
algilama sistemi nesnesi kullanilarak yapilir. Ardindan belirlenen 6n plana yada arka plana ait
bireysel piksellere bakilarak etkili bir sekilde bir 6n plan maskesi hesaplanmaktadir. GKM ifadesi,
piksellerin durumunun bir kareden digerine degisimine isaret eden K Gauss dagilimlarinin bir
karigimidir. GKM'deki her piksel, RGB renk uzayindaki yogunlugu ile karakterize edilmektedir.

GKM uygulamast ilk asama olarak renkli goriintiiyii ikili bir goriintitye doniistiirerek isleme
almaktadir. ikili goriintiide herhangi bir degisime ugramayan pikseller 0 yani siyah, buna karsilik
degisime ugrayan pikseller 1 yani beyaz olarak tanimlanmaktadir. Bu sayede, bir video
cergevesinden On plan nesnesi olarak etiketlenen hareketli nesneler boliimlere ayrilarak ve beyaz
olarak orneklendirilebilmektedir. Sekil 2.4’te, bir video gergevesine GKM uygulanmasinin sonucu
gosterilmektedir. Sabit olan pikseller siyaha (0) doniismistiir ve degisiklige ugrayan pikseller, 6n
plandaki nesneyi agikca belirten 1 (beyaz) olarak tanimlanmustir. Bu sayede elde edilen ¢ercevede

arabalar 6n plan nesnesi olarak algilanmstir.
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(@) (b)

Sekil 2.4. Bir video ¢ergevesinde GKM uygulamasi (a) GKM uygulamasindan o6nce, (b) GKM
uygulamasindan sonra

2.3. Nesne Takibi

Videoda nesne tespiti, bir dizi goriintii gergevesinde bir nesnenin varliginin dogrulanmasini
icermektedir. Video isleme alaninda bir diger Onemli konu ise nesnelerin taninmasi igin
konumlandirilmasidir ve bu islem nesne izleme olarak tanimlanmaktadir. Literatlirde ¢ok cesitli
nesne tanima ve takip uygulamalari bulunmaktadir. Bu uygulamalarin en ¢ok kullanildig: alanlar
ise video gozetimi, goriis tabanli kontrol, video sikistirma, insan-bilgisayar arayiizleri, robotik vb.
olarak siralanabilmektedir [22].

I¢ ve dis ortamlarda 6zellikle gdzetim amagli hareketli nesnelerin video dizilerinde izlenmesi
karsilagilan tim zorluklara ragmen giderek Onem kazanmaktadir. Yeni nesil bilgisayar
sistemlerinin ve yliksek kaliteli kameralarin gelistirilmesi ve dikkatli izleme gerekliligi, nesne
tanima ve takip algoritmalarinin gelistirilmesi ve uygulanmasi gerekliligini ortaya ¢ikarmaktadir.
Bu algoritmalarda yeni yaklagimlar dnem kazanmaktadir. Temel igleyis olarak 6n plandaki nesneler
birbirini izleyen g¢erceveler boyunca takip edilmekte ve hareket eden nesneler algilanmaktadir.
Ayrica, nesnenin davranist da ardisik olarak tanimlanmakta ve analiz edilmektedir. Literatiirde
cesitli nesne izleme yontemleri gosterilmektedir. Akilli nesne takibi igin mevcut genel
yaklasimlardan bazilari, 6zellik tabanli nesne izleme, bdlge tabanli nesne izleme, kontur tabanlt
nesne izleme ve model tabanli nesne izleme olarak siralanmaktadir. Genel olarak, segilen takip
yaklasimimin belirlenmesi nesne temsiline, izleyici Ozelliklerine ve gorintii 6zelligi seg¢imine
baghdir. izleyiciler ve goriintii 6zellikleri, video ortamina, nesnenin goriiniimiine, siluetine, nesne
sayisina ve gozetleme kamerasinin konumu ve hareketine baglidir. Takip edilecek nesnenin sekli
dikdortgen veya elips gibi belirli geometrik sekilde ise nesneler, nokta ve ilkel geometrik tabanli
yaklagimlarla daha iyi temsil edilebilmektedir. Izleme hedefleri iskelet gibi karmasik yapida ise
parca tabanli izleme modelleri tercih edilmektedir. Giinlimiizde yaygin olarak kullanilan nesne

izleme yontemleri asagida 6zetlenmistir [22].
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2.3.1. Ozellige Dayah izleme

Nesne Ogelerine dayali olarak, 6zellik tabanli izleme yontemi, nesne dzelliklerini nesneden

cikararak izlemektedir. Ayrica, elde edilen goriintiiler arasindaki 6gelerde eslestirilmektedir.

2.3.2. Kontur Tabanh izleme

Izleme konturlari, takip edilecek nesnenin seklini belirlemek i¢in sinirlarini analiz etmekte
ve ardindan bu sinirlar1 zaman icinde izlemektedir. Bu yontemde otomatik izleme zorlagsmaktadir.
Dokladal ve ark. [68], tarafindan etkin bir kontur tabanli izleme algoritmasi gelisitirilmistir. Bu
algoritmada bir goriintli boliimlere ayrilmaktadir ve bunun i¢in gradyan hesaplanmaktadir. Gradyan
gorilintliyl izlemek i¢in kullanilmaktadir. Chen ve ark. [69], tarafindan sunulan kontur modeli
sinirsel bulanik aglara dayanmaktadir. Egitim ve tanima igin sinirsel bulanik ¢ikarim aglart
olusturulmaktadir. Zhou ve ark. [70], tarafindan gelistirilen yOntemde partikiil filtresi
kullanilmaktadir. Renk 6zelliklerini kontur bilgisi ile entegre etmek Onerilen yontemdir. Kontur
tespiti i¢in Sobel operatorii ve siluet benzerligi kullanilmistir. Lin ve ark. [62], gore renkli bir
histogram ve c¢oklu fiizyon yaklagimi kullanilarak bir nesnenin yeri belirlenebilmektedir. Hareket
eden nesneleri izlemek amaciyla konturlarin c¢ikarilmast igin bolge tabanli bir ydntem
kullanilabilmektedir. Ozellik birlestirme, parcacik filtreleri igin Harris koseleri kullanilarak
gerceklestirilmektedir. Hu ve ark. [71], gore Onerilen yontemde uyarlanabilir bir siluet kontur

evrimi, renk tabanli kontur evrimi ve Markov tabanli bir dinamik model kullanilmistir.

2.3.3. Model Bazh izleme

Videoda elde edilen sahne bilgilerini bir modelle eslestirmek, model tabanli izleme
tekniginin temel yapisini olusturmaktadir. Modeller, nesne hakkindaki 6n bilgilere dayanarak
olusturulmaktadir. Genellikle eslestirilen modellere dayali elle veya bilgisayar goriisii ile elde
edilmislerdir. Ramanan ve ark. [72], viicut pargalarini izleyerek insanlari tanimlayan ve takip eden
bir 2B model gelistirmistir. Model, insanlarin viicut kisimlarini iceren gergeve setinden 6grendigi
gibi, insanlarin goriiniislerini modellemeyi amaglamaktadir. Viicut pargalari birbirini takip eden her
karede izlenmektedir. Zhao ve ark. [73], ¢oklu nesneler i¢in yeni bir izleme yontemi dnermislerdir.
Kamera yardimiyla karmasik bir ortamda bdyle bir algoritma ile birka¢ nesne izlenebilmektedir.
Global ve hareket faktorleri, insanlarin tam hareketini ayirmak icin kullanilabilmektedir. izleme

amactyla, bu yontem farkli bolgelere gore 3B modeller ile birlestirilerek gelistirilebilmektedir.

2.3.4. Kalman Filtreleme

Kalman filtresi, bir analiz arac1 ve veri isleme algoritmasi ile beklenen degerleri hesaplama

amactyla kullanilmaktadir. Nesnenin gercek, konumunu ve hizini etkili bir sekilde tahmin etmek
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icin bir dizi denklem ve veri girisi kullanan matematiksel bir siiregtir. Modellenen sistemin kesin
yapist bilinmese bile, modellerin gegmis ve simdiki durumlarin yani sira gelecekteki durumlari da
tahmin edebilmektedir. Chen [74], Kalman filtrelerine dayali olarak nesneleri izlemek igin
birlestirici bir yaklasim onermistir. Buna gore nesne konumlar1 tahmin edilmektedir ve izleme
dogrulugunu arttirabilmek igin ¢ekirdek tabanli bir izleme kullanilmaktadir. Nesne konumu
belirlendikten sonra kontur tabanli bir izleme kullanilmaktadir. Wu ve ark. [75], ii¢ boyutlu bir
izleme modeli onermislerdir. Bu ydntem, karmasik ortamlarda nesne hareket yoniinii ¢ikarma
yetenegine sahiptir. Izleme dogrulugunu arttiran bu yontemle gelistirilmis bir Kalman filtresi
kullanilmigtir. Li ve ark. [55], birden fazla teknik igeren birlesik bir nesne izleme ydntemi
onermislerdir. Bu yontemle hareketli nesnelerin koseleri ile temsil edilmesi saglanmugtir. Ardigik
cercevelerde nesnenin kdse noktast degisimlerine bakilarak Kalman filtresinin parametreleri
tahmin edilebilmektedir. Kalman filtreleri, temel mantik olarak sonraki her karede olmasi beklenen
noktanin konumunu tahmin etmekten sorumludur. Komsular1 kaydetmekten ise yerel arama
sorumludur.

Literatiirde farkli kategorilendirilmis nesne takip yontemlerine rastlamak miimkiindiir. Bu
yontemler genellikle nesnenin seklinin temsil edilmesi, takip edilen nesne sayist ve nesne
hareketinin tahminini iceren yontemler olarak farklilik gotermektedir.En yaygin nesne takip
yontemi kategorisi icerisinde yer alan takip yontemleri nokta takibi, ¢cekirdek takibi ve siluet takibi

yontemleri olarak siralanmaktadir. Bunlar tek basina yada birlikte kullanilabilmektdir [76].

2.3.5. Nokta Takibi

Bir goriintii dizisinde nesneler noktalar ile temsil edilerek takip edilmektedir. Takip edilecek
noktalar toplulugu, nesnenin daha onceki durumuna dayanan nesne konumunu ve hareketini
kapsamaktadir. Noktalar ¢cogunlukla nesnenin merkezi yada koselerinden ibarettir. Nokta takibi
yontemi goriintli dizisinde takip edilecek nesneyi bulmak i¢in ek islemlere ihtiyag duymaktadir.
Nokta takibi hedefin kayboldugu, bir baska nesne arkasinda kaldig1 ve sahneye giris ¢ikis oldugu
durumlarda yetersiz kalmaktadir. Sekil 2.5’te nokta takibi gosterilmektedir.

Sekil 2.5. Nokta takibi [76]
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2.3.6. Cekirdek Takibi

Cekirdek takibi yonteminde, nesnenin geometrik sekil ile temsil edilmektedir. Bu yontem
ile nesne takibi, goriintii dizisinde ki ¢ekirdegin hareketinin hesaplanmasi ile yapilmaktadir. Bu
hareket genellikle oteleme, donme veya dogrusal hareket etme seklinde olabilmektedir. Sekil

2.6’da cekirdek takibi yapilirken donme hareketi gosterilmektedir.

Sekil 2.6. Cekirdek takibi donme hareketi [76]

2.3.7. Siliiet Takibi

Takip edilecek nesnenin karmasik bir sekle sahip olmasi durumunda tercih edilmektedir.
Nesnenin sinir ¢izgilerinin temsil ettigi bdlgenin nesne olarak kabul edilmesi seklinde
uygulanmaktadir. Insan bedeninin temsilinde siklikla kullamilmaktadir. Bu yéntem karmasik
yapidaki nesnelerin takibinde basarili sekil tanimlamalari olusturdugu igin kullanimlari uygundur.

Sekil 2.7°de siliiet takibinde gevre ¢izgisinin belirlenme asamasi gosterilmektedir.

Sekil 2.7. Cevre ¢izgisi olusturma [77]

Siliiet tabanli nesne takibi, goriintii dizisinde ki bir 6nceki gortintiide elde edilmis modelin
kullanilmasiyla nesne bdlgelerini belirlemektedir. Bu model nesne sinir ¢izgisi icerisinde bulunan
renk histogrami, nesne kenarlar1 veya nesne sinir ¢izgisi bilgilerini kullanmaktadir. Siliiet takibi,
sekil eslestirme ve ¢evre ¢izgisi takibi seklinde iki farkli yontem kullanmaktadir. Sekil eslestirme
yontemi, var olan goriintiide ki nesnenin siliietini modellemektedir. Cevre ¢izgisi yontemi ise

nesnenin goriintii dizisinde ki bir dnceki goriintiisiiyle o anki goriintiisiinii eslestirerek sinir ¢izgisini
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belirlemektedir. Bu yontem de durum uzay modelleri ya da enerji fonksiyonlarinin minimizasyonu

kullanilmaktadir.

2.3.8. Video Goriintiilerinde Hedef Takibi

Videoda goriintii isleme ¢alismalarindan en 6nemli asamalardan biri hedef takibidir. Hedef
takibinin 6nemi, video kayit sistemlerinin artmasi ve teknolojinin gelismesine paralel olarak giin
gectikge artmaktadir. Hedef takibine, giiniimiizde birgok alanda karsimiza ¢ikan gorsel takip
sistemlerinde, goriintii/video islemede, bilgisayar-insan etkilesiminde, arag takibi gibi konularda
ihtiya¢ duyulmaktadir Video goriintiileri iizerinde hedef takibi yapilan ¢aligmalar incelendiginde
temel olarak iki asamanin 6nem kazandigi goriilmektedir. Bu asamalardan ilki nesnenin ilk
konumunun sahne igerisindeki tespiti, ikinci asama ise video ¢ergeveleri igerisinde elde edilen
hedef goriintiiler arasinda iligkili verilerin elde edilmesidir. Bu asamalar1 birlikte gergeklestiren
nesne takip yoOntemleri takip edilecek hedefin bir sonraki durumunu tahmin etmeyi
amaclamaktadir. Bu asamalar1 ayr1 ayri ele alan nesne takip yontemleri ise boliitleme ve nesne
yakalama algoritmalartyla hedefleri belirlemekte ve daha sonra bunlar arasinda veri bagr iliskileri
kurmaktadir [78].

Hedef takibi alaninda bir¢cok gelisme yasanmasina ragmen hala ¢6ziilemeyen birgok sorun
mevcuttur. Hedef takibinde karsilagilan en biiyiik sorunlardan biri hedefin zamana gére ani hareket
gosterebilmesi olmaktadir. Hedef zamana gore diizgiin bir hareket degisimi gosterse bile farkli
yonlere gidebilmektedir. Bununla birlikte, takip edilen hedef nesne gdriiniimii zamanla degisime
ugrayabilmektedir. Uygulanan calismada hedef goriiniim modelinin giincellenmediginde hedef
basarili bir sekilde takip edilemeyecektir. Hedef takibinde karsilasilan diger sorunlar hedef
takibinde 1s1k/aydinlik degisimi, giiriiltii faktorii, kamera hareketi, kameranin goriis acisi, hedef
nesnenin bir bagka nesnenin arkasinda kalma ve gizlenme durumu, bir bagka nesne ile yari/tam
ortiisme durumu, arka plan karmasiklig1 gibi etkenler, hedef takibini zorlastirmaktadir. Nesnelerin
arka plandan ve birbirinden farkli sekillere ve farkli bicimsel 6zelliklere sahip olmasi hedef
takibinde kolaylik saglamaktadir.

Video gorintiileri iizerinde hedef takibi calismalarinda yiiksek bagarim saglanabilmesi i¢in
baz1 gereksinimlere ihtiya¢ duyulmaktadir. Bunlardan en 6nemlisi giirbiiz bir hedef takip sistemi
tasarlamaktir. Giirbiiz bir hedef takip sistemi, takip performansimni diisiirecek bozucu etkenlere karsi
dayanikli ya da diger bir deyisle duyarsiz olmalidir. Verimli bir hedef takip sisteminin bir diger
gereksinimi ise uyarlanabilirliktir. Hedef takibinde kullanilan hedef goriiniim modeli, zamana gore
degisime ugrayan hedef goriiniimiine paralel bir uyum saglamalidir. Giirbiiz, uyarlanabilir bir hedef
takip sistemi, diisiilk hesapsal yiike sahip olmalidir. Diger bir ifadeyle, takip sisteminin gercek

zamana yakin bir performans sergilemesi gerekmektedir.
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Hedef takip sisteminin yapisi, genel olarak Sekil 2.8’de gosterildigi gibi 3 asamada
gosterilebilmektedir. i1k olarak takip edilecek nesneye ait goriiniim 6zellik ¢ikarim yapilmaktadir.
Takip edilecek nesneler, arka plan c¢ikarim yaklasimlari gibi ydontemlerle otomatik olarak
belirlenecegi gibi, el yardimiyla da belirlenebilmektedir. Bir sonraki agamada hedefe ait goriiniim
modeli olusturulmaktadir. ikinci asamada ise, hedefe ait goriiniim modeli, aday hedef goriiniim
bolgeleri ile eslestirilerek en uygun aday hedef goriiniimii belirlenmektedir. En son olarak da, hedef

nesnenin gorliinlim modeli, en uygun aday hedefin goriinlimlerine bagli olarak giincellenmektedir.
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Sekil 2.8. Hedef takip sisteminin genel yapisi [78]

Hedef takibinde nesneye ait karakteristik 6zelliklerin belirlenmesi, sistemin basarimina
dogrudan etki etmektedir. Takip edilecek hedefe ait 6znitelik ¢ikartimi, o nesneye ait 6zellik
tanimlayicist olmaktadir. Hedefin renk veya gradyan bilgilerini kullanarak hedefe ait 6znitelik
¢ikarimi yapmak miimkiindiir. Literatiirde hedef takibi yaklasimlari, farkli kategoriler altinda
degerlendirilmektedir. Bununla birlikte hedef takip yaklagimlarindan en ¢ok kullanilanlar1 Sekil
2.9°da gosterilmistir. Hedefin hangi yontemle aranacagi, hedefin hangi karakteristik 6zelliklerinin
betimlenecegi, takip edilen hedef sayisi, hedef nesneleri gozlemleyen kamera sayisi, takipte ¢evrim
i¢i/dis1 6grenme teknikleri, hedef takip yaklagimlarinin baslica ¢alisma konularini olugturmaktadir
[34].
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Sekil 2.9. Hedef takip yaklagimlari [78]

Literatiirde hedef tespiti ve takibi ile ilgili farkli yaklagimlar kullanilan birgok ¢aligma
yapilmistir. Kullanilan kamera sayisina bagli olarak tek bir kamera veya ¢oklu kamera ile
kameralarin aktif ya da pasif olmasina gore farkli hedef takip ¢alismalari bulunmaktadir. Kullanilan
aktif kameralarin, saga sola, yukar1 asagi ve yakinlagsma 6zelligine sahip olmasi, aktif kameralar ile
yapilan hedef takibinin bagariminin arttirilmast amaglanmistir [79, 80]. Calismalarin durumuna
bagli olarak aktif kameralar yerine pasif kameralarin tercih edildigi hedef takip sistemleri
giiniimiizde daha ¢ok kullanilmaktadir [81, 82] .

30



2.3.9. Blob (Binary Large Object- ikili Biiyiik Nesne) Analizi

Blob analiz, hedef takip sitemlerinde yaygin olarak kullanilmakla beraber dnemli bir yere
sahiptir. Blob analiz, bir gorintii dizisinden renk dagilimini kullanarak hedef bolgeleri
¢ikarmaktadir. Blob, ikili bilyiik nesne olarak ifade edilmektedir [83].

Ozellikle ikili goriintiilerde bir cerceve icerisinde birbirlerine bagl piksel bolgelerini
tanimlamak amaciyla kullanilmaktadir. Goriintii isleme uygulamalarinda ikili gorlintiilerde
giiriiltiden arindirilmis 6n plan nesnelerini digerlerinden ayirarak etiketleyip, Oznitelik verileri
tiretmektedir. Ik asamada goriintiideki nesneler ayrilir, ikinci asamada ise hedef nesne bunlar
icerisinden belirlenerek isaretlenmektedir. Diger bir ifadeyle 6nce Blob’lar ayiklanmakta ve sonra

siiflandirilmaktadir. Sekil 2.10°da Blob analiz modiilii gosterilmistir.

BLOB ANALIz

Yeni bloblar (pozisyon,

I
) |
Aday bloblar (pozisyon) | boyut)
b

)

I
I
|
ﬂ Blob kiimesi
I
|
|
L

Sekil 2.10. Blob analiz modiilii [85]

Blob analiz, goriintide ki biiylik alanlar1 nesne ya da hedef olarak kabul etmektedir.
Gorlntide ki kiigiik alanlar ise giiriiltii kabul ederek degerlendirmeye alinmamasini saglamaktadir.
Biiyiik ifadesi nesnenin belirli bir boyutta olmas1 anlaminda kullanilmaktadir. Kullanim durumuna
gore biyiikliik degisebilmektedir. Blob analiz kullanilarak video ¢ergeveleri arasinda ki gegislerde,
arka plan cikarimi ile elde edilen 6n plan gorintilerinde olusan giiriiltillerin ¢ikarilmast
saglanmaktadir [83, 84].

Bu sayede sadece hedefe ait 6n plan goriintiisii dikdortgen bir sinirlayict kutu igerisine
almarak hedef takip islemi gerceklestirilmektedir. Blob’lar1 ¢ergeveleyen sinirlayici kutu orani, bu
kutunun yiiksekliginin genisligine boliimii olarak ifade edilmektedir. Bu sayede sinirlayict kutunun
yiiksek, uzun vs. gibi boyutunu belirlemeyi saglamaktadir [84].

Bir Blob’un kompaktligi diger bir ifadeyle nesnenin piksellerinin siklig1 ya da seyrekligi
Blob alaninin sinirlayici kutunun alania orani olarak tanimlanmaktadir. Blob’larin ayiklanmasi
amactyla kullanilan bu formiil Denklem 2.9°da gosterilmektedir. Bu formiil ile 6rnegin yumruk

seklindeki bir el ile parmaklari agik bir el birbirinde ayrilmaktadir.
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Blob Bdélgesi

Kompakthk =
p genislik x yiikseklik

(2.9)

Bir nesnenin agirlik merkezi ya da kiitle merkezi nesnenin denge merkezidir. ikili goriintiiye
sahip bir nesne iginde ortalam x ve y konumlaridir. Blob’daki piksellerin x koordinatlarinin veya y
koordiatlarinin toplaminin toplam piksel sayisina boliinmesiyle x., y,. degerleri hesaplanmaktadir.

Denklem 2.10” da bulunan formiille hesaplanmaktadir.

1 1
Xe =y ?’:1 Xip Ye =y fvzl Vi (2.10)

N, Blob'daki piksel sayisini ifade etmektedir. x; ve y;, N pikselin x ve y koordinatlarini
tanimlamaktadir.

Goriintii islemede kullanilan algoritmalar, pikselleri degerlerine gore ayirmakta ve bunlari
on plan veya arka plan olmak iizere iki kategoriden birine yerlestirmektedir. Blob analiz ise bu
goriintiilerde olusan birbirine baglh piksellerin olusturdugu 6n planlar hakkinda islem yapmaya
yardimc1 olmaktadir [85].

Piksellerin bagli olmasi, piksellerin komsu olmasi anlamina gelmektedir. Yaygin olarak
kullanilan baglant1 tiirleri 8’li ve 4’lii baglantilardir. 8’li baglant1 daha dogru bilgi elde edilmesini
saglamasina ragmen daha az hesaplamaya ihtiya¢ duyuldugundan ve hizli oldugundan dolay1 4’lii

baglant1 siklikla tercih edilmektedir [86].

2.4. Derin Ogrenme Yéntemleri Kullanarak Nesne Tespiti

Derin 6grenme insan kontroliine gerek kalmadan biiylik miktardaki veriler iizerinde islem
yapabilme yetenegine sahip yapay zekanin bir alt alanmidir. Derin 6grenme, ilk ortaya ¢iktiginda
olgeklenebilirlik ve biiyiik bilgi islem giicii gerektirmesi gibi birgok etken nedeniyle beklenilen
seviyede ilgi ¢ekmemistir. Ancak 2006’dan sonra, iki ana nedenden dolayr modern makine
Ogrenimi algoritmalaria oranla daha popiiler hale gelmeye baslamistir. Bu nedenler:

* Gilinden giine isleme igin artan veri miktarlarmin varligi
+ Ust diizey hesaplama kaynaklarmin varlig

Beynin yapisindan esinlenerek gelistirilen ¢ok katmanli derin 6grenme mimarileri
glinimiizde genis bir uygulama alanina sahiptir [87]. Derin 6grenmenin kullanildig1 ¢esitli alanlar
sOyle siralanabilir: konusma tanima, nesne tanima, karakter tanima, izinsiz giris ¢ikis algilama,
metin siiflandirma, gen ¢alismalari, biyolojik veri isleme, veri madenciligi, video isleme, gortintii

isleme, dogal dil isleme, robotik vb.
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Derin 6grenme algoritmalari, bu alanlarda elde edilen verileri isleyerek sonuglar1 daha dogru
bir sekilde tahmin edebilir. Derin 6grenmenin en popiiler mimarilerinden biri, ESA olarak

adlandirilan bir tiir evrigimli sinir yapay sinir agidir [88].

2.4.1. Evrisimli Sinir Aglar1 (ESA) Tanim

Evrisimli sinir aglari, goriintii ve ses gibi islenmesi gereken veri tiirleri {izerinde ¢aligmak
icin tasarlanmus bir yapay sinir aglar1 ¢esididir. ESA’lar girdi verilerinin evrisim tabanli bir sekilde
islenmesi i¢in tasarlanmistir. Bu durum her bir veri 6gesinin, bir matris bi¢iminde ifade edildigi ve

matrislerin birbirleriyle ¢arpilarak islemlerin gerceklestirildigi anlamina gelir [89].

ESA 'larin Calisma Prensibi

ESA’lar, girdi verilerini evrisim adi verilen matris iglemleriyle islemektedirler. ESA’lar,
girdi verilerini (genellikle goriintiiler) boliimlere ayirir ve her bir boliimii 6zel bir matris (filtre) ile
islemektedir. Bu islem ile bir filtre girdi verisi {izerinde hareket ettirilmektedir. Bu islem
sonucunda, filtrenin ¢iktist yeni bir matris olacaktir. Bu matris, daha sonra baska bir filtre i¢in tekrar
isleme tabi tutulabilmektedir. Bu filtreler, goriintiilerdeki 6zellikleri ¢ikarmak icin tasarlanmistir.
Ornegin, bir filtre, goriintiiniin kenarlarini veya koselerini tespit etmek i¢in kullanilabilmektedir.
ESA’lar, her katmaninda filtreler kullanir ve her bir katmanin ¢ikisi, bir sonraki katmanin girdisi
olur. Bu siire¢, agin son katmanina kadar devam etmekte ve sonucta goriintiilerdeki desenlerin
taninmast ve siniflandirilmast saglanmaktadir. ESA’lar, ozellikle biiylik veri kiimelerindeki
desenleri tanimlama ve siniflama konusunda son derece basarilidir. Bu nedenle goriintii tanima,

nesne takibi ve tespiti ile yliz tanima gibi alanlarda yaygin olarak kullanilmaktadir [90].

ESA’lari Etkililigi

ESA’larin en biiyiik avantajlarindan biri, girdi verilerinin herhangi bir boyutta olabilmesidir.
Bu, herhangi bir boyuttaki goriintii veya veri seti i¢in kullanilabilir olduklar1 anlamina gelmektedir.
Ayrica, ESA’lar evrisim islemi ile verilerin 6zelliklerini daha kolay ¢ikarmaktadirlar. Cikarilan
ozellikler, daha sonra siniflandirma ve tanima islemlerinde kullanilmaktadir [91].

ESA’larin, diger makine 6grenimi tekniklerine gore 6nemli bazi avantajlara sahiptir:

1. Veri Kiiciiltme: ESA’lar girdi verilerini boliimlere ayirarak, veri boyutunu
azaltmaktadir. Bu, ozellikle biiyilk veri kiimelerinde veri igslemeyi daha hizli hale
getirmektedir.

2. Desen Tammma: ESA’lar, filtreleri kullanarak girdi verilerindeki desenleri
tanimlayabilmektedir. Bu, Ozellikle goriintli tanima ve isleme gibi alanlarda ¢ok

yararlidir.
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3. Transfer Ogrenme: Onceden egitilmis bir ESA modeli kullanmak, yeni veri kiimesi i¢in
egitim siiresini azaltabilmektedir. Bu, 6zellikle sinirhi veri kiimelerinde yararlidir.

4. Paralel islem: ESA’lar, biiyilk veri kiimelerindeki islem vyiikiinii paralel olarak
isleyebilmektedir. Bu durum ¢oklu islemcili sistemlerde hizli veri islemeye olanak
tanimaktadir.

ESA’lar gelistirilerek elde edilen, nesne tespiti ve nesne takibi alaninda kullanilan derin

O0grenme algoritmalar1 B-ESA (Bolge Tabanli Evrisimli Sinir Ag1), Hizli B-ESA, Daha Hizli B-
ESA, Tek Atis Dedektorii (TAD), Maskeli B-ESA, YOLO olarak siralanabilmektedir.

2.4.2. Bolge Tabanh Evrisimli Sinir Ag (B-ESA)

B-ESA mimarisi, nesne tanima amaciyla kullanilan 6ncii yontemlerden biridir. B-ESA’lar
nesneleri tanimlayabilmek i¢in nesnelerin etrafinda sinirlayici kutular belirlemektedir. Her goriintii
i¢in farkli sayida nesne olabileceginden, ¢ikti katmaninin uzunlugu degiskenlik gosterebilmektedir.
Ayrica her goriintiide nesnelerin boyutlar1 yada konumlari birbirinden farkli olabileceginden, bir
gorlintiideki hedef nesneleri tanimlamak ve algilamak i¢in ¢cok sayida bolge gerekebilmektedir. B-
ESA, bu sorunla basa ¢ikabilmek i¢in “segici arama” yontemini kullanmaktadir [8, 92].

B-ESA, ESA’y1 nesne tanima gerceklestirmek ve 2000 bolge Onerisi aday kutusu
olusturmak iizere egitmek icin secici aramay1 kullanmaktadir. Daha sonra seg¢ici arama tarafindan
olusturulan nesne Onerileri kullanilmaktadir. Her aday kutu daha sonra sabit bir boyuta
dontstiiriiliir ve ESA’ya girdi olarak verilmektedir, bu durum bir 6zellik ¢ikarici1 goérevi gérmekte
ve cikti olarak 4096 boyutlu 06zellik {iretmektedir. Bu 0Ozellikler seti, siniflandirmay1
gerceklestirmek i¢in Destek Vektor Makineleri (DVM) siniflandiricisina beslenir. B-ESA,
smiflandirma gerceklestirmeye ek olarak, her smirlayici kutunun kesinligini artirma islemini de

gerceklestirmektedir. B-ESA sistemine genel bakis, Sekil 2.11°de resimsel olarak gdsterilmistir.

B-ESA’nin simirhiliklar::
B-ESA’nin kullanimini siiresince tespit edilmis bazi sinirliliklar mevcuttur. Bu siirliliklar
sOyle siralanmaktadir:
1. B-ESA’y1 ger¢ek hayat uygulamalari i¢in uygun olmayan hale getiren biiylik zaman
karmasikligi
2. Secici arama kullanimindan dolay1 ve her goriintii bolgesi i¢in ESA araciligiyla elde edilen
ozelliklerin fazla olmasi nedeniyle egitimin yavas olmas1
3. Segici arama algoritmasinda igsel 6grenme yeteneginin olmamasi nedeniyle hatali aday

bolge Onerileri olusturma [93].
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Sekil 2.11. B-ESA mimarisi [94]

2.4.3. Hizh Bolge Tabanh Evrisimli Sinir Ag1 (Hizh B-ESA)

Hizli B-ESA, B-ESA yonteminin gelistirilmesiyle olusturulmustur. B-ESA’dan farkli
olarak, Hizli B-ESA, tim nesne tanima ve smiflandirma islemlerini tek bir agda
gergeklestirmektedir. Bu durum, nesne tanima siirecini hizlandiran bir faktordiir. Girshick ve ark.
tarafindan B-ESA’da meydana gelen biiylik zaman karmasikligindan kaynaklanan sinirlamalarin
iistesinden gelmek i¢in Onerilmistir [95].

Hizli B-ESA, bes ana bilesenden olusmaktadir:
Girdi goriintiisti
Ozellik haritalar1 olusturmak icin bir dzellik ¢ikarici
Bolgesel 6zellik ¢ikarict

Tamamen bagh katmanlar

o w0 N

Cikt1 katmani

B-ESA’dan farkli olarak, Hizli B-ESA, segici arama yontemiyle bir goriintiiden elde edilen
2000 bolge onerisini tek tek 2000 farkli ESA’ya girdi olarak vermek yerine tiim gorlintiiyii ESA’ya
girdi olarak kullanmaktadir. Bir goriintiiniin tamamindan elde edilen 6zellik haritasindan, bolge
teklifleri belirlenir ve bir ilgi bolgesi havuzlama (IBH) katman1 tarafindan sabit boyuta indirgenir.
Bu havuzlama katmani ilgi bélgesi havuzlama (IBH) katmam olarak adlandirilmaktadir. Daha
sonra, her nesne onerisi i¢in bolgesel 6zellik ¢ikaricisini kullanarak 6zellik haritalarindan bolgesel

ozellik vektorlerini c¢ikarmaktadir. Bu bdlgesel 6zellik vektorleri, tamamen bagli katmanlar
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araciligryla siniflandirma yapmak ve nesne sinirlayici kutu koordinatlarinin tahmin edilmesi i¢in
kullanilmaktadir. Son olarak, ¢ikt1 katmani, her bolgesel Oneri i¢in simiflandirma sonuglarini ve
siirlayict kutu koordinatlarini iiretmektedir. Ayrica Hizli B-ESA’da bir diger 6nemli gelisme ise

B-ESA’da kullanilan DVM ve regresoriin birlestirilmesidir ve bu sayede performansi arttirilmistir.

Hizh B-ESA’nin Avantajlar

[lk olarak, Hizli B-ESA, B-ESA yontemiyle kiyaslandiginda bazi dnemli avantajlara sahiptir.
tiim nesne tanima islemleri tek bir agda gercgeklestirilmektedir. Bu, nesne tanima siirecinin
hizlandirilmasina yardime1 olmaktadir. ikincisi, Hizli B-ESA ile tiim nesne dnerileri tek bir 6zellik
haritas1 iizerinde islenmektedir. Bu, agin bellek kullanimin1 azaltmaktadir. Ugiincii olarak, Hizli B-

ESA, daha iyi siiflandirma sonuglari elde etmektedir.

Hizlh B-ESA’min Sinirhihiklar::

1. Tlgi bolgesi havuzlama katmaninin kullanilmasiyla, Hizli B-ESA’nin zaman karmasiklig
B-ESA’ya kiyasla bir derece azaltilmistir. Ancak segici arama algoritmasinin 6grenememe
durumundan kaynaklanan hatali bolge Onerileri olusturma sorunu da Hizli B-ESA’da
mevcuttur. ESA, B-ESA gibi, Hizli B-ESA’da bolge oOnerileri secici arama algoritmasi
kullanilarak tespit edilmektedir [8].

2.4.4. Daha Hizh Bolge Tabanh Evrisimsel Sinir Ag1 (Daha Hizhh B-ESA)

Daha Hizli B-ESA, Ross B.Girshick tarafindan 2016 yilinda gelistirilen bir nesne tanima
algoritmasidir. Bu algoritma, nesne tanima islemi i¢in 6nceki algoritmalara gore daha hizli ve daha
dogru sonuglar saglamaktadir.

Daha Hizli B-ESA bir agda 6zellik ¢ikarma, teklif ¢ikarma ve diizeltmeyi kendi icerisinde
entegre ederek kullanmaktadir [96]. Genel performans, 6zellikle algilama hiz1 agisindan biiylik
Olciide iyilestirilmistir. Daha Hizli B-ESA, bolge onerileri olusturmak i¢in kullandig1 evrigim agini,
oOnerilen bolge sayisin1 2000°den yaklasik 300’e diisiiren nesne tanima agi ile paylasmaktadir [97].
Onerilen bdlgenin kalitesi de daha Hizli B-ESA ile iyilestirilmistir [93].

Daha Hizli B-ESA iki asamal1 bir nesne tanima modelidir ve mimari yapisi soyledir:

* Bolge Teklif Ag1 (BTA): Daha Hizli B-ESA’nin ilk asamasi olarak goriintiilerdeki olas1
nesne konumlarini bulmak i¢in dnceden tanimlanmis bolge oOnerileri tireten bir bolge teklif agi
(BTA) kullanilmaktadir. BTA temelde tam evrisimli bir sinir agidir. Girdi olarak bu evrisimli
katman herhangi bir boyutta girdiyi almakta ve nesnelere ait olabilecek dikdortgen seklindeki bolge

teklifini onermektedir Bu Oneriyi, evrisimli katman tarafindan olusturulan Oznitelik haritasi
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iizerinde bir filtreyi kaydirarak olusturmaktadir. BTA yalnizca yiliksek kaliteli bolge Onerileri
iretmekle kalmaz, aym zamanda her bir konumda nesne smirlar1 ve nesnellik puanlar da
onerebilmektedir [98].

e Hizhh B-ESA: Daha Hizli B-ESA’nin ilk asamasi olarak kullanilan Hizli B-ESA, BTA
tarafindan iiretilen bdlge onerilerini almakta ve her bir bolgeyi siniflandirmak ve konumlandirmak
icin kullanmaktadir. Daha sonra, her bir bdlge onerisinin bir nesne oldugunu ve o nesnenin hangi

sinifa ait oldugunu belirlemek icin bir siniflandirma ve konumlandirma agi kullanmaktadir [96].

Daha Hizh B-ESA’nin Avantajlar

Daha Hizli B-ESA’nin bir¢ok avantaji bulunmaktadir. lk olarak, hizl1 bir nesne tanima igin
tasarlanmustir. ikinci olarak, tek bir model, nesne konumlandirma ve smiflandirma igin gereken iki
ayrt modelin yerini almaktadir. Son olarak, bdlge onerisi ag1, diger nesne tanima yontemlerine gore
daha az islemci ve bellek kullanmaktadir [99]. Daha Hizli B-ESA performans dar bogazina neden
olan secici arama yerine daha kullanigh olan BTA kullanmaktadir. Sekil 2.12°de Daha Hizli B-

ESA’nin genel mimarisi gosterilmektedir.

Bolge
Onerileri ilgi Bolgesi

Havuzlama

e
Bolge Oneri Ag1

Ozellik Haritasi

Sekil 2.12. Daha Hizli B-ESA mimarisi [96]
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Baglanti Kutular

Baglanti kutulari derin 6grenme nesnesi algilayicilarinin 6nemli parametreleridir. Daha
Hizli B-ESA’da kullanilan baglanti kutular1 belirli bir yiikselige ve genislige sahip olan smirlayici
kutulardir. Bu kutular egitim verilerindeki nesne boyutlarina gore secilmektedir ve tespit edilmek
istenen nesnenin en boy oranini yakalamak i¢in tanimlanmaktadir. Baglanti kutular1 birden ¢ok ve
farkli boyutlardaki nesnelere dair tahmin ve algilama bilgileri igcermektedir.

Baglanti kutularmin sekli, dlgcegi ve sayisi, dedektdrlerin verimliligini ve dogrulugunu
etkilemektedir. Genel olarak 3 6lgek ve 3 en-boy orani bulunmaktadir. Bu nedenle toplam K=9
baglant1 kutusu vardir.

Her baglant1 kutusu goriintii boyunca yerlesmektedir. Ag cikislarinin sayisi, bu baglanti
kutularinin sayisina esittir. Ag, tiim ¢iktilar i¢in tahminler tiretmektedir [100]. Sekil 2.13’te bolge

Oneri agiin ve baglanti kutularinin yapist gosterilmektedir.

2k puan 4k koordinat ’ k baglanti kutusu

siniflandirma Regresyon katmani
\ katmani ’ gresy @

256-d 6zellik vektori

Orta katman
o

kayan pencere

Evrisimsel Ozellik Haritas:

Sekil 2.13. Bolge oneri ag1 ve baglant1 kutulari [96]

Birlesme iizerinden kesisim (BUK) mesafe metrigini kullanan egitim verilerinden baglanti
kutular1 tahmin edilmektedir. Kutu boyutlar1 arttikca daha biiyiik hatalar iireten Oklid mesafe
metriginin aksine, Birlesme i{izerinden kesisime dayali bir mesafe metrigi, kutularin boyutuyla
degismemektedir [101]. Ek olarak, bir BUK mesafe metrigi kullanmak, benzer en boy oranlarina
ve boyutlarina sahip kutularin birlikte kiimelenmesine yol agmaktadir. Bu durumda, verilere uyan
baglanti kutusu tahminleriyle sonu¢lanmaktadir. Egitim verileri ile baglanti kutulart iizerinde

baglant1 sayisinin se¢ilmesi ve ortalama BUK degerleri elde edilmektedir.
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2.4.5. YOLO (Yalmizca Bir Kez Bakarsiniz)

YOLO, nesne tespiti alaninda son yillarin en popiiler ve etkili yontemlerinden biridir. Bu
yontem, nesne tespiti islemini bir kez yaparak tiim nesneleri ayn1 anda tespit etme avantaji sunan
bir derin dgrenme yontemidir. YOLO ile tiim goriintii ayn1 anda islenerek nesne tespiti islemi
gerceklestirilmektedir. Diger nesne tespiti yontemlerinden farkli olarak, YOLO, tespit edilen
nesnelerin sinifin1 ve konumunu ayni anda tahmin etmektedir. Bu sayede, tespit siiresi ve dogrulugu
acisindan oldukea etkilidir. YOLO yanlizca bir kez bakmaniz yeterli diigiincesinden yola ¢iktigi
icin ger¢ek zamanli uygulamarda olduk¢a basarili sonuglar elde edilmesini saglamigtir [102].

YOLO, ESA mimarisi kullanarak ¢aligmaktadir. Giris goriintiisii, bir dizi 6zellik haritasina
dontistirilmektedir ve her bir 6zellik haritasi, farkli boyutlardaki nesneleri tespit etmek igin
kullanilmaktadir. Ozellik haritalar1 iizerinde yapilan tespit islemi sonucunda, her bir nesne igin bir
sinirlayici kutu ve bu kutu igindeki nesnenin sinifi tahmin edilmektedir. YOLO, bu islemi tek bir

ag tizerinden gergeklestirdigi i¢in, diger yontemlere gore oldukga hizlidir [102].

YOLO'nun Kullanim Alanlar

YOLO, nesne tespiti alaninda bir¢ok farkli alanda kullamlmaktadir. Ozellikle gercek zamanli
uygulamalar basta olmak tizere giivenlik sistemleri, otonom araglar, robotik, tip gibi alanlarda
yaygin olarak kullanilmaktadir. YOLO ayrica, insanlarin nesnelerle etkilesim kurduklari

uygulamalarda da kullanilabilmektedir.

YOLO’nun Performansi

YOLO, diger nesne tespiti yontemlerine gore oldukca hizli ve dogru sonuglar veren bir
yontemdir. YOLO, diger yontemlere gore daha az hata oraniyla daha az islemci giicii kullanarak
calisabilmektedir.

YOLO [103], tamima ve smiflandirmayr iceren tek adimli bir silire¢ olusturmak igin
gelistirilmistir. Sinirlayict kutu ve sinif tahminleri, giris gorlintlisiiniin bir degerlendirmesinden
sonra yapilir. YOLO ’nun en hizli mimarisinin saniyedeki gergeve sayis1 45 fps’ye ulasabilmektedir
Daha kiigiik bir siiriim olan Tiny-YOLO, GIB’li bir bilgisayarda saniyedeki gerceve sayis1 244
fps’ye ulagsmaktadir.

YOLO fikri, sinirlayict kutu tahminlerinin ve sinif tahminlerinin ayni anda yapilmasi
bakimindan diger geleneksel sistemlerden farklidir. Giris goriintiisii 6nce bir S x S 1zgarasina
boliinmektedir. Ardindan, her 1zgara hiicresinde, her biri bir giiven puanina sahip olan sinirlayici
kutular tanimlanmaktadir [103]. Buradaki giliven, bir nesnenin her smirlayicit kutuda var olma

olasiligini ifade etmektedir.
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YOLO'nun Faydalari:
e Saniyedeki ¢erceve sayisi gergek zamandan daha iyidir. Saniyedeki ¢ergeve sayisi 45 fps
(daha biiyiik ag) ile 150 fps (daha kii¢iik ag) arasinda ki hizlarda islemektedir.
e Ag, gorlintiiyli daha iyi genellestirebilmektedir.

YOLO'nun Dezavantajlari:
e Daha Hizli B-ESA’ya kiyasla nispeten diisiik hatirlama ve daha fazla yerellestirme hatasina
sahiptir
e Her 1zgara yalnizca 2 smirlayici kutu oOnerebileceginden, yakin nesneleri tanimakta
zorlanmaktadir.

o Kiigiik nesneleri algilamak i¢in miicadele etmektedir.

YOLO’nun calisma prensibi

YOLO sinir ag1, aday kutular ¢ikarma, 6zellik ¢cikarma ve nesne siniflandirma yontemlerini
bir sinir agina entegre etmektedir. YOLO sinir ag1, aday kutulart dogrudan goriintiilerden ¢ikarir
ve nesneler, tiim goriintli 6zellikleri araciligiyla algilanir [104].

YOLO aginda, goriintiiler SxS 1zgaralarina boliiniir. Aday kutular1, X ekseni ve Y ekseni
izerinde esit olarak dagitilmaktadir. Aday kutulari, nesne algilama 6zelligine sahiptir ve her bir
aday kutusunda nesnenin varliginin giiven orani tahmin edilmektedir. Giiven, goriintiilerin nesneyi
icerip icermedigini ve nesnenin konumunun dogrulugunu yansitmaktadir [105]. Sekil 2.14’te

YOLO regresyon yaklasimi, Sekil 2.15’te ise YOLO katman yapis1 gosterilmektedir.

Olasilik sinif haritasi

Sekil 2.14. YOLO regresyon yaklasimi [101]
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Sekil 2.15. YOLO katman yapis1 [101]

2.4.6. YOLO siiriim 1

Joseph Redmond ve arkadaglari 2015 yilinda bu nesne tanima agini, B-ESA’nin ve diger
nesne tanima algoritmalarinin ¢alisma zamani karmagikliklarini azaltmak i¢in tasarlamigtir. B-ESA
ve Ozellikle 6ne ¢ikan nesne tanima algoritmalarindan Hizli B-ESA’dan farkli olarak YOLO,
nesneleri yerellestirmek ve siniflandirmak igin bdlge Onerilerine ihtiyag duymamaktadir, bunun
yerine biitiin bir goriintiiyii S x S 1zgarasina boler ve her 1zgara i¢inde belirli sayida sinirlayici kutu
bulunmaktadir. Her smirlayici kutu, bir sinif olasiligi degerini ifade etmektedir. Belirli bir esigin
altindaki sinif olasiliklarini tahmin eden sinirlayici kutular g6z ardi edilmektedir [8].

YOLO, giris verisi olarak aldigi goriintilyii en-boy oranini sabit tutarak 448x448 olarak
yeniden boyutlandirmaktadir. Bu goriintii daha sonra ESA agina iletilir. Bu model 24 evrisim
katmanina, 4 maksimum havuzlama katmanina ve ardindan 2 tam baglantili katmana sahiptir.
Katman sayisini azaltmak i¢in 1x1 evrisim ve ardindan 3x3 evrisim kullanilmaktadir. YOLO siiriim
I’in son katmaninda kiibik bir ¢ikti olusturmaktadir. Bu, son tamamen bagli katmandan (1, 1470)
iiretilerek ve boyutu (7, 7, 30) olarak yeniden sekillendirerek yapilmaktadir. Bu mimari, dogrusal
aktivasyon fonksiyonunu kullandig1 son katman hari¢ tiim mimaride aktivasyon fonksiyonu olarak
Sizdiran Rektifiye Edilmis (Diizlestirilmis) Dogrusal Birim (REDB) fonksiyonunu kullanmaktadir.
Toplu normallestirme, modelin diizenli hale getirilmesine de yardime1 olmaktadir. Fazla 6grenmeyi

yada ezberlemeyi 6nlemek i¢in baglant1 diigiirme teknigi de kullanilmaktadir.

YOLO siiriim 1'in simrhhiklar::
1. Bir YOLO dedektorii tarafindan algilanan maksimum nesne sayisi her zaman 1zgaranin
boyutuna baghdir, ¢iinkii YOLO 1zgara basina yalnizca bir nesne algilayabilir. Ornegin,

1zgaranin boyutu S x S ise, algilanan maksimum nesne sayist S degeri 2’dir.
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2. YOLO dedektoriiniin 1zgara bagina algiladigi maksimum nesne sayisi 1 oldugundan, bir

1zgara i¢inde birden fazla nesne oldugunda hatali algilama gergeklestirmektedir.

2.4.7. YOLO siiriim 2

Redmon ve ark. [101], YOLO 9000 olarak da bilinen ve Hizli B-ESA, Daha Hizli B-ESA
gibi nesne tanmima aglarindan daha verimli aym1 zamanda uygun bir siire iginde algilama
gerceklestiren, gelistirilmis bir YOLO siiriimii 6nermistir. YOLO dedektoriiniin bu siirtimiinde, bir
onceki siirimdeki siirlamalart agmak i¢in YOLO siiriim 1'in mimarisinde ¢esitli degisiklikler

gergeklestirilmistir.

YOLO siiriim 1’de yapilan bazi 6nemli mimari degisiklikler sunlardir:

1. Yi1gin normallestirme katmaninin tanitilmasi em 6nemli degisikliklerden bir tanesidir. Bu
katman tiim konvoliisyon katmanindan sonra eklenerek, dedektoriin performansi
artirilmustir.

2. Egitim i¢in 224 x 224 boyutunda goriintiileri kullanan ve test asamasinda boyutlarini 448
x 448’e cikaran YOLO dedektoriiniin aksine test asamasinda goriintii ¢oziiniirliigiindeki
ani artis, YOLO dedektorii siirim 1’in performans verimliligini diistirmektedir. Bu
nedenle, bu dezavantaji ortadan kaldirmak i¢in YOLO siiriim 2’de daha ince bir ayar ile
ag, 10 epok boyunca 448x448 boyutunda ki goriintiiler lizerinde egitilmektedir. Yiiksek
¢Oziiniirlikli goriintiilerde kademeli olarak goriintii boyutunun ayarlanabilmesi, YOLO'da
gorilintli boyutunda ani artisa bagli olarak meydana gelen ortalama hassasiyet diisiisiinden
kaynaklanan sorunu ¢ézmtistiir.

3. Bu gelistirilmis model, YOLO siirlimii gibi evrisimli katmanlarin iistiinde yer alan tam
baglh katmanlar1 kullanmayarak ve bunun yerine baglanti kutularmi kullanarak islem
yapmaktadir. Baglanti kutularinin kullanilmasi, YOLO stirtim 2’nin ortalama hassasiyetini
YOLO stiriim 1’e gore azaltsa da, hatirlama degerini artirmaktadir.

4. YOLO stirim 1, elle sinirlayict kutular kullanarak agin egitimini gerceklestirir, ancak
ogrenme siirecini daha kolay hale getirmek i¢in stirim 2’de Onerilen mesafe metrigiyle
birlikte K-ortalama algoritmasi kullanilarak olusturulan sinirlayict kutulart kullanarak
aglarmin egitimini gergeklestirilmistir.

Modelin belirtilmesi gereken diger 6nemli 6zellikleri sunlardir:

5. Dogrudan konum tahmini: Bu Ozellik, baglanti kutularmin tanitilmasi modelin
istikrarsizligin1 bir dereceye kadar artirdigindan, esas olarak yontemin kararliligi ile
ilgilidir. Bu nedenle modelin kararliligini artirmak igin siirlayict kutularin koordinatlari

[0 1] i¢inde sinirlandirtlmistir.
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6. Ayrntuli zellikler: Daha Hizli B-ESA gibi son teknoloji yontemlerinin ¢ogu, ag1 farkl
¢oziiniirliklere uyarlamak icin farkli ¢ozliniirliiklere sahip Ozellikler tiizerinde
calismaktadir. Ancak YOLO siiriim 2’de, agi farkli ¢oziniirlikklere sahip ozellikler
iizerinde ¢alistirmak yerine ve aga hem diisiik ¢oziiniirliikklii hem de yiiksek ¢oziiniirlikli
Ozellikleri yerlestirmek yerine bitigik olarak istifleyerek birlestiren bir gecis katmani
eklenmistir.

7. Cok Olgekli Egitim: 448 x 448 ¢oziiniirliiklii goriintiileri kullanarak ag1 egiten YOLO
stiriim 1'den farkli olarak, YOLO stirtim 2, ag1 farkli ¢6ztiniirliikteki goriintiileri kullanarak
egitmektedir. Bu ag, belli bir donem boyunca belirli bir ¢éziintirliikteki goriintiiler tizerinde
calistirlldiktan sonra goriintlilerin ¢oziiniirliglinii rastgele degistirmektedir. Bu agmn
¢cOziiniirlik araligit 302 ile 608 arasinda degismektedir. Agin bu o&zelligi, farklh
coziiniirliiklere uyum saglamasina ve goriintii ¢oziiniirliiklerinden bagimsiz olarak verimli

caligmasina yardimci olmaktadir [8].

2.5. Derin Ogrenme Modelleri

Bu calismada goriintii islemede olduk¢a yaygin olarak kullanilan AlexNet, VGGNet,
GoogLeNet, ResNet, MobileNet derin 6grenme modelleri kullanilmistir. Kullanilan ag modelleri

alt bagliklar halinde agiklanmuistir.

2.5.1. ImageNet

Goriintii isleme {iizerine ¢alisma yapacak bireylere yardimci olmast amaciyla olusturulmus
ve yaklagik 14 Milyon gorselden olusan herkese acik bir hazir veritabanidir. ImageNet, goriintii
siiflandirma gorevlerinde makine 6grenimi modellerini egitmek i¢in kullanilan bityiik bir goriinti
veri kiimesidir. Ik olarak 2010 yilinda Stanford Universitesi'ndeki arastirmacilar tarafindan
yayinlanan bir makalede tanitilmigtir [106].

Veri seti, digerleri arasinda "kopek", "kedi", "araba" ve "ugak" gibi 1000 farkli sinifa ait 14
milyondan fazla goriintiiden olusur. Bu goriintiiler internetten toplanmistir ve insan yorumcular
tarafindan etiketlenmistir [103].

ImageNet, derin 6grenme modellerinin, 6zellikle evrisimli sinir aglarinin (ESA’lar)
gelistirilmesinde 6nemli bir rol oynamistir. ImageNet veri setini kullanarak en dogru goriintii
siniflandirma modellerini gelistirmek i¢in diinyanin dort bir yanindan ekiplerin yaristigi yillik bir
yarisma olan ImageNet Biiyiik Olgekli Gorsel Tanima Miicadelesinin (ILSVRC) temeli olarak
kullanilmistir [91].

ImageNet iizerinde egitilen modellerin basarisi, nesne tanima, goriintii boliimlendirme ve

yiiz tanima dahil olmak iizere cesitli uygulamalarda dnemli ilerlemelere yol agmustir. Ornegin, 2014
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yilinda ILSVRC yarigmasini kazanan VGGNet modeli, sonraki bir¢ok goriintii siniflandirma gorevi
icin temel model olarak yaygin sekilde kullanilmistir [91].

Genel olarak, ImageNet'in bilgisayar goriisii alaninda 6nemli bir etkisi oldugu ve goriintii
siniflandirma gorevlerinde bir¢ok makine O6grenimi modelinin basarisina katkida bulundugu

bilinmektedir.

2.5.2. AlexNet

2012 yilinda ImageNet yarismasinda AlexNet onceki tiim rakiplerinden daha iyi basarim
gostermistir. Alex Krizhevsky, Ilya Sutskever ve Geoffrey Hinton tarafindan gelistirilen bu ag
siiflandirma dogrulugunu 6nemli derece arttirmayi basarmis ve hata oranini %15.3 lere kadar
azaltmistir. Mimari olarak evrisim, havuzlama ve tam bagli katmanlardan olusmaktadir.

AlexNet mimarisi 227x227x3 boyutundaki verileri girdi olarak kullanmaktadir ve evrisim
katmaninda, 3x3 veya 5x5 boyutlu filtreler gezdirilerek, bir sonraki katmana girdi olacak yeni
goriintii elde edilmektedir.

AlexNet, ESA mimarisi olarak 5 evrisim katmani, 3 tam baglantili katman olmak tizere 8
katmanl yap1 kullanmaktadir. Bu ag, ilk kez, 6grenme yoluyla elde edilen 6zelliklerin, manuel
olarak tasarlanmig 6zelliklerinden daha verimli olabilecegini ve goriintii isleme uygulamalarinda
onceki geleneksel kaliplarin degisecegini gostermistir. AlexNet, ESA modelinin genel yapis1 Sekil

2.16’da gosterilmistir.

a4 55 yogunluk yogunluk
27 yogunluk
13 13 1 M
L B e T
n 5 27 33 3 13 3 13
i 384 384 256 1000
224 256 Maximum Maximum 4096 4096
Havuzlama Havuzlama

9% Maximum
Havuzlama
3 4 adim

Sekil 2.16. AlexNet mimarisinin genel yapis1 [107]

AlexNet’in ilk katmaninda evrisim penceresinin sekli 11x11°dir. Nesneyi anlamak i¢in daha
biiyiik bir evrisim penceresi gerekir. Ikinci kattaki evrisim penceresi sekli 5x5’e, ardindan 3x3’e
disiiriiliir. Ek olarak, birinci, ikinci ve besinci egrisel katmanlardan sonra ag, 3x3 pencere seklinde
ve 2’lik uzun bir aralikla maksimum biriktirme katmanlar1 ekler. Son evrigimli katmandan sonra,
4096 cikigh tamamen bagl iki katman vardir. Bu iki biyiilk tamamen bagli katman, model

parametrelerinde yaklasik 1 GB bellek alani iiretir. GIB bellekleri diisiiniildiigiinde cok 6nemlidir.
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Yaklagik 60 milyon parametereye sahiptir. AlexNet in hata oran1 % 15.3 olarak belirlenmistir
[108, 109]. Alexnet de daha 6nceki aglarda kullanilan tanh ve sigmoid fonksiyonlari yerine REDB

fonksiyonu kullanilmaktadir. Sekil 2.17°de aktivasyon fonksiyonlar1 gosterilmistir.

Tanh ReDB
Y ;
tanh(z) max(0, z)
"x
"x
Sigmoid Dogrusal
U{:ﬂ] = 1+l|:" .
=X
=1{ X

Sekil 2.17. Aktivasyon fonksiyonlari [106]

REDB kullanimin, sigmoid fonksiyonuna kiyasla en biiyiik avantaji, egitim hizinin artmasi
olmustur Ayrica sigmoid kullanimi kaybolan gradyan adi verilen bir problemin ortaya ¢ikmasina
sebep olmaktaydi. Bu problem sigmoid fonksiyonu izlendiginde ortaya ¢ikan fonksiyon degeri
arttikca yada azaldik¢a tlirevinin sifira yaklagmasiyla ortaya ¢ikmaktadir. Bu sorun nedeniyle
egitim esnasinda agirliklar1 giincellestirmek zorlagsmaktadir. Agin derinligi arttikga 6zellikle ilk
katmanlarda 6grenme zorlagsmaktadir [110, 111].

Alexnet ayrica bir diger problemin daha 6niine ge¢mistir. Bu agin kullanimi sayesinde daha
onceki mimarilerde yasanan asir1 6grenme probleminin Oniine gegilebilmistir. Veri arttirma ve
baglanti diistirme kullanilarak egitim verisinin ezberlenmesi anlamina gelen asir1 6grenme
problemi ¢oziilmektedir ancak kullanilan egitim iterasyonlarinin sayisi artmaktadir. Eger agin
egitim dogrulugu %99 olup test dogrulugu %85 olursa ag asir1 6grenmistir diyebilmekteyiz. Bir
baska deyisle agin egitim verisini ezberledigi sdylenilebilmektedir [111]. Agin genel yapisinda
havuzlama katmanlarinda maksimum havuzlama kullanilmaktadir. Softmax ve ¢ikis katmani harig

diger katmanlarin sonunda REDB aktivasyon fonksiyonu kullanilmaktadir.
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AlexNet, geleneksel aglarin siniflandirma etkisini biiytik 6l¢iide gelistiren veri arttirmay1 da
kullanmaktadir. ResNet gibi daha karmasik ag yapilarina kiyasla AlexNet, aginda daha basit ve

daha kisa katmanlara sahiptir. Sekil 2.18’de AlexNet katmanlarinin yapis1 gosterilmistir.
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Sekil 2.18. AlexNet katmanlart [89]

2.5.3. VGGNet

2014 yilinda ImageNet yarismasinda rakiplerini geride birakan iki mimariden biridir.
VGGNet, 2014 yilinda Oxford Universitesinde gorevli akademisyenler tarafindan hazirlanan
biiyiik 6lgekli gorilintli tanima i¢in evrisimli aglar ile ilgili bir makalede tanitilan bir derin 6grenme
modelidir [91]. Ismini ayni {iniversitede bulunan Gorsel Geometri Grubundan almaktadir.
ESA’larin derinligini arttimak i¢in gelistirilmis bu model, evrisim katmanlarinda kullanilan
parametre sayisini azaltarak egitim siiresini azaltmak amaciyla ortaya ¢ikmustir.

VGG agi kiiciik boyutlu evrisimsel filtrelerden olugmaktadir. 13 evrisim katmani ve 3 tam
baglantili katmanin birlesimiyle elde edilmektedir. VGG ag1 temel mantik olarak, agin
karmasikligini artirmamak amagli uygun katman derinligi ayar1 dikkate alinarak tasarlanmig derin
bir evrigimsel sinir agidir. VGGNet, 3x3 boyutundaki filtreler kullanmaktadir ve bu filtreler
araciligiyla goriintiilerin  6zelliklerini  6grenmektedir. Model 224x224x3’lik giris verisi
kullanmaktadir [95, 112].

VGGNet’in 6nemli bir diger 6zelligi de, tim katmanlarinin ayni boyutta olmasidir. Bu,
modelin daha kolay 6grenmesini ve daha az parametre icermesini saglamaktadir. Boylece, VGGNet
daha az egitim verisiyle daha iyi performans gosterebilmekte ve asir1 6grenme riski azaltilmis
olmaktadir. VGGNet, giiniimiizde goriintii tanima ve siniflandirma gibi ¢esitli uygulamalarda
siklikla kullanilmaktadir. Ornegin, VGGNet, goriintiilerdeki nesneleri tespit etmek ve bunlari
siiflandirmak igin kullanilabilir. Ayrica, VGGNet, goriintiileri tamir etme ve tamir edilmis
gorilintililer liretme gibi goriintii isleme uygulamalarinda da kullanilmaktadir [112]. Sekil 2.19°da

VGG aginin mimarisi gosterilmektedir.
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Sekil 2.19. VGG16 mimarisi[113]

Vggl6 ve Vggl9 olmak iizere iki mimari 6ne ¢ikmistir. Vggl6, 16 evrisim katmanindan
Vggl9, 19 evrisimsel katmandan olustugu i¢in bdyle isimlendirmislerdir.

VGG16 modeli ImageNet yarismasinda yaklasik %92.7 lik bir basari elde etmistir. ILSVRC-
2012 ve ILSVRC-2013 y %7.0 lik bir hata orani elde etmistir. 13 evrigimli katman, ve 3 tam bagh
katmandan olugmaktadir. Yaklagik 138 milyon parametreye sahiptir. Mimarisi kendisinden dnce
gelistirilen modellere gore daha basittir. VGGNet, AlexNet de karsilasilan yiiksek g¢ekirdek
boyutlarini azaltarak sabitlemistir. AlexNet mimarisinde kullanilmakta olan yiliksek ¢ekirdek
boyutlarimi (11x11, 5x5, 3x3) azaltilmistir ve 3x3 ‘e sabitlenmistir. Ancak, bu modelde kullanilan
filtre sayis1 her katmanda ikiye katlanarak son katmanda 512 ye ulagmaktadir. Bu yapisi nedeniyle
biiyiik bir ag olarak kabul edilmeketdir. Yaklasik 533 MB’lik boyutu nedeniyle uygulanmasi kolay

olmasina ragmen egitilmesi zaman almaktadir.

2.5.4. GoogleNet

GoogleNet, Google tarafindan gelistirilen ve imageNet yarigmasinin galibi olan bir derin
ogrenme modelidir. GoogleNet, 2014 yilinda yayinlanan bir makalede tanitilmistir.

GoogleNet'in yapisi, birkag farkli katman tiiriiniin bir araya getirilmesinden olusmaktadir.
Ozellikle, GoogleNet, cok katmanli evrigimli sinir agin1 ve bunlarin yani sira ayrica birkag tam
baglantili katman da icermektedir. GoogleNet, VGGNet gibi maksimum havuzlama yontemini de
kullanmaktadir. GoogleNet'in en onemli 6zelligi ise baslangi¢ adi verilen bir katman tiirinii
kullanmasidir. Bu katman tiirii, bir girdi resmini birkag farkli 6l¢ekte caligtirarak ozelliklerini

¢ikarmakta ve bu 6zellikleri birlestirerek resmin ne oldugunu tahmin etmeye galigmaktadir.
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GoogleNet, giinlimiizde hala popiiler olan ve sik¢a kullanilan bir model olarak kabul
edilmektedir. Ozellikle, goriintii tamma ve smflandirma gibi uygulamalarda sikca
kullanilmaktadir. GoogleNet kullanilarak yiiz tanima ve nesnelerin konumlarini tahmin etme vb.

uygulamalar da gerceklestirilmistir [114]. Sekil 2.20’de GoogleNet’e ait ag mimarisi gosterilmistir.
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Sekil 2.20. GoogleNet mimari yapisi [114]

GoogLeNet giris katmani, 224 x 224 boyutunda gériintiiyii girdi olarak kullanmaktadir. Bu
ag tasariminda, diisiik donanim kaynaklariyla bile ¢alistirilabilecek sekilde hesaplama verimliligini
arttirmak amaglanmistir. GoogleNet kendisinden onceki tim modellerden daha az yaklasik 7
milyon ag parametresine sahip olmasina ragmen 22 katmanl yapisiyla daha biiyiik bir agdir.
GoogleNet kullandigi parametreler agisindan AlexNet ve VGG’den daha diisiik bir orana sahiptir.

Ag, 9 baslangic modiiliinden olusmaktadir. Bu nedenle kendinden o6nceki aglardan
hesaplama agisindan daha maliyetli olmasina ragmen hesaplama karmaisiklig1 azaltilmigtir. Sekil
2.21°de GoogLeNet baslangi¢ katmani, Sekil 2. 22°de baslangi¢ mimarisi gosterilmektedir.

| Filtre birlestirme
3x3 evrigim 5x5 evrigim Ix1 evrigim
Ix1 evrigim [} L) )
1x1 evrigim 1x1 evrigim wm
Onceki katm

Sekil 2.21. GoogleNet baslangi¢ katmani [114]
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Sekil 2.22. GoogleNet baslangi¢ mimarisi [115]

Kullanilan 7x7’1ik filtre yardimiyla girdi goriintiisii kiigiiltiilerek gortintiiniin niteligi
korunmaktadir. Girdi goriintii boyutlar1 8 kata kadar azaltilmaktadir. Buna ragmen elde edilen
Ozellik haritas1 daha fazla olmaktadir. Boyutun azaltilmasi katmanlardaki islem sayisinin
azalmasina ve bu sayede hesaplama verimliliginin artmasina neden olmaktadir.

Baslangicta 7x7 boyutunda filtreler ile 64 Oznitelik haritasi olusturulmaktadir. Daha
sonra 3x3 filtre kullanilarak maksimum havuzlama katmani kullanilmaktadir. Sonraki asamada
evrisimsel katman ve maksimum havuzlama katmanlar tekrar yer almaktadir. Bir sonraki
evrisimsel katman 3x3’lik filtre kullanmaktadir. Boylelikle 192  6znitelik haritast
olusturulmaktadir. iki baslangi¢ katmani ve maksimum havuzlama katmani ile 255 ve 480 dznitelik
haritasi olusturulmaktadir. Diger asamada bes baslangi¢ katmani ve yine maksimum havuzlama
katmani ile 512, 528 ve 832 Oznitelik haritasi olusturulmaktadir. Sonraki agamada 2 tane baslangig
katmani, ortalama havuzlama katmani ile 832 ve 1024’liik 6znitelik haritalar1 olusturulmaktadir.
Boylelikle en sonda tam baglantili katman ve softmax katmani yer almaktadir.

Bu mimarinin 6ne ¢ikan 6zellikleri arasinda 1x1 evrisim ve ortalama havuzlama katmani
kullanimi yer almaktadir. 1x1 evrisim ile kulanilan parametere saysisinin azaltilarak agin
derinlesmesi amaglanmistir. Ortalama havuzlama katmani ile ise kullanilan tam bagli katmanlarin
hesaplama maaliyetini arttirdigi disiiniildiigiinden agin sonuna eklenen bu yeni katman ile
parametre saysisi azaltilmakta ve elde edilen dogruluk orani artmaktadir. GoogleNet ile elde edilen

hata oran1 % 6.67 olarak elde edilmistir.

49



2.5.5. ResNet

2015 yilinda imagenet yarismasinda birinciligi elde eden bu mimari derin artik aglar
ifadesinin kisaltilmasiyla elde edilmistir. Artik sinir ag1 olarak da isimlendirilmektedir. Resnet
mimarisi 224x224x3 boyutundaki girdi goriintiilerini iglemektedir [116].

ResNet, derin 6grenme modellerinin derinliginin arttik¢a performansinin distiigii "derinlik
etkisi" sorununu ¢ézmeyi hedeflemektedir. Daha 6nce gelistirilen derin 6grenme mimarilerinde
asirt 6grenme problemi engellenebildigi miiddetce agin derinlesmesinin agin dogruluk oranini
artirdig1 diistiniilmekteydi. Ancak derinlik artikca egitilmek icin etiketlenen veri ile tahmin edilen
veri karsilagtirilarak ortaya ¢ikan agirliklart degstirmek icin kullanilan sinyalin 6nceki katmanlarda
giderek azalmasina neden olmaktadir. Bu durum kaybolan gradyan sorununu ortaya ¢ikarmaktadir.
Katman sayisinin artmasi ile gradyanlar o kadar kiictilmektedir ki en sonunda sifirlanmaktadirlar.
Resnet ile sunulan artik baglanti ile bu kiigiilmenin etkisi hafilemektedir. Bu sorun, derin 6grenme
modellerinin parametre sayisinin arttikga, modelin 6grenme yeteneginin azaldigi ve asir1 6grenme
riskinin arttig1 anlamina gelmektedir [116]

Sekil 2.23°te ki grafikte goriildiigli gibi katman sayisinin artmasi ile hem egitim verisinde
hemde test verisinde hata oraninin arttigini gostermektedir. Katman sayisinin ve derinligin
artmasiyla hata azalacagina dogruluk orani doyuma ulagmakta ve ardindan hizla diismektedir. Bu
durumda daha derin 6grenme mimarilerinde, optimizasyon sorunu olustugunu ve bir bozulma

sorunu yasandigini ortaya ¢ikarmaktadir.
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Sekil 2.23. Goriintii tanimada derin artik 6grenme [116]

ResNet, artik baglanti adi verilen bir yap1 kullanarak bu sorununu ¢6zmeyi amaglamaktadir.
Bu yap1, modelin asir1 derecede derin olmasini dnleyerek modelin 6grenme yetenegini arttirmayi
hedeflemektedir. Bu yapi, modelin 6grenme sirasinda katmanlar arasindaki veri gegisini
kolaylastirarak, modelin derinlik etkisini azaltmay1 amaglamaktadir [118]. Bu amagla artik aglarda,
baglanti atlama adi verilen bir yontem kullanilmaktadir. Kullanilan bu atlama baglantilarinda,

aradaki bazi katmanlar atlanarak bir katmanin diger katmana dogrudan baglanmasi saglanmaktadir.
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Bu sayede yeni bir blok yapt olugmaktadir ve mimarinin geneliylede birleserek artik agi
olusturmaktadirlar.

Bu artik baglant1 yada atlama baglantilarinin temel faydasi herhangi bir katmanin mimari
yapisini ve performansini etkilemeden atlanmasidir. Bu sayede kaybolan gradyanin neden oldugu
problem ¢ok derin bir sinir aginda bile ortaya ¢ikmamaktadir [117].

Derin artik aglar, goriintd simiflandirma ve goriintii boliitlemede yiiksek basarim
gostermektedir. Derin artik aglar bir filtre bankasi gibi c¢alismaktadir. Agin mimarisinin
karmagikligin1 azaltmak icin kii¢iik boyutlu evrisim filtreleriyle daraltilmistir. Derin aglarda, agin
dogrulugunu yiikseltmek amact 6n plana alindiginda asir1 uyum ve doygunluk sorununa sahip
olmaktadir. Agin yapisi derinlesmeye bagladiginda ve gizli katman sayisi artik¢a hesaplama degeri
artmakta ve agin yapisi karmasiklagsmaktadir. ResNet bu sorunun oniine gegmek icin baglantilari
atlayarak ¢ozmek amaciyla artik aglarin yapisini kullanmaktadir. Bu sorunlar1 azaltmak igin

kullanilan kisayol veya artik ag yontemi sekil 2.24’te gdsterilmistir

"l

Agirlik Katmani

F(x)

Agirlik Katmani I

X

F(x) + x degeri

‘ ReDB

Artik Blok

Sekil 2.24. ResNet artik blok [118]

Bu mimari artik bloklardan olugsmaktadir. ResNet artik blok yapisinda bulunan x ¢ixgisi artik
baglant1 yada atlama baglantisi olarak kabul edilmektedir. Bu atlama baglantilar1 bir yada daha
fazla katmani atlayabilmektedir. Artik bloklar sayesinde giris verileri daha hizli aktarilmaktadirlar.
Artik blokta, x girisinin evrisimi sonucu bir F (x) sonucu olugsmaktadir. Bu sonug¢ daha sonra orijinal
x girisine eklenmektedir ve H (x) = F (x) + x olarak ifade edilmektedir.

Agin egitimi sirasinda ¢ikti olarak elde edilen deger geri yayilim ydntemi ile dnceki

katmanlarin agirliklarini giincellestirmek i¢in kullanildiginda baslangigtaki katmanlarda sifira
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yakinsama meydana gelir ve agda 6grenme gerceklesmez. Bunun oniine gecebilmek amaciyla
REDB fonksiyonu kullanilan bir yap1 onerilmistir. Bu stratejinin en biiylik avantaji daha onceki
mimarilerde miimkiin olmayan 150 katmana kadar daha derin aglar olusturulabilmesidir [119].

Artik ag (artik blok), AlexNet'in 2012°de gosterdigi basaridan sonra en 6nemli basarilardan
birini elde etmistir [85]. Artik agin ana temelleri VGG aglarinin temel yapisindan esinlenerek
ortaya ¢ikmis olsada, VGG aglarindan daha az sayida filtreye ve karmagsikliga sahiptir [87].
Resnet50, 50 katmandan olustugu i¢in bu sekilde isimlendirilmistir. 49 evrigimsel katman ve 1 tam
baglantili katmana sahiptir.

Daha derin 6zelliklere sahip ResNet daha fazla katmana sahiptir. ResNet’te egitim hatasini
azaltmak i¢in artik bloklar kullanilmakta, derinligi azaltmak i¢in ise egitim katmanlarinda rastgele
diisiirme yapilmaktadir [119]. Hata esigi insanin hata esiginin altina diiserek %3,57 lere gelmistir.
Resnet50, Resnet101, Resnet152 gibi gesitleri bulunmaktadir. RestNet ilk 34 katmanli a§ mimarisi
Sekil 2.25’te gosterilmistir.
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Sekil 2.25. ResNet ilk 34 katmana ait ag mimarisi ile diiz agin karsilastirilmasi[118]

ResNet, 1 x 1 ve 3 x 3 evrisim katmanlarina sahip bir dizi mimarisine sahiptir. Bu evrisim
katmanlari, agin katman karmasikliginin azaltilmasina ve yiliksek seviyeli 6zellik haritalar
cikarilmasina yardimer olan evrigim filtreleri gibi kullanilmaktadir. ResNet ag1 ¢ikt1 olarak tam
bagl katmanlarin aktivasyonu olarak kullanilan bir cesit bilgi bankasi kullanmaktadir. Bu ag,
nesnenin tam konumunu gosteren birgok bilgiyi saklayabilmektedir.

Resnet, hata oran1 %3.57 olarak elde edilmistir ve insan hata orani gecilerek basarimini
kanitlamistir. ResNet, ImageNet gibi biiyiik veri kiimelerinde kullanilarak, yiiksek performans
gostermistir. Ozellikle, ResNet-152 adli modelde, ImageNet veri kiimesinde nesne tanima
gorevinde, %3.6’dan daha diisiik hata oranina sahip bir performans elde edilmistir [118]. Sonug
olarak, ResNet, derin 6grenme alaninda 6nemli bir adimdir ve derinlik etkisi sorununu ¢ézmeyi

amaclayan yapisi ile yiiksek performans gostermistir.
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2.5.6. MobileNet

MobileNet, Google arastirmacilar tarafindan gelistirilmistir. Sinirh kaynaklar1 goz 6ntinde
bulundururarak dogrulugu etkin sekilde arttirmak {izere gelistirilmis dncelikle mobil olan kaynak
dostu bir mimaridir [120].

MobileNet adindan da anlagilacagi gibi mobil uygulamalarda kullanilabilmek i¢in
tasarlanmistir. MobileNet derinlemesine ayrilabilir evrisimler kullanmaktadir. Bu sayede bellegin
daha verimli kullanilmasina izin vermektedir. Ayni karmagiklik altinda benzer mimarilere oranla

oldukga hizlidir [120]. Sekil 2.26’da MobileNet temel modelini igeren adimlar gosterilmektedir.

FC & Softmax

Sekil 2.26. Mobilenet v1 temel modeli [121]

Onceki derin 6grenme modellerinde daha yiiksek dogruluk oram elde etmek amaciyla
yapilan biiylik degisiklikler modelleri daha derin ve karmasik hale getirmistir. Ortaya ¢ikan bu derin
ve karmagik modeller nedeniyle daha gelismis donanimlar kullanilmaya baslandi1 [118]. Ancak
biitiin bunlar hesaplama maliyetlerine arttirarak, kaynak kisitlamali mobil ve gdmiilii platformlarda
donanim dagitimi i¢in verimliligi diisiirmiistiic. Ozellikle nesne tanima, goriintii siiflandirma
iceren gercek zaman uyguilamalarinda ¢ikarim siiresi ve dogrulugu oldukg¢a 6nemlidir. Bu nedenle

ozellikle gercek zamanli uygulamalarda dogrulugu yiliksek, daha az bellek karmagikligr gerektiren,



daha kisa hesaplama siiresine sahip bir model kullanilmasi 6nemli bir gereklilik haline
donismiistiir. Bu nedenle daha az parametre kullanarak hesaplama siiresini, kisaltan MobileNet
gelistirilmistir. MobileNet standart evrisim katmanlarini kullanmayip, derinlemesine ayrilabilen
evrisimleri kullanmaktadir [122]. Bu sayede hesaplama maaliyeti 6nceki mimarilere oranla 8 kat
azalmustir.

MobileNet'in iki hiperparametresi vardir. Bunlar genislik ¢arpani ve ¢oziiniirliik ¢arpani
olarak siralanmaktadir. Ancak bu parametreleri agin boyutunu azaltmak i¢in kullandigimizda,
dogruluk énemli oranda diismektedir [118].

Geniglik ¢arpani kullanilan filtre sayisini azaltarak agi her katmanda esit sekilde
basitlestirmektedir. Coziiniirliik carpani ise goriintii ¢ozlinlirliigiinii azaltmak i¢in kullanilmaktadir.
Genislik ¢arpani ve ¢oziintirliik carpani degerleri degistirilerek daha kiiciik ve basit modeller elde
edilebilmektedir, ancak bu durum dogruluk degerlerinde 6nemli diisiise sebep olmaktadir.

MobileNet mimarisinde toplu normallestirme ve REDB aktivasyon fonksiyonu her evrisim
katmanindan sonra kullanilmustir [120]. Sekil 2.27°de derinlemesine ve noktasal evrisim

gosterilmektedir.

>4
Derinlemesine Evrisim Noktasal Evrigim

Sekil 2.27. Derinlemesine ayrilabilir evrisim adimi [122]

Ik evrisimde ve ayrica derinlemesine evrisim katmanlarinda basamakli evrisimler
kullanilmaktadir. Bu katmanlar1 ortalama havuzlama katmani, tam baglantili katman ve softmax
siiflandirict takip etmektedir. Derinlemesine evrisim ve noktasal evrisim katmanlari ile birlikte
temel MobileNet’te toplamda 28 katman bulunmaktadir [123].

Derinlemesine evrigim, yeni Ozellikler olusturmadan girdiyi filtreleme adimidir. Boylece,
noktasal evrisim adi verilen yeni Oznitelikler olusturma siireci birlestirilmistir. Son olarak, iki
katmanin kombinasyonu derinlemesine ayrilabilir evrisim olarak adlandirilmistir. Bu model, her

giris kanali bagina tek bir filtre uygulamak i¢in derinlemesine evrisimleri kullanmaktadir. Ardindan
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derinlemesine katmandan dogrusal bir ¢ikti kombinasyonu olusturmak i¢in 1x1 evrisimi (nokta
yoniinde) kullanmaktadir. Her evrisimden sonra Yigin Normallestirme ve Diizlestirilmis Dogrusal
Birim (REDB) kullanilmustir. Sekil 2.28, tiim katmanlarla birlikte MobileNet temel mimarisinin

sematik bir diyagramini géstermektedir.
Girig
l 224 x 224 x3

MobileNet
Evrisim Katmanlari

l 7 x7 x 1024
Ortalama Havuzlama

l 7 x7 x1024

FC

l 1x1x 1024

Softmax

Sekil 2.28. Mobilenet mimarisi [124]
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3. COKLU VIDEO GORUNTULERINDE ARAC TAKIiP VE TESPIT
SISTEMI

Bu boliimde tez calismast kapsaminda kullanilan yontemler hakkinda genel bilgiler
verilmistir. Calismada gelistirilen algoritmalar ve egitim sonucglart sunulmustur. Calismay1
olusturan hedef takibi, hedef tespiti ve bolgede bulunan kameralarin tespiti asamalar1 basliklar

halinde incelenmistir.

3.1. Calismaya Genel Bakis

Bu caligmanin amaci bir hedefin birden fakli video goriintiisiinde takibini saglamaktir.
Bunun i¢in giivenlik ve trafik kontrolii amaciyla kullanilan, Elaz1g iline ait farkli MOBESE (MOBIl
Elektronik Sistem Entegrasyonu) kameralarindan alinan goriintiiler kullanilmustir.

Bu calisma ii¢ ana asamadan olusmaktadir. Birinci asamada arag takibi, ikinci asamada takip
edilecek kameralarin belirlenmesi, liglincii asama ise arag tespiti gergeklestirilmektedir.

Arag takibi asamasinda, hedef olarak belirlenen arag tespit edildigi ilk kamera kaydinda
secilerek kayit siiresince takip edilmektedir. Bu siirecte hedef araca ait bilgiler elde edilmektedir.
Ayrica calisma kapsaminda hedef takibi yaklasimlarindan arka plan ¢ikarimi yontemi gelistirilerek
yeni bir hedef takip yontemi sunulmustur. Bu yontemle video siiresince engellere takilmadan ve
hedefi kaybetmeden takip islemi gergeklestirilmektedir.

Calismanin ilk asamasinda hedef ara¢ ilk videoda secilerek sinirlayict kutu ile
cercevelendirilmistir. Elde edilen video goriintiilerinden ilkinde, secilen hedef arag gelistirilen takip
yontemi ile video siiresi boyunca hem takip edilmis hemde sinirlayici kutu ile takip edilen arag
sinirlandirilmistir. Videoyu olusturan her ¢ergeve ayri ayri resim olarak kaydedilmistir. Ayrica her
video c¢ercevesinde tespit edilen araca ait ¢esitli veriler kaydedilmistir. Bu kayitlar, sinirlayici
kutuya ait veriler, aracin egimi, yonii, hizi, video ¢ergevesinin kaydedildigi dosya konumu gibi
bilgilerden olusmaktadir. Kayitlar, hedefin goriintiilendigi bir sonraki kameranin belirlenmesi ve
bu kameradan elde edilen videoda hedefin tespiti amaciyla kullamlmistir. Ozellikle aracin, her
video cercevesinde belirlenen konumuna ait koordinatlar, kullanilacak derin 6grenme yontemi igin
egitim verisi olugturmak amaciyla kullanilmistir. Boylece olusturulan veri setine ait etiketli veri
olusturulmasi saglanmustir.

Calismanin ikinci asamasinda hedef aracin birinci kamerada goriintiiden ¢iktiktan sonra
tespit edilecegi diger kameralarin belirlenmesi amaglanmustir. Birden fazla kameranin oldugu bir
bolgede tiim kamera kayitlarinda hedefin aranmasi hem maliyetli hem de fazla zaman isteyen bir
islemdir. Bu nedenle hedefin aranacagi kameralarin sinirlandirilmast gerekmektedir. Hedef aracin

yon bilgisi, ilk tespit edildigi kameranin koordinatlari ve bolgedeki kameralarin verileri



kullanilarak sadece belirli bolgede kullanilan kameralarda arama c¢alismasi yapilmaktadir. Ayrica
aracin tespit edildigi kameralarda bagtan sona tim video kaydmin degil sadece belirli bir siire
igerisindeki kayitlarin incelenmesi saglanarak zaman kaybinin azaltilmasi amaglanmistir. Her
kamerada aracin yeni yonii belirlenerek bir sonraki kameranin tesptinin yolu agilmistir.
Caligmanin son asamasinda, aracin tespit edildigi sonraki kameralardan alinan video
goriintlilerinde ayn1 hedefi tespit edebilmek amaciyla ilk videodaki hedef araca ait veriler ve
sinirlandirict kutu bilgileri kullanilmistir. Hedef aracin tespit edilmesi amaciyla B-ESA, Daha Hizli
B-ESA ve YOLO gibi farkli derin 6grenme mimarileri AlexNet, VGGNet, GoogleNet, ResNet,
MobileNet gibi farkli omurga aglariyla egitilmistir. Performanslari kiyaslanarak en iyi performans
gosteren ag sonucu hedef tespit yontemi olarak secilmistir. Sekil 3.1°de ¢alisma kapsaminda takip

edilen islemlere ait adimlar gosterilmektedir.

Hedef Aracin Goruntilendigi

Hedef Aracin Takibi . .
Kameralarin Belirlenmesi

Hedef Aracin Tespiti

Aracin ilk tespit edildigi videoda Aracin ilk koordinati ile son
secilmesi koordinati kullanilarak yontinin
belirlenmesi

Aracin takibi esnasinda etiketli

egitim verilerinin olusturulmasi

Aracin tespit edildigi ilk kameradan

Aracin farkli derin 6grenme

Aracin video siresince takip

sonra gorintilenmesi beklenen . o] :
isleminin gergeklestirilmesi o g ) . mimarileri kullanilarak tespit
diger kameralarin belirlenmesi S —

Sekil 3.1. Arag takip ve tespit sistemine ait islem adimlar

3.2. Arag Takibi Algoritmasinin Tanitilmasi

Calisma kapsaminda Gauss karisim modeli tabanli arka plan tespiti kullanilan bir arag takip
algoritmas1 Onerilmektedir. Gauss karistm modeli, pikselin arka plana ait olup olmadigini
belirlemek i¢in kullanilan bir yontemdir. Bu model arka plan ¢ikarimi amaciyla kullanilan hem en
yaygin modeldir hemde 151k ve kosul degisimlerine karst dayaniklidir. Bir Gauss karistm modeli,
Gauss bilesen yogunluklarinin agirlikli toplami olan ve Denklem 3.1°de gosterilen parametrik bir

olasilik yogunluk fonksiyonudur [125].
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p(X|2) = XiZywie N Cxlpe, Zic) 3.1)

Bir Gauss karigimi modeli, M bileseninin agirliklari toplamidir. Gauss dagilim ile hangi
oranda verinin agiklanmasi gerektigini belirten tahmini agirlik degeri wy, ile ifade edilmektedir. Bu
agirhgin, t anindaki karisimda bulunan Gauss dagiliminda p; ortalama deger ve X kovaryans
matrisidir.

Sabit bir kameradan yakalanan video dizisinde 6n plan piksellerini tahmin eden Gauss
karistm modeli, arka plan ¢ikarimi yaparak 6n plan nesnelerini vurgulayan bir maske
olusturmaktadir. Hareketli goriintiideki her pikselin arka plana mi1 6n plana mu ait oldugunun
belirlenmesi amaciyla renkli ya da daha ¢ok gri tonlamali bir video gercevesi arka plan modeliyle
karsilastirilmakta ve 6n plan maskesi olusturulmaktadir. Temel olarak arka plan ¢ikarilarak 6n olan
nesnelerinin tespit edilmesi saglanmaktadir. Hesaplanan on plan maskesi ile takip edilecek
hedeflerin ¢evresinde sinirlayict kutular olusturulmasini saglayan Blob analiz yontemidir.

Tez ¢alimasi kapsaminda hedef aracin takibi igin kullanilacak smirlayici kutularin
belirlenerek izlenmesi amaciyla Blob analiz yontemi kullanilmistir. Temel olarak Blob bolgesinde
bulunan hareketli nesne taninmaktadir ve bir sinirlayici kutu araciligiyla isaretlenmektedir. Video
cerceveleri arasindaki gecisler ve hedefin goriiniir olmadig1 durumlarda hedef araca dair bilgiler
tutularak tekrar sahnede goriiniir oldugunda takibe devam edilmesi saglikli bir takip isleminin en
onemli noktasidir. Bu amagla gelistirilen algoritmada Blob analiz kullanilmaktadir.

Hedef ara¢ etrafinda sinirlayict kutu ile belirlendikten sonra video igerisinde goriintiiden
kayboluncaya kadar takip edilmektedir. Sekil 3.2°de hedefin ilk video ¢ergevesinde segilmesi ve

diger video cercevelerinde takip edilmesi gosterilmektedir.

(@) (b)

Sekil 3.2. (a) Hedefin ilk ¢ergevede manuel olarak se¢ilmesi, (b) Hedefin Blob analiz ile takip edilmesi
Bu yontem ile tiim videoyu alip islemek yerine arka plan nesnelerinden ayrilmig hareketli 6n

plan nesnelerini igeren bir baslangic cercevesi elde edilmektedir. On plan detektdrii videonun

uzunluguna gore belli sayida gerceveyi Gauss karigim modelini baslatmak i¢in kullanmaktadir. Bu
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sayede arka plan cergevesi dgrenilmektedir. Sekil 3.3.(a)’da 6n plan detektorii tarafindan tespit
edilen &n plan goriintiisii gosterilmektedir. On plan belirleme islemi g¢ogunlukla giiriiltii
icermektedir. Bu nedenle girtlti gidermek ve bosluklart doldurmak igin gorinti filtre ve
morfolojik agma gibi ¢esitli islemlerden gecirilmistir. Sekil 3.3.(b)’de giiriiltiiden arindirilmis

goriintli ve orijinal hali gosterilmektedir.

On Plan

Griiltiili Gorlintl ~ Temizlenmig Goriintil

¢ &

(@) (b)

Sekil 3.3. Arka plan tespiti i¢in morfoloji siireci (a) On plan gériintiisii, (b) Giiriiltii iceren arka plan
gOrlintiisii ve filtre uygulanarak temizlenmis goriintii

Gauss karisim modeli ayn1 ¢ercevede hareketli tiim nesneleri takip etmektedir. Bir diger
ifadeyle arka plan ¢ikarimi kullanilarak gergeklestirilen ara¢ takibinde sahnedeki tiim hareketli
araglar tespit edilmektedir. Tez caligmasi kapsaminda, dnerilen takip algoritmasi ile takip edilecek
tek bir araba belirlenerek simirlayici kutu ile ¢cergevelenmektedir ve takibi gergeklestirilmektedir.

Arag takibi uzun yillardir iizerinde yogun ¢aligmalar yapilmis bir alan olmasina ragmen hala
cesitli zorluklarla bas etmek durumundadir. Sahnede karsilagilan engeller, araglarin yakinligi vs.
gibi sebeplerle takip islemi yarim kalmakta ve saglikli yiiriitilememektedir. Bu nedenle tez
caligsmast kapsaminda gelistirilmis Gauss karigim modeline dayali arka plan ¢ikarimi yontemi
sunulmustur. Bu sayede ilk video g¢ercevesinde segilen tek bir goriintiinlin takibi saglanmugtir.
Ayrica takip esnasinda hedef aracin herhangi bir engelin arkasinda kalmasi ya da bagka bir aracin
cok yakindan ge¢mesi ve goriintiiyli engellemesi gibi zorlayicit durumlara ragmen aracin takibine
devam edildigi goriilmiistiir. Sekil 3.4’te hedef aracin ilk video goriintlisiinde segilmesi ve takip
edilmesi asamalar1 ile bir engel ile karsilagildigi durumlarda takibe devam edildigi

gosterilmektedir.
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Hedef arag ilk

video Hedef arag
cercevesinde _ takip _
segilmektedir. edilmektedir.
(a)
Hedef arag, ‘
sokak lambasi Hedef arag,
arkasinda kameradan
kalmasina uzaklagsmasina
ragmen takip ragmen takip
edilmektedir..

islemi devam
etmektedir..

(d)

Sekil 3.4. Hedef aracin takip islemi (a) Arag se¢imi, (b) Takip islemi, (¢) Takip edilen hedefin engellere karsi
dayanikliligi, (d) Takip edilen hedefin boyut degisimi ve uzakliga dayanikliligi

Hedef takibini zorlastiran etkenlerden bazilarida hedefin ugradigi bigcimsel degisiklikler,
biiyiime ve kii¢iilmesi, yon degistirmesi olarak siralanabilmektedir. Ozellikle trafik senaryolarinda
araglarin asir1 hizli olmasi, kameradan asiri uzaklagmasida hedefin kaybedilmesine neden
olmaktadir. Onerilen hedef arag¢ takip sisteminin hedefin uzaklasmasi durumunda bile takip
islemine devam ettigi, hedefin kameradan uzaklasmasina ragmen kaybedilmedigi goriilmiistiir.

Sekil 3.5’te onerilen hedef takip algoritmasina ait akis diyagrami gosterilmektedir.
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Cergeve_sayisi= video
karelerinin toplam say1s1

»le

Taranan bolgeyi tammla l«—Hay1 Evet—»  Hedefarag bolgesini se¢
: I
GKM kullanarak 6n plan ¢ikarimi
yap Arag bélgesini hedef_arag
Cergeve_sayist = ! olarak kaydet.
Cergeve_sayisi+n Kabarcik analizi ile siirlayict
k kutulari (bbox) tespit et.
v
Hedef_arag ile sinirlayici kutu
F arasindaki mesafeyi hesapla.
Hayir hesapla ve siirlayici kutuyu al. Hedef
araci giincelle.
HMnf_nmy = hhnv(n)
Hedef araci belirle ve sinirlayici kutu
¢iz.
Hayir

Sekil 3.5. Hedef arag takibi algoritmasina ait akis diyagrami

Gauss karisim modeline dayali ara¢ takip asamalarina ait s6zde kod Algoritma 1’de

gosterilmektedir. S6zde kod asagida ki gibidir:
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Algoritma 1: Arag¢ Takibi
Giris: Video gergeveleri n= {1,....,N}, hedef ara¢
Cikis: Takip ve tespit edilen araclar, Sirlayici kutular: video ¢ergevesindeki sinirlayici kutular

1: for i= 1 to n //Videodaki gergevelerin sayisi

2: If i==

3: hedef arac « ilgi boélgesi //Cercevede ki nesne bdlgesi

4: else

5: énplan « Onplandetektdri(n)

6: filtrelenmis 6nplan; //Giriltintin giderilmesi icin
morfolojik filtre

7 kutular = videodaki her cerceve (Blob Analiz, filtrelenmis
onplan)

8: for i= 1 to sinilayici_ kutular

9: D(i) = mesafe (hedef arag¢, sinirlayici kutu(i)) //Onerilen
uzaklik algoritmasi kullanarak mesafe hesaplama

10: enkucuk mesafe « D dizisi

11: hedef arac¢ « kutular (min mesafe)

12: Sinirlayici kutu belirle()

13: Video cercevelerini kaydet //Hedef aracin bulundudu her
video cercevesinin resim olarak kaydedilmesi

14: Sinirlayici kutu verilerini kaydet

15: end

16: end if

17: end

18: Sonug¢lari goériuntile

3.3. Hedef Aracin Goriintiillenecegi Kameralarin Tespiti

Arag takibi uygulamasimin bir diger dnemli asamasida hedef aracin gectigi kameralarin
belirlenmesidir. Tez ¢aligmasinin bir dnceki asamasinda hedef, tespit edildigi kamerada goriintiiden
cikincaya kadar takip edilmistir. Sonraki agama ise hedefin goriintiilecegi diisiiniilen kameralarin
belirlenmesi adimidir. Caligmanin ana amaglarindan biri hedef aracin birden fazla kamerada takip
ve tespit edilmesidir. Hedef aracin bir giizergdh boyunca varis noktasina kadar takibini
gercgeklestirebilmek icin gegtigi yol iizerinde goriintiilecegi diistiniilen kameralarin belirlenmesi
gerekmektedir. Bu sayede hedef tiim kameralarda degil sadece belirli kameralarda aranacak ve
zamandan tasarruf saglanacaktir. Kameralarin tespiti i¢in olusturulan algoritma sayesinde
kameralarin belirlenmesinde ve incelenmesinde insan denetimi ortadan kaldirilmis olacaktir. Bu
boliimde belirlenen hedef aracin goriintiilenecegi ve takip edilecegi kameralarin belirlenmesi i¢in
kullanilan yontem agiklanacaktir. Sekil 3.6’da kameralarin tespit siirecine dair akis diyagrami

sunulmustur.

62



Hedefin ilk ve son
koordinatlarini al. (x1,y1),
(x2,y2)

Egim(m)hesaplanir
m=(y2-y1)/(x2-x1)

m, I. Ve Il. Koordinat
bolgesinde mi?

Evet

Hayir:

I. Ve Il. Koordinat
bolgesindeyse
arac_y6n=m+90

Il.. Ve IV. Koordinat
bolgesindeyse
arac_yén=m+270

Aracin ilk tespit edildigi
kameranin id, yon ve x,y
koordinatlanni al.

min= arac_yon +aci
max=arac_yon-aciaraligindaki
kameralar tespit edilir. -

Haversine metoduyla ilk
kameraya en yakin kamerayi
belirle.

Kamerada tespit edilen stre J

araliginda hedefi ara.

Kamerada hedefitespit et ve
yeni yonini hesapla.

Sekil 3.6. Kameralarin tespit siirecine ait akis diyagrami

3.3.1. Arac Yoniiniin Belirlenmesi

Aracin ilk tespit edildigi kamerada oncelikle takibi gergeklestirilmis ve egitim verileri elde
edilmistir. Ayrica bu takip islemi sirasinda takip edilen hedef aracin yon bilgisi elde edilmektedir.

Hedef aracin takibi siiresince sinirlayici kutu bilgileri de kaydedilmektedir. Tespit edildigi kamera
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goriintiilerinde ilk video cergevesinde secilen hedef aracin sinirlayict kutu koordinatlar ile takip
edilmesi sonucunda belirlenen en son sinirlayici kutu koordinatlar1 kullanilarak egim bilgisi elde
edilmektedir. Aracin ilk koordinatlar1 (x1,y1) ve son koordinatlari (x2,y2) olarak kabul edildiginde
iki noktasi bilinen dogrunun egimi formiilii kullanilarak aracin egimi bulunmaktadir. Denklem 3.2’

de egimin hesaplanmasini gésteren formiil gosterilmektedir.

_y2-yl Ay
m= x2—x1  Ax (3:2)

Hedefin, koordinat sisteminde yer alan y eksenindeki karsiligini ifade eden degerlerinin farki
Ay, x eksenindeki karsiligini ifade eden degerlerinin farki Ax olarak ifade edilmektedir. Bu iki ifade
kullanilarak egim hesab1 yapilmaktadir. Sekil 3.7°de, Ay ve Ax degerlerinin eksenler {izerinde

gosterimi verilmistir.

Sekil 3.7. Ay ve Ax degerlerinin eksenler iizerinde gésterimi [126]

Egim bilgisi kullanilarak nce egim agis1 hesaplanmaktadir. Egim agis1 bir dogrunun pozitif
X ekseniyle yaptig1 agidir. Bu dogrunun egimi, bu egim agisinin tanjant degerine esittir. Sekil 3.8°de

egim agis1 gosterilmektedir.

O(Egim agisi)

Sekil 3.8. Egim acis1 gosterimi
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Bu ag1 6 olarak kabul edilirse egim, 0 acisinin arctan degerine esittir. Hedef aracin takip
ettigi yolu bir dogru olarak kabul ederek e§im agisi hesaplanmaktadir. Hedef aracin egimi
bulunduktan sonra bulunan egim agisi ile aracin gidis yonii elde edilmektedir. Hedef aracin egim
agisi, aracin gercek agisini bulmak amaciyla kullanilmaktadir. Hedef aracin gergek acisi ise aracin
ilerledigi yonti bulmak i¢in kullanilmaktadir. Denklem 3.3’te egim ve egim acist degerlerinin

hesaplanmasi gosterilmektedir.

m = tan @

6 = arctanm (3.3)

Aracin yon bilgisi bolgedeki ayni1 yonde bulunan kameralarin tespiti i¢in dnemli bir veridir.

Ekranin yon bilgisi Sekil 3.9’da gosterildigi sekliyle kabul edilerek aracin yon bilgisi elde

edilmektedir.
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Sekil 3.9. Ekran yon bilgisi igeren koordinat sistemi

Hedef aracin egim degeri ve ardindan hedef agisi belirlendikten sonra Ay ve Ax
degerlerinin Sekil 3.8’de hangi bolgede olduklari belirlenmektedir. Eger bu degerler koordinat
sisteminin 1. ve 2. bolgesinde ise +90, 3. ve 4. bdlgesinde ise +270 eklenerek aracin koordinat
sistemine gore yonii belirlenmektedir. Ayrica Ay ve Ax degerlerinin Sekil 3.9’daki koordinat
sisteminde bulunduklar1 konuma gore +90 veya +270 eklenme durumlar1 hesaplanmaktadir. Tablo

3.1’de Ay ve Ax degerlerinin pozitif ve negatif olarak aldiklar1 degerlere gore eklenecek agi
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degerleri ile 6rnek egim ve egim acisi degerleri gosterilmektedir. Ayrica tabloda 6rnek egim degeri,

ornek degerin arctan’t olan egim agisi verilmektedir.

Tablo 3.1. Ay ve Ax degerlerinin koordinat ekseninde bulunduklari bolgeye gore alacaklar: degerler

i—;’ Ornek egim Egim acis1 Eklenecek ac1 degeri
$ 1 45 +90
% -1 —45 +90
- 1 45 +270
; -1 —45 +270

Trafik goriintiilerinde takip edilen aracin egimi ve egim agis1 bulunduktan sonra aracin yonii

tespit edilmektedir. Sekil 3.10’da farkli yonlere gitmekte olan araglarin egim, egim agis1 ve yon

bilgileri gdsterilmektedir.

Ax=-397
Ay=-202

Egim=1

Egim agisi=45
Aracin yoni=315

Ax=-584

Ay= 63

Egim=0

Egim agis1=0
Aracin yoni=270

Ax=250
Ay=-121
Egim=0

Egim agisi=-0
Aracin yéni=90

Ax=-354
Ay=359

Egim=-1

Egim agisi=-45
Aracin yoni=225

Ax =-122

Ay =-193

Egim=2

Egim agisi=63
Aracin yonii=333

Ax =-272

Ay =351

Egim=-1

Egim agisi=-45
Aracin yonu=225

Sekil 3.10. Takip edilen farkli araglarin egim ve yon bilgileri



Algoritma 2’de hedef aracin yoniinlin bulunmasi i¢in 6nerilen algoritmaya dair sdzde kod

verilmistir.

Algoritma 2. Hedefin ilk tespit edildigi kamerada yoniiniin bulunmasi

Giris: Video gergeveleri n= {1,....,N}, hedef ara¢
Cikis: Tespit edilen arag, hedef araca ait sinirlayici kutu bilgileri, m: egim, ara¢ yon: hedef
aracin yoni

01. function arac¢_izleyici ()

02. hedef bdlge koordinatlariepozisyonunu al ()

03. x1l— hedef bdlge koordinatlari (x)

04. yl— hedef bodlge koordinatlari (y)

05. for i =1 ton

06. bbox « sinirlayici kutu(n) //son video cercevesinde takip

edilen araca ait sinirlayici kutu koordinatlari alinir.
07. end

08. X2 « sinirlayici kutu(x)

10. y2 « sinirlayici kutu(y)

11. Ay — (y2-yl)

12. Ax « (x2-x1)

13. m ~Ay/Ax

14. vehicle direction=arctan (m)

15. If (Ay >0) and (Ax >0)

16. arac_yon— arac yon +90 eklenmektedir.
17. elseif (Ay <0) and (Ax >0)

18. arac_yon « arac_yon +90 eklenmektedir.
19. elseif (Ay <0) and (Ax <0)

20. arac_yoén < arac_yon +270 eklenmektedir.
21. elseif (Ay >0) and (Ax <0)

22. arac_yoén « arac_yoén +270 eklenmektedir.
23. end if

24 . end

3.3.2. Aracin Gidis Yoniinde Bulunan Kameralarin Tespiti

Hedef aracin yonii bulunduktan sonra gidis yoniinde ve belirlenen bir aralikta ki kameralar
tespit edilir. Toplam 40 kameraya ait id, yon ve x, y diizlemindeki cografi koordinatlar

bilinmektedir. Sekil 3.10’da 40 kameranin bolge tlizerinde yerlesimi goriilmektedir.
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Sekil 3.10. Bolgedeki kameralarin yerlesimi ve id numaralart

Hedef aracin ilk tespit edildigi kameraya ait bilgiler ve aracin yon bilgisi kullanilarak hedef
takibinde hedef aracin goriintiilenebilecegi yeni kameralarin tespit edilmesi saglanmistir. Bu
amagla aracin yon bilgisine +30 ve — 30 ag1 degerleri eklenerek olusan aralikta ki kameralarin,
hedef aracin gozlemlenebilecegi aralik olarak belirlenmesi saglanmaktadir. Boylelikle, bu aralikta
ki ac1 degerleri ile ayn1 degerlere sahip kameralar arasindan yeni kamera aranacaktir. Bu araliktaki
kameralara ait bilgiler yeni bir diziye aktarilmaktadir. Sekil 3.11°de bir sonraki kameranin

aranacag@i bolge gosterilmektedir.

Sekil 3.11. Hedefin tespit edilecegi tahmin edilen kameranin aranacagi bolge
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Bolgedeki tiim kameralara ait veriler elde edilmistir. Bu veriler daha sonra aracin takip

yoniine gore belirlenecek kameralarin se¢iminde kullanilmigtir. Bu veriler Tablo 3.2°de

gosterilmektedir.
Tablo 3.2. Bolgedeki kameralarin id, yon ve koordinat bilgileri
Kamera id Kamera yonii x koordinati y koordinati
1 60 38.6728574127779 39.1929757298937
2 280 38.6725915405053 39.1942325377230
3 65 38.6723276860107 39.1939643168313
4 270 38.6716282574858 39.1936317229256
5 60 38.6708659982578 39.1927358651472
6 65 38.6702000618502 39.1930684590530
7 60 38.6701665554522 39.1925642037765
8 290 38.6711340463840 39.1924891020279
9 220 38.6718837381583 39.1918775583670
10 290 38.6722439224757 39.1923067118133
11 300 38.6727381259155 39.1917488123331
12 65 38.6729977907624 39.1908422256780
13 300 38.6726334220817 39.1907242084802
14 85 38.6721643470266 39.1905954624464
15 290 38.6719842548943 39.1910514379830
16 90 38.6715337393682 39.1904475782001
17 85 38.6713494574181 39.1908928249005
18 80 38.6711735514777 39.1914024446180
19 85 38.6708552443917 39.1917564962111
20 270 38.6704741116769 39.1917457673750
21 90 38.6704489819760 39.1900076959176
22 95 38.6711065395772 39.1900827977707
23 310 38.6717305854728 39.1902759168215
24 305 38.6717431500994 39.1896590087426
25 95 38.6712782574466 39.1896697375787
26 315 38.6705788186688 39.1894283387652
27 310 38.6711191043133 39.1892834994771
28 270 38.6714415984524 39.1894927117821
29 100 38.6717431500994 39.1882535312061
30 225 38.6709976451051 39.1880818698276
31 135 38.6706625841436 39.1878780219511
32 220 38.6704029108228 39.1887148711724
33 265 38.6702521323355 39.1872450206190
34 260 38.6705034296380 39.1869767997151
35 270 38.6719567484020 39.1876473519749
36 125 38.6719902539622 39.1866334769581
37 310 38.6725975395224 39.1869928929693
38 90 38.6724342011541 39.1876849029014
39 85 38.6729032744409 39.1883661839973
40 80 38.6730205422824 39.1890260074210
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verilmistir.

Bu béliimde aracin gidis yoniindeki kameralarin tespitine ait sézde kod Algoritma 3’de

Algoritma 3. Bolgedeki kameralarin tespiti

Girig: ara¢_yon: hedef aracin yon bilgisi, kamera ozellik: hedef aracin tespit dildigi ilk
kameraya ait id numarasi, yon ve koordinat bilgileri, en yakin kameralarin atanacagi bos dizi
Cikis: yakinkamera: hedef aracin gidis yoniinde bulunan kameralara ait bilgiler, cikti: ilk tespit
edilen kameraya en yakin kamera bilgisi

01.
02.
03.
04.
05.

06.
07.
08.

09.

10.

11.

12.

13.

14.

15.

16.

17.
18.
19.
20.
21.

function kamera tespiti( arac y6n, kamera oOzellik )

yvakinkamera=[];
aralik min= arac yoén, -30
aralik max= arac¢_yon +30
kamera 6zellik =[1 60 38.672857412777944 39.192975729893696
2 280 38.67259154050532 39.19423253772303
3 65 38.67232768601066 39.193964316831305
4 270 38.671628257485786 39.193631722925566
5 60 38.670865998257774 39.192735865147206
6 65 38.6702000618502 39.19306845905295
7 60 38.67016655545218 39.1925642037765
8 290 38.67113404638403 39.19248910202792
9 55 38.6718837381583 39.19187755836702
10 290 38.67224392247566 39.192306711813266
]
Satir sayisi<kamera 6zellik matrisinin satir sayisi
for i = 1 to satir sayisi do
if kamera O6zellik yon> aralik min & kamera ozellik
_y6n < aralik max
if arac¢_yon koordinat ekseninin 1. bdlgesinde ise ve
(arac_yon (x koordinati)< kamera &zellik (x koordinati) &
arac_yon (y koordinati)< kamera Ozellik (y koordinati)
yakinkamera = kamera 6zellik id, yoén ve x-y koordinat
bilgileri atanir.
else if arac yon koordinat ekseninin 2. bdlgesinde ise ve
(arac_ydén (x koordinati)> kamera o6zellik (x koordinati) &
arac_yon (y koordinati)< kamera O6zellik (y koordinati)
yakinkamera = kamera 6zellik id, yo6n ve x-y koordinat
bilgileri atanir.
else if arac yon koordinat ekseninin 3. bdlgesinde ise
ve (arac_yoén (x koordinati)> kamera &zellik (x koordinati) &
ara¢c_yoén (y koordinati)> kamera 6zellik (y koordinati)
yakinkamera = kamera 6zellik id, ydén ve x-y koordinat
bilgileri atanir.
else if arac yo6n koordinat ekseninin 4. bdlgesinde ise
ve (ara¢_yon (x koordinati)< kamera o6zellik (x koordinati) &
arac_yon (y koordinati)> kamera Ozellik (y koordinati)
yakinkamera = kamera 6zellik id, yo6n ve x-y koordinat
bilgileri atanir.
end if
end
function cikti=enyakinkamera (arac_yon, yakinkamera)
cikti

end
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3.3.3. Hedef Aracin Aranacagi Yeni Kameranin Tespit Edilmesi

Hedef aracin ilk tespit edildigi kamerada takibinden sonra, bir sonraki kamerada da tespit
edilmesi gerekmektedir. Boylelikle belli bir giizergdh boyunca hedefin takibi saglikli bir sekilde
yuriitiilmektedir. Hedef aracin izlenmesi sirasinda ilk asamada yoni bulunmaktadir. Sonraki
asamada aracin gidis yoniinde belirlenen aralikta goriintiilenebilecegi kameralar belirlenmektedir.
Diger asama ise hedef aracin goriintiilenebilecegi diistiniilen yeni kameranin belirlenmesi
asamasidir. Bolgedeki kameralar icerisinde tespit edildigi bir 6nceki kameranin yonii, aracin gidis
yOnii ve hiz1 dikkate alinarak yeni kameranin belirlenmesi saglanmaktadir. Kameralar arasindan ilk
kameraya en yakin olanin bulunmasi bu asamanin ilk adimidir. Bu nedenle cografi koordinatlar

arasinda ki mesafe dikkate alinarak en yakin kamera bulunmaktadir.

3.3.4. Haversine Formiilii

Haversine formiilii diinya iizerinde yer alan cografi koordinatlar arasinda ki mesafeyi 6l¢gmek
icin kullanilan formiildir [127]. Baslangi¢ ve bitis noktalar1 enlem ve boylam bilgileri olan iki
nokta arasinda mesafe hesaplamak i¢in kullanilan bir¢ok yontem arasindan en dogru sonucu
vermektedir [128]. Cografi 6zelliklerden dag yiikseltileri veya vadi derinliklerini dikkate almayarak
iki boyutlu harita tizerinde iki koordinat arasindaki mesafeyi hesaplamak i¢in kullanilan
yontemlerden biridir. Olgiilen mesafe, diinyanin kiiresel olarak trigonometrik gercek
mesafesidir. Haversine formiilii ile ayn1 zamanda biiyliik daire mesafeside Ol¢iilmektedir. Bu
nedenle biiylik daire mesafesi olarak da adlandirilmaktadir [129]. Bu formiil enlem ve boylami
bilinen iki noktanin arasindaki mesafe verilerini metre cinsinden iretmektedir. Haversine

formiiliiniin kiiresel diinya tizerinde gosterimi Sekil 3.12°de gosterilmektedir.

Enlem, boylam Enlem, boylam

(ax®,ay°) (x1,y1)

\ derece ‘ radyan

. (bx°,by°) (x2,y2)

Sekil 3.12. Haversine formiiliiniin kiiresel diinya tizerinde gosterimi [129]

Ozellikle cografi bilgi sistemleri iizerindeki uygulamalarda siklikla kullanilmaktadir.

Calisma kapsaminda hedef aracin tespit edildigi kamera ile bir sonraki kamera arasindaki
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mesafenin hesaplanmasi amaciyla kullanilmaktadir. Denklem 3.4’de Haversine formiili

gosterilmektedir.

d = 2rarcsin (\/sin2 (A?@) + Cos((Z)l)cos((Z)z)sinz(Az—'l)) (3.4)

D iki cografi nokta arasindaki mesafe, @ enlem, A® iki nokta arasindaki enlemler farki,
A boylam, AZ iki nokta arasindaki boylamlar farki, r ise Diinya'nin yarigapidir ve 6371 (km) olarak
kabul edilmektedir.

3.3.5. Hedef Aracin Yeni Kameraya Gore Yoniiniin ve Aranacag Siirenin Bulunmasi

Takip edilen aracin ilk tespit edildigi kamerada takibi gerceklesirken siirlayict kutu, yon,
hiz gibi bilgileri elde edilmektedir. Ara¢ ilk kamera goriintiisinden c¢iktiktan sonra hangi
kameralarda goriintiilenecegi tespit edilmelidir. Boylelikle takibin hedefin varis noktasina kadar
stirdiiriilmesi beklenmektedir. Hedefin bir sonraki kamerada tespitinden sonra yon degistirmesi
olas1 oldugundan ikinci kamerada yonii tekrar belirlenmelidir. Oncelikli olarak kameranin goriis
acisina girdikten sonra kameraya gdre yoniiniin belirlenmesi dnemlidir. Kameranin kendisine dogru
yonelen araci 180 derece aciyla gormektedir. Aracin tespit edilmesi i¢in bakilacak yeni kamera
belirlendikten sonra yapilacak bir diger 6nemli adim ise hangi siireler arasinda aracin gectigi
belirlenip o aralikta ki kayitlarin incelenmesi asamasidir. Bunun i¢in bir dnceki kameradan hangi
stirede goriintiiden ¢iktiginin belirlenmesi dnemlidir.

Sekil 3.13’te hedef aracin goriintiilendigi tiim kameralarda tespit edilmesi ve kamerada
kaydinda hangi siirede ilk olarak gortintiilendigi gosterilmektedir.

s
Ewnografya Mizes: <
FAK ™

Kamera id=25
Zaman=16:41:36

@ Atatiing Bjy

Levie ve Senirchik

Bakanhg: Elazig 1"Mud
Sekil 3.13. Hedef aracin farkli kameralarda goriintiilenmesi
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Algoritma 4’te hedef aracin gidis yoniinde tespit edilen birden fazla kamera arasindan ilk

tespit edildigi kameraya en yakin olanin belirlenmesi, aracin yeni yoniiniin bulunmasi ve yeni

kamerada aranacagi siirelerin belirlenmesi i¢in izlenen islem adimlar1 gésterilmistir.

Algoritma 4. En yakin kameranin belirlenmesi, aracin yeni yoniiniin bulunmasi ve hedef
aracin kamera kaydinda aranacag siirenin belirlenmesi

Giris: target vehicle direction: hedef aracin yon bilgisi, closecam: aracin gidis yoniindeki
kameralar, @;= enlem, A;=boylam

Cikis: d: iki kamera arasindaki mesafe bilgisi, distancecam: aracin gidis yoniindeki tim
kameralarin ilk tespit edildigi kameraya uzakliklarini igeren matris, newcam: aracin tespit
edildigi yeni kamera, newdirection: aracin tespit edildigi yeni kameraya gore yoni,
newcam_saat: yeni kamerada hedef aracin tespit edilecegi siireler

01

03.
04.
05.
06.

07.

10.
11.
12.
13.

14.

15.
16.
17.

18.
19.
20.
21.

22.
23.
24.

25.
26.
27.

28.
29.
30.
31.
32.
33.

34.
35.
36.

. function enyakinkamera( arac_ydn, yakinkamera )
02.

@y, 44 « ara¢ ydén’in x ve y koordinatlari ilk noktanin enlem ve
boylami olarak atanir.
mesafematris=[];
t=1;
satir «yakinkamera matrisinin satir sayisi atanir.
for i=1 to satir do
®,, A, yakinkamera matrisininde x ve y koordinat dederleri
ikinci noktanin enlem boylami olarak atanir.
AP « @,-0, // enlemler farki
A~ A-A, //boylamlar farki
R = 6371 dinyanin yaricap dederi

¢, = @®,, * pi/180 //birinci enleme ait radyan de§erini
dereceye dontstiirmektedir
¢, = @, * pi/180 //ikinci enleme ait radyan de§erini

dereceye donUstirmektedir.

A= (AQ) * pi/180

AAl = (AA) * pi/180

a = sin(A@/2) * sin(A@/2) +cos (@) * cos (@, ) *sin(dAd /2) *

sin (Al /2);
d = 2 * atan2(sqgrt(a), sgrt(l-a));
d =R * d;

kamera uzaklik< yakinkamera matrisine ait id, yoén, x ve y
kamera uzaklik < d, mesafe matrisinin son sitununa mesafe
bilgisi eklenir.

t=t+1;
end
[a,b]=(min (kamera uzaklik (:,5))) //matrisin son siitununda ki

mesafe bilgilerinin min dederi bulunur.

yeni_kamera= kamera uzaklik (b,1)

//Hedef aracin gdruntiilendidi yeni kamerada yonini tespit etme
yon « kamera uzaklik matrisinin yén bilgisi alinarak aracin
kameraya gdre yonu bulunur.

yeni yén « yon+180

yeni yoén = yeni yoén -360
yeni yoén (i,1)=1i;
yeni yoén (i,2)=abs((yoén +180)-360);

// Hedef aracin yeni kamerada tespit edilecedi siire
bas saati, bitis saati~ takip edilen kamerada hedefin tespit
edildigi sireler
kameralararasisire= kamera uzaklik
yenikamera saat=bitis saati+ kameralararasisire
end
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3.4. Arac Tespiti ve Egitim Siirecleri

Tez caligmasinin bu agamasinda, ilk asamada belirlenerek takip edilen aracin diger video
goriintlilerinde tespiti saglanmaktadir. Bu asamada derin 6grenme yontemleri ile egitim yapilarak
aracin yeri belirlenmeye calisilmistir. Aracin tespit edildigi ilk video goriintiisti siiresince takibi
sirasinda her ¢erceve ve sinirlayict kutu bilgisi kaydedilmistir. Aracin gececegi ikinci trafik
videosunda bu bilgiler 1s18inda gerceklestirilen egitim ile aracin yeri farkli derin 6grenme
algoritmalart ile tespit edilmistir. Bu asamada dnce B-ESA, daha sonra ise Daha Hizli B-ESA ve
YOLO derin 6grenme modelleri, AlexNet, VGG16, VGG19, ResNet50, ResNet101, GoogleNet ve

MobileNet mimarileri ile egitilerek karsilagtirtlmigtir.

3.5. Deneysel Sonuglar

Arag tespiti asamasinda araca ait veriler derin 6grenme algoritmalariyla egitilmis ve
karsilastirilmigtir. Calisma kapsaminda en hizli ve verimli algoritma segilerek arag tespit ve takip

Sistemi i¢in kullanilmustir.

3.5.1. Egitim Platformu ve Parametre Ayarlari

Arag tespiti agamasinda deney platformu olarak Matlab 2021a siirtimi kullanilmistir. Tiim
deneyler Islemci Intel(R) Xeon(R) W-2245 CPU @ 3.90GHz, 3912 Mhz, 8 Cekirdek, 16 Mantiksal
islemci ve NVIDIA Quadro RTX 40000 ekran karti ile donatilmis bir bilgisayar {lizerinde

gerceklestirilmistir. Kullanilan bilgisayara ait ayrintili donanim bilgileri Tablo 3.3 te gosterilmistir.

Tablo 3.3. Deneysel ¢aligmalar i¢gin kullanilan bilgisayarin donanim &zellikleri

Donanim Ozellik

Bilgisayar Is Istasyonu

Merkezi Islemci Intel(R) Xeon(R) W-2245 CPU @ 3.90GHz islemci
Bellek 32GB

Sistem Tiirti 64 bit Isletim sistemi, x64 tabanl islemci
Ekran Karti NVIDIA Quadro RTX 40000

Sabit Disk 512 GB

Isletim Sistemi Microsoft Windows 10 pro

Tablo 3.4’te hedef arag tespitinde kullanilan derin 6grenme modellerinden B-ESA, Daha
Hizl1 B-ESA ve YOLO igin kullanilan parametre ayarlar1 gosterilmistir.
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Tablo 3.4. Derin 6grenme modelleri i¢in parametre ayarlart

Ozellikler Degerler
Egitim Tur Sayis1 50
Yineleme 8000
Ogrenme Orani 0.001
Minimum Parti Boyutu 1
Optimize edici sgdm
Momentum 0.9

3.5.2. Veri toplama

Video gbzlem, farkli hava kosullarinda ve giiniin farkli saatlerinde gergeklestirilmistir. Veri
toplama adiminda Elazig ilinde MOBESE goriintiileri kullanilmistir Ardisik olarak yerlesen ve
yolun farkli ya da ayn1 kisimlarin1 géren kameralardan alinan video goriintiileri secilmistir. Alinan
video goriintlileri numaralandirilmigtir. Hedefin tespit edildigi ilk videolarda nesne takip islemi
gerceklestirilmistir. Gelistirilen yeni takip algoritmasi sayesinde video siiresince hem hedef arag
izlenmistir hem de her video gercevesi aracin sinirlayict kutu koordinatlar ile kaydedilmistir.
1280x720 ¢oziintirliikte 74 KB goriintiilere ayrilan video goriintiisii cerceveleri ¢alisma igerisinde
olusturulan klasore ardisik sayilar ile isimlendirilerek kaydedilmektedir. Bu modelde verilerin %

80’1 egitim ve % 20’si test amaciyla kullanilmistir.

Etiketli Egitim Verisi

Etiketli egitim verisi, nesne tanima algoritmalarini egitmek ve test etmek amagh kullanilan
verileri tanimlayan bir terimdir. Model egitimi ve testi igin gereklidir. Etiketleme, verilerin
denetimli bir 6grenme modeli tarafindan algilanabilmesi i¢in atama islemidir. Derin 6grenme
modelleri ile nesne tanima islemi gerceklestirilirken daha basarili sonuglar elde etmek ¢in biiylik
miktarda etikelenmis veri kullanilmaktadir Bu ¢alisma kapsaminda hedef takibi islemi uygulanan
ilk video goriintiisiinde ayni zamanda etiketlenmis veride olusturulmaktadir. Video takip isleminin
gerceklestigi her video gercevesi kendisine atanan ardisik bir numara ve isim kombinasyonu ile
olusturulan bir klasore resim olarak kaydedilmektedir. Her c¢ergcevede takip edilen tek bir arag
oldugu i¢in ona ait sinirlayici kutu koordinatlar1 kaydedilmektedir. Bir dosyanin her satirina video
gergevesine ait dosya yolu ve o g¢ercevede tespit edilen hedef aracin smirlayici kutu bilgisi
kaydedilmektedir. Boylelikle veri etiketleme islemi otomatik hale getirilerek biiyiikk miktarda
verinin kisa siirede etiketlenmesi saglanmaktadir.

Matlab programu igerisinde etiketleme iglemi i¢in uygulamalar kullanilmaktadir. Bu tez

calismasinda Onerilen takip algoritmasi, etiketlenmis veriyi manuel olarak olusturmanin zaman
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alacagr durumlarda etiketleme uygulamalari icerisinde de yeni bir takip algoritmasi olarak
kullanilabilmektedir. Bu uygulamalarda ilk video c¢ergevesinde belirlenen hedef segilen algoritma
ile son cerceveye kadar smirlayict kutu kullanilarak otomatik olarak etiketlenmektedir. Onerilen
algoritma, tiim c¢ercevelerde hedefin otomatik olarak etiketlenmesini saglamada oldukca basarili

olmustur.

3.5.3. Degerlendirme Metrikleri

Hedef tespitinde degerlendirme metrigi olarak en yagin kullanilan hassaslik, kesinlik,
ortalama kesinlik degerlerinin ortalamasi (mAP), zaman metrikleridir. Nesne tanima gorevleri igin,
belirli bir birlesme iizerinden kesisim (BUK) esigi degerini kullanarak hassasiyet ve kesinlik
degerleri hesaplanmaktadir. Dogru pozitif (DP), yanlis pozitif (YP), yanlis negatif (YN) ve dogru
negatif (DN) degerleri hesaplama amaciyla kullanilmaktadir. Burada DP dogru siniflandirmay1
ifade etmektedir, YP yanlis siniflandirilmis demektir ve DN bu kategoride kagirilan 6rnek olarak

ifade edilmektedir.

Hassasiyet
Tim tahminlerden dogru pozitif (DP) olanlarin dogru bulunma oranidir. Denklem 3.5’te

hassasiyet orani hesaplamasi gosterilmistir.

DP
DP+YN

Hassasiyet = (3.5
Kesinlik
Tim pozitif tahminlerden dogru pozitif (DP) olanlarin bulunma oranidir. Denklem 3.6’da

kesinlik oran1 hesaplamasi gosterilmistir.

Kesinlik = —= (3.6)

DP+YP

Ortalama kesinlik degerlerinin ortalamasi (mean Average Precision-mAP)

Daha Hizli B-ESA ve YOLO gibi bircok nesne tanima algoritmasi, modellerini
degerlendirmek i¢in kullanilmaktadir. Ortalama kesinlik degerinin ortalamasini hesaplamadan dnce
kesinligi ve hassasiyeti hesaplamak gerekmektedir. Bu deger hassasiyet- kesinlik egrisi altinda

kalan alan olarak da ifade edilmektedir. Denklem 3.7°de gosterildigi sekilde hesaplanmaktadir.

mAP = ~YK=1 AP, (3.7)
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Birlesme iizerinden kesisim (BUK)

Birlesme {izerinden kesisim, tahmin edilen sinirlayict kutu koordinatlar1 ve etiketli veri
sinirlayict kutularinin kesisme alani olarak kabul edilmektedir. Kutularin birlesiminin toplam alana
boliinmesi ile hesaplanmaktadir. Dogru pozitif (DP), birlesme {izerinden kesisim esikleri tarafindan
belirlenmektedir. Bu durum gergek konumlar ile tahmin edilen konumlar arasindaki BUK’iin
onceden ayarlanmis esik degerden biiylik olmasi durumunda sinirlayict kutunun DP olarak kabul
edildigi anlamina gelmektedir. Bu nedenle, Ortalama Kesinlik degeri, BUK esik ayarina baghdir.
Bu ¢alismada, algilama sonuglarini degerlendirmek igin birlesme {izerinden kesisim esik degeri
olarak 0,5 belirlenmistir. BUK degeri 0,5 ten biiyiik veya ona esitse, algilanan sinirlayici kutu DP

olarak kabul edilmektedir. Denklem 3.8’de formiilii gdsterilmektedir.

Kesisim Bolgesi (3 8)
Birlesim Bélgesi '

Birlesme iizerinden kesisim =
Saniyedeki Cercgeve Sayis1 (Frame Per Second-Fps)
Saniyede algilanan ¢erceve sayisini ifade etmektedir ve yalnizca algoritmanin yapisindan

degil, ayn1 zamanda deneysel ekipmanin donanim yapilandirmasindan da etkilenmektedir.

3.5.4. Egitim Siireci

Derin 6grenme igin aglar egitilirken egitim ilerlemesi grafigini izleyerek agin egitim siireci
hakkinda ayrintili bilgi elde edilebilmektedir. Egitim siireci sayesinde ag dogrulugunun gelisim
durumu, ne kadar hizl gelistigi veya agin egitim verileri ile ilgili yaptig1 kayip oran1 hakkinda bilgi
almabilmektedir. Sekil 3.14°te en iyi sonuglart aldigimiz Daha Hizli B-ESA’nin ResNet101 omurga
agi ile egitilmesi ve YOLO’nun MobileNet omuga agi ile egitilmesi asamasinda 8000 yinelemede

egitim siireci goriilmektedir.
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Egitim ilerlemesi
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Sekil 3.14. Egitim siireci grafigi (a) YOLO ile egitilmis MobileNet ag1, (b) Daha Hizli B-ESA ile egitilmis
Resnet 101 ag1

Calisma kapsaminda farkli nesne tespiti yaklagimlarini karsilastirmak i¢in B-ESA, Daha
Hizli B-ESA ve YOLO derin 6grenme mimarilerinin farkli omurga agi ile egitilmesi sonucunda
elde edilen sonuglar karsilagtirilmistir. Bu durumun algilama sonuglar1 lizerinde etkisi analiz

edilmistir. Tablo 3.5’te bu karsilagtirmalara ait tablo gosterilmektedir.
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Tablo 3.5. Farkli omurga aglarinin egitim siirecine etkisi

Derin Ogrenme Omurga Saniyedeki Hiz Ortalama Kesinlik Ortalama
Ad Cergeve Degerlerinin Kag¢irma Oram
Saysi (Fps) Ortalamasi (MAP) (mMR)
(%) (%)
B-ESA AlexNet 2.4 0.089 42.90 89.44
Daha Hizli B-ESA VGG 16 2.26 0.0153 62.04 76.47
Daha Hizli B-ESA VGG 19 3.08 0.1582 64.47 84.70
Daha Hizli B-ESA AlexNet 2.3 0.0749 61.22 73.56
Daha Hizli B-ESA ResNet 50 8.10 0.0023 85.16 32.80
Daha Hizli B-ESA ResNet 101 9.24 0.0018 89.20 31.10
Daha Hizli B-ESA GoogleNet 3.05 0.0473 59.02 77.87
YOLO MobileNet 10.04 0.1644 74.20 73.82

Kullanilan derin 6grenme mimarilerinin farkli omurga aglariyla egitilmesi sonucu Daha
Hizli B-ESA mimarisi ResNet101 ile en yiiksek basariy1 elde etmistir. Sekil 3.15’te derin 6grenme
mimarilerinin farkli omurga aglanyla egitilmesi ile elde edilen performans sonuclarmin

karsilastirilmasi grafikle gosterilmistir.

[ Ortalama Kesinlik Degerlerinin Ortalamasi Ortalama Kagirma Degeri
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Sekil 3.15. Derin 6grenme performans sonuglarinin karsilastirilmasi
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Ortalama Kesinlik Degerlerinin Ortalamasi (mAP) ve Ortalama Kagirma Orani (mMR)
oranlar1 egitimin performansini gostermek i¢in kullanilmaktadir. Ortalama kagirma orani ile

hassasiyet ve kesinlik egrilerinin gdsterimi Sekil 3.16 ve Sekil 3.17’deki gibidir.

Ortalama Kesinlik=0.5  Ortalama Kagirma Orani=0.9 Ortalama Kesinlik=0.6  Ortalama Kagirma Orani=0.7
= - - 1 —_ y = = i
1 : 1 :
09
09t 09 1
095 i
08+ 0.8 07
c
09 c
07} goj g 06
E o]
06 £ 205
. <06 x 185 E
=Y < Z g
7 X
] © V] 04
N £ ¥ 08 g d
05
04 < o
£ ©
o 075 £
03 o 03
02 04
0.7
01f
0 ! ] ] 1 0865 7 : 3 02 3
0 02 04 06 08 10 0 02 04 06 08 102 10?
Hassasiyet Goriintli Basina Yanlis Pozitifler Hassasiyet Goriintdi Bagina Yanlis Pozitifler
(a) B-ESA (b) AlexNet
Ortalama Kesinlik=0.7  Ortalama Kagirma Orani=0.6 Ortalama Kesinlik=0.7 Ortalama Kagirma Orani=0.9
1 — . = B . e 1 == = :
09
09 09p
095 i
07 08 08
09F E _
: 6 06 0.7 é[] Tt
‘g o ?“05
€ £i05 S
£ % 2 N
< 08 £04 Sy o5
(1]
8 0 3
075} < i o
02t o4
0.7 01
0 | | I |
065 B : : 02 B 0 02 04 06 08 10°
00z 04 08 08 10? 10° Hassasiyet Gorinti Basgina Yanlis Pozitifler
Hassasiyet Goriintli Basina Yanlig Pozitifler
(c) VGG16 (d) VGG19

Sekil 3.16. Derin 6grenme modelleri i¢in hassasiyet ve kesinlik egrileri: (a) B-ESA, (b) AlexNet,
(c)VGG16, (d) VGG19
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Sekil 3.17. Derin 6grenme modelleri i¢in hassasiyet ve geri cagirma egrileri: (a) ResNet50, (b) Resnet101,

(c) GoogleNet, (d) YOLO

3.5.5. Egitim siirecinde kayip fonksiyonu

Derin 6grenmede ¢oklu gorev kaybi bir kayip fonksiyonu ile ifade edilmektedir. Bir goriintii

icin kayip fonksiyonu su sekilde tamimlanmaktadir:

1 . % 1 S % *
Lp:} {t:) = 5 X i Las(pupi™) + QEZ D;" Lyeg (tis t;")

81

(3.9)



Burada, i, bir iterasyonda alinan veri kiimesinde bulunan bir indeksdir. p;, 6rnegin pozitif
olasilik degeridir, L ise tiim 6rneklerin siniflandirma kaybini ifade etmektedir. Kayip fonksiyonu,
siniflandirma ve regresyon kaybindan olugmaktadir. Kayip fonksiyonu, modelin tahmin edilen
degeri ile egitim Ornegi arasindaki farki temsil etmektedir. Deger ne kadar kiigiikse, tahmin
orneginin gercek drnege o kadar yakin oldugu ve modelin saglamligi o kadar iyi kabul edilmektedir.
[36].

Kayip egrileri incelendiginde tiim egitim siirecinin kayip degeri siirekli olarak azalmaktadir
ve tiim siirecte yukar1 ve asagi titresimde olumsuz bir egilim yoktur. Bu durum tiim model
egitiminde ag parametrelerinin en uygun sekilde secildigini gostermektedir. Sekil 3.18’de
gosterildigi gibi, egrinin saliniminin ve yakinsamasinin ayrintilarint daha kolay gézlemlemek igin

sistemin son 8.000 yinelemesinde kayip fonksiyonunun degisimi gosterilmektedir.
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Sekil 3.18. Egitim aginda kayp egrileri (a) AlexNet, (b)Resnet101, (c) Resnet50, (d) YOLO

Video goézetim sistemlerinden elde edilen ilk videolarda takip edilen ara¢ ikinci videoda
tespit edilmistir. Ara¢ tespiti amaciyla farkli derin Ogrenme aglari egitilerek sonuglart
karsilagtirilmistir. Araglarin segilen gergevelerde %99 ve iizerinde tespit edildigi goriilmektedir.

Tespit edilen araglara ait gortintiiler Sekil 3.19°da gosterilmistir.
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(d)

Sekil 3.19. Arag tespiti ile tespit edilen arag goriintiileri (a) ResNet50, (b) ResNet101, (¢) VGG19, (d) YOLO

Tablo 3.6°da nesne tespit ¢aligmalarindan arag tespitine odaklanilmis galigmalara ait literatiir
karsilastirilmast gosterilmektedir. Literatiirdeki calismalar incelendiginde kullanilan yontemlerde
hazir veri setleri lizerinde islemlerin yiiriitiildiigii ve en yiiksek basarimin daha ¢ok Daha Hizli B-
ESA ile alindig1 goriilmektedir. Tez ¢aligsmasi kapsaminda olusturulan veri seti tizerinde Daha Hizlt

B-ESA’nin ResNet101 ile egitilmesi sonucunda %89°luk basar1 elde edilmistir. Bu alanda yapilan

83



caligmalar ile kiyaslandiginda nesne tanima alaninda en etkin ve basarili yontemlerden biri olarak

on plana ¢ikmaktadir.

Tablo 3.6. Hedef arag tespit asamasinin benzer galigmalarla kiyaslanmasi

Kaynak Goriintii isleme Yontemi Kullanilan Veri Seti Ortalama Kesinlik
Omurga Yapisi Degerlerinin
Ortalamasi (mAP)
(%)

[6] Daha Hizli B-ESA Resnet101 UA-DETRAC %68.25

[17] Daha Hizli B-ESA MobileNet KITTI %24.5

[18] Daha Hizli B-ESA ResNet50 MIT Traffic 969.40

[19] Daha Hizli B-ESA VGG19 KITTI %95.14

[20] Daha Hizli B-ESA VGG16 ve ResNet50 TT100K %90

Onerilen Daha Hizli B-ESA ResNet101 Olusturulan Veri Seti %89.20

yontem

Onerilen yontemin 6zellikle kameralardan uzaklasmakta olan kiigiik araclar1 tespit edecek
kadar gii¢lii oldugu goriilmiistiir. Ayrica bulanik, yagmurlu, gece vb. durumlar ile degisken 11k ve
aydinlik oOzelliklerine sahip goriintiilerde farklt yonlere giden araglari tespit edebilmektedir.
Bununla birlikte kalabalik sahnelerde veya araglarin yan yana oldugu durumlarda algilama
sonuclart bazen yetersiz olmaktadir. Genel olarak, onerilen yontem cesitli boyutlardaki araglarda
oldukea yiiksek bir performans gostermektedir. Bu agidan gelecekteki ¢alismalara yol gosterici
nitelikte genisletilebilecegi diistiniilmektedir.

Nesne takibi amactyla uzun yillardir siirdiiriilen ayrintili caligmalar sonucunda ortaya ¢ikan
birden ¢ok yontem bulunmaktadir. Literatiirde nesne takibi alaninda yapilan calismalardan
bircogunda arag¢ takibi konusunda c¢alisilmistir. Hedef arac takibi son yillarda aragtirmacilar
tarafindan yogun ilgi gosterilen bir alan olmustur. Arag takibinde hala ¢coziilmeyen bir¢ok zorlayici
durumun varligi hedef ara¢ takibi calismalarinin dezavantajlart olarak ortaya c¢ikmaktadir.
Calismalarda odaklanilan bir ya da birden fazla sorun ¢6ziime ulastirilmis ise ¢aligmalarin literatiire
bu yondeki katkilari avantaj olarak kabul edilmektedir. Nesne takibi amaciyla yiirtitiilmiis
calismalar arasindan birden fazla kamerada ara¢ takip islemi yapilmis ¢alismalar secilerek
incelenmistir. Tablo 3.7°de nesne takibi amaciyla kulanilan ¢aligmalardan birden fazla kamerada
arag takip islemi yapilmis ¢alismalarin avantajlarina ve dezavantajlarina ait karsilagtirma tablosu

gosterilmektedir.

84



Tablo 3.7. Nesne takibi alaninda yiiriitiilen ¢alismalarin avantaj ve dezavantajlarinin karsilagtirilmasi

Kaynak Yontem Avantaj Dezavantajlari
[130] 3B ve renk Arag dogru ve verimli bir sekilde Farkli araglar elde edilen farkh
bilgisi, kenar  tespit edilmektedir. Hedef aracin kamera goriintimlerinde birbirine
haritasi, birden ¢ok kamerada otomatik benzeyebilmekte ve bu nedenle
nitelik tabanli  izlenmesi ile insan giiciinden tasarruf  egitim i¢in fazla veriye ihtiyag
model saglanmugtir. Ayrica hesaplama yiikii ~ duyulmaktadir.
azaltilmistir.
[131] Tek Atis Yerel 6zelliklere dayali yontemlerin ~ Yerel 6zelliklere dayali yontemlerde,
Dedektorii kullanimi  ile benzersiz  gorsel  Ozelliklerin  ¢ikarilmast  agamasi
ipuglarinin yakalayabilmesi  hesaplama yiikiinii 6nemli Glglide
saglanmistir. Farkli araglar arasinda  arttirmaktadir.
ayrim yapilmasi saglanmis ve yiiksek
dogruluk elde edilmistir.

[132] ESA tabanl Tek kamerali ve ¢ok kamerali ara¢  Kiigiik hedeflerde ve birden fazla
ozellik takibi ayr1 ayr1 yapilmistir. aracin  yakin oldugu durumlarda
¢ikarici hedef kaybedilmistir.

[133] ESA + Aydinlanma ve 1s1k degisimlerine  Goriinlise dayali  6zellik  ¢ikarimi

GoogleNet dayanikli bir yontem sunulmustur. kullanilarak  hedef arag takibi
Ozellik olarak renk ve doku bilgileri ~ yapildigi  i¢in  arag  goriiniim
birlestirilerek kullanilmistir. degiskliklerinden etkilenmektedir.

[134] ESA+VGG Uzamsal, zamansal bilgiler dikkate Hazir veri seti kullamlmisg, gercek

16 almmis ve yiiksek basarim elde  diinya problemlerine odaklaniimamis
ResNet50 edilmistir. ' VGG16 ile 9%61.50, ve gergek trafik senaryolari iizerinde

ResNet50 ile %88.92 basar1 elde
edilmistir.

calistlmamustir.

Incelenen hedef aracin takibine ydnelik ¢alismalarda, plaka tanima kullanildigs, ayrica arag

renk ve 6zelliklerine odaklanarak takip gergeklestirme yapildigi goriillmektedir. Calismalarda, 151k,

netlik ve hiz degisimi gibi problemlere kesin ¢6zliim getirilemedigi gozlemlenmistir. Tez caligmasi

kapsaminda da hedef tespiti ve takibi yapilirken bir¢ok zorlukla karsilagilmistir. Caligmanin avantaj

ve dezavantalari su sekildedir.
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Avantajlan

Hedef aracin takibi asamasinda onerilen takip yontemi ile aracin yakin, uzak ya da hizl
olmasi gibi durumlarda takip islemi siirdiiriilebilmektedir. Kullanilan takip yonteminde aracin renk
ve doku gibi Ozelliklerine odaklanilmadigindan bu degisimlerden takip siireci ¢ok
etkilenmemektedir.

Hedef aracin takibini zorlastiran etkenlerden, aracin bir engelin arkasinda kalmasi,
araclarin birbirine ¢ok yakin olmalari, benzer araglarin bulunmasi durumlarinda da 6nerilen takip
sistemi ile takip islemine devam edilmektedir.

Tez ¢alismasi kapsaminda hedef takip edilirken her video ¢ergevesi resim olarak
kaydedilmekte ve hedef aracin sinirlayict kutu bilgileri ile resim konumlar1 kullanilarak etiketli
egitim verisi olusturulmaktadir. Derin 06grenme mimarilerinde biiyilk miktarlarda verinin
etiketlenmesi olduk¢a zaman alict bir islemdir. Bu sayede otomatik bir etiketleme islemi
gergeklestirilmekte ve etiketleme i¢in gerekli zaman azaltilmaktadir.

Tez c¢alismasi kapsaminda birden fazla omurga agi farkli derin 6grenme mimarileri ile
egitilmistir. Literatiirdeki ¢aligmalara oranla daha fazla sayida mimarinin ve omurga agmin

sonugclara etkisi karsilastirilmistir.

Dezavantajlari

Trafik gozetleme sistemlerinde farkli kameralarin ¢oziiniirliigiide degisebilmektedir.
Kameranin eski ya da yeni olmasi, hareketli ya da sabit olmasi alinan goriintiilerde biiyiik
degisimlere sebep olmaktadir. Gorilintiilerin farkli netlikte olusu ve aydinlanma degisimleri aracin
taninmasini biiyiik dl¢lide zorlastirmaktadir.

Trafikte birbirine benzer araglarin fazla sayida olmasi ve yakin mesafede ilerlemeleri hedef
aracin farkli kameralarda tespit edilmesini zorlagtirmaktadir.

Trafik gozetleme sistemlerindeki kameralarin konumlarinin, yiiksekliklerinin ve agilarinin
farkli olmasi nedeniyle, aymi aracin farkli kamera goriintiilerinde farkli perspektiflere sahip
olmasina neden olmaktadir.

Trafik gozetleme sistemlerindeki kameralarm giin iginde farkli aydinlatma kosullarimdan
etkilenmesinden dolay1, ayni aracin farkli kameralar tarafindan elde edilen renk 6zellikleri biiyiik
farkliliklar gostermektedir. Ayrica gece ¢ekilen arag goriintiileri, sokak lambalart ve diger 1giklar
nedeniyle giindiiz ¢ekilenlerden oldukga farklidir.

Hedef aracin ve yol renginin birbirine yakin olmasida Ozellikle hedef aracin farklh

kameralarda tespitini zorlagtirmaktadir.
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4., SONUCLAR

Gelisen teknoloji ile birlikte video gozetim sistemleri olarak adlandirilan kamera kayit
sistemlerinin kullanimi1 yayginlagmis ve en yogun olarak giivenlik alaninda kullanilmaya
baslamistir. Bu sistemlerin izlenmesi ve denetlenmesi giivenlik uygulamalarinda oldukga
onemlidir. Elle ve yar1 otomatik denetimin yaygin oldugu bu sistemlerde, insan denetiminden
bagimsiz bir denetim hem zamandan hem insan giiciinden tasarruf anlamina gelmektedir. Ozellikle
video gozetim sistemleri lizerinde hedef takibi islemi, siipheli nesne kontrolii, olay denetimi,
anomali tespiti gibi durumlarda oldukg¢a 6nemlidir. Ancak artan kamera sayist ve uzun siireli video
kayitlarmin varligi bu sistemler iizerinde islem yapmay1 zorlu bir siire¢ haline doniistiirmektedir.

Bu tez ¢alismasinda bir hedefin birden fazla kamerada takibinin ve tespitinin yapilmasi
amaclanmigtir. Bu sayede insan denetimi olmadan kameralarda hedef belirlenip takibi bir giizergah
boyunca devam etmektedir. Ayrica kameralarda kayitlarin tamaminda degil de sadece
goriintlilenecegi belirlenen siirelerde aranmasi saglanmistir. Belirli bir bolgede takip edilecek bir
hedef aracin gegtigi belirlenen kameralar, gelistirilen algoritma ile saptanmis ve belirlenen
kameralarda hedef aracin tespit edilip takip edilme islemi gergeklestirilmistir. Takip isleminde
Gauss karisim modelini temel alan arka plan c¢ikarim yéntemi kullamlmustir. Onerilen takip
yonteminde kullanilan algoritma ile hedefin engellerin arkasinda kalmasina veya yan yana gecen
araglara ragmen kaybedilmeden basarili sekilde takibinin gergeklestirildigi belirlenmistir.

Caligma kapsaminda video gozetim sistemlerinde otomatik hedef tanmimaya yonelik bir
yaklasim sunulmustur. Secilen hedef ara¢ birden fazla video goriintiisiinde tespit edilmistir.
Hedefin tespit edilmesi icin MOBESE olarak adlandirilan trafik gézetim sistemlerinde kullanilan
farkli kameralardan alinan video goriintiileri kullanilmustir. Hedefin ilk tespit edildigi videoda,
kullanilacak derin 6grenme modelinde egitim verisi olusturabilmek amaciyla video etiketleme
islemi  gerceklestirilmektedir. Video etiketleme islemini otomatik ve daha etikili
gercgeklestirebilmek i¢in gelistirilmis arag takip yontemi kullanilmigtir. Bu yontem video etiketleme
amactyla kullanilan etiketleme uygulamalarina da uygun yeni bir algoritma olarak
kullanilabilmektedir. Elde edilen diger video goriintiilerinde derin 6grenme yontemleri ile egitim
yapilarak hedef aracin yiiksek oranda tespiti saglanmistir.

Calismanin ilerleyen agsamasinda derin 6grenme modelleri lizerinde farkli omurga aglari ile
gerceklestirilen egitim sonucunda elde edilen ortalama kesinlik degerlerinin ortalamasi (mAP)
degerleri karsilastirilmistir. Egitimler sonucunda tespit edilen mAP olgtimleri karsilastirildiginda
en iyi sonug, Daha Hizli B-ESA’nin ResNetl101 omurga ag1 lizerinde egitilmesi ile bulunmustur.
Yakin degerlerin elde edildigi ResNet50 omurga yapisiyla da ikinci en yliksek basarim elde
edilmistir.  YOLO kiiciik nesneleri tanimada yetersiz kaldig1 ve 1sik degisimlerine karsi hassas

oldugu icin uzaklasan ara¢ goriintillerinde ve 151k degisiminin fazla oldugu MOBESE



goriintiilerinde daha yetersiz kalmistir. Calisma kapsaminda takip edilen hedef araglarin video
kayitlar1 siiresince uzaklagmasi, kii¢iilmesi ve 151k degisimlerinin fazla olmasi1 dzellikle kiigiik
hedeflerin taninmasinda YOLO’nun zayif kalmasi yoniindeki literatiir calismalarini desteklemistir.

Derin 6grenme modelleri ve kullanilan omurga yapisina gore elde edilen mAP degerlerinin
biiyiikten kiigiige dogru siralanmasi su sekildedir: Daha Hizli B-ESA ResNet101> Daha Hizli B-
ESA ResNet50> YOLO > Daha Hizli B-ESA VGG19> Daha Hizli B-ESA VGG16> Daha Hizli
B-ESA AlexNet> Daha Hizli B-ESA GoogleNet >B-ESA AlexNet seklindedir.

Calismanin gelistirilerek bir sehrin tiim kameralar1 ya da birden fazla sehir de bulunan
kameralar dahil edilerek daha genis bir bolgede hedef takibi yapilmasi daha etkili olacaktir.
flerleyen donemde calismaya sadece giivenlik kameralar1 degil konut ve is yeri kameralar1 da
eklenerek kapsami genisletilebilir. Calismada hedef ara¢ takibi {izerinde durulmustur. Ancak
kapsami genisletilerek hedefin farklilastigi, 6rnegin siipheli aragtan inen siipheli insanin takibinin
devam etmesi gerektigi durumlarda da takibinin gerceklestirilmesi saglanabilir. Bu sayede bu

alanda yapilacak yeni ¢alismalara da yol gosterecegi olacag: diistiniilmektedir.
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