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ABSTRACT

MACHINE LEARNING BASED TRUNCATION POINT ESTIMATION IN
STEADY-STATE SIMULATION

Girit, Burak
M.S., Department of Industrial Engineering
Supervisor: Prof. Dr. Nur Evin Ozdemirel

Co-Supervisor: Prof. Dr. Pinar Karagoz

September 2023, [128| pages

In this study, we focus on estimating the truncation point for solving the initialization
bias problem encountered in output analysis for steady-state simulations by using

machine learning methods.

Since the initial conditions of simulation do not represent the steady-state, biased data
originating from the initial state must be eliminated in order to analyze the simulation
output properly. A truncation point in simulation output data has to be determined for
eliminating this initialization bias. In this study, the truncation point estimation capa-
bilities of multilayer perceptron regressor, long short-term memory, and conditional

recurrent neural networks are investigated.

In order to train these three neural networks and test their performances, the second
order autoregressive model and M/M/1 queueing system model are used to generate
data representative of the simulation output. Moreover, these three machine learning
methods are compared with the conventional truncation estimation methods MSER

and MSER-5.



Experimental results show that the multilayer perceptron regressor network has supe-
rior performance compared to other methods, in terms of truncation point estimation
error and coverage of the confidence intervals for steady-state expected values. How-
ever, the long short-term memory and conditional recurrent neural networks cannot

learn effective truncation point estimation with the network configurations used.

Keywords: initialization bias in steady-state simulation, truncation point estimation,
multilayer perceptron regressor (MLPR), long short-term memory (LSTM), condi-

tional recurrent neural network (CRNN), machine learning
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0z

KARARLI DURUM SIMULASYONUNDA MAKINE OGRENMESI
TABANLI KESME NOKTASI TAHMINLENMES]

Girit, Burak
Yiiksek Lisans, Endiistri Mithendisligi Bolimii
Tez Yoneticisi: Prof. Dr. Nur Evin Ozdemirel

Ortak Tez Yoneticisi: Prof. Dr. Pinar Karagoz

Eyliil 2023 , [128]sayfa

Bu ¢alismada, kararli durum simiilasulasyonunda karsilasilan baglangi¢ sapmasi prob-
lemini ¢ozebilmek amaciyla, makine 6grenmesi teknikleri kullanilarak kesme noktasi

tahminlemeye odaklanilmugtir.

Simiilasyonda baglangi¢ kosullar1 kararli durumu temsil etmediginden, simiilasyon
ciktilarinin saglikli bir sekilde analiz edilebilmesi icin, baslangic durumundan kay-
naklanan sapmali veriler elenmelidir. Bu baglangi¢ sapmasini elemek igin, simiilas-
yon ¢iktisinda bir kesme noktasi belirlenmesi gerekir. Bu calismada, ¢cok katmanli al-
gilayici regresor, uzun kisa donemli hafiza ve kosullu yinelenen sinir aglarinin kesme

noktas1 tahminleme yetenekleri aragtirilmistir.

Bu {i¢ tip sinir aginin egitilmesi ve performanslarinin test edilmesi amaciyla kulla-
nilmak iizere, simiilasyon ¢iktilarin1 temsil eden verileri tiretmek icin, ikinci derece
0zbaglanimli model ve M/M/1 kuyruk sistemi modeli kullanilmigtir. Ek olarak, bu

tic makina 68renmesi temelli yontem, bilinen kesme noktasi tahminleme yontemleri

vii



olan MSER ve MSER-5 ile karsilagtirilmistir.

Deneysel sonuglara gore, kesme noktasi tahminleme hatasi ve kararli durum beklen-
dik degerleri i¢in kurulan giiven araliklarinin bu beklendik degerleri kapsamas1 dik-
kate alindiginda, ¢cok katmanl algilayici regresor agi diger yontemlerden kayda deger
daha iyi performans gostermistir. Buna karsilik, uzun kisa donemli hafiza ve kosullu
yinelenen sinir aglari, belirlenen ag konfigiirasyonlari ile, etkin kesme noktasi tah-

minlemesi yapmay1 0grenememistir.

Anahtar Kelimeler: kararli durum simiilasyonunda baglangi¢ sapmasi, kesme noktasi
tahmini, cok katmanli algilayici regresor, uzun kisa donemli hafiza, kosullu yinelenen

sinir ag1, makina 6grenmesi
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CHAPTER 1

INTRODUCTION

Steady-state simulation is a fundamental modeling tool used to analyze the behavior
of a simulated system when it reaches equilibrium. As a result of using simulation to
study the steady-state behavior of systems, more realistic and effective decisions can
be made since simulation facilitates prediction of the future as well as evaluation of
alternative strategies. Therefore, steady-state simulations are utilized for various pur-
poses, such as process optimization (Kim et al., 2009), queueing system improvement

(Glynn and Iglehart, 1988), and traffic management (Chinyere et al., 2011).

Steady-state simulations do not have known starting conditions and do not need a
natural event to end the simulation. However, some time is required for these simula-
tions to reach the steady-state. The states in which simulations are started generally
do not represent the steady-state of the system and therefore behave differently from
normal until the steady-state of the simulation model is reached (Banks et al., 2005).
The part of a simulation run that has not yet reached the steady-state because of the
arbitrary initial conditions is called the transient state (Law, 2015). In order to ana-
lyze the system behavior in steady-state, the simulation outputs obtained during the
transient state must be eliminated. Otherwise, the transient state creates a bias in the
final simulation outputs. This problem is called the initialization bias problem in the

literature.

In order to eliminate the initial bias for the steady-state analysis to be more accurate,
the output values that are obtained during the transient state and cause the initial bias
should be truncated from the output data to be used in the analysis. When the simula-
tion output is considered as a time series, the point in this time series after which the

initial bias becomes insignificant is called the truncation point. The rest of the time



series that come after the truncation point can be assumed to represent the steady-
state. Although there is no exact method of detecting the truncation point in every
simulation, there are many different studies in literature that propose approximate
truncation point detection methods and compare these methods. Hoad et al. (2008)
provide a review of 42 different truncation point estimation methods. Welch’s graph-
ical method (Welch, 1983), MSER and MSER-5 (White et al., 2000), batch means
test (Cash et al., 1992), and Schruben’s test for initial bias (Schruben, 1982) are some

of the well known conventional methods that are used for eliminating the initial bias.

Machine learning techniques, which have become more popular as the technology de-
veloped, are often used in many different areas, such as pattern recognition (Orriols-
Puig and Bernad6-Mansilla, 2008), product recommendation (Chen et al., 2017), dis-
ease diagnosis (Kourou et al., 2015), and stock market price prediction (Shen et al.,
2012). Moreover, Giabbanelli (2019) discusses several examples of how simulation
modeling and machine learning techniques can be used together to solve each other’s
known problems. Even though machine learning methods and simulation models
have recently been utilized together more frequently, estimating the truncation point
in steady-state simulations is an understudied topic in this area. To the best of our
knowledge, there exists only one study in the literature utilizing an artificial neural

network to estimate the truncation point (Lee and Kyung, 1997).

Inspired by these studies, this thesis focuses on estimating the truncation point to over-
come the initialization bias problem by means of machine learning methods. For this
purpose, studies were carried out with three types of neural networks, namely Mul-
tilayer Perceptron Regressor (MLPR), Long Short-Term Memory network (LSTM),
and Conditional Recurrent Neural Network (CRNN). In these studies, the second
order autoregressive (AR) model and the M/M/1 queueing system model are used as
representative simulation models. Various time series data generated from these mod-
els are given as input to the neural networks for training and testing purposes through
cross validation. In addition, separately generated test data are used to construct con-
fidence intervals for the known steady-state expected values of the AR and M/M/1
time series, by taking the portion of these time series that comes after the estimated
truncation point. The motivation behind this test is that, if the truncation point is es-

timated accurately, the confidence interval constructed using the data that come after



this truncation point should cover the steady-state expected value.

The results of the machine learning methods are compared with the conventional
MSER and MSER-5 methods of truncation point estimation, which are widely used
and known to be relatively more successful. We have shown that the MLPR network
can make more successful truncation point estimations than MSER and MSER-5
methods, with the network configuration we have determined. In some of the experi-
ments (in general with M/M/1 data), MSER and MSER-5 have difficulty in estimating
the truncation point accurately. The MLPR network, on the other hand, only under-
performed in high traffic intensity cases of the M/M/1 model. However, this problem
is eliminated by using a longer series of M/M/1 output and applying the batch means

method.

Although the MLPR network was found to be successful in estimating the truncation
point, successful results were not obtained in the experiments with the LSTM and

CRNN networks.

We aim to contribute to the literature as the subject of this thesis is an understudied
topic. Moreover, thanks to the machine learning methods used for truncation point
estimation, it is possible to get encouraging results from the proposed solution ap-
proaches, especially the MLPR network. So far in literature, simulation modeling
and machine learning techniques are used together mostly for the purposes of statis-
tical input or output analysis. This study demonstrates that using machine learning
techniques with simulation models can be beneficial for solving the initial bias prob-

lem as well.
The remainder of the thesis is organized as follows.

In the second chapter, studies in the literature about the four topics related to this
thesis are reviewed. First of all, the studies on the initialization bias problem in
steady-state simulation are discussed. Then, conventional truncation point estima-
tion methods to eliminate the initial bias problem are reviewed. Next, the cooperation
between machine learning and simulation, of which this study is a part, and studies
on how they are utilized together are described. Finally, prediction or estimation ap-

plications of machine learning methods used in solution approaches of this thesis are



overviewed.

In the third chapter, firstly, the initial bias problem, which we are trying to solve, is
defined. Then, the AR and M/M/1 queueing system models we use as representative
simulation models to generate our datasets, which are also used in other studies on

this problem, are described.

In Chapter 4, the machine learning methods we use in our solution approach are
briefly explained. Then, the network architectures and parameter configurations we
work with in adapting these methods for our problem are given. We first focus on the

MLPR network, then the LSTM network, and finally the CRNN.

In Chapter 5, the experiments and the results of these experiments will be discussed.
Firstly, generation of datasets is explained, followed by the experimental settings.
Afterwards, the performance measures used in evaluating results of the experiments
are defined. After explaining how the architecture and hyperparameters of the MLPR,
LSTM, and CRNN networks are are determined, the results of the experiments with
these networks are presented in terms of the performance measures. Finally, the test
results of the MLPR network experiments are compared with results of the MSER
and MSER-5 methods, which is often used in literature to overcome the initial bias

problem.

In the last chapter, a brief summary of the results and findings of this study are

given.



CHAPTER 2

LITERATURE REVIEW

In this chapter, the literature on topics related with this thesis study are reviewed. The
initialization bias problem in steady-state simulation is discussed, and some studies
dealing with this problem are reviewed in Section[2.1] Conventional truncation point
estimation heuristics available in literature are described in Section 2.2l Section
is allocated to studies on integration of machine learning methods with simulation
analysis. Finally, some prediction or estimation applications of machine learning

methods used in this study are overviewed in Section [2.4]

2.1 [Initialization Bias Problem in Steady-State Simulation

From the perspective of output analysis, Law (2015) classified simulation models as
terminating and non-terminating simulations. In his book, terminating simulations are
defined as: "A terminating simulation is one for which there is a "natural" event E that
specifies the length of each run (replication)." For example, in combat simulations,
the end condition of the simulation can be set to stop the simulation if one of the
two opposing units becomes inoperative. As soon as this condition is met in the
simulation model, the simulation stops and the results can be examined. While the
outputs of terminating simulations are analyzed, the initial state of the simulation has
a critical role in the analysis as it directly affects the results, and necessary studies are

carried out according to the different scenarios of the initial state.

In the same book, Law (2015) described non-terminating simulations as: "A non-
terminating simulation is one for which there is no natural event E to specify the

length of a run. This often occurs when we are designing a new system or changing

5



an existing system, and we are interested in the behavior of the system in the long run
when it is operating normally." Queueing model simulations are one of the most well-
known examples of these non-terminating simulation models. In non-terminating
simulation models, the simulation has to progress for a certain amount of time in order
for the simulation to reach the steady-state because, usually, the state from which the

simulation is started does not represent the characteristics of the steady-state.

Concerning this issue, Currie and Cheng (2016) state: "It is possible to observe an
initial period where the output is highly variable before the data series settles down
to what can be regarded as its steady-state behavior. This behavior at the start of
the simulation run is often termed the initial transient." The authors continue as: "The
most common way of dealing with the initial transient is to delete the output from this
period, which we define to be the warm up period." In order to analyze the steady-
state behavior, the effects of the initial state must be eliminated. This is called the

initialization bias problem in the simulation literature.

There are many studies in the literature about the effects of the initialization bias

problem, which is the subject of this thesis.

Kim et al. (2018) worked on hydrologic simulations with different initial values of
soil moisture conditions and rainfall amounts to analyze the duration of the initial
bias. Their research concluded that the time required for the model to reach its steady-

state depends on the initial state for the hydrologic simulation models.

Sandikc1 and Sabuncuoglu (2006) presented a similar perspective by analyzing the
behavior of the simulation model before reaching the steady-state. In their study, they
examined the factors affecting the duration of reaching steady-state in a simulation

model developed for a production system.

Grassman (2008) approached this problem from a different perspective than most
studies in the literature. In his work, he discusses how the initial state should be set to
avoid this problem rather than focusing on a method to eliminate the initiation bias:
"If one starts in a state with a high equilibrium probability, one should not use any
warm-up period." However, it is not easy to calculate these probabilities for complex

systems. For these cases, he proposes to run a pilot simulation and produce a solution



based on the results.

Kolahi (2011) constructed a queueing system simulation model to represent the cellu-
lar CDMA system. While explaining the details of the simulation model in his work,
he mentions that the initialization bias significantly affects the results. Therefore, this

subject must be studied in order to analyze the results of the simulation accurately.

Kelton and Law (1983) explain that the slope values of simulation outputs approaches
zero when the simulation model reaches steady-state. They propose that, by consider-
ing the slopes of simulation outputs, it is possible to find the point where a simulation
model reaches steady-state. After the determination of this point, previous observa-
tions can be deleted, and analyses can be made excluding the bias resulting from the

initial state.

Law (2015, Chapter 9) extensively discusses results of an experiment where initial
bias is not truncated in an attempt for estimating steady-state mean of an output per-
formance measure. According to results of the experiment, when a confidence inter-
val is constructed by ignoring the initial bias, the actual coverage of the confidence
interval for the steady-state mean performance can be much lower than the aimed
confidence level. This carries a much higher confidence perception in the estimation
than there actually is. For example, the analyst may think that the confidence interval
covers the true mean with a probability of 0.90 whereas this probability can actually
be as low as 0.50 or even lower. Hence, one may end up with extremely unreliable

estimations when the initial bias is not properly truncated.

2.2 Conventional Truncation Point Estimation Methods

The truncation point, which is an essential concept in the initiation bias problem, can
be defined as the observation value at which the transient phase of the simulation
model ends, and the model now reaches the steady-state. Swamidass (2000) gave the
definition of truncation point as the following: "The observation beyond which data
collection is started is called the truncation point. The objective is to allow the system
to ’warm up’ and to initiate data collection at the end of the warm-up period." In order

to make an accurate and healthy analysis of the simulation output, the truncation point
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is determined, and the observation values before this point are not used in the analysis.
However, there exists a tradeoff when determining the truncation point. While one
should choose a later point in the observations so that there is almost no bias left in
the remaining data, it is also necessary to have sufficient data left for the analysis.
Because otherwise, the statistical estimates found using limited data would have a
large variance. Therefore, it is desirable to find the minimum truncation point that

will eliminate significant portion of the initial bias.

There exist many truncation point estimation methods available in literature to over-
come the initialization bias problem. Hoad et al. (2008) presented a comprehensive
review of the truncation point methods and provided their references in their study.
In this work, 42 different methods found in literature are classified into five different

groups, as Robinson (2002) also suggested. These groups are:

Graphical methods

Heuristic approaches

Statistical methods

Initialization bias tests

Hybrid methods

Another representation of this classification together with specific methods available

in each group can be found in Figure[2.1]

In order to overcome the initialization bias problem with relative ease of implemen-
tation, Hoad et al. (2008) also studied an automated procedure to determine the trun-
cation point in the simulation output data. The graphical methods, and most of the
heuristic and statistical methods were not eligible for automation. Therefore, those
methods were not included in the preliminary testing process. Moreover, neither ini-
tialization bias tests nor hybrid methods were used. From the heuristic approaches,
Mean Squared Error Reduction with a batch size of five (MSER-5), Kimbler’s Dou-
ble Exponential Smoothing method, and Euclidean Distance Method (ED) were taken

into account for automation. From the statistical methods, the goodness of fit test, the



Graphical

Heuristic

Methods for determining
the truncation point

Statistical

Initialization Bias Test

Hybrid

Simple Time Series Inspection
Ensemble (Batch) Average Plots
Cumulative-Mean Rule
CUSUM Plots

Welch's Method

Relaxation Heuristics

Euclidean Distance (ED) Method
Neural Networks (NN) Method
Simple Time Series Inspection

Telephone Network Rule

Goodness-Of-Fit Test

Algorithm for a Dynamic Dataset (ADD)
Chaos Theory Methods

Kelton and Law Regression Method

Kalman Filter method

Schruben's Maximum Test (STS)
Schruben’s Modified Test

Rank Test

Max Test

Batch Means Test

Pawlikowski's Sequential Method

Scale Invariant Truncation Point Method (SIT)

‘Variance Plots (or Gordon Rule)
Statistical Process Control Method (SPC)
Deleting-The-Cumulative-Mean Rule

Exponentially Weighted Moving Average

Control Charts
Marginal Standard Error Rule m . Marginal Confidence Rule or Marginal
Standard Error Rules (MSER)
Simple Time Series Inspection
L] ‘Conway Rule or Forward Data-Interval
Rule

Beck's Approach for Cyclic output
] Kimbler's Double exponential

Tocher's Cycle Rule smoothing method

Beck's Approach for Cyclic output - Ensemble (Batch) Average Plots
with Schribner's Rule

Algorithm for a Static Dataset (ASD)

Glynn & Iglehart Bias Deletion Rule

Randomization Tests For Initialization Bias

Wavelet-based spectral method (WASSP)

Queueing approximations method (MSEASVT)

Area Test
‘Ockerman & Goldsman Students t-tests Method
Ockerman & Goldsman (t-test) Compound Tests

Optimal Test (Brownian bridge process)

Figure 2.1: Truncation Point Estimation Methods (Hoad et al. 2008)



algorithm for a static data set (ASD), and the algorithm for a dynamic data set (ADD)
were also included. However, after the preliminary testing, only the MSER-5 method

was selected to continue with further testing.

Welch (1983) proposes a graphical method with multiple simulation model replica-
tions to determine the truncation point. To briefly summarize this method, Welch’s
procedure includes taking the averages of individual observation values over replica-
tions and then applying moving averages centered at the observation numbers. After
plotting this averaged-process data, the truncation point can be determined as the

point at which initialization bias is no longer observed in the data.

In the study by White (1997), it is proposed to select a truncation point that minimizes
the width of the confidence interval about the truncated sample mean, as the earlier
observation values result in increasing the half-width value of the confidence interval
since their values are not sufficiently close to the steady-state mean. This method is
defined as the Marginal Confidence Rule (MCR) and constitutes the basis of MSER

rule.

Robinson (2002) proposed a new approach based on the statistical process control
method. The batch means method is employed in creating a control chart since out-
puts of a simulation model are usually highly autocorrelated and potentially non-
normal. The proposed method is tested on seven datasets generated by two different
data models (the first-order autoregressive model and the M/M/1 model) with differ-

ent parameter values.

Oh and Park (2015) suggested a new heuristic method (Exponential Variation Rate,
EVR) in order to overcome the initialization bias problem. They compared their
method with the MSER-5 method to evaluate their effectiveness, consistency, and
confidence. In this comparison, they used the M/M/1 model with four different traffic
intensities. Both methods showed successful performances in mean values estima-
tions after truncation point predictions. However, the sample variance values for EVR
were higher than the MSER-5 method because the truncation point estimation values

of the EVR method were lower than the MSER-5 method.

Most of the studies on the initial bias problem review and compare the methods pro-
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posed to eliminate the initial bias and report their performances. For example, Linton
and Catherine (2002) compared Welch’s method (Welch 1983), the Relaxation Time
Heuristic (Roth 1994), Kelton and Law’s method (Kelton and Law 1983), and the
Marginal Confidence Rule (White 1997) by using two different 2-machine flow shop
models. They concluded that among the examined methods, Welch’s Method and
the Relaxation Time Heuristic appear to offer practical advantages. Welch’s Method,
in particular, is notable for its ability to address initialization bias without relying
on assumptions about the modeled system. This suggests that it could be a valuable

approach in elimination of initialization bias.

Mahajan and Ingalls (2004) compared the performances of six different methods that
can be used to determine the length of the warmup period on a simple job shop
model. Welch’s Method, Conway Rule, Statistical Process Control Method, Crossing
the Means Rule, MSER-5 Rule, Randomization Test are compared with three model
types considering sample mean and variance estimations. Based on the outcomes, it
is concluded that no single method demonstrates consistent effectiveness across all
model types. Certain methods prove effective for systems with low utilization rates,
while others exhibit performance gains for longer run lengths as opposed to shorter

ones.

Moreover, Robinson and Ioannou (2007) compared 24 truncation point estimation
methods and evaluated them by considering simplicity, ease of implementation, ac-
curacy, required assumptions, and the number of parameters need to be set by scoring
their performances from 1 to 5. The strengths and weaknesses of each method have

been examined. As a result, no method was identified as the optimal choice.

White et al. (2000), which is the most inspired study for this thesis work, compared
five different truncation point methods based on the estimated sample mean and es-
timated standard deviation, the difference between estimated mean and true mean,
the two-sample t-test for equality of means, computational time, and truncation point
estimates. MSER, MSER-5, and three different bias detection tests were compared,
and the MSER-5 method was the favorable method for discarding the effects of the

startup problem.

In another study using the MSER-5 method, Mokashi et al. (2010) compared N-skart

11



and MSER-5 methods. They concluded that although the N-skart method performs

better, it is a more complicated method in terms of implementation.

Sanchez and White (2011) state that "a consensus has emerged among researchers that
MSER has all of the properties most desired in a truncation criterion. It is effective
and efficient at mitigating bias, robust across alternate forms of biasing functions,
computationally trivial, easily understood, and does not require experimenter inter-
vention to establish parameters." Therefore, in this study, we intend to compare the

proposed machine learning based approaches with MSER and MSER-5.

2.3 Machine Learning and Simulation

Machine Learning is an application of artificial intelligence, which uses mathematical
models to learn without any instructions. Machine learning models are frequently
used to identify patterns, extract insights, and make predictions or take actions for a
given dataset. Image recognition, sentiment analysis, autonomous vehicles, product
recommendations in the online markets, credit risk analysis, and language translation
are just a few of the areas where machine learning methods are used. In order to
achieve this, a machine learning model is trained by giving historical (and, in case of
supervised learning, labeled) data to the model. Thus, the trained machine learning

model becomes able to make predictions on data it has not seen before.

Simulation, on the other hand, is a fundamental modeling tool that involves computer-
based models to simulate real-world events or processes. It is used to analyze and
understand complex systems, evaluate the performance of the modeled system, and
then design the system accordingly in a more efficient and effective way. Moreover,
simulation modeling allows us to experiment with different scenarios to observe how

the system behaves under changing conditions.

Machine learning and simulation, which are the most essential modeling tools in
their respective fields, have started to be used together, as combining them makes it

possible to solve some well-known problems.

Giabbanelli (2019) worked on machine learning and simulation integration to over-
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come three different problems using machine learning, namely calibrating a simula-
tion model, managing the experimental design of simulation modeling, and visualiz-
ing the simulation model output. In his work, it is mentioned that these two tools can
be used together in the same research; however, their purposes are different. While
simulation models are used to analyze the ’what-if” conditions, machine learning
models are used to predict the future as the conditions stay unchanged. To express
the similarities between these two concepts, Giabbanelli (2019) also states: "At a
high level, these approaches proceed in very similar ways: they derive a model from
some of the evidence (the ’training set’ of machine learning or the ’calibration step’
of simulation model) and use the remainder to evaluate the model (the ’testing set” of

machine learning or the ’validation step’ of simulation model)."

Laidler et al. (2020) adopted a simulation analytics perspective to analyze the output
and utilized machine learning techniques to extract findings from the dynamic sample
path by suggesting a k-nearest neighbor (kNN) with metric learning combination-

based method.

In the research of Jain et al. (2018), two different machine learning methods, namely
neural networks and Gaussian Process Regression, were studied to predict delivery
dates for orders incoming to a manufacturing system. The manufacturing system
simulation model is run for different scenarios, and the results gathered in a dataset

are used as input to the machine learning methods.

Liu et al. (2020) stated that "The quality of large-scale logistics network simulation
highly depends on the estimation of its key input parameters, which are usually influ-
enced by various factors that are difficult to obtain." For this problem, they formulated
a supervised machine learning framework to establish a relationship between the in-
fluential factors and the data. Moreover, unsupervised machine learning techniques
are tested to uncover the data pattern of dynamic factors. Li et al. (2018) gathered the
necessary data for the deep reinforcement learning method they worked on to solve
the task selection problem of autonomous material handling vehicles by simulating

the system for different scenarios.

Sherzer et al. (2022) examined whether a machine learning model can help overcome

a general problem related to the queueing theory. To investigate this, they utilized
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a deep learning approach to predict the steady-state queue-length distribution of an
M/G/1 queueing system. Hijry and Olawoyin (2022) also modeled a queueing system
and used a deep learning network to predict the waiting time in queue. Then, they
compared four different optimization algorithms for learning, which are SGD, Adam,

RMSprop, and AdaGrad in terms of the mean absolute error.

In the literature, there are also some studies on predicting simulation output by us-
ing machine learning methods. In order to estimate the outputs of the M/M/1 model,
Sundari and Palaniammal (2015) constructed an artificial neural network that predicts
the results using the parameters of the M/M/1 model without actually simulating the
queueing system. Arrival rate, service rate, the number of customers in the system
exceeding the queue capacity, time, and population size are used as features to pre-
dict 14 different general queueing system performance measures such as the average
number of customers in system, the average number of customers in queue, and the
average waiting time in system. In another similar study, Kyritsis and Deriaz (2019)
estimated the average waiting time in queue for a banking system using an artificial

neural network.

To the best of our knowledge, except for Lee and Kyung (1997), the machine learning
based methodology of this thesis is an understudied field for the truncation point
estimation problem. We could not find any other studies in the literature attempting
to use machine learning methods for estimating the truncation point. In the study of
Lee and Kyung (1997), the Euclidean distance method and the multilayer perceptron
model were compared using M/M/1 and M/M/2 data. The M/M/1 and M/M/2 model
data with different traffic intensities were given to the multilayer perceptron model
as ten data points at each iteration. The multilayer perceptron model classified these
data with values of 0 or 1. When a neural network categorizes data as 1, it signifies
that the training data’s steady-state data pattern aligns closely with the current input
pattern within a specific margin of error. When the value of 1 is obtained from the
multilayer perceptron network five iterations in a row, it is decided that the simulation

has reached its steady-state and the truncation point is decided.
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2.4 Prediction Applications of the Machine Learning Methods Used

In order for steady-state simulations to be analyzed accurately, the transient phase
of the simulation, which represents the duration before it reaches the steady-state,
should not be included in the analysis. There are many methods to determine this
truncation point value, as mentioned in Section @ In this study, based on the in-
creasing use of simulation and machine learning concepts in a cooperative manner,
we intend to explore if some of the machine learning techniques can also be used in
estimating the truncation point. In this section, we discuss in which areas and for what
purposes the three candidate machine learning methods, namely Multilayer Percep-
tron (MLP), Long Short-Term Memory (LSTM), and Conditional Recurrent Neural
Network (CRNN) are used for prediction in the literature.

Deshpande (2012) introduced a MLP network as a solution option for forecasting
rainfall time series. The outcomes of the network demonstrate that the MLP net-
work performs favorably in predicting rainfall time series compared to another neural

network based on mean square error and normalized mean square error.

Kumar and Jha (2013) employed a MLP network to forecast two significant weather
parameters: maximum and minimum temperatures. The network was trained and
tested using actual historical data to predict these temperature values. They examined
the network’s performance according to the mean square error function and stated

that the MLP network holds promise for effective weather forecasting applications.

Derbentsev et al. (2020) addressed the challenges associated with short-term finan-
cial time series prediction through machine learning techniques such as support vec-
tor machine, MLP, random forests, and stochastic gradient boosting Machine. The
dataset consisted of daily closing prices from two stock indices, two well-known
cryptocurrencies, and an exchange rate. Among these machine learning approaches,
the MLP network stands out as one of the optimal choices based on its mean absolute

percentage error value obtained from historical price information.

Yulita et al. (2021) worked on forecasting the number of COVID-19 cases for the
next 30 days by utilizing multilayer perception and linear regression. The dataset

contains positive COVID-19 cases collected for five months. They concluded that the

15



MLP network’s performance is better than the linear regression with respect to the

root mean squared error values.

In the literature, there are some studies where both MLP and LSTM methods have

been used and compared for various purposes.

Nelson et al. (2017) aimed to forecast the forthcoming patterns in stock prices by
utilizing historical price data with technical analysis indicators. To accomplish that,
an LSTM network is constructed. With only minor exceptions, the LSTM network
exhibits superior performance, and the results of the LSTM network are highly en-
couraging, as the network’s prediction capabilities stand out in comparison to those

of the MLP, random forest, and pseudo-random model.

Predescu et al. (2019) stated that "Software effort estimation is the biggest challenge
for project managers is to meet their goals within the given time limit." As a result,
they focused on demonstrating feasibility of employing neural network algorithms
for this problem by working with MLP and LSTM. With 77 sample project data, the
MLP outperformed the LSTM in software effort estimation by resulting in a superior

determination coefficient.

When the studies with only LSTM are examined, they can be found in many different
domains. Some examples are as follows. Houdt et al. (2020) provided both insights
into the LSTM network and shared his findings from the literature concerning the
domains where the LSTM network finds application. As in Houdt et al. (2020),
the utilization of LSTM networks spans various domains and objectives. During our
literature review, our attention was directed toward research centered around time

series prediction, aligning with the scope of our study.

Fischer and Krauss (2018) employed LSTM network for the prediction of a financial
market index. Their analysis includes a comparison between LSTM, random forest,
conventional deep neural network, and basic logistic regression models. Remarkably,
LSTM, which aligns well with this specific field, exhibits a significant performance
advantage over both the standard deep neural network and logistic regression meth-

ods.

In the study by Sagheer and Kotb (2019), a version of the LSTM network, with mul-
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tiple LSTM layers, is utilized to solve the time series forecasting problem of the
petroleum industry. They showed that when the data length increases, the LSTM net-
work performs better to understand the connections in the dataset than the artificial

neural network.

Xuan-Hien et al. (2019) worked on a flood prediction model utilizing a LSTM neural
network on daily discharge and rainfall data. The LSTM model effectively captures

relationships among data and shows accuracy with its predictions.

Nguyen et al. (2020) addressed two essential problems in supply chain management:
sales prediction and anomaly detection in sales. However, for our context, we will
only mention predicting retail sales. The LSTM network for multivariate time series
has been presented for this purpose, and the obtained LSTM results have shown that
the LSTM network worked well for the purpose of future sales predictions consider-

ing RMSE.

There are some additional studies involving use of the CRNN. Remy (2020) uti-
lized the CRNN network to predict the weather temperature of a particular city. The
weather behaves differently depending on the city, therefore it may be useful to con-
dition temperature prediction on the city. Kotsias et al. (2019) studied the CRNN and
molecule side information. Descriptor conditions representing molecules are also
given as input to the CRNN. By doing this, the CRNN used offered better results by
focusing on a specific protein target. Inspired by this work, Mohapatra and Gémez-
Bombarelli (2020) compared CRNN and a graph-based genetic algorithm in the do-
main of molecular optimization and concluded that the CRNN barely performed bet-

ter.

To summarize the review in this section, artificial neural networks such as MLP have
been used in different studies for estimating the outputs of queueing models, but it
has not been used for truncation point estimation. On the other hand, no study was
found making use of LSTM or CRNN in this field. However, these three machine
learning methods have been widely used in literature for time series prediction or
forecasting purposes. Hence, in this study, we intend to explore potential use of these
three machine learning methods for estimating the truncation point in steady-state

simulations.

17






CHAPTER 3

PROBLEM DEFINITION AND BACKGROUND

In this chapter, first, the simulation initial bias problem studied in this thesis will
be defined in Section Then, the autoregressive model and the M/M/1 model,
which are frequently used as representative models in studies on this problem, will be

explained in Sections [3.2]and [3.3] respectively.

3.1 The Initialization Bias Problem

Simulation modeling is an essential method used for solving real-life problems. Sim-
ulation models are used in many different areas, such as highway and street traffic
models, natural disaster models, cost models, combat models, and queueing system
models. Thanks to simulation models, it is possible to predict what may happen in
complex systems or to analyze the performance of a new system to be installed, and
the system can be made more efficient and effective in line with these results. How-
ever, there are various problems to be handled in conducting a simulation study, such
as model oversimplification problem, input data uncertainty problem, model calibra-
tion and validation problem, and statistical output analysis problems. In this study,
the main concern is the initialization bias problem, which is faced in analyzing the

output of stochastic steady-state simulations.

According to Banks et al. (2005), steady-state simulation is defined as "simulating the
system until it reaches a stable operating condition where the behavior of the system
variables exhibits no significant changes over time". Most simulation models start
with an initial state where the system is idle and empty, but the steady-state character-

istics to be examined are generally not similar to the initial state. According to Law
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(2015), the transient state in a simulation is defined as "... the period of time from
the beginning of the simulation until the system variables reach a steady pattern of
behavior. During this time, the variables may exhibit erratic or inconsistent behavior,
making it difficult to draw meaningful conclusions about the system’s performance.".
Since the values in the transient phase are directly affected by the initial state and do
not represent the steady-state, the analysis to be made on the simulation model out-
puts will not be accurate and healthy. Therefore, the observations encountered in the
transient phase must be eliminated in order to analyze the simulation model output.

In the simulation literature, this problem is called the initialization bias problem.

To explain this problem more clearly, let us consider a queueing model simulation.
Assume that the expected time spent in the system in the steady-state of this queueing
model is equal to a relatively high but unknown value and that the simulation model
is initially idle and empty. As the simulation progresses, values of the individual
time in system observations will increase gradually because the simulation entities
(for example, customers) that will come at the very beginning will only spend a short
time in the system since the system is initially empty and idle. In order for simulation
entities to accumulate in the system, a specific time must pass, and after a certain time,
the simulation will reach its steady-state provided that the overall traffic intensity is
less than one. Including the initial observations in the analysis will artificially reduce
the average time spent in the system and cause misleading results by underestimating
the expected value. In the opposite scenario, the same problem applies to a simulation
model that starts with an overcrowded and busy system. The only difference is that,
in this case, there will be large initial observation values that will increase the steady-
state average and cause overestimation of the true mean. In order to overcome this
problem and to obtain more accurate results, the point before which the observations

are to be excluded from the analysis should be found as the truncation point.

In general, simulation modeling is used to study complex real-life systems for which
neither the true steady-state output value (expectation) nor the truncation point are
known. Therefore, in literature, studies dealing with the initial bias problem make
use of some typical stochastic systems for which the steady-state expected value of
the output is known. Output data generated from simulation models of such stochastic

systems are used as a proxy representing the output of simulations of real-life systems.
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Output data obtained in this manner are then used in developing and testing methods
for detecting the truncation point. In testing the proposed method, the steady-state
expected value of the stochastic system output is estimated by using the data that
come after the detected truncation point. Then, this estimate is compared with the

known expectation to see if it is sufficiently close to the true value.

When the studies in literature on the initialization bias problem are examined, two
different proxy models become prominent. These are the autoregressive model and
the M/M/1 queueing system model. For this reason, the output data from these two
models were used as datasets in this thesis study as well. More detailed information

about these models are given in Sections [3.2]and [3.3]

3.2 Autoregressive (AR) Model

Autoregressive models are widely used in the analysis of natural phenomena, eco-
nomics, and other time-varying processes due to their ability to capture the influence
of past values on current values. In addition, they have recently been used for neural
network prediction models since the autoregressive models are incredibly flexible and
can model many different types of time series patterns. In different researches such as
Fishman (1978), Schriber and Andrews (1984), and Bischak et al. (1993), autoregres-
sive processes have been utilized in simulation research to capture the autocorrelation
characteristics of output processes. Wang and Wong (2002) propose a model-based
technique for detecting and diagnosing gear faults. The proposed technique estab-
lishes an autoregressive model on the vibration signal of the gear of interest in its
healthy state. The model is then used as a linear prediction error filter to process the

future-state signal from the gear.

Autoregressive models are briefly shown as AR(p) where the parameter p represents
the order of the model. For instance, the AR(1) autoregressive process is a process in
which the current value depends only on the previous value, whereas the AR(2) pro-
cess is the process in which the current value depends on the two previous values. In
the context of autoregressive modeling, time series are computed by considering the

correlation between preceding and subsequent data points. Therefore, this method-
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ology can be regarded as a statistical technique. The mathematical representation of

the AR(p) model can be seen in Equation [3.1]

Xi= 01 Xia+ 0 Xi o+ 03 Xi 3+ ...+ 0, X, + & (3.1)

where X is the i'" observation in the time series, ¢; is the coefficient of respective

observation, and ¢; is the error term.

As can be seen from the equation, as the coefficients in an autoregressive model take
different values, it is possible to generate data that represent very different patterns,
and the error term represents the stochastic component. In this thesis study, typically
the 2"¢ order autoregressive model data are used. Generation of two different sample
datasets with a length of 360 are given in Equations [3.2] and [3.3] and generated time

series are visualized in Figure [3.1]

Xi = 0.5X¢,1 + 0.3X¢,2 + &; (33)

where ¢; is distributed as N (0, 1) for both equations.

Observation Value
=1
Observation Value

T T T T T T T T T T T T T T T T
o 50 100 150 200 250 300 350 o 50 100 150 200 250 300 350

Observation Number Observation Number
(a) 1%* Order AR Model Data (b) 2™ Order AR Model Data

Figure 3.1: Examples of Visualization for AR Model Data

Other datasets can be obtained by adding different bias types encountered in real life
to the autoregressive model data. Example time series with different types of bias,

which are used in this work (more detailed information will be given in Section @),
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can be found in Equations [3.4]through 3.9]and Figure [3.2]

X; = 05X, 1 + &; + be 00001 (3.4)

X; =05X,_1 +0.3X,_5 +&; + He 0005~ (3.5)

X; =05X,_1 +e&+5/5 (3.6)

X; =05X;.1+03X;, o+ +5/5 (3.7)

X = 0.5X,_; + & + 5e0056-D) g (% + g) (3.8)

X; = 05X, 1 +0.3X;_5 + &; + 5e 000 Dgjp (% + g) (3.9)

where ¢; is distributed as N (0, 1) for the equations.

Due to this diversity advantage, the autoregressive model has been used in many stud-
ies in literature concerning simulation output analysis as mentioned above. It has also
been utilized in studies on truncation point estimation. Hoad et al. (2008) studied
warm-up length estimation with the autoregressive model. While doing this, they
used different coefficient values of the autoregressive model. They worked on first,
second, and fourth-order autoregressive models and used error values with varying
distributions for these models. White et al. (2000) compared five different trunca-
tion point heuristics using the autoregressive model. In making this comparison, the
study is conducted by using six different coefficient values for the AR model, and
three different bias functions are added to the AR model data. In addition, the ease
of implementation is another advantage of the autoregressive model. Due to these

advantages, a variety of autoregressive models are also used in this thesis.
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3.3 M/M/1 Queueing System Model

The M/M/1 is a queueing system model used to understand and analyze the behavior
of waiting lines. It is an analytical model representing a single-server queue with
Poisson arrivals and exponential service times. The M/M/1 model is generally used
in various areas such as transportation, telecommunications, and manufacturing to
analyze the system in terms of selected criteria. The model helps to gain an under-
standing of different performance measures, such as the average number of customers
in queue or system, and the average waiting time in queue or system. According to

such M/M/1 model results, the system can be modified and optimized.

The M/M/1 model has been used in many different studies. In his well-known text-
book, Law (2015) extensively discussed results of various experiments with M/M/1
simulation concerning both elimination of initialization bias and statistical output
analysis for estimation of performance measures. Afolalu et al. (2019) worked with
many different models for the banking sector including the M/M/1 model and made
suggestions to improve productivity performance. Barroso (2018) worked on M/M/1
data to analyze the effectiveness of several methods in eliminating initial bias from
steady-state stochastic simulations. Modi et al. (2019) established a M/M/1 queueing
model and conducted a thorough analysis of the queueing theory to evaluate the traffic
intensity at the Palasia intersection in Indore city, India, to examine the optimal lane
configuration and signal timing parameters with a certain level of precision. Kesht-
gary et al. (2012) proposed an analytical model for estimating energy consumption in
cluster-based underwater wireless sensor networks using the M/M/1 queueing model.
This model is used to examine the network performance in terms of average energy
consumption. On the initialization bias problem, Law (2015) tested different bias
elimination techniques using M/M/1 data. Moreover, Hyung Sool Oh and Kyoung
Jong Park (2015) compared MSER-5 and exponential variation rate methods using
the M/M/1 model with four different traffic intensities in their study.

In order to better understand the M/M/1 model, it is helpful to examine what these
abbreviations mean. Kendall (1953) included basic definitions in his work, and the

essential notation for this queueing model are given below.
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Generally, a queueing model is represented by A/ S/ c/ k/n/d where

e A: Inter-arrival time distribution

S: Service time distribution

c¢: Number of servers available

k: Waiting line capacity (default = co)

n: Customer population size (default = co)

d: Scheduling discipline (default = First-In-First-Out or FIFO).

There are three different options representing the interarrival and service time distri-

butions. These are:

e D: Deterministic (constant)
e M: Markovian/Memoryless (exponential distribution)

e G: General/arbitrary distribution (possibly with known mean and variance).

To summarize, based on Kendall’s notation, the M/M/1 model has exponential inter-
arrival and service time distributions, a single server, unlimited capacity for entities
waiting in queue, and it works with the FIFO discipline. A graphical representation

is given in Figure [3.3

Queue Server

Entities Arrive Entities Depart

Figure 3.3: Graphical Representation of the M/M/1 Model

In queueing theory, arrival and service rates are two fundamental parameters that are
vital in determining the system’s behavior. The arrival rate (\) is defined as the av-

erage number of arrivals per unit time, while the service rate (i) is defined as the
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average number of customers served per unit time. Poisson process and the expo-
nential distribution are used to model the arrival rate and service rate to predict the
behavior of the model and optimize the system’s performance. In order for the M/M/1
model to reach steady-state, the ratio of the arrival rate to service rate, which is the
traffic intensity (p), must be less than one.

p=—-—<1 (3.10)

L

If the condition in Equation @ is not met, the M/M/1 model cannot reach steady-
state because incoming entities start to accumulate in queue and, since the queue
capacity is infinite in the M/M/1 model, the number of entities approaches infinity.
The traffic intensity in queueing theory is often referred to as the utilization of a server
in simulation. A high traffic intensity means that the system is heavily utilized, while
a low traffic intensity indicates that the system is underutilized. Moreover, as the
utilization increases, the time for the simulation model to reach the steady-state also

increases. This makes the truncation point estimation more difficult.

The Little’s Law is a well-known concept in queueing theory that enables finding
theoretical values of performance measures such as expected values of the number of
entities in queue and in system, and the time spent in queue and in system. Therefore,
it is widely used for analyzing the performance of various queueing models. Little
(1961) states that the average number of entities in a system can be found by Equation

L=\ (3.11)

where L is the average number of entities in a queueing system, A is the average
number of entities arriving at the system per unit time and W is the average waiting
time an entity spends in system. Kleinrock (1975) states the mean waiting time in
system as in Equation (3.12
W = b (3.12)
= A
Expected waiting time in queue can be calculated by subtracting the mean service

time as in Equation[3.13]

Wy=————-=—"— (3.13)



Expected values of the number of entities in queue and in system can also be derived
from these equations. In testing our truncation point estimation method, steady-state
output estimates found using the data that comes after the detected truncation point

of the M/M/1 simulation model can be compared with these theoretical values.

In implementing the M/M/1 simulation model, the recursive relation given in Equa-

tion[3.14] can be used to calculate the waiting time (or delay) of entities in queue.

X,L' = Imax {O, 01;1 — tz} (314)
where

Aj; is the interarrival time between entities i and i — 1

t; = t;_1+A; is the arrival time of entity i (#; = 0),

S; is the service time of entity i,

X is the delay in queue of entity i (X; = 0), and

C; =t; + X; + S is the service completion time for entity i

We implement the M/M/1 simulation model in this study using Equation v
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CHAPTER 4

SOLUTION APPROACHES

In this chapter, we describe the machine learning based solution approaches we pro-
pose in order to estimate the truncation point in an attempt to solve the initialization
bias problem in steady-state simulations. We employ three different types of artificial
neural networks, namely Multilayer Perceptron Regressor (MLPR), Long Short-Term
Memory (LSTM), and Conditional Recurrent Neural Network (CRNN). In the three
sections below, first a general definition (structure and working principles) of each

network type is provided, and then how the network is used in this study is explained.

4.1 Multilayer Perceptron Regressor (MLPR)

4.1.1 General MLPR Definition

The MLPR network is a version of Multilayer Perceptron (MLP) constructed by mod-
ifying the output layer so that the network can predict continuous target variables by
performing regression tasks. Therefore, to explain the MLPR network, we focus on

the MLP network.

In order to better understand the MLP network, it is necessary to start with the percep-
tron first. The perceptron is the part of the MLP network that represents the learning
capability. The perceptron transmits the output according to an activation function
after multiplying the input values transmitted to it by their weights. The working
principle of Perceptron is shown in Figure [4.1] as also schematized by Olmedo et al.

(2018).

29



Figure 4.1: Principle of Perceptron (Olmedo et al., 2018)

In Figure[d.1] X, ..., X, represent the input, which are values of features of a sample
to be used in training the network. wy, ..., w, represent the respective weights for the

feature values, f is the activation function of the perceptron, and y is the output.

Perceptron can solve linearly separable functions, as can be seen from the weighted
sum formula. However, the perceptron cannot be successful when faced with scenar-

ios such as the exclusive or (XOR)problem.

As displayed in Figure[4.2] the XOR problem is a non-linear problem. In other words,
one cannot divide the 1’s and 0’s with a line. Singh and Pandey (2016) state that "It
is not possible to solve the XOR problem using the single layer network because of
presence of nonlinearity in the problem exhibited by XOR logic." As a result, multiple
layers are required to solve the XOR problem. For example, two perceptrons that
have learned the not and and or operators in the first layer and a neural network with
the "and" operator in the other layer have the ability to solve the XOR problem. A

visualization of this example can be seen in Figure d.3]

Therefore, the multilayer perceptron network can be considered to solve non-linear

problems.
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0,0 o

Figure 4.2: Graphical Representation of the XOR Problem

Input Layer Hidden Layers Output Layer

Figure 4.3: Example Solution for the XOR Problem
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The MLP is a well known and frequently used neural network type. It has multiple
layers of interconnected nodes, with each node being a simple processing unit that re-
ceives input from other nodes and produces output. In the MLP network, information
flows in only one direction, that is, from input to output without any loops. In other
words, MLP is a fully connected feed-forward neural network. It is widely used in
machine learning applications, particularly for supervised learning tasks such as clas-
sification and regression. An MLP network possesses at least three layers, namely an
input layer, a hidden layer, and an output layer. MLP earns its capabilities by incor-
porating multiple hidden layers having numerous nodes. Each node within a hidden
layer receives its input from the previous layer and generates its output value using an
activation function. The output from a hidden layer is propagated to the subsequent
layer until it reaches the output layer, where the final output is obtained. The learning

process of the MLP involves the following steps:

Forward propagate data through the network from the input layer to the output

layer.

e Compute the error, which is the difference between the predicted output and

the actual output.

e In order to minimize the error calculated in the earlier step, backpropagate the
error while taking its derivative with respect to each weight in the network, and

then update the weights accordingly.

e Iterate through the first three steps to learn the optimal weights for the MLP.

Detailed explanation of the above steps can be found in Noriega (2005).

MLPR refers explicitly to an MLP network designed for regression tasks, where the
output to be predicted is continuous rather than categorical. Both MLP and MLPR
networks are based on the same network architecture. In other words, MLPR can be
considered as a subset of MLP as the output layer of a MLPR has an activation func-
tion such that the network can produce continuous numeric values for predictions,
while the activation function used in the MLP can be chosen according to the task,

which is typically classification.
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4.1.2 Proposed MLPR Configuration

Artificial neural networks have some essential properties and hyperparameters that
determine the neural network’s architecture. Changing these properties and parameter
values may significantly affect the performance of the network in solving a particular

problem. Therefore, their selection is as critical as the selection of the network type.

In case of MLPR, the number of hidden layers, the number of nodes in each hidden
layer, the activation, loss and solver functions to be used, and the maximum number
of training iterations need to be selected to come up with the proper network config-

uration to be able to effectively and efficiently solve the problem at hand.

A comprehensive hyperparameter tuning experiment has been carried out for the
methods proposed as a solution approach in this study. Details of this experiment
and performance of the network with a variety of configurations tried are given in
Section The configuration of the MLPR network used for estimating the trun-
cation point is determined based on the results of this experiment and summarized

below.

As shown in Figure 4. 1], a node found in the hidden layer transmits the result obtained
from the activation function, together with the incoming values and the weights of
these values, to the next node. Therefore, the number of hidden layers and the number
of nodes in each layer directly affect the performance of the MLPR network, as they
represent the way to predict the input values given to the network. In this study,
we propose that the MLPR network should have three hidden layers, and have 200,
150, and 100 nodes in these hidden layers, respectively, in order to make truncation
point estimation more successful. Graphical representation of the proposed network

architecture is given in Figure

Note that nodes in the input layer represent the observation values (a time series)
obtained from a simulation replication, and the single output node represents the es-
timated truncation point. The reason why the input layer has 1000 nodes in Figure
M4.4]is that the length of the time series data in the experiments (simulation replication

length), to be explained in Chapter[5] is equal to 1000.
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Input Layer Hidden Layers Output Layer

1000 Nodes 200 Nodes 150 Nodes 100 Nodes 1 Node

Figure 4.4: Layers of the Proposed MLPR network

As the activation function, we used the ReLLU function. In a neural network, the
activation function is crucial in transforming the weighted sum of the input values of
a node into its output. The rectified linear activation function, known as ReL.U, is a
piecewise linear function that directly outputs the input with a basic algorithm. If the
input of ReL U is negative or zero, the function returns the value of zero. Otherwise,
the function gives the input value as the output (Agarap, 2018). ReLU has gained
popularity as the default activation function in many neural networks, including MLP,
due to its ease of use in training and ability to achieve improved performance (Zeiler
et al., 2013). The formulation and a graphical representation of ReLLU activation

function is given in Equationd.1]and Figure

y = max (0, z) 4.1)

where x represents the input value (that is, weighted sum of the input values of a node)

and y represents the output of the node.
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Figure 4.5: Graphical Representation of the ReLU activation function

The loss function in machine learning represents closeness of the machine learning
network’s predictions to the actual target values. The primary purpose of training a
machine learning network is to update the weights and bias values so that the loss
function value is minimized. Neural network estimations become more successful
as the loss function value decreases. Since we are working with the MLPR network
and actually working on a regression task, we set the loss function as mean squared
error (MSE). MSE is a loss function that is used in regression tasks to calculate the
average squared difference between the predicted target variable values and the actual
target variable values. Formulation of MSE can be found in Equation 4.2] (James et

al., 2013).

n

1 5
M E:—E —7 4.2
S P (y; — 95) 4.2)

where n represents the sample size (number of samples in the training dataset), y; is

the actual target value and g; is the predicted target value for the ;' sample.

In our work, Adam was selected as the solver function. Adam is an alternative op-
timization algorithm that replaces the conventional stochastic gradient descent tech-
nique to update network weights while training the network iteratively. Adaptive
Moment Estimation, known as Adam, is a highly efficient optimization algorithm for

gradient descent. Adam distinguishes itself when handling large-scale problems in-
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volving extensive amounts of data or parameters, and it consumes less memory while
maintaining effectiveness. Essentially, Adam combines the principles of the gradient
descent with momentum algorithm and the Root Mean Square Propagation (RMSP)

algorithm. (Kingma and Ba, 2014)

Lastly, the maximum number of iterations represents the stopping condition for the
solver. The solver will continue iterating until either convergence or the specified
number of iterations is reached. When Adam is used as the solver, the maximum
number of iterations determines how many times each data point can be used during
the training process, rather than the number of individual gradient steps. After trying
some larger values, we set the maximum number of iterations to 200 for the MLPR

network, as the network stabilized at this point.

To summarize, the MLPR architecture and parameter values are selected as listed

below.

Hidden layer sizes: 200, 150, 100

Activation function: ReLU

Loss function: MSE

Solver function: Adam

Maximum number of iterations: 200

4.2 Long Short-Term Memory Network (LSTM)

4.2.1 General LSTM Definition

LSTM is a special case of the recurrent neural networks. Hochreiter et al. (1997) state
that "Recurrent networks can use their feedback connections to store representations
of recent input events in the form of activations. The most widely used algorithms
for learning what to put in short-term memory, however, take too much time to be
feasible or do not work well at all, especially when minimal time lags between in-

puts and corresponding teacher signals are long. Although theoretically fascinating,
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they do not provide clear practical advantages over backpropagating in feed forward
networks with limited time windows." LSTM is introduced to overcome this problem

(Hochreiter et al., 1997).

A LSTM unit consists of four components: a cell, an input gate, an output gate, and
a forget gate. The input gate is responsible for updating the cell state considering the
previous hidden state and the current input. The output gate controls the information
that will be passed through as the output with respect to the previous hidden state and
current input. Initially, the forget gate was not included in the LSTM network; how-
ever, Gers et al. (2000) proposed its addition to enable the network to reset its state.
The cell retains information over flexible time intervals, while the three gates con-
trol the information flow within the cell. The forget gate is responsible for selecting
whether information is retained or forgotten according to the output of an activation

function. A typical LSTM unit can be shown as in Figure {.6]
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Figure 4.6: Example Representation of LSTM Unit

Figure [4.6] also provides information on how an LSTM unit works as we follow the
directions. This is explained below, following the notation.
e X,: Input at time step ¢

e h,;: Hidden state at time step ¢
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Cy: Cell state at time step ¢

by, by, bi, b,: Bias vectors

Wi Wozo Wigy Wo oo Wen, Wy, Wi, W, 0 Weight matrices

ft» 1ty i, 042 Activation function value vectors

o and tanh: Sigmoid and hyperbolic tangent activation functions

According to Figure [4.6] the calculations within a LSTM unit are given in Equations

4.2] through

Ji=0 W Xe + Wiphiq + by) 4.3)
gr = tanh (W, . Xy + Wyphi—1 + by) (4.4)
iv =0 (Wi Xy + Wi phiy + b;) 4.5)
0p = 0 (WouXi + Wonhi—1 + bo) (4.6)
Cr=fixCii+1 X g 4.7)

hy = oy X tanh (Cy) (4.8)

where X is the dot product.

A LSTM unit generates its output C; and h; according to these calculations. The

weights in the equations are updated by backpropagation.

LSTMs have complex recurrent connections that allow information to flow from one
time step to the next within a sequence. The connections in MLPs are feed-forward
between the layers in a straightforward manner, where there are no loops or recur-
rent connections. On the other hand, each gate in a LSTM network has its own set
of weights as explained, which determine how the data are processed and can be re-
membered over time. Therefore, the LSTM network has more sophisticated weight
structures than the MLP network, which allows LSTMs to capture long-term depen-

dencies and patterns in sequential data.
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4.2.2 Proposed LSTM Configuration

We experimented with different architectures of the LSTM network. In these experi-
ments, the main parameters changed was the number of LSTM units in hidden layers
of the network. We first started our studies on the LSTM network by examining how
the architecture of the MLPR network, which we had successful results with, would
perform with the LSTM network. When hidden layers in LSTM were set up as in
MLPR, we faced both memory and computing time problems. To deal with these
problems, the time series obtained from a simulation replication was shortened by
batching the observations and using the batch means. Length of the time series given
as input to LSTM was first reduced from 1000 to 200 by taking the average of ev-
ery 5 consecutive simulation observations, and then to 100 by averaging every 10

consecutive observations, as in Equations 4.8 and 1.9] respectively.

5
1

2y = 5 ;X5(t—1)+i for t=1,..,200 (*9)
L

2y = 10 ;Xlo(t—l)ﬂ’ for t=1,..,100 (4.10)

where X, is the t'* observation obtained in a simulation replication and Z, is the input

given to the neural network at time step ¢.

When LSTM experiments were performed with an input of length 200 time steps, the
hidden layer sizes were chosen as 40, 30, and 20 to be proportional with the length of
the time series. Similarly, for a time series of length 100, the LSTM network had 20,

15, and 10 nodes in the three hidden layers, respectively.

In addition to the hidden layer sizes, the number of training epochs needs to be de-
termined for the LSTM. For this, initially the maximum number of iterations used
for the MLPR was considered. However, training the LSTM network for 200 epochs
was not possible due to the memory and computing time problems mentioned earlier.
Therefore, experiments had to be performed with a lower number of epochs. In our
study, different values were tested for the number of epochs. However, increasing this

value did not change the model’s performance, therefore the number of epochs was
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determined as 20.

Even though the hidden layer sizes in LSTM differ for different input lengths, other
parameter values remain the same as in the MLPR configuration. To summarize, the

selected parameter values for the LSTM network are listed below.

e Hidden layer sizes:

— 200, 150, 100 for input length = 1000
— 40, 30, 20 for input length = 200
- 20, 15, 10 for input length = 100

Activation function: ReLU

e [ oss function: MSE

Solver function: Adam

Number of epochs: 20

4.3 Conditional Recurrent Neural Network (CRNN)

4.3.1 CRNN Definition and Usage

In this study, the last machine learning network used for truncation point estimation
is the CRNN. Remy (2020) states that "The conditional recurrent layer is useful if
you have time series data with external inputs that do not depend on time." From
this statement, we understand that if a neural network is also given an auxiliary time-
invariant sample feature, the CRNN architecture can be used to analyze whether its
performance will improve. In our case, the type of initial bias in simulation outputs
that are frequently studied in real life can be known. For example, for the queueing
system simulations that start empty and idle, the delay in queue starts at zero and
approaches the steady-state value in an exponential manner. Therefore, in addition to
the input data, the bias type can also be given to the neural network. For this, studies
were carried out on the CRNN network with the AR model with three different bias

types (exponential, mean shift, and oscillation) described in Section [3.2]
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For recurrent neural networks (RNNs), the input is a sequence of time steps, with each
time step containing a tensor of features. Therefore, it is possible to have multiple
features at each time step. However, if one of these feature is not time series-based,
it might not be suitable to directly pass it through the RNN since the auxiliary input,
in our case the bias type, is not dependent on time. The RNN may still work but it
may lead to higher loss or lower accuracy while training the network. An alternative
approach is to incorporate this additional information into the RNN network by using
extra layers. Then, CRNN combines the auxiliary inputs with the initial RNN outputs
and continues to train the network, effectively making it a multi-input network (time
series data and auxiliary inputs). To initialize the RNN states, a learned representation

of the conditions can be used as a starting point. Remy (2020) visualizes this method

as in Figure

Categorical Variables =2

lor0

Weights and Bias
lor0 >

lor0

Output

Time Series Input

Figure 4.7: Graphical Representation of CRNN Network (Remy, 2020)

As an example, Remy (2020) utilized the CRNN network to predict the weather tem-
perature of a particular city. The weather behaves differently depending on the city,
therefore it may be useful to condition temperature prediction on the city. For this
estimation, the 30 cities whose temperatures are highly correlated with temperature
of the selected city are determined. As exogenous component (or auxiliary feature)
Remy (2020) gave as input to the network the last day’s temperature of the corre-

lated cities. In the example, the performance has improved with respect to the mean
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absolute error metric when compared to the LSTM network’s performance.

4.3.2 Proposed CRNN Configuration

Discovering the common aspects of truncation point estimation with the findings of
Remy (2020), we decided to adapt his solution approach for our problem. In our
study, in addition to our time series data, there are bias types of the AR model that
are not dependent on time. The exponential, mean shift, and oscillation bias types of
the AR model should be considered as auxiliary inputs for this method. Therefore, in
order to work with the CRNN, they are represented with Os and 1s by the One Hot
Encoding method.

e Exponential Bias =[1, 0, 0]
e Mean Shift Bias =[O0, 1, 0]

e Oscillation Bias = [0, 0, 1]

In order to conduct experiments with the CRNN method, the bias type, as described
above, is given as a categorical input to the time series data network. The network is
expected to learn and estimate the target truncation point values better by considering

this input in addition to the time series.

The architecture of the CRNN network with which experiments were carried out were
taken as the same as the architecture of the LSTM network. The only difference was
that the conditional recurrent layer was used as the first layer in the CRNN network.
The same memory and computing time problems reported for the LSTM network
in the previous section were also experienced for the CRNN network. Therefore,
time series data with different lengths of 1000, 200 and 100 were also tried when
working with the CRNN. Remaining configuration parameters of this network were

also selected as the same as for the LSTM network.
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CHAPTER 5

EXPERIMENTS AND RESULTS

In this chapter, firstly generation of datasets from the AR and M/M/1 simulation mod-
els, which will be used in training and testing the neural networks, is explained in
Section 5.1, followed by the experimental settings for the two models in Section 5.2.
The performance measures used in the study are defined in Section 5.3. Section 5.4 is
allocated to hyperparameter tuning for the proposed machine learning methods. The
experimental results for the three types of neural networks proposed for truncation
point estimation are summarized in Section 5.5. Finally, the MLPR network, which
is found to be successful in estimation, is compared with a conventional truncation

point estimation method in Section 5.6.

5.1 Generation of Datasets

Two different models are used to generate datasets to represent the simulation output.
The first is the AR model and the second is the M/M/1 model as described in Sections
and respectively. This section will explain how we generated the datasets

from these two models.

5.1.1 Autoregressive Model Datasets

In this work, zero-mean second order AR model datasets were used as suggested by
White et al. (2000). The formulation of the zero-mean second-order AR model is as

follows.
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Xi= 01 Xi1 + P2 X0+ ¢ (5.1)

where X is the AR model output, ¢; and ¢, are model coefficients and ¢; is the error,
which is generated as a normally distributed random value with mean O and standard
deviation 1. To represent the initial transient phase in steady-state simulations, three
different types of bias are introduced to the AR model. These bias functions, which

are also used by White et al. (2000), are given in Equations [5.2] through[5.4]

e Exponential Bias

B; = Cle~0:005(-1) (5.2)
e Mean Shift Bias
B;=C/5 (5.3)
e Oscillation Bias .
B, = Ce—0:005(i-1) o) (% + g) (5.4)

where ¢ is the observation number in the AR time series, B; is the bias value for
observation ¢ and C' is the bias coefficient. In order for the AR model to represent
both the transient and the steady-state phases, B; values of a certain type are added
to the model as in Equation [5.5] during the transient phase. However, in the steady-
state portion of the time series, B; values are taken as zero so that there is no bias in
the data. To illustrate the behavior of three bias functions, some sample time series
are plotted in Figure [5.T| where the bias coefficient C' is taken as 10 and the transient

phase ends at observation number 200, which should be the truncation point.
Xi=01Xi1+ X2+ Bite (5.5)
where B; = 0 for ¢ > truncation point.

Samples used for training, cross validation, and testing of the neural network with the
AR model are generated using Equation [5.5] In general, each sample of time series
has a length of 1000 observations. As will be explained in Section [5.2] a total of
3000 samples are used for testing the AR model in 100 experiments each with 30

replications. Generated samples are used both as raw time series and after applying
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Figure 5.1: Example Visuals for the Behavior of Three Bias Functions
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data smoothing (DS) by taking moving averages of observations, as will be detailed
in Section[5.2] In order to visualize the time series with three different types of bias,
averages of 3000 test samples are plotted in Figure [5.2] for the raw time series (DS =

Off) and moving averaged time series (DS = On).
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Figure 5.2: Generated Time Series Data for AR Model Testing with Random Model

Parameters (Averages of 100 Experiments x 30 Replications)
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5.1.2 M/M/1 Model Datasets

The M/M/1 model described in Section [3.3]is also used, as representative of queue-
ing system models, for testing the proposed truncation point estimation methods and
comparing them with a well known method in the literature. The main reason for
selecting the M/M/1 model, on which many similar studies have been carried out in
the field of simulation, is the ease of analysis of the results because the steady-state
expected delay in queue, W, can be found as in Equation [5.6] given the arrival and

service rates.

A
Wo =

— 5.6
(1= A) 60

where ) is the arrival rate and p is the service rate.

In order to generate the delay in queue observations for M/M/1 datasets, instead of

developing an actual simulation model, the well known recursive relation given in

Equation [5.7]is used.

Xz' = Imax {0, Cz'—l - tz} (57)
where

e A, is the interarrival time between entities i and i — 1

e t; =t; 1+A; is the arrival time of entity i (t, = 0),

S, is the service time of entity i,

X 1s the delay in queue of entity i1 (X; = 0), and

C; =t; + X; + S; is the service completion time for entity i

Unlike the AR model where the bias term is set to zero and this determines the trun-
cation point, the truncation point in the M/M/1 model output is unknown and varies
depending on the traffic intensity. Therefore, the M/M/1 datasets cannot be used for

training and cross validation of the neural network; they are usable only for testing
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purposes. As for the AR model, 3000 samples each of length 1000 observations are
generated for the M/M/1 model for testing the neural network with different levels of

traffic intensity. The M/M/1 model datasets used in this study can be visualized in

Figure[5.3]
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Figure 5.3: Generated Delay in Queue Data for M/M/1 Model Testing (Averages of
100 Experiments x 30 Replications)
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Figure 5.3: Continued

5.2 Experimental Settings

For both AR and M/M/1 models, there exist various parameters that affect the ob-
servation values in the generated datasets. In studying the performance of proposed
solution methods, different parameter values are used for generating data from these
two models. Firstly, the AR model parameter settings will be discussed within the

framework of experimental design, followed by the M/M/1 model parameter settings.
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5.2.1 Autoregressive Model Experimental Settings
The experimental settings for the AR model are summarized in Table where

model parameters are taken as factors in a designed experiment and selected values

of parameters correspond to factor levels.

Table 5.1: Experimental Settings for the Autoregressive Model

Number of
Factor Factor Levels
Factor Levels
(0.6, 0.3)
(0.9, 0.0)
] (-0.9, 0)
AP: Autoregressive
7 (0.25,0.5)
Model Parameters
(-0.25, 0.5)
(0.75, -0.5)
(-0.75, -0.5)
Exponential
BT: Bias Type 3 Mean Shift
Oscillation
BC: Bias Coefficient 3 5,10, 15
TP5: Truncation Points 5 200, 250, 300, 350, 400
TP9: Truncation Points 9 200, 225, 250, 275, 300, 325, 350, 375, 400
. Off (individual observations)
DS: Data Smoothing 2
On (moving averages of 10 observations)

Seven different sets of model coefficients (AP) were used in generating the AR model
data. While six of them were the values suggested by White et al. (2000), the first
one was selected additionally to represent the positive autocorrelation pattern often
encountered in queueing system outputs. Using many different sets of coefficients
would be beneficial for the neural network to learn different data patterns and make
better estimations in the training phase. In addition, training the neural network with
a larger dataset containing all these different patterns would also help in the future

when predicting data that the model never encountered before.
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Simulation output encountered in real life have different types of initial bias (BT).
For instance, the M/M/1 model exhibits an exponential bias before reaching to its
steady-state. Therefore, introducing different bias types while training the neural
network would improve its prediction performance. Three different types of bias
functions were used in this study including exponential, mean shift, and oscillation
bias functions. These bias types are described in Section[5.1.1|and Equations [5.2][5.3]
5.4

The bias coefficient (BC) is used as a multiplier to the bias value as seen in Equations
5.2l 531 [5.4] As can be seen from these equations, as the bias coefficient value in-
creases, the bias value added to the data increases. Three different values were used

as the bias coefficient (5, 10 and 15) to determine the magnitude of the bias values.

Truncation point (TP) determines up to which observation the bias values described in
Section will be added to the AR model data. Two different truncation point sets
with five (TP5) and nine (TP9) discrete points were selected for the experiments. The
range of the truncation point (200-400) was kept constant in order to make a better
performance comparison, but TP9 provided a ’less discrete’ set of truncation points
compared to TP5. The purpose of keeping the truncation point range constant but
increasing the number of points in TP9 is to explore the effect of the target variable

values being closer to a continuous scale on the performance of the neural network.

Finally, instead of changing the value of a model parameter while generating the data,
the moving average method was applied to the generated data in order to reduce the
variance of the data. This created two different data types where data smoothing
(DS) was off and on. DS = Off in Table [5.1] means that the raw data or individual
observations were used as they are generated, while DS = On means that the moving
averaged data were given as input to the neural network. The sample size for the

moving averages was determined as 10 and they were calculated as in Equation [5.8]
_ 1
Xi=—> X, (5.8)

fori = 1,2,...,991 where X, fori = 1,2,...,1000 is the 5" observation generated
using the AR model and X is the respective moving average. For i = 992, ..., 1000,

X; is calculated only by using the available observations left.
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As can be understood from Equation [5.8] length of the time series was set as 1000
observations for each replication. This means that, when the range of the truncation
point (200-400) was considered, at least 600 steady-state observations were available
in each sample given as input to the neural network. The replication length could
have been much larger than 1000 for a simulation model, but this would significantly
increase the memory and computing time required for training the neural network.
Therefore, it was kept at a minimum level as long as the steady-state was reached
long before the time series ended. Also, being able to determine the truncation point
using a relatively short replication length was advantageous to spend less computing

time for simulation replications as well.

The number of replications (R) to be used for training the neural network was selected
such that the sample sizes for TP5 and TP9 were equilized. The number of combina-
tions for the first three factor levels in the experimental designis 7 AP x 3 BT x 3 BC
= 63. In case of TP9, when R was taken as 100 for each of the 63 x 9 TP9 = 567 factor
combinations, a total training sample size of 56,700 was reached. To obtain the same
sample size for TPS with 63 x 5 TP5 = 315 combinations, the number of replications

was determined as R = 56,700 /315 = 180.

The two datasets for TP5 and TP9 each with a sample size of 56,700 were mainly used
to evaluate the training performance of the neural network. For this purpose, five-
fold cross validation was carried out. A dataset was divided into five equally sized
folds by selecting samples randomly such that all factor combinations were equally
represented in each fold having 11,340 samples. For each of the cross validation
steps, one of these five folds was left out for validation and the remaining four folds

were used for training the neural network.

In order to move one step forward and test the performance of the proposed machine
learning methods, we generated a separate dataset which the neural network did not
see before. For this purpose, for each BT, AP and BC values were chosen randomly
from the discrete levels listed in Table [5.1] whereas the TP values were generated
randomly between 200 and 400 in a continuous manner. The random selections were
made with equal probability. In a single experiment, 30 replications were made each

with a length of 1000 observations, and 100 different experiments were carried out
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for each BT and data smoothing combination. In other words, 100 experiments x
30 replications = 3000 samples were generated for each BT for the AR model test
dataset. For each test experiment, 30 replications were given as input to the neural

network trained once by using all 56,700 samples.

5.2.2 M/M/1 Model Experimental Settings

The experimental settings for the M/M/1 model are summarized in Table [5.2] There

are two factors in experiments using the M/M/1 data.

Table 5.2: Experimental Settings for the M/M/1 Model

Number of
Factor Factor Levels
Factor Levels
0.5
0.6
Traffic Intensity 5 0.7
0.8
0.9

) Off (individual observations)
DS: Data Smoothing 2

On (moving averages of 10 observations)

Five different values, 0.5, 0.6, 0.7, 0.8 and 0.9, were used for traffic intensity, defined
as the mean arrival rate divided by the mean service rate. Queueing systems are
known to reach steady-state in longer times as the traffic intensity increases, and it
is needed to evaluate the performance of the proposed truncation point estimation

methods under different intensity levels.

The moving averaging method for data smoothing mentioned in the experimental
settings for the AR model data was also used in the M/M/1 experiments. Moving

averages were calculated as in Equation [5.§]

In one test experiment of the M/M/1 model, 30 replications were made each with a

length of 1000 observations, and 100 different experiments were carried out for each
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traffic intensity and data smoothing combination. In other words, 100 experiments
x 30 replications = 3000 samples were generated for each traffic intensity level for
the M/M/1 model test dataset. For each test experiment, 30 replications were given
as input to the neural network trained once by using all 56,700 samples of the AR

model.

5.3 Performance Measures

We use the following measures in evaluating performance of the proposed truncation

point estimation methods.

Mean absolute percentage error (MAPE)

Computing time for training

e Confidence interval for the steady-state expected value (CI-M) and bias

Confidence interval for the coverage of CI-M (CI-C)

Truncation point estimations

These performance measures are described and formulated below using the following

notation.

e N : Number of replications (or samples given as input to the neural network in

testing phase of the five-fold cross validation), N = 11, 340.

e ¢ : Experiment number, e = 1, ...,k where £ = 100 in testing by using newly

generated data not used in training.

7 : Replication number, 7 = 1, ...,n where n = 30 in a single test experiment.

e 7 : Observation number in a replication (or a sample given as input to the neural

network in testing), i = 1, ..., m where m = 1000.

e ip; : The actual truncation point for replication j.

T'P; : The estimated truncation point for replication j.
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o Xije: i" observation generated in replication j of experiment e using the sim-

ulation model.

e ;. : Steady-state expected value (of AR time series or delay in queue in M/M/1).

Mean absolute percentage error (MAPE)

MAPE is used to measure how well the machine learning methods can learn from the
AR model data used for training. We use MAPE with the AR model data of 56,700
samples while cross validating the machine learning method using five folds where
each fold contains N = 11, 340 samples. The lower the MAPE value is, the closer
the method’s truncation point estimates are to the actual target values of the testing
data during the five-fold cross validation. MAPE value for a single fold is calculated

as
N

100 o |tp; — TP;|
MAPE = — =y 5.9

Computing time for training

In addition to the MAPE value, we also examine the training time of the machine

learning method used.
Confidence interval for the steady-state expected value (CI-M) and bias

CI-M is used for both the AR and M/M/1 models in testing the neural network by
using newly generated data not used in training. In order to understand whether or
not a time series still has significant initialization bias left after the estimated trunca-
tion point, the observations before the estimated truncation point are deleted in each
replication and a confidence interval for the steady-state expected value is constructed
using the remaining observations. In addition, the bias between the expected value
and the sample mean is also examined. CI-M and bias are computed for each exper-
iment, using replications of that experiment. In constructing CI-M, the significance

level is taken as o = 0.05

Truncated average for replication j of experiment e is found as

_ 1 T
Xje=—5— D i (5.10)

J€ =T Pje+1
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Sample mean for experiment e based on truncated replication averages is

- 1
X.=-Y X. 5.11
n?; ; (5.11)

Sample variance for experiment e is
n
2 _ 1

€

S (X, —Xo) (5.12)

n—14%

Jj=1

(1 — )% confidence interval for the steady-state expected value (of AR time series

or delay in queue in M/M/1) for experiment e is constructed as

= s2
Xe :i:tn—l, 1-a/2 — (513)
n

Bias for replication j of experiment e is

Biasje = | — Xj| (5.14)
Bias for experiment e is
1 n
Bi e:—E Biasje 5.15
1as - 2. 1a8; ( )

Confidence interval for the coverage of CI-M (CI-C)

CI-C is also used for both the AR and M/M/1 models in testing the neural network by
using newly generated data not used in training. Analyzing the coverage probability is
crucial for evaluating the accuracy and reliability of statistical estimation methods. In
this study, coverage is concerned with the number (or fraction) of experiments where
CI-M covers the steady-state expected value (or population mean) of the time series.
In addition to finding the coverage value, a CI-C is constructed again at a significance
level of a = 0.05 for the true probability that a CI-M covers its respective steady-state

expected value.

(1 — a)% confidence interval for the coverage probability is constructed as

p(1 —p)
k
where p is the fraction of k experiments in which the steady-state mean is covered in

CI-M.

Pt 210 (5.16)

57



Truncation point estimations

Finally, we examine the estimated truncation points for the AR and M/M/1 model data
newly generated for testing. In order to understand the spread of the estimations made
by the method used for these two data types, we analyzed the average, minimum, and

maximum values of the truncation point estimations.

In addition, the total number of replications in 100 experiments is counted where the
estimated truncation point is greater than the run length. The truncated replication
average should be based on a sufficiently large number of observations to satisfy
the normality assumption of confidence interval construction. Assuming this number
should be at least 30, a truncation point as large as 970 can be allowed in a time series
of length 1000. Hence, if the estimated truncation point is larger than 970, we assume
that this estimate exeeds the replication length. Such cases are excluded from our

statistical calculations.

Moreover, distribution of the estimated truncation points are examined and compared

for competing methods by means of histograms.

5.4 Hyperparameter Tuning for Proposed Machine Learning Methods

Machine learning methods involve various parameter settings. These parameter set-
tings directly influence the performance of the neural network. In this case, the num-
ber of hidden layers, the number of nodes in hidden layers (hidden layer sizes), the
activation function to be used in hidden layers, the solver for optimizing weight pa-
rameter values, and the maximum number of training iterations are the main param-
eters that need to be determined for setting up the neural network. These parameters

must be manually set before training the network.

In order to maximize the network performance, all of those parameters must be con-
figurated, which is called hyperparameter tuning. In this study, we performed hyper-
parameter tuning only for the MLPR network. The configuration determined here was
also used for the other two networks. The first step of setting the parameter values is

to determine the candidate values, which can be seen in Table
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Table 5.3: Possible Hyperparameter Settings for MLPR

Number of
Parameter Possible Parameter | Possible Parameter Values
Values
Solver function 2 Adam, Sgd
Activation function 2 ReLU, Identity
Hidden layer sizes 3 100, 200, 400
Maximum number of iterations 2 200, 300

Then, combinations of the possible parameter values are to be tried in training the
network to see which one performs better. The 24 possible combinations of these
parameters are to be evaluated using four different datasets, involving two different
truncation point values (TPS and TP9) and two different data smoothing options (DS
= off and on). Hence, there exist 96 possible combinations for hyperparameter tuning
experiments. Since this number is too large, we decided to start the experiment with
one parameter in mind while including all combinations of the remaining parame-
ters. Results of this first step are used to fix the value of the first parameter under

consideration. Then, the next parameter is experimented with in a similar manner.

In order to select the MLPR network parameters, 56,700 AR model samples generated
based on the experimental settings given in Section[5.2]are used. In these experiments,
the truncation points are given as the points at which the bias is set to zero. The results
presented in this section are five-fold cross validated for each of the combinations
tried for possible configurations. The MAPE values and training computing times

reported in this section are the averages over five folds.

Firstly, the maximum number of iterations is analyzed. In the experiments conducted
with all parameter combinations, the average and maximum number of iterations dur-
ing the training are examined. The actual number of iterations for training the MLPR
network did not exceed 200 even for a single fold. Therefore, the maximum number
of iterations 1s fixed at 200 since it does not create any restrictions, and the second

value of 300 is discarded. However, the number of iterations for the final MLPR
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network configuration will be checked again.

Next, the solver function selection is investigated. As seen in Table we have two
candidate functions for the solver. We experimented with Adam and Sgd functions
including all remaining network configurations. Since no significant interactions are
observed among the parameters, the average MAPE values for Adam and Sgd func-
tions are tried to be found over all other configurations to select one of the two func-
tions. The average MAPE values for Adam and Sgd functions calculated over 24
combinations (2 activation functions x 3 hidden layer sizes x 2 TP values x 2 DS

options) are given in Table[5.4]together with the average computing times.

Table 5.4: Results for Solver Function Selection

Solver Function | Average MAPE | Average Computing Time
Adam 13.07 133.38
Segd NA NA

When the average MAPE values in Table[5.5|are examined, we can conclude that only
the Adam function gives valid results. The Sgd solver cannot converge and produce
predictions even when the maximum number of iterations is set to 5000. Hence, the

Adam function is chosen as the solver for the MLPR network.

As seen in Table [5.3] there are two candidates, Relu and Identity, for the activation
function. Once the solver function is fixed, the MAPE values found are averaged over
12 parameter combinations (3 hidden layer sizes x 2 TP values x 2 DS options). The

performance of the solver functions is summarized in Table[5.5]

Table 5.5: Results for Activation Function Selection (with Solver Function Adam)

Activation Function | Average MAPE | Average Computing Time
ReLU 9.01 177.24
Identity 17.13 70.02

According to Table [5.5] when ReLU activation function is used, the average MAPE
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is significantly lower than that of Identity function. Although the average computing
time with ReLLU is about double of that with Identity, it is still reasonable. Therefore,
considering the significant MAPE improvement, ReLLU is selected as the activation
function and Identity is discarded. For all results to be reported hereafter, the activa-

tion function is set as ReLLU.

Lastly, the hidden layer architecture is studied. Since all remaining parameter settings
are fixed, hidden layer selections are made using only the four datasets (2 TP values as
TP5 and TP9 x 2 DS options as off and on). Considering the input layer size of 1000,
which is defined by the length of the time series, three candidates are determined for
the hidden layer size as 100, 200, and 400. The results obtained with a single hidden

layer of these size candidates are given in Table[5.6

Table 5.6: Results for Hidden Layer Size Selection with One Hidden Layer (with

Solver Function Adam and Activation Function ReLLU)

Hidden Layer Size | Average MAPE | Average Computing Time
100 9.33 88.90
200 8.95 133.09
400 8.76 309.72

According to Table [5.6] performances of three settings are similar. However, the
hidden layer size of 100 is eliminated since this setting has the worst performance
in terms of MAPE. Considering the tradeoff between MAPE and computing time,
200 nodes is selected as the size of the first hidden layer, and 400 nodes setting is
also eliminated. Additional hidden layers with different sizes are considered to see
whether or not increasing complexity of the MLPR network improves the perfor-

mance.
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Table 5.7: Results for Hidden Layer Size Selection with Two Hidden Layers (with

Solver Function Adam and Activation Function ReLLU)

Hidden Layer Sizes | Average MAPE | Average Computing Time
200, 50 6.82 131.33
200, 100 6.40 146.57
200, 150 6.35 162.66

When a second hidden layer is added to the MLPR network, performance of the net-
work is improved as can be seen in Table In order to enhance this performance
improvement, we added a third hidden layer as well. After the trials given in Ta-
ble we determined the number of nodes in three hidden layers as 200, 150, and
100. We also tried two extreme configurations obtained by halving and doubling the
number of nodels in all three layers to see if the network performance would change
significantly. Even though hidden layer sizes of 400, 300, 200 result in a lower aver-
age MAPE, this architecture takes too much computing time for training the MLPR

network.

Table 5.8: Results for Hidden Layer Size Selection with Three Hidden Layers (with

Solver Function Adam and Activation Function ReLLU)

Hidden Layer Sizes | Average MAPE | Average Computing Time
100, 75, 50 3.01 159.99
200, 150, 100 2.15 235.07
400, 300, 200 2.10 415.92

The performance of the network is improved with addition of the second and the third
hidden layers. However, in order not to complicate the network anymore and because
the MAPE values in Table [5.8]are satisfactory, the experiments are not continued
by adding more hidden layers. Therefore, the MLPR network architecture is deter-
mined as three hidden layers with 200, 150, 100 nodes, considering the MAPE and

computing time tradeoff.
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As mentioned earlier, the maximum number of iterations for the selected configura-
tion is checked, and all actual number of iterations are found to be below 200. The

final MLPR network configuration is summarized below.

Maximum number of iterations = 200

Activation function = ReLU

Solver function = Adam

Hidden layer sizes = 200, 150, 100

In comparing performances of the MLPR network and the other two proposed net-
works, the same configuration was used for the LSTM and CRNN networks for the
parameters common to all three networks. The experimental results given in the next

section were obtained based on this configuration.

5.5 Computational Results for Solution Approaches

In this section, the performances of the three machine learning methods proposed are

analyzed.

Based on the experimental settings described in Section [5.2] for the AR model, the
dataset with 7 AP x 3 BT x 3 BC x 5 TP = 315 factor combinations each with 180
replications for TPS, and the dataset 7 AP x 3 BT x 3 BC x 9 TP = 567 factor combina-
tions each with 100 replications for TP9 are used in the cross validation experiments,
carried out separately for DS = off and on options. The number of replications are
chosen considering the number of TP levels so that both datasets have the same size

of 56,700 samples.

A dataset is divided into five equally sized subsets for five-fold cross-validation. For
each subset, an equal number of samples (for example, 180/5 = 36 samples for TP5)
are selected from each factor combination (for example, 7AP x 3BT x 3BC x 5TP =
315 combinations for TP5). Each one of these subsets is set apart for testing in a fold,

and the remaining four subsets are used for training.

63



However, while generating the data in the AR model used, the effects of the added
bias values do not end as sharply as in Figure [5.1] since each X; is defined in terms
of X;_; and X,;_» values. In order to understand this better, plots of the time series
were examined by focusing on the range in which the bias is present in the AR model
data. As there are too many experimental combinations, here we present examples
of these plots obtained by fixing some experimental factor levels. The highest bias
coefficient cases (BC = 15) in the experimental settings are selected for this analysis.
The motivation behind this choice is that, as the bias coefficient increases, the magni-
tude of the bias also increases, and the effect of the bias values added to the AR data
can be seen more clearly. Also, the first AR model coefficient set (AP = 0.6, 0.3) is
selected, and the last point where the bias values are not equal to zero is determined
as 200. Plots of the AR time series for the range of 180" through 280" observations

are given in Figure [5.4] for these settings. A second example with AP = 0.25, 0.5 is
also given in[5.3]
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Figure 5.4: Visualization of the Bias Effects for AR Model Data (AP = 0.6, 0.3, BC

=15, TP = 200)
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Figure 5.5: Visualization of the Bias Effects for AR Model Data (AP = 0.25, 0.5, BC
=15, TP =200)

As can be seen in Figures[5.4Jand[5.5] although we reduce the bias values to zero after
the 200" observation, the effect of bias term in the model continues for a while. Since

our purpose is to estimate the truncation point where steady-state is reached, we need
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to determine the target value as the point at which the effect of the bias ends. There-
fore, a modification must be made to the target variables given as input in training
the neural network. After examining various plots similar to those given in Figures
[5.4]and [5.5] it is observed that in general the AR time series reaches steady-state 50
observations later than the observation at which the bias is reduced to zero. There-
fore, while training the neural networks in cross validation, target variable values for
TPS are given as 250, 300, 350, 400, and 450 instead of 200, 250, 300, 350, and 400,
respectively. The same modification is also applied in training the networks using the

TPO dataset.

A summary of cross validation experiments conducted in this section is given in Ta-
ble[5.9] In the "Estimation Option" column of the table, the machine learning method
used is explained, including the neural network type and the content of the dataset.
Note that the experiment is always repeated for DS = off and on options. "Trunca-
tion Point" values show how many different truncation point values are available in
the dataset. The "Number of Models" column represents how many different neural
networks are trained for each combination of estimation and truncation point options.
For example, six different networks are trained for the combination of MLPR-S esti-
mation option and TPS5. For each bias type (exponential, mean shift, and oscillation),
two different networks are trained with DS = off and on options, resulting in six dif-
ferent trained networks. While "Sample Size for Each Model" gives the dataset size
according to our experimental settings, "Training Sample Size" and "Testing Sample
Size" show the respective number of samples used in training and testing phases of

five-fold cross validation.

The experimental results reported in the following subsections are produced by using

the estimation options and sample sizes given in Table[5.9
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5.5.1 MLPR Experimental Results

The MLPR experiments described in this subsection are carried out on a computer
with 32GB RAM, RTX 2080 Super 8GB as the GPU, and 17-8§700K CPU @ 3.70GHz
as CPU. Python Version 3.9 is used in implementing the MLPR network for training

and testing purposes.
MLPR Cross Validation Test Results

With the predetermined MLPR configuration, we first conducted experiments to see
whether or not the MLPR network could learn to estimate the truncation point from
the AR model data. The motivation for training the neural network with the AR
model data is that we can control up to which observation number in the time series
the bias takes effect, when the bias term is set to zero, and then when the steady-
state is reached, which gives us the TP estimate. Then, we can find the difference
between this estimated TP value and the target TP value given to the network, and
calculate the MAPE as a performance measure. Five-fold cross validation results of
the MLPR-S and MPLR-A estimation options for the AR model, which are defined
in Table [5.9] are given in Table [5.10] for TP5 and Table [5.11] for TP9. In order to
analyze the MLPR network performance in more detail, we report the MAPE values
separately for different target TP values as well as the overall MAPE. However, in

terms of evaluating the performance, our main focus is the overall MAPE value.

When we examine the MAPE values for TP5 and TP9 in Tables [5.10] and 5.11] we

make the following observations.

e Effect of data smoothing: For both TP5 and TP9, MAPE values for DS = on are
significantly lower compared to those for DS = off. For the MLPR-S estimation
options, the overall MAPE values range from about 4.5% to 6% when DS = on,
whereas they remain consistently above 10% when DS = off. For TP9, they are
over 20% for BT = mean shift or oscillation. MAPE values are almost halved
for the MLPR-A estimation option as well. This is expected since data smooth-
ing (taking moving averages of successive observations) reduces the variability

in the time series and makes TP estimation easier.
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e Effect of the estimation option: The MLPR-A estimation option shows a supe-
rior performance than all MLPR-S options. For TPS, the overall MAPE value
stood at 1.24% when DS = off and is reduced to 0.72% when DS = on. The
respective MAPE values for TP9 are 2.48% and 1.36%. These are much lower
than MLPR-S MAPE values, which are over 4.5% even when DS = on. We
can conclude that the MLPR-A network is more capable of deriving insights
from the provided data and generating TP estimates that demonstrate a notable
degree of proximity to target TP values. MLPR-S networks have to deal with a
single bias pattern at a time, which should make TP estimation easier. However,
the MLPR-S dataset size is one third of the entire dataset. We believe that the
reason why the MLPR-A network shows much better performance is because
it is trained using the entire dataset having three times as many samples as a

MLPR-S dataset.

e Effect of the truncation point: When different TP target values are considered,
the only pattern seen for the MLPR-S networks is that MAPE values are higher
for the extreme TP targets (200 and 400) than those for the central TP values
(closer to 300). On the other hand, the MLPR-A network results have the oppo-
site pattern compared to MLPR-S. The MAPE values of the extreme TP values
are lower than those of the central ones. The performance difference between
MLPR-S and MLPR-A may again be due to the dataset size used in training the
MLPR network.

e Effect of the bias type: For the case of TPS5, there is not a significant differ-
ence in MAPE values among MLPR-S networks trained with exponential, mean
shift, or oscillation bias types. For TP9, however, MLPR-S networks with expo-
nential and oscillation bias types show mush poorer performance with MAPE

values as high as 40% when the TP target is 200 and DS = off.

For the MLPR-S experiments, the computing time per fold of cross validation is in the
range of 29-90 seconds, and the average computing time per fold is 46 seconds. For
the MLPR-A experiments, the computing time per fold of cross validation is in the

range of 142-398 seconds, and the average computing time per fold is 235 seconds.

Because significantly lower MAPE values were obtained from all four different net-
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works of the MLPR-A estimation option, we decided to continue our work with this
option. Furthermore, the outcomes were encouraging about the the network’s ability
to make predictions for previously unseen data. For examining the network weights
and testing the selected estimation option based on previously unseen data, we came
up with two versions of the MLPR-A option by re-training the network using all
56,700 samples. MLPR-TPS version was obtained by training the network using
the entire dataset of size 56,700 where generated samples had 5 discrete truncation
points. Similarly, MLPR-TP9 version was obtained by training the network using the
dataset of all samples involving 9 truncation points. Then, the network weights were
analyzed in more detail and the networks were tested for truncation point estimation

in the AR and M/M/1 models.
Examination of the MLPR Network Weights

Before moving on to the testing phase, we examined the weights of the MLPR net-
work trained using 56,700 samples of data. From these weights, we can understand
which input node the MLPR network considers the most likely when estimating the
TP. There are 1000 nodes in the input layer, 200, 150, and 100 nodes in the three hid-
den layers, and 1 node in the output layer of the MLPR network. When we examined
the weights, four different weight matrices were obtained of dimensions 1000x200,
200x150, 150x100, 100x1. Each weight matrix represents the transition from one
layer to the next. By performing matrix multiplication on these matrices, we gener-
ated a weight matrix of dimensions 1000x1 (or a weight array of size 1000), which
shows the effect of input data (time series) on the output (TP estimate). Such weight
arrays of the MLPR-TP5 and MLPR-TP9 networks used in the testing phase are plot-
ted in Figure [5.6]
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Figure 5.6: Product of Weight Matrices of the MLPR Network from Input Nodes to
Output Node

As seen in Figure [5.6] the weights of the input values that are closer to the target
TP values are larger and have more effect on TP estimation. The range of weights
corresponding to the target TP values has an increasing pattern compared to weights
corresponding to the remaining observation values, which is expected. This pattern is
more pronounced in the case of TPS. Furthermore, the weights tend to hover around
zero for the shared values that are prevalent in the steady-state condition across all

the AR model data used in the MLPR network training.
MLPR Truncation Point Estimation Test Results for the AR Model

For testing the MPR-TPS and MLPR-TP9 networks trained with the AR model data,
a new dataset not used in training was generated as described in Section [5.2] For this
purpose, for each BT, AP and BC values were chosen randomly from the discrete

levels listed in Table [5.1] whereas the TP values were generated randomly between
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200 and 400 in a continuous manner. The test dataset contains 30 replications (each
of length 1000 observations) for a single experiment, and 3000 replications for 100
experiments for each BT. In order to better understand the testing process, the results

obtained in a single experiment with MLPR-TP5 are given in Table

For evaluating the results of a single experiment, performance measures used by
White et al. (2000) were taken into account. The sample mean and standard devi-
ation in Table [5.12] were found based on truncated averages of 30 replications using
the TP estimate found for each replication. In addition, a confidence interval for the
steady-state expected value (CI-M) was constructed, and the bias was calculated. A
hypothesis test was also conducted on the equality of the sample mean and the ex-
pected value (or true mean). We fail to reject the H that they are equal since p-values
are above 0.05. This implies that the confidence interval constructed is likely to cover

the true mean.

The results in Table [5.12]indicate that, for each bias type and DS option, the MLPR-
TP5 network produces successful TP estimates. When the bias column is examined,
the difference between the sample mean and the true mean is 0.0291 at the most.
Hence, it can be said that TP estimates can eliminate the initialization bias in the time

series. Also, the p-values of the hypothesis test are larger than the significance level

of 0.05.

Although the MLPR-TPS5 network performed well in a single experiment, more com-
prehensive analyses should be carried out for both MLPR-TP5 and MLPR-TP9 net-
works based on multiple experiments. Hence, 100 experiments were performed for
the AR model each with 30 replications. The test results of these 100 experiments
are summarized in Tables and for the two networks. After the statistics
for each experiment are computed using truncated averages of 30 replications, aver-
ages are found over 100 experiments under the "AR Time Series" heading. Under
the "Coverage" heading, the number of CI-M confidence intervals that cover the true
mean is counted out of the 100 experiments. Then, a confidence interval for the cov-
erage probability (CI-C) is constructed. Finally, the TP estimate statistics are given

under the "TP Estimation" heading.

No weakness is observed for either network when the test results for the AR model
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data are examined. Both MLPR-TP5 and MLPR-TP9 networks show great success in
truncation point estimation for the AR model data. Under the "Coverage" heading, the
number of Cls that cover p is always over 95%. Under the "TP Estimation" heading,
the numbers of TPs that are greater than the run length are all zero, which shows
that the replication length of 1000 is sufficient. We can see that the most significant
difference between the two networks is in the distribution of TP estimates. While the
average of the TP estimates found by the MLPR-TPS5 network is approximately 355,
the estimates of the MLPR-TP9 network correspond to the 400" observation on the
average. Although both networks were trained with TP targets from the same range,
the MLPR-TP9 network finds TP estimates at later observations than the MLPR-TPS
network. However, this difference does not adversely affect the performances of the

networks for the AR model data.
MLPR Truncation Point Estimation Test Results for the M/M/1 Model

The M/M/1 model is used to test the MLPR networks to see if they are capable of
estimating the TP for a different simulation model. Test data for delay in queue in
the M/M/1 model are generated for five different traffic intensity values. DS = off
and on options are also used in M/M/1 test experiments. The results of a single
experiment are given in Table [5.15] where the MLPR-TP5 network is used for TP
estimation. The table format is the same as of Table for the AR model. These
results are promising since the true mean values fall between lower and upper limits
of the confidence intervals for all traffic intensity levels, and all p-values have values
greater than 0.05. In addition, TP estimates become larger as the traffic intensity
increases, especially when DS = off. This is expected because it is known that, as
the traffic intensity increases, the variability in the system increases as shown by the

standard deviation values, and the steady-state is reached at later times.

For the M/M/1 model, again 100 experiments were conducted with both MLPR-TP5
and MLPR-TP9 networks. The results are summarized in Tables and[3.17l There
are similarities in the results of the two networks. Bias values are small and cover-
age values are large enough for both networks when the traffic intensity is relatively
lower. The confidence interval constructed for the coverage probability covers 95%.

However, starting with the case where the traffic intensity is 0.8 and DS = On, the
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coverage performance decreases for both networks. For the traffic intensity level of
0.9, the number of CI-M confidence intervals that cover i decreases to 69 and 75 for

MLPR-TP5 for DS = off and on. The same values are 64 and 25 for MLPR-TPO.

In parallel to coverage values decreasing with high traffic intensity, the number of TPs
that are greater than the run length increases, which shows that the replication length
of 1000 may be insufficient in these cases. This number should be zero or at least
close to zero. When the traffic intensity is 0.9, MLPR-TP5 cannot find a TP estimate
in 120 replications for DS = off and 89 replications for DS = on. However, these
values go up to 667 and 1180 for MLPR-TP9. MLPR-TP9 starts experiencing this
issue at traffic intensity level of 0.8. For MLPR-TP5, in the worst case, unpredicted
replications only account for 4% of all 3000 replications. However, this value is about

39% for MLPR-TP9, which is unacceptable.

Although both networks show similar patterns of performance change, the numerical
results indicate that the MLPR-TP5 network in general outperforms the MLPR-TP9
network. In addition to the coverage values and unpredicted replications discussed
above, lower average bias values at high traffic intensity also indicate that the MLPR-

TP5 network is more successful than the MLPR-TP9 network in TP estimation.

Since the performance of the MLPR networks was not at the desired level at high
traffic intensity levels, we continued our work in this area. As the presence of un-
predicted replications might be an indication of insufficient replication length, we
decided to increase it from 1000 to 5000 observations. However, since both MLPR-
TP5 and MLPR-TP9 networks were trained with 1000 observations, the length of the
test data should also be 1000. Therefore, we reduced the simulation output of 5000
observations to the test data of length 1000 by batching the M/M/1 model observa-
tions. The batch size was taken as 5 and 1000 batch means were obtained to be used
as the test data. Batching observations also resulted in reducing the variability in the

simulation output.

The results obtained with batched test data for the traffic intensity levels of 0.8 and

0.9 are given in Tables and

The positive effect of increasing the simulation replication length and batching is
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clearly seen in Tables [5.18| and With the batched simulation output, the per-
formances of both MLPR-TP5 and MLPR-TP9 networks are increased at high traffic
intensity levels. An increase is observed in the number of Cls that cover . We can
conclude that the MLPR networks can find TP estimates such that truncated sample
means obtained are closer to true means. The number of TPs greater than the run
length also show a significant decrease when the batched output is used. Although
the MLPR-TP9 network still has poor performance when the traffic intensity is 0.9,
the MLPR-TP5 network seems to eliminate the deficiency in TP estimation with the

help of increased replication length and batched M/M/1 data.

To summarize, the performances of both MLPR networks in experiments on the AR
model data are promising. When we compare the two networks in the AR model
experiments, there is not much difference between them. However, performances of
the two networks differ when they are used on the M/M/1 model data. The MLPR-
TPS5 network is superior to the MLPR-TP9 network for the M/M/1 model. This may
be because the TP5 version uses 'more discrete’ TP target values than the TP9 version
in training, and this may result in the MLPR-TP5 network learning better with more

clear cut TP target values.

86



5.5.2 LSTM Experimental Results

The LSTM experiments described in this subsection are carried out on the same com-

puter using the same Python version as the MLPR experiments.
LSTM Cross Validation Test Results

As with the MLPR network, the LSTM network was first cross validated using only
the AR model data. The performance of the LSTM network was analyzed again by

using five-fold cross validation.

In investigating whether or not the LSTM network can learn the given target variables
with the AR model data, the LSTM network was first used with the same configura-
tion as that of the MLPR network. However, as mentioned in Section 4.2.2] memory
and computing time problems occurred since the LSTM network has a more complex
structure than the MLPR network. For both DS = off and DS = on options, the LSTM
network gave an out-of-memory error before completing 20 epochs. Therefore, in
order to solve these problems, modifying the input data was unavoidable. The AR

model time series was batched to generate new input data of lengths 200 and 100 as

given in Equations .9 and .10

The results obtained with the three different data lengths and respective hidden layer
sizes with the configuration given in Section [4.2.2] are summarized in Table [5.20] for
TP5 and Table for TP9.

As can be seen in Tables [5.20] and [5.21] the overall MAPE values for LSTM exhibit
unacceptably high levels. In both tables, when the MAPE values are examined sepa-
rately for individual target TP values, we observe that the MAPE values are lower for
the central target variable values. They are much higher for the extreme TP targets.
Based on this observation, the TP estimations of the LSTM network were examined
more closely, and it was discovered that the LSTM network found very similar TP
estimates around the central target value for all samples in the dataset. Therefore, we
concluded that the LSTM network could not learn the target variable values from the

data, with our selected configurations.

The averages of the training times per fold for the LSTM network are approximately
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2840 and 1460 seconds for the hidden layer size 40, 30, 20 and 20, 15, 10, respec-
tively. Computing times for 200, 150, 100 are not given since 20 epochs are not
completed. Compared to MLPR, the computing time performance also lags behind

for the LSTM network.

To summarize, the LSTM network did not perform well with the specified config-
urations. The average MAPE values of five folds could not drop below 16% with
different input data lengths. As these results were not at the desired level, test ex-
periments were not conducted with the LSTM network on the complete sets of AR
model data and M/M/1 model data. However, considering the possibility that the test
performance could be better than the training performance, some limited test runs
were made on the M/M/1 model data. When the LSTM network is tested on M/M/1
model data with traffic intensities of 0.5 and 0.9, LSTM estimated all the truncation
points as the average of the target values as in cross validation tests of the AR model
data. This supported our conclusion that the LSTM network could not learn how to

estimate the truncation point.

5.5.3 CRNN Experimental Results

The CRNN experiments described in this subsection are carried out on the same com-

puter using the same Python version as the MLPR experiments.
CRNN Cross Validation Test Results

The CRNN network is studied in a framework similar to the LSTM network. The
only difference from the LSTM network is that the first layer of the hidden layers
is the conditional recurrent layer, and the input data has been made suitable for this
network. As mentioned before, this change in the input was made to analyze whether
the performance of the neural network can be improved by giving the bias types in

the AR model as an auxiliary input to the network.

However, the memory and computing time problems experienced in the LSTM net-
work were also faced in the CRNN network. When a time series of length 1000
and its bias type were given as input to the CRNN network, 20 epochs could not be

completed while training the network. The solution for the LSTM network was also
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applied to the CRNN network. The data length was reduced from 1000 to 200 and

100, and the hidden layer sizes were also decreased accordingly.

The results of five fold cross validation with different input data lengths and different

hidden layer sizes are given in Table[5.22]for TP5 and [5.23| for TP9.

As seen in Tables[5.22]and[5.23] the performance of the CRNN network is not encour-
aging. Results are similar to those obtained with the LSTM network. Average MAPE
values calculated for five folds always stay above 16%. When the TP estimations
made by CRNN on the AR model data are examined in detail, all of the estimates are
almost the same around the central target value. It seems that, like LSTM, CRNN also
estimates the TP as the average of the given TP target values for all samples in the
dataset. The network could not effectively learn truncation point estimation for the
AR model data under investigation. Consequently, no further tests were conducted

with the CRNN network using the AR and M/M/1 data.

The averages of the training times per fold for the CRNN network are approximately
2890 and 1440 seconds for the hidden layer size 40, 30, 20 and 20, 15, 10, respec-
tively. Computing times for 200, 150, 100 are not given since 20 epochs are not
completed. Compared to MLPR, the computing time performance also lags behind

for the CRNN network.

5.6 Comparison of MLPR Results with MSER and MSER-5

5.6.1 MSER and MSER-5 Definition and Results

Definition and Formulation of MSER and MSER-5

MSER and MSER-5 are two methods widely used in literature to estimate the trun-
cation point. They are also included in many studies that compare the performance
of existing truncation point heuristics or proposed new methods. White et al. (2000)
compared MSER and MSER-5 with three different truncation point heuristics. Hoad
et al. (2008) examined the truncation point heuristics with the purpose of automating

them and concluded that MSER-5 is the best method to accomplish that. Mokashi et
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al. (2010) compared N-skart and MSER-5 methods. Oh and Park (2015) compared
their proposed solution method (exponential variation rate) with MSER-5 consid-
ering their effectiveness, consistency, and confidence. Similarly, we compared our

proposed solution methods withnd MSER-5.

White (1997) introduced the MSER method to the literature with the name Marginal
Confidence Rule (MCR). Then, by modifying this method, Spratt (1998) conducted
studies for the MSER-5 method. White et al. (2000) mentions that "The MSER and
MSER-5 determine the truncation point as the point that best balances the tradeoff
between improved accuracy (elimination of bias) and decreased precision (reduction
in the sample size) for the reserved series." Here, the reserved series means the data
remained after deleting the portion from the first observation to the truncation point
estimate. With this approach MSER and MSER-5 aim at minimizing the width of
the confidence interval constructed for the true steady-state mean. However, White et
al. (2000) also state that "as the series of reserved observations is sequentially corre-
lated, the marginal confidence interval is not a valid estimator of the truncated mean.
The marginal confidence interval is a measure of the homogeneity of the truncated
series reserved for analysis." However, we compare our methods with MSER based
on independent replications, hence the confidence intervals constructed for the true

steady-state mean are valid.

Given a series X;,7 = 1, ..., m, White et al. (2000) formulates the MSER method as
in Equation

1

(m_d)Qi

ST (Xi— Xina)® (5.17)

=d+1

d* = argmin

where d* is the optimal truncation point, m is the replication length, X, 4 is the trun-
cated sample mean found using the truncation point candidate d. Calculation of X, 4
can be found in Equation m For the selection of d*, we tested as d the first 800
observations (0.8 times the replication length of 1000) so that d* will not be close to

the last observations in every trial.

. 1
Xona = > X (5.18)



While MSER deals with individual observations, MSER-5 works with non-overlapping
batch means of size 5, calculated from the individual observations for determining the

truncation point. The formulation of the batching process is given in Equation [5.19]

5
1
Zi= 2 XsG-n+i (5.19)
=1

For the MSER-5 method, X; in Equation must be replaced with Z;.
MSER and MSER-5 Truncation Point Estimation Results

In order to better understand the relative performance of the methods we proposed as
a solution to the initial bias problem, we examined the performances of MSER and
MSER-5 methods on the same test data and within the same experimental framework.
In making a comparison, the performance measures described in Section [5.3]are also
used for the MSER and MSER-5 methods. Firstly, TP estimation results of MSER
and MSER-5 methods for the AR model data are given in Table and Table

respectively.

As with the results of the MLPR network, the main performance measure we consider
in Tables and is whether or not the confidence intervals constructed for
the steady-state mean in 100 experiments cover the true mean. MSER and MSER-5
methods perform well in estimating the truncation point of data with DS = on option.
Almost all of the confidence intervals constructed for the coverage probability cover
0.95 for both methods. Only the MSER-5 result with Exponential Bias and DS = on
does not cover this value, but the upper limit of the coverage confidence interval is
close enough. However, the results of the DS = off lines in Tables @] and @] are
not at the desired level. When DS = off, both MSER and MSER-5 methods generally
perform better for the oscillation bias compared to other bias types. The MSER-5

coverage values for this case rises to 92, which is satisfactory.

Another vital performance measure is whether or not the truncation point value es-
timated by the method is greater than the run length. However, this metric is not
applicable for the MSER and MSER-5 methods since we restrict the candidate trun-

cation points up to the 800" observation in the time series.
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Performance of MSER and MSER-5 methods for the M/M/1 data are given in Tables
[5.26]and[5.27] respectively. Truncation point estimations made by MSER and MSER-
5 methods for the M/M/1 data do not yield encouraging results. When the values
under the "Coverage" heading are examined, no coverage value is as high as desired.
The maximum number of Cls that cover p are are 51 and 52, far from the target of
a 95% CI. We can understand the reason why the coverage values are so low from
the metrics under the "Delay in Queue" heading. We can see that the bias values
are large, which means that there is significant difference between the true mean
and the sample mean obtained by discarding the data before the estimated truncation
point. As a result, the confidence intervals do not cover the true mean delay in queue.
To summarize, these two methods could not show a successful performance for the

M/M/1 model data with low coverage values.

The increased replication length and batching improved the performance of the MLPR
network in the M/M/1 model tests with higher traffic intensity levels. We investigated
whether or not the same situation was valid for the MSER and MSER-5 methods.
Data with a length of 5000 observations were produced from the M/M/1 model, and
the data length was reduced to 1000 by batching. When these new data were given as
input to MSER and MSER-5, results in Tables and were obtained. Although
the replication length was five times as long as the original, this did not improve the
coverage performances of MSER and MSER-5 when the traffic intensity was 0.9 and

contributed only a little when the traffic intensity was 0.8.

Once the neural networks are trained, the TP estimation computing time for a test
sample is negligible for both AR and M/M/1 data. With MSER, the computing time
for an AR sample is in the range of 0.0952-0.3024 seconds, and the average com-
puting time per sample is 0.1028 seconds. The same figures are 0.0045-0.0265 and
0.0048 seconds with MSER-5. For M/M/1 samples, MSER estimation times are in
the range of 0.1026-0.5097 seconds, and the average computing time per sample is
0.1138 seconds. The same values are 0.0048-0.0268 and 0.0049 seconds with MSER-
5. It should be noted that no extra effort was spent to optimize the codes for MSER
and MSER-5 computations.
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5.6.2 Comparison of Truncation Point Estimation Results for MLPR, MSER,
and MSER-5

In this section, a comparison of the MLPR, MSER, and MSER-5 solutions reported
in the previous sections will be made. Only a few of the performance measures are
selected in making these comparisons. In the previous sections where the results
of each solution approach were shared in detail, the number of Cls that cover p,
the number of TPs that are greater than run length, and occasionally the bias were
discussed for each method, as they are found more important than the other metrics.
Comparisons in this section will be made by taking the same performance measures

into account.

Comparison of the test results for the AR model are summarized in Table [5.30|for the

MLPR-TPS5, MLPR-TP9, MSER, and MSER-5 methods.

The performances of all four solution methods, regardless of the bias type, were close
to each other, and successful results were obtained when DS = on. The two MLPR
networks outperform the MSER and MSER-5 methods in terms of the bias and the
number of Cls covering y in scenarios where DS = off. Both MLPR-TP5 and MLPR-
TP9 networks achieve very satisfactory results in terms of the coverage regardless
of the DS option. However, MSER and MSER-5 results when DS = off go down to
65-70% from approximately 95% achieved when DS = on. It seems that the MSER
and MSER-5 methods benefit more from data smoothing, and MSER-5 is in general
better than MSER. No problems were observed for any of the solution methods in

terms of the number of TPs greater than run length.

Based on these results, we can see from Table @ that MLPR networks outperform
MSER and MSER-5 methods, although the latter methods show satisfactory perfor-
mance as well when DS = on. As for the two MLPR networks, there is no evidence
in their performances to decide one network is better than the other as far as TP es-
timation for the AR model is concerned. We can state that both MLPR-TPS5 and
MLPR-TP9 networks passed this test with the AR model successfully.

Results of the four solution methods for the M/M/1 model are given in Table [5.31]
when DS = off and Table when DS = on.
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Table 5.30: Comparative Results for AR Model

Bias Type & DS | Solution Method | Bias | Number of Cls that cover p | # of TPs >run length

MLPR-TP5 0.0006 96 0
Exponential MLPR-TP9 0.0022 97 0
DS = Off MSER 0.0777 60 -
MSER-5 0.0195 73 -

MLPR-TP5 0.0002 97

Exponential MLPR-TP9 0.0016 97
DS =0On MSER 0.0061 95 -
MSER-5 0.0135 88 -

MLPR-TP5 0.0002 99

Mean Shift MLPR-TP9 0.0061 98
DS = Off MSER 0.1262 60 -
MSER-5 0.0266 74 -

MLPR-TP5 0.0005 98

Mean Shift MLPR-TP9 0.0036 97
DS =0On MSER 0.0060 99 -
MSER-5 0.0130 98 -

MLPR-TP5 0.0034 96

Oscillation MLPR-TP9 0.0094 95
DS = Off MSER 0.0227 67 -
MSER-5 0.0049 92 -

MLPR-TP5 0.0055 96

Oscillation MLPR-TP9 0.0076 96
DS =0On MSER 0.0073 97 -
MSER-5 0.0056 98 -

104




Table 5.31: Comparative Results for M/M/1 Model When DS = Off

Traffic Intensity | Solution Method | Bias | Number of CIs that cover p | # of TPs >run length
MLPR-TP5 0.0056 93 0
0.5 MLPR-TP9 0.0096 90 0
MSER 0.0328 46 -
MSER-5 0.0421 34 -
MLPR-TP5 0.0122 92
0.6 MLPR-TP9 0.0115 90
MSER 0.0765 35 -
MSER-5 0.0931 24 -
MLPR-TP5 0.0188 89 0
0.7 MLPR-TP9 0.0107 92 10
MSER 0.1925 26 -
MSER-5 0.2163 20 -
MLPR-TP5 0.0919 90 4
0.8 MLPR-TP9 0.0773 88 89
MSER 0.5629 15 -
MSER-5 0.5610 12 -
MLPR-TP5 0.0336 92 0
0.8 MLPR-TP9 0.0220 89
Batched MSER 0.2008 41 -
MSER-5 0.2467 31 -
MLPR-TP5 0.8616 69 120
0.9 MLPR-TP9 1.3214 64 667
MSER 1.4524 52 -
MSER-5 1.4529 49 -
MLPR-TP5 0.2780 81 39
0.9 MLPR-TP9 0.6628 69 450
Batched MSER 1.1338 26 -
MSER-5 1.2073 21 -

105




Table 5.32: Comparative Results for M/M/1 Model When DS = On

Traffic Intensity | Solution Technique | Bias | Number of CIs that cover i | # of TPs run length
MLPR-TP5 0.0037 95 0
0.5 MLPR-TP9 0.0076 93 0
MSER 0.0544 16 -
MSER-5 0.0414 19 -
MLPR-TP5 0.0072 90
0.6 MLPR-TP9 0.0070 89
MSER 0.1144 10 -
MSER-5 0.1112 12 -
MLPR-TPS 0.0155 87 0
0.7 MLPR-TP9 0.0336 90 33
MSER 0.2518 12 -
MSER-5 0.2473 16 -
MLPR-TP5 0.1151 83 3
0.8 MLPR-TP9 0.2644 71 276
MSER 0.6389 10 -
MSER-5 0.6283 11 -
MLPR-TP5 0.0370 90 0
0.8 MLPR-TP9 0.0087 92 30
Batched MSER 0.2258 34 -
MSER-5 0.2493 28 -
MLPR-TP5 0.7269 75 89
0.9 MLPR-TP9 2.4565 25 1180
MSER 1.4870 50 -
MSER-5 1.4638 51 -
MLPR-TP5 0.3193 69 60
0.9 MLPR-TP9 1.0442 50 823
Batched MSER 1.1721 23 -
MSER-5 1.2112 21 -
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According to Tables [5.3T]and [5.32] for the M/M/1 model, MLPR-TPS5 network is the
solution method that gives the most successful results among the four methods. For
each traffic intensity level, the MLPR-TPS network yielded the best performance in
almost all cases, both in terms of the bias and the number of Cls that cover pu. It
performed either the best or near the best in terms of all three metrics shown in the

tables.

Interestingly enough, the coverage results of the MLPR-TPS network is not worse
when DS = off compared to the case when DS = on, in particular for the high traffic
intensity levels. When the M/M/1 model data with increased replication length and
batching is used for the traffic intensity level of 0.8, the number of CIs that cover u
is 92 with DS = off option and 90 with DS = on option. The same numbers for the
traffic intensity level of 0.9 are 81 and 69. We can conclude that data smoothing is

not absolutely necessary for the MLPR-TPS network to succeed.

The MLPR-TPS network is not comparable with MSER and MSER-5 in terms of the
number of TP estimations greater than run length, as this metric is not applicable for
MSER and MSER-5. However, we can ignore this metric in this comparison, as the
MLPR-TPS network gives significantly better results in other performance measures.
Indeed, for the MLPR-TP5 network with DS = off, this value is at most 4% (120
out of 3000 replications), which is observed for the traffic intensity level of 0.9. In-
creasing the replication length and batching reduced this value to 1% (39 out of 3000

replications).

The MLPR-TP9 network is dominated by the MLPR-TP5 network in terms of the
M/M/1 model test performance. However, it still achieves more successful results
than the MSER and MSER-5 methods. In general, we can conclude that the MLPR

networks give more successful results for a queueing system such as M/M/1.

In summary, both MLPR-TP5 and MLPR-TP9 networks performed better in TP es-
timation than MSER and MSER-5 methods, particularly in the M/M/1 model tests.
MSER and MSER-5 could not outperform the MLPR networks for almost any test
data. Although MLPR-TP5 and MLPR-TP9 networks could not outperform each
other in the AR model tests, the MLPR-TP5 network dominated the MLPR-TP9 net-

work in the M/M/1 model tests with or without data smoothing.
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5.6.3 Comparison of Estimated Truncation Point Distributions for MLPR, MSER,
and MSER-5

So far, we analyzed and compared the TP estimation performances of the three ma-
chine learning methods we proposed as well as the two conventional methods from
the literature. This was done by using MAPE for cross validation and coverage of the
confidence intervals constructed for the true steady-state means after the estimated
TP values were used to discard the initialization bias. Although some statistics such
as the average, minimum and maximum values were also reported for the TP esti-
mates, we need to examine their distributions to better understand the performance

differences of the competing methods.

To examine the distributions of the TP estimates from which the results in Tables[5.30]
and[5.32) are obtained, histograms of these estimates are plotted. Histograms of
the TP estimates for the AR model are given in Figure|5.7|for the three bias types and
two DS settings.

In the histograms for the AR model, the horizontal axis represents the bins of ob-
servation numbers in a replication. The vertical axis represents the frequency of TP
estimates found by the solution methods. Since no TP estimate for the AR model
exceeds 800 observations, the scale of the horizontal axis is narrowed to 0-800 range
instead of the replication length of 1000 so that the histograms can be seen more

clearly.

According to Figure TP estimates found by all four methods when DS = on are
distributed closer together (have a lower variability or spread) compared to the DS
= off case where TP estimates have a higher variability or spread. Regardless of the
bias type, all four solution techniques seem to find similar TP estimates with DS = on
option with the exception of MLPR-TP9. TP estimates of the MLPR-TP9 network
in general tend to be larger than those of the other methods. This is also seen in the
average TP estimates of the MLPR-5 and MLPR-TP9 networks, which are 355 and
400, respectively.

When DS = off, while MLPR-TP9 overestimates the TP values, MSER and MSER-5

methods come up with some very early TP estimates. This is the reason why the
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coverage performance of these two methods is relatively lower in some scenarios

where DS = off.

The MLPR-TP5 network, on the other hand, produce TP estimates in accordance with
the TP range used in generating the AR model data, regardless of the DS setting. This

explains the superior coverage performance of the MLPR-TPS network.

Histograms of the TP estimates for the M/M/1 model are given in Figure [5.§] for the

five traffic intensity levels and two DS options.
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Figure 5.8: Continued

Compared to Figure [5.7) for the AR model, histograms in Figure [5.8] for the M/M/1
model exhibit a much higher spread. The most striking issue is that the TP estimates
of the MSER and MSER-5 methods are mostly at the beginning of the data sequence.
Underestimation of TP values is also observed in the AR model histograms, but it is
more pronounced in the M/M/1 model. The poor performance of these two methods
for the M/M/1 model can be attributed to this behavior. For all traffic intensity levels
and both data smoothing options, the MSER and MSER-5 methods come up with

premature TP estimates in the vast majority of cases.

The TP estimate distributions of MLPR-TP5 and MLPR-TP9 networks are in gen-
eral similar for the M/M/1 model with low traffic intensity (especially 0.5, 0.6, and
0.7) and DS = off. These two networks seem to produce similar TP estimates. How-
ever, when the traffic intensity is 0.7 and higher and DS = on, the TP estimates of

the MLPR-TP9 network have a more widespread distribution. When we compare
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them with the estimates of the MLPR-TP5 network, we see that MLPR-TP9 esti-
mates larger TP values closer to the end of the data sequence. This behavior of the
MLPR-TP9 network is also supported by the larger number of TPs that are greater
than run length compared to that of MLPR-TPS. The reason for this may be because
the MLPR-TP9 network is trained with ’less discrete’ target values, its TP estimates

have higher spread, and it estimates that the steady-state is reached at a later point.

As the traffic intensity increases, the M/M/1 model is known to reach steady-state
later. Both networks exhibit a similar behavior as the traffic intensity increases. Con-
sidering the maximum estimated TP values, the unpredicted TP values for low traffic
intensity levels in the histograms began to be estimated for the traffic intensity level
of 0.9. Similar results can be observed for the MSER and MSER-5 methods. For
these two methods, the frequency of TP estimates in the range 750-800 increases for

the traffic intensity level of 0.9.

The histograms of TP estimates support the inferences made from the numerical re-
sults given in the previous section. To summarize, when the histograms of the TP
estimates are examined, no negative inferences are made regarding the estimates of
the MLPR-TP5 network. However, problems are encountered with specific data types
for the other methods. Therefore, we can conclude that the MLPR-TPS5 network can

be selected as the best solution approach in this study.
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CHAPTER 6

CONCLUSIONS

Summary of the Work Done

This study addresses the initialization bias problem, which is encountered when an-
alyzing outputs of steady-state simulations. Three different machine learning tech-
niques, namely Multilayer Perceptron Regressor (MLPR), Long Short-Term Memory
(LSTM), and Conditional Recurrent Neural Network (CRNN), were used to develop
a solution approach for the initialization bias problem by estimating the truncation

point in simulation output sequence.

In steady-state simulations, the output sequence obtained from the model is usually
divided into two phases. The transient phase is the portion of the output data that
contains the effects due to arbitrary initial conditions of the simulation. The transient
phase is often followed by the steady-state phase where the system modeled reaches
an equilibrium, and the output sequence and statistics stabilize. The output data col-
lected during the transient phase are not representative of the system’s steady-state,
and cause bias in output statistics if included in the analysis. This is known as the
initialization bias problem in steady-state simulations. In order to analyze the sim-
ulation output accurately, the transient phase must be eliminated from the data. To
accomplish this, a truncation point must be determined, and the data before the trun-
cation point should not be used in the output analysis. In this study, we employed
three machine learning techniques for estimating the truncation point in steady-state

simulation in an attempt to eliminate the initialization bias.

The autoregressive (AR) and M/M/1 queueing system models were used to generate

the simulation output data. The original AR model generates a time series in steady-
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state. For studying the transient phase and estimating the truncation point, some
bias must also be included in the initial portion of the time series. Therefore, three
different bias types were introduced to the AR model. Exponential, mean shift, and
oscillation bias functions were added up to a certain point in the AR model time series.
Through this approach, we could acquire the essential target truncation point values
necessary for training the neural networks. The M/M/1 model data, on the other hand,

do not have known truncation points but could be used in testing the neural networks.

The MLPR network is a special case of the multilayer perceptron, designed with ad-
justments to the output layer to enable regression tasks to predict or estimate continu-
ous target variables. The LSTM is an advanced form of the recurrent neural networks
(RNN) and employs specialized memory cells to capture short and long-term depen-
dencies in sequences. The CRNN differs from conventional RNN networks by includ-
ing a conditional layer. This unique layer enables the utilization of time-independent
data as auxiliary input to the neural network. We could train these machine learn-
ing techniques with the AR model data as we knew the truncation point values. Our
aim in this study was to analyze whether or not these neural networks could learn to
estimate the truncation point and explore if we could eliminate the initialization bias

problem with the help of these methods.

Performances of the three machine learning based solution approaches were exam-
ined by considering five different performance measures. The networks were five-
fold cross validated using the AR model data. For the performance of each fold,
mean absolute percentage error (MAPE) and computing time were taken into ac-
count. In the tests involving 100 experiments each with 30 replications, evaluations
were made based on the confidence intervals for the steady-state expected values and
bias, the coverage of these confidence intervals, and truncation point estimations.
The confidence intervals were constructed after eliminating data before the estimated

truncation point, to see if they cover the steady-state expected values.
Main Conclusions

Experiments were performed with similar configurations for all three neural net-
works. In the MLPR network cross validation, the MAPE values for truncation point

estimates were found to be 0.7-2.5% depending on the experimental settings. How-
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ever, similar performances could not be obtained for the LSTM and CRNN networks.
The MAPE values for these two networks were approximately 17% and 18%. LSTM
and CRNN estimated all truncation points as the average of the target truncation point
values given to the network. Based on these results, we concluded that these two
networks could not learn from the AR model data with the specified network con-
figurations. Therefore, we continued to work only with the MLPR network in more

detailed tests.

In order to analyze the performance of the MLPR network in more detail, it was com-
pared with the conventional MSER and MSER-5 methods, which are well-known in
the literature. MSER and MSER-5 aim to identify the truncation point as the opti-
mal point considering the trade-off between enhanced accuracy (reducing the bias)
and increased precision (reducing the variance) where the fixed sample size is most
effectively balanced for the dataset at hand. Performances of the three methods were

compared in terms of the previously mentioned performance measures.

While comparing these three methods, 100 experiments were conducted for each of
the various experimental settings, using both AR and M/M/1 model test data. In the
truncation point estimations made for the AR model, the performances of the MLPR,
MSER and MSER-5 methods were similar in some scenarios, MLPR performed bet-
ter in some other scenarios, but all three methods achieved successful results in gen-
eral. The coverage of the confidence intervals for the steady-state expected values was
in the ranges 96-99%, 60-99%, 73-98% for the MLPR, MSER and MSER-5 methods,

respectively.

In the M/M/1 model tests, however, the MLPR network dominated the MSER and
MSER-5 methods in terms of performance. At the low traffic intensity levels (0.5-
0.7) in M/M/1, MSER and MSER-5 could not achieve the desired performance, with
respective confidence interval coverages of 10-46% and 12-34%. The MLPR network
(MLPR-TPS version), on the other hand, produced coverages in the range 87-95%.
Estimating the truncation point was more difficult for the MLPR network at the high
traffic intensity levels (0.8-0.9) in M/M/1, hence the replication length was increased
and batching was applied to the observations. In this case, MLPR achieved confi-

dence interval coverages in the range 69-92%. With or without batching, the coverage
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ranges for MSER and MSER-5 were 10-52% and 11-51%, respectively, where upper

bounds of the ranges were obtained without batching.

To conclude, among the machine learning based methods we studied, the MLPR-
TP5 network, built upon the multilayer perceptron regressor and trained with the AR
model data having five discrete target values for the truncation point, was the most
successful solution approach with satisfactory coverage results. This network clearly
outperformed the conventional MSER and MSER-5 methods used for estimating the

truncation point.

The main advantage of using MLPR for truncation point estimation is that, although
human intervention would still be needed for confirmation or adjustment of the trun-
cation point, this need would be minimal compared to MSER or the graphical method

proposed by Welch (1983).
Future Research Suggestions

Studies that use simulation models and machine learning techniques together and seek
solutions to the problems in the literature have increased recently. These two valuable
and vital tools have successfully solved each other’s problems when used together.
This study contributes to the literature by successfully estimating the truncation point
to eliminate the initialization bias in steady-state simulation, by means of machine
learning techniques. To the best of our knowledge, although there are many studies in
the literature dealing with the initialization bias problem, the number of studies using
machine learning techniques for this purpose is very limited. The MLPR network
has shown that it can be effective for eliminating the initialization bias by means of
successful truncation point estimations. However, the LSTM and CRNN networks
need to be explored further to understand the reason why they are not successful
in truncation point estimation and to improve their performance in this area. The
performance of these networks can be tested with different network architectures and

configurations in the future.

MLPR and the other neural networks can be tested with some other more complex
simulation models, particularly models of real world systems. Although the true trun-

cation points and steady-state expected values would be unknown for those models,
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expert opinion can bu used to evaluate the performance of the networks.

This study is limited to three distinct network types. Other types of neural networks
with alternative network structures and configurations can be considered for solving
the truncation point estimation problem. Another candidate method in this domain
can be MARS (Multivariate Adaptive Regression Splines). Conceptually, the trun-
cation point can be determined as the point in the time series at which the linear

regression models fitted by MARS start having a slope of zero consistently.

Furthermore, the MLPR framework we proposed in this study can be applied to other
estimation problems in stochastic simulation, such as determination of input proba-

bility distributions and statistical output analysis.
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