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OzET

Biiyiik Veri ve Makine Ogrenmesi Kullanilarak Elektrik Tiiketim
Oriintiilerinin Cikartilmasi
Fatih UNAL
Doktora Tezi

FIRAT UNIVERSITESI
Fen Bilimleri Enstitiisi

Enerji Sistemleri Miihendisligi Anabilim Dali
Haziran 2022, Sayfa: xii + 139

Enerji sektoriinde giintimiize kadar gerceklestirilen faaliyetlerin biiyiik bir kismi temel olarak
enerjinin tretimine ve iletimine odaklanmaktadir. Bununla birlikte son yillarda o6zellikle, akilli
sebeke ve Geligmig Sayag Altyapisi (Advanced Metering Infrastructure-AMI) gibi teknolojilerin
hayatimiza girmesiyle dagitim ve tiiketici seviyesinde de gercgeklestirilen uygulamalarin sayisinda
ciddi bir artis gozlenmektedir. Elektrik dagitim sirketleri agisindan degerlendirildiginde AMI
sistemler ve akilli sayaclar, yerinde sayag okumas: ihtiyacini ortadan kaldirarak gii¢ akiginin daha
hizli ve giivenilir bir gekilde izlenmesine ve kontrol edilmesine yardimeci olmaktadir. Son kullanici
acisindan degerlendirildiginde ise akilli sayaglar, tiiketicinin dagitim girketinden aldigi hizmetin
kalitesinin artmasini saglayarak enerjinin etkin ve verimli kullanimi hakkinda bir farkindalik

olusturmaktadir.

Bu tez caligmasinda, Biiyiik Veri analitigi ve makine 6grenmesi yaklagimlari kullanilarak tiiketici
seviyesinde kisa dénemli yiik tahmini ve kayip-kagak tespiti uygulamasi gergeklestirilmigtir. Kisa
dénemli yiik tahmini uygulamasinda akilli sayag verileri kullanilarak tiiketicilerin yiik profilleri ve
tliketim oriintiileri gikarilmigtir. Tiiketici seviyesinde yiik tahmini yiiksek degiskenlik, belirsizlik ve
veri gizliligi gibi sorunlar nedeniyle dagitim hatt1 seviyesinde gerceklestirilen toplam yiik tahminine
gore daha karmagik siireclerin tasarlanmasimi gerektirmektedir. Bu nedenle, kisa dénemli yiik
tahmini uygulamasi icin hibrit bir derin 6grenme modeli olusturulmustur. Onerilen model,
1-Boyutlu (1-B) evrisimsel sinir aglarim (Convolutional Neural Network-CNN), uzun kisa siireli
bellek (Long Short Term Memory-LSTM) aglarimi ve geligmis veri 6n igleme yontemlerini
biitiinlegik bir gercevede kullanmaktadir. Gelismis veri 6n isleme agsamasinda yiik profillerinde
yogunluk tabanli aykirilik analizi, parametre optimizasyonu, 1-B CNN aglar1 kullanilarak 6znitelik
c¢ikarma iglemleri gergeklestirilmigtir. Onerilen hibrit derin 6grenme modeli hem dagitim
sirketinden hem de halka agik akilli sayac¢ veri kiimelerinde test edilmigtir. Kayip-kagak tespit
uygulamasinda alti farkli sahte veri yerlegtirme (False Data Injection-FDI) senaryosu yerel bir
dagitim girketinin AMI seviyesindeki gozlemci saya¢ ve akilli sayac¢ verileri kullanilarak
incelenmigtir. Aymi zamanda, Highly Comparative Time-Series Analysis (HCTSA) yazihim paketi
ve Komguluk bilegen analizi (Neighborhood Components Analysis-NCA) kullanilarak anormal yiik
profillerinden kapsamli istatistiksel Oznitelikler hesaplanmig ve derin &6grenme tabanli bir
simflandirici model olusturulmustur. Onerilen derin 6grenme modeli Biiyiik Veri teknolojileri ile

entegre edilerek farkli kayip-kacak senaryolar: kullanilarak test edilmigtir.
Anahtar Kelimeler: Akilli Sayag, Biiyiikk Veri, Geligsmis Sayag¢ Altyapisi, Kayip-Kagak Tespiti,
Yiik Tahmini.
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ABSTRACT

Extracting Electricity Consumption Patterns Using Big Data and
Machine Learning
Fatih UNAL
Ph.D. Thesis

FIRAT UNIVERSITY
Graduate School of Natural and Applied Sciences

Department of Energy Systems Engineering
June 2022, Page: xii + 139

Most of the activities carried out in the energy industry so far mainly focused on the generation
and transmission of energy. Besides, especially with the introduction of technologies such as smart
grid and Advanced Metering Infrastructure (AMI) into our daily lives in recent years, a significant
increase has been observed in the number of applications carried out at the distribution and consumer
levels. In terms of electricity utilities, AMI systems, and smart meters help to monitor and control
the power flow more quickly and reliably by eliminating the need for on-site meter reading. As
opposite, in terms of the end-user, smart meters create awareness about the effective and efficient
use of energy by increasing the quality of the service received by the consumer from the electricity

utility.

In this thesis, short-term load forecasting and non-technical loss (NTL) detection application at
the consumer level is carried out by using Big Data analytics and machine learning approaches. In
the short-term load forecasting application, the load profiles and consumption patterns of the
consumers are analyzed using smart meter data. Load forecasting at the consumer level requires
more complex processes to be designed compared to aggregated load estimation at the distribution
level due to the issues resulting from the high variability, uncertainty, and data privacy. Therefore,
a hybrid deep learning model is designed for the short-term load forecasting application. The
proposed model consists of 1-Dimensional (1-D) Convolutional Neural Network (CNN), Long Short
Term Memory (LSTM) networks, and advanced data preprocessing methods in an integrated
framework. In the advanced data preprocessing stage, density-based outlier analysis, parameter
optimization, and feature extraction using 1-D CNN network operations are performed on the load
profiles of consumers. The proposed hybrid deep learning model has been tested on both private
and public smart meter datasets. In the NTL detection application, six different False Data
Injection (FDI) scenarios were examined using the AMI-level observer meter and smart meter data
of a regional electricity utility. Besides, comprehensive statistical feature extraction and selection
processes are performed for abnormal load profiles using the Highly Comparative Time-Series
Analysis (HCTSA) software package and Neighborhood Components Analysis (NCA) and then a
deep learning-based classifier model is designed for NTL detection. Finally, the proposed deep

learning model has been integrated with Big Data platforms and tested on different NTL scenarios.

Keywords: Advanced Metering Infrastructure, Big Data, Load Forecasting, Non-technical Loss

Detection, Smart Meter.
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1. GIiRis

Akilli gebeke; gii¢ akigi, is akisn ve veri akiginin birlikte gerceklestigi
siber-fiziksel-sosyal bir yapinin genel bir tamimidir. Gilintimiizde akilli sayaclar stirekli
olarak elektrik kullanicilarina tiiketimleri hakkinda bilgi saglayarak bu sistemin en énemli
bilegenlerinden biri haline gelmigtir. Diinyanin dort bir yanindaki tilkeler, gebekelerin
modernizasyonu ve dijitallesmesi i¢in 6nemli yatirim kararlari almakla birlikte elektrik
kullanicilarinin enerjinin iretim, iletim ve dagitim agamalarinda aktif rol alabilmelerine
katki saglayan teknolojilerin geligtirilmesine de destek vermektedir. Akilli sayaclar bu
noktada veri analiz yontemlerinin kullanilmasina ve makine O&grenmesi temelli
yaklasimlarin yayginlagsmasina imkan saglayan detayli bilgi paylasiminda kritir bir éneme
sahiptir. Blytlk veri ve makine 6grenmesi terimleri giintimiizde akilli sayaclar ile birlikte
yaygin olarak kullamilmaktadir. Farkli sektorlerde faaliyet goOsteren sirketler ve
iniversitelerde aragtirma yapan akademisyenler giinliik yagsamin problemlerine makine
ogrenmesi yontemlerini uygulayarak ¢oziim getirmeye caligmaktadir. Enerji sektorii bu
teknolojilerin yaygin olarak kullanildigi alanlardan biridir ve akilli sayac veri analitigi
yontemleri ile elektrik kullanicilarinin tiiketim davraniglarinin anlagilmasinda, arz-talep ve
enerji yonetiminin saglikli bir sekilde gerceklestirilmesinde ve elektrik kullanicilarina
saglanan hizmetlerin iyilestirilebilmesi ic¢in alt yapi1 c¢aligmalarinda siklikla tercih
edilmektedir.

Enerji sektortinde giiniimiize kadar gerceklegtirilen faaliyetlerin ¢ogu temel olarak
iiretim ve iletim sektorlerine odaklanirken, dagitim agamasi ve son kullanici son yillarda
giindeme gelmistir. Bu durumun popiilerlik kazanmasinda siiphesiz akilli sayag
kurulumunun her gecen yil katlanarak artmasi ve mobil uygulamalar iizerinden
kullanicilarimin tiiketimleri hakkinda detayl bilgiye sahip olmak istemeleri oldukca etkili
olmugtur. Ayrica dagitim sistemleri son yillarda dagitik enerji kaynaklari, ¢oklu enerji
sistemleri entegrasyonu, kontrol altyapisi ve veri toplama ekipmanlar: ile oldukca ilging
tasarimlarin uygulandigi bir ortam haline gelmistir. = Dagitim sistemleriyle entegre
yenilenebilir enerji kaynaklar1 ve enerji verimliligi uygulamalar1 aynm1 zamanda
dekarbonizasyon ve ilkim degisikligini énlemek icin kullanilabilecek etkili iki yaklagimdir.
Bu noktada akilli sayaglar gibi veri toplama ekipmanlari mevcut durumu detayli ve hizh
bir sekilde paylasabilmeye imkan sagladigr ve ilk yatirim maliyetleri dikkate alindiginda
sebeke modernizasyonu uygulamalar: igerisinde tercih edilebilecek en mantikli seceneklerin
basinda gelmektedir.

Geleneksel bir elektrik gebekesi temel olarak bir dizi elektrik jeneratori, iletim hatti
ve trafo merkezinden olugur ve birgok farkl simfta yer alan tiiketiciye (6rnegin; mesken,
ticarethane veya endiistriyel kullanim, vb.) ayni anda hizmet saglar. Fransamin Paris
kentinde 2015 yilinda diizenlenen Paris Birlesmis Milletler Iklim Degisikligi
Konferansi’'ndaki iklim degisikligi anlagsmasinin ardindan, bu geleneksel elektrik sebekesi

paradigmasini degistirmek i¢in adimlar atilmigtir [1]. Bu degisikligin arkasinda yatan ana
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nedenlerden birincisi karbon emisyonlarini azaltma ihtiyaci, ikincisi ise elektrik enerjisi
iiretiminin merkeziyetsizlegtirilmesini (decentralization) saglamaktir. Akilli  gebeke
kavrami bu zorluklarin iistesinden gelebilmek i¢in ortaya cikmig, cok sayida sensoriin
kullanildigi, yenilenebilir enerji kaynaklarina dayali dagitik iiretimi tegvik eden bir sistem
olarak da degerlendirilmektedir. Burada akilli sayaglar, geleneksel elektrik sebekesinden
akilli gebekeye gegiste sahip oldugu gelismis sensor teknolojilerinden faydalanarak kritik
bir rol oynamaktadir. Avrupa Birligi (AB) ’nin enerji verimliligi kapsaminda olugturdugu
direktifler Sekil [I.1]de gosterilmektedir.

Elektrik dagitim sgirketleri agisindan degerlendirildiginde akilli sayaclar, yerinde
saya¢ okuma ihtiyacim1 ortadan kaldirarak giic akigini daha hizli ve dogru bir sekilde
izlemeye imkan saglar. Ayrica akilli sayaglar, optimize edilmig kaynak kullanimina izin
verir ve yari gercek zamanli olarak veri saglayarak elektrik kesintilerini azaltirken yiik
dengesizligi problemlerinin  ¢oziimiine yardimci olur. Bunun diginda dinamik
tarifelendirme segenegi, sebeke yatirimlarinda gereksiz sermaye harcamasim oOnler ve
mevcut kaynaklarla gelirin optimize edilmesine de katk: saglar. Akilli sayaclar i¢in yeni
Ol¢iim teknolojisine ve ilgili yazilim altyapisina uzun vadeli bir finansal taahhiit gereklidir
ve gii¢ hizmeti saglayicilari, biiyiik miktardaki 6l¢iim verisinin yénetimini, depolanmasini,
gilivenligini ve gizliligini saglamakla ytik{imludiir.

Son kullanici agisindan degerlendirildiginde akilli sayaclar, tiiketicinin dagitim
sirketinden aldigi hizmet kalitesinin artmasini saglar, daha bilgilendirici faturalandirma
islemleri gergeklestirir ve enerjinin etkin kullanimi hakkinda farkindalik olugturur. Ayrica,
son kullanicinin tiiketim davranigi hakkinda bilgi sahibi olmas: tiiketim aligkanliklarini
degistirmesine yardimci olur. Burada dagitim sirketleri, personel egitimi ve ekipman
gelistirme agamasinda yiiksek bir maliyetle karsi karsiya kalabilir ve eski sayaclarin yeni
sayaclarla degistirilmesi asamasinda bazi olasi olumsuz halk tepkileriyle de ugrasmak
zorunda kalabilir. Buna ek olarak son kullanicilar, mahremiyetlerini ve toplanan kisisel
verileri koruma konusunda olusabilecek belirsizliklerin yami sira dogabilecek bazi ek

ticretlerle de kars: kargiya kalabilmektedir.



Akilh sayaglar son on yil igerisinde bagta Amerika Birlegik Devletleri (ABD), Cin ve
Avrupa Birligi tlkeleri olmak tizere birgcok gelismis tlilkede hizla yayginlagsmaya baglamistir.
Berg Insight adli bagimsiz endiistri analisti ve danigmanlik firmasi, Kuzey Amerika’daki
akilli sayaclarin 2019-2025 tahmin dénemi boyunca yillik yiizde 5.7’lik bir bilegik biiylime
oraniyla 2019’da 110.4 milyondan 2025te toplam 153.8 milyona c¢ikacagini tahmin
etmektedir.  Asya-Pasifik pazarinda (yani Cin, Japonya, Giiney Kore, Hindistan,
Avustralya ve Yeni Zelanda) — akilli saya¢ kurulumunun ise 2019’da 659.3 milyon tiniteden
2025’te 886.1 milyon uniteye gikacagini tahmin etmektedir [3]. Avrupa Birligi
komisyonunun 2020 yilinda hazirladig1 teknik raporda ise 2024 yilina kadar, AB capinda
%44’k bir kurulum ve devreya alma oranmma karsihik gelen 51 milyon akilli sayacin
devreye girecegi tahmin edilmektedir [2]. Akilli bir sayacin dakikalik araliklarla &lgiim
kaydedebilme oOzelligi gbéz Oniinde bulunduruldugunda, kurulum ve devreye alinma
sonrasinda biiyiik miktarlarda elektrik verisi tiretilecektir. Yakin gelecekte kargilagilmasi
yiiksek bir ihtimal olan bu Biiyiik Veri problemi, Biiyiik Veri ve Veri Analitigi alanlarinin
bu tir verileri kesfetmek ve analiz etmek igin gerekli araclar tasarlamalarim
gerektirmektedir.

Akilli sayag verisi, gelismis veri analitigi ve Biiyiilk Veri analizi araclarindan
faydalamilarak akilli sebekede beg genel uygulama sahasinda kullanmilmaktadir. Akilli sayac
verisinin en yaygin kullanildigi uygulama alanlarindan bazilari; yiik egrisi analizi (load
profiling), arz-talep dengeleme (demand-response), yiik tahmini (load forecasting), tiiketici
boliitleme (customer segmentation) ve kayip-kagak tespiti (non-technical loss detection)
olarak gruplandirilabilir. Ayrica, veri igleme araclarinin gelisen akilli gebeke
teknolojileriyle entegrasyonu da akilli saya¢ veri analizi uygulamalar: igerisinde
degerlendirilebilir. Yukarida kisaca agiklanan akilli saya¢ uygulama alanlar1 hakkinda
detayl bilgi agsagida verilmistir:

Yiik Egrisi Analizi: Akilli sayac verilerinin en yaygin kullanim alanlarindan bir
tanesidir ve temelde tiiketiciye 6zgii ytk profillerinin tespitinde kullamlmaktadir [4]. Bu
tlir uygulamalar i¢in yaygin kullanilan araglarin baginda egiticisiz kiimeleme algoritmalari
gelmektedir [5]. Yiik egrisi analizi farkli yiik ayrigtirma (load disaggregation) seviyelerinde
tiiketim Oriintiilerini tespit etmek icin egiticili makine 6grenmesi algoritmalariyla da
birlikte kullamlmaktadir.  Bu yontemde, Miidahaleci Yiik Izleme (Intrusive Load
Monitoring-ILM) ve Miidahaleci Olmayan Yiik Izleme (Non-Intrusive Load
Monitoring-NILM) olmak ftizere iki farkli yaklagim bulunmaktadir. ILM yaklagimi,
uygulama maliyetlerini artiran ek Ol¢iim ekipmanlarina ihtiya¢ duyarken, NILM
yaklagiminda daha diigiik maliyetli donanim ekipmanlar: ile daha yogun analitik yontemler
kullamlmaktadir [6].

Arz-talep Dengeleme: Tiiketicileri enerji {iretim ve planlama siireclerine dahil
ettigi icin akilli sebeke uygulamalarinda potansiyeli en yiiksek uygulamalardan biridir. Bu
uygulamalardaki temel motivasyon, tiiketicilerin azami talep doénemlerindeki (peak

demand period) tepe yiik (peak load) degerini azaltmak igin titkketim modelini kasith



olarak degistirmektir 7], [8].

Yiik Tahmini: Tiketicilerin gelecek donem enerji talebini tahmin etmeye yardimeci
olan uygulamalardir. Bu tiir uygulamalar Dagitim Sistemi Operatorlerine (Distribution
System Operators-DSO) gelecek dénem enerji talebinin planlanmasinda katki saglayarak
ig-akig siireclerini degistirdigi i¢in son yillarda siklikla tercih edilmektedir. Ayrica, akill
sebekede tiiketicilerin artan aktif katilimiyla olugan dinamik enerji piyasasi yiiksek
dogrulukla elde edilen tiiketimi tahminine dayanmaktadir.

Kayip-kacak Tespiti: Literatiirde teknik olmayan kayip (Non-technical
Losses-NTL) tespiti olarak da adlandirilan bu tiir uygulamalar dogrudan dagitim
sirketlerinin maliyetlerini azaltmay1 amaclar. Ayrica, buyilik o6lgekli kayip-kacak
uygulamalari, gic sisteminde ciddi yiik dengesizliklerine neden olabilir. Bu nedenle,
karmagik elektrik sebekelerinde kayip-kagak tespiti uygulamalari son yillarda servis
saglayicilarinin oncellikli yatirim planlari arasinda yer almaktadir. Kayip-kagak tespiti
uygulamalari, birgok dagitim sirketi icin izinsiz elektrik kullaniminin azaltmak ve
tiiketicilerin yasal haklarini korumak i¢in yeni 6nlemlerin alinmasi agsamasinda 6nemli bir
rol oynamaktadir. Kayip-kagak kullanimi, 6zellikle gelismekte olan iilkelerde ortaya cikan
ve ekonomik gostergelerle dogrudan iligkili bir olgudur. Kayip-kagak kullanimi bu tir
gelismekte olan iilkelerin toplam tiiketiminin 6nemli bir oranidir ve iilkeden tlkeye gore
degisiklik gosterebilir. Ornegin; Brezilya’da kayip-kacak kullaniminin dagitilan toplam
elektrigin %40’mma kadar ulagtigi tahmin edilmektedir [9]. Diinya c¢apmdaki kayip-kacak
kullaniminin  parasal degerinin yilda yaklagtk 100 Milyar dolar ($) oldugu tahmin
edilmektedir. Hindistan’daki elektrik kurumlari, elektrik hirsizligi nedeniyle her yil 4.5
Milyar dolar ($) kaybetmektedir [10]. Brezilya Elektrik Diizenleme Kurumu, Brezilya’daki
kayip-kacak kullaniminin finansal kaybinin 2011 yilinda 4.0 Milyar dolar oldugu
bildirmigtir [11]. 2004 yilinda, Malezya’nin resmi elektrik dagitim kurulugu olan Tenaga
Nasional Berhad, arizal sayaglar ve elektrik hirsizhig1 nedeniyle yilda 229 Milyon dolar ($)
gelir kaybi bildirmistir [12]. Tirkiye’de ise 2019 yilinda teknik ve teknik olmayan kayip
oran1 %12.7 olarak bildirilmigtir |[13]. Bu 6rneklerin diginda, gelismis iilkeler dahil olmak
tizere diinya capmda ¢ok sayida ornek siralanabilir [9].

Bu tez caligmasinda, gercek akilli sayac veri kiimeleri tizerinde yukarida kisaca
aciklanan yiikk tahmini ve kayip-kacak tespiti uygulamalar1 gerceklestirilmigtir.  Yiik
tahmini hava durumu, tiiketici sinifi, konum ve zaman bilgisi gibi bircok parametreden
etkilenmektedir. Yiik tahmini uygulamalar1 ayn1 zamanda tahmin ufkunun biiyiikliigiine
gore kisa donemli, orta doénemli ve wuzun doénemli olmak iizere 1¢ grupta
degerlendirilmektedir. Bu galigmada, DSO’lar i¢in potansiyel arz-talep yanitin1 tahmin
etmek ve gercek zamanl gilic akigi kontroline ek bilgi saglamak amaciyla tiiketici
seviyesinde kisa donemli yiik tahmini problemleri incelenmisgtir. Dagitim hatt1 seviyesinde
gergeklestirilen kisa dénemli yiik tahmin uygulamasi, dagitim girketlerinin gii¢ akiginda
tepe kaydirma (peak shifting) ve yiik ¢izelgeleme (load scheduling) gibi kisa dénemli

planlama uygulamalarinda kullanilabilir.  Diger yandan tiiketiciler, aylik faturalarini



azaltmak i¢in enerji tiiketim davraniglarini sistemden gelen gergek zamanl geri bildirimleri
dikkate alarak planlayabilir. Kisa donemli yiikk tahmini uygulamasinda yogunluk tabanli
aykirihk analizi ile hibrit derin 6grenme (Deep Learning-DL) modelinin tasarimi birlikte
gerceklestirilmistir. Ayrica, aykirilik analizinde parametre optimizasyonu tiiketici 6zelinde
gergeklestirilerek elde edilen sonuglar karar destek sistemlerine yardimeci olmaktadir.
Kayip-kacak kullanimi giniimiiziin modern gii¢ sistemleri tizerinde dogrudan ve
dolayli bircok olumsuz etkiye neden olmaktadir. Dagitim sirketlerinin gelir kaybi,
kayip-kacak kullaniminin dogrudan olumsuz etkilerindendir. Bu uygulamalar ayni
zamanda, planlanmamis yerinde denetim ve bakim-onarim islemleri, arizali sayaclarin
degistirilmesi gibi ek masraflara da neden olmaktadir. Bu c¢alismada, dagitim hatt
seviyesinde akilli saya¢ Olclimiine miidehale edilerek gergeklestirilen kayip-kagak
uygulamalar: incelenmistir. Dagitim hatt1 seviyesinde gerceklestirilen kayip-kagak
uygulamasinda ayni trafo istasyonuna bagh tiiketicilerin akilli sayag verileri kullanilmigtir.
Kayip-kacak tespiti uygulamasinda toplam alt1 farkli sayag¢ verisine miidehale yontemi
incelenmis ve kayip-kacak durumlarini gergcek durumlardan ayirt etmeye yardimei
olabilecek istatistiksel 6znitelikler aragtirilmigtir. Son asamada ise, Biiyiik Veri analitigi ile
entegre DL tabanl bir siniflandirici model tasarlanmigtir. Elde edilen bulgulardan 6nerilen
DL modeli bir¢ok farkli anomali tespit uygulamasinda kullanilabilme potansiyeline sahip

oldugu sonucuna ulagilmigtir.

1.1. Tezin Amaci ve Kapsami

Bu tez galigmasinin temel motivasyonu, akilli sebeke uygulamalarinda Biyiik Veri
analitiginin ve makine Ogrenmesi yontemlerinin birlikte kullanildigi genel bir cergeve
tasarlamaktir. Geligtirilen bu genel cercevesinin, tiiketici seviyesinde yiik tahmini ve
kayip-kacak tespiti uygulamalar: i¢in kullanmilmasi amaglanmaktadir.  Ayrica, gergek
tiikketim verilerinden elde edilecek oOriintiilerin, enerji piyasasinda iiretim, planlama,
fiyatlandirma ve siire¢ optimizasyonu gibi farkli uygulamalar igin kullanilabilmesi
amaclanmaktadir.

Yik tahmin modeli, tahmin hatalarini en aza indirebilmek amaciyla yogunluk
tabanh aykirilik analizi ve hibrit DL yaklasimlarim birlikte kullanmaktadir. Onerilen yiik
tahmin modelinin performansi, benzer amaclar i¢in kullanmilan diger makine 6grenme
algoritmalar1 ile kiyaslanarak avantajlari ve dezavantajlari degerlendirilecektir. Gergek
sayac verilerinde kargilagilan bozucu etkiler dikkate almarak farkli durum senaryolar
olugturulacak ve 6nerilen hibrit DL modelinin bu senaryolarin hangilerinde iyi performans
gosterdigi  belirlenecektir. Mevcut matematiksel yaklagimlarin yeterli performans
gosteremedigi durumlarda veri odakl yiik tahmini yapabilen bir sistem gelistirmek bu
akilli gebeke uygulamasinin temel amacidir.

Kayip-kacak tespit modeli, simflandirma hatalarini en aza indirebilmek amaciyla
kaspamli 6znitelik ¢ikarma, segme ve DL tabanli simiflandirici tasarlama stireclerini Biiytik

Veri analigiti ile entegre bir yapida kullanmaktadir. Biiyiik Veri yontemlerinin ve paralel



hesaplamanin kullanilmasi, biiyiikk miktarlardaki akilli sayag¢ verisindeki anormal
davramglar;, kisa siirelerde gergeklesen hizli degisimleri ve gercek durumlar1 analiz
edebilmek icin yeni firsatlar sunmaktadir. Bu uygulamanin temel amaci ise, enerji
piyasasi, akilli gehir uygulamalar1 gibi diger bircok sektoérde uygulanabilecek bir Biiyiik

Veri cergevesi ile entegre bir anomali tespit modeli gelistirmektir.

1.2. Literatiir Caligsmasi

Akilli sayaglarin yayginlagmasiyla ¢ok biliylik miktarda ve yiiksek orneklemeli
elektrik tiiketim verisinin elde edilmesi kolaylagmistir. Ayrica, enerji sektoriiniin
serbestlestirilmesi, 6zellikle elektrik dagitim tarafinda, Diinya genelinde siirekli ve artan
bir sekilde devam etmektedir. Akilli sebekede, verimliligi ve siirduriilebilirligi artirmak i¢in
biiyiik akilli sayag verilerinin hangi uygulamalarda ve nasil kullanilacag: ise oncelikli bir
konudur [14]. Bu tez caligmasinda, literatiir aragtirmasi yiik tahmini, kayip-kacak tespiti
ve Blyiik Veri uygulamalar olarak belirlenen ti¢ farkl kategoride yapilmigtir. Bu boliimde
ayni zamanda mevcut durum, teknolojik gelismeler, karsilagilan problemler ve ¢6ziim
yollar1 agiklanarak mevcut calismanin genel yapisi literatiir calismalarinin da yardimiyla
okuyucuya sunulacaktir.

Kisa Donemli Yiik Tahmini Uygulamalar:i: Yiiksek gerilim seviyelerindeki yiik
profilleri ile kargilagtirildiginda, bir tiiketici grubunun orta-diiglik gerilim seviyesindeki yiik
profilleri genellikle daha degiskendir ve tiiketici davranslarina kars: hassastir. Ornegin; bir
mesken kullanicisinin yiikii hava kogullarina daha c¢ok duyarliyken, biiyiik bir fabrikanin
yiki genellikle belirli bir galisma programi tarafindan belirlenir. Bu yiik profilleri
tikketicinin siifina gore farklhilik gosterse de, yiik tahmini uygulamalar: piyasa etkisinin
hesaplanmasi, meteorolojik degigkenlerin etkilerinin modellenmesi gibi ortak zorluklar ile
karsi karsiya kalmaktadir.

Akill sayaglar yiik tahmini uygulamalarina iki gekilde olumlu katk: saglamaktadir.
Ik olarak, akill sayaclar, yerel dagitim sirketlerinin tek bir meskenin veya ticarethanenin
yiikiinii daha iyi anlamasma ve tahmin etmesine yardimeci olur. Ikincisi ise, akilli
sayaclardan elde edilen yiiksek 6rneklemeli yiik verileri, dagitim ve iletim hatt1 seviyesinde
tahmin dogrulugunu artirmak igin buyiik bir potansiyele sahiptir. Literatiirde kisa
doénemli yiik tahminiyle ilgili olarak birgok farkl yaklagimlar bildirilmigtir. Ancak bu
yaklagsimlarin ¢ok azi tiiketici seviyesinde kullanilabilecek bir yiik tahmin modeli 6ne
stirebilmistir.

Kong’a (2019) gore, [15] ve [16] tiiketici seviyesinde yiik tahminine odaklanan ilk iki
ornektir [17]. Chaouch [16]’da, yiik tahmini igin zaman serisi tahmin yaklagimi kullanilmig
ve sonuglar giinlitk medyan mutlak hata (median absolute errors) cinsinden bildirilmigtir.
Elde edilen sayisal sonucglardan, yiik profili kiimeleme yaklagiminin dalgacik-¢ekirdek zaman
serisi modeli ile birlikte kullanilmasi tahmin performansini artirdigi sonucuna varilmigtir.
Ghofrani vd. [15]’da, Kalman filtresinin kullanildigy bir tahmin modeli olugturulmus ve

%12 ile %30 arasinda degigen bir ortalama mutlak ytizde hata (Mean Absolute Percentage



Error-MAPE) degeri elde edilmistir.

Cao vd. [18]’de, giin i¢i yik tahmini igin 6zbaglanimli tiimlenik kayan ortalamali
model (Autoregressive Integrated Moving Average-ARIMA) ve benzer giin (similar day)
yontemi Cin’in Sanghay sehirdeki belirli bir bélgede kullanilmistir. Onerilen benzer giin
yonteminin mekanizmasi, hedeflenen giinii gegmigteki meteorolojik olarak benzer giinlerle
gruplandirmak ve o giinlerin ortalama talebine gore yiikii tahmin etmektir.

Cai vd. [19]’da, bir giin 6nceden bina diizeyinde yiik tahmini uygulamasi i¢in harici
girigli mevsimsel ARIMA (Seasonal Autoregressive Integrated Moving Average with
Exogenous Inputs-SARIMAX) ile 6zyineli sinir aglar1 (Recurrent Neural Networks-RNNs)
ve evrigimsel sinir aglar1  (Convolutional Neural Network-CNN) modellerini
kargilagtirmigtir.  [19]’da, SARIMAX modeline kiyasla hava durumunun tiiketimle giiclii
kovaryansimin  bulundugu durumlar i¢in gin oncesi ¢ok adimli tahmin (day-ahead
multi-step forecasting) hatasinda ortalama %22.6’lik bir diigiis bildirmiglerdir.

Marinescu vd. [20]’de, mesken seviyesinde yiik tahmini i¢in iki farkli senaryoda alt1
tahmin yontemini degerlendirilmigtir. Burada kullanilan tahmin yontemler sirasiyla, yapay
sinir aglar1 (Artificial Neural Networks-ANN), o6zbaglanimli model (autoregressive
model-AR), 6zbaglamimh kayan ortalamali model (autoregressive moving average-ARMA ),
ARIMA model, bulanik mantik, dalgacik sinir aglar1 modelidir. Elde edilen sonuglardan,
digerlerinden agikca daha iyi performans gosteren bir ydntem olmadigr sonucuna
varilmistir. Ozbaglanimh yaklasimlar diger yontemlere kiyasla daha iyi ortalama tahmin
sonuglar1 saglarken, bulamk mantik, ANN ve dalgacik sinir aglari yontemleri sabah ve
aksam tiiketimin fazla oldugu pik saatlerdeki tahminde daha iyi performans gostermistir.

DL modelleri son yillarda tiiketici seviyesindeki kisa donemli yiikk tahmini
uygulamalar: igin siklikla tercih edilmektedir. Mocanu vd. [21]’de, bir konut binasindaki
enerji tiikketimini farkli zaman dilimlerinde ve farkli zaman ¢oziiniirliikkleriyle tahmin etmek
igin aralarinda RNN’nin de oldugu beg farkli yaklagimi kargilagtirmigtir. Khatri vd.
[22)’de, basit RNN, gecitli tekrarlayan tinite (Gated Recurrent Unit-GRU) ve uzun kisa
sireli bellek (Long Short Term Memory-LSTM) aglarii yiikk tahmin uygulamasinda
kullanmiglardir. Irlanda sosyal bilimler veri arsivi iizerinden temin edilen akill sayag
verilerinde gergeklestirilen deneylerde, LSTM modeli diger yontemlere kiyasla kisa dénemli
yik tahmininde daha iyi tahmin sonucu iretmistir. Yang vd. [23]'de, olasiliksal yiik
tahmini uygulamas: icin ¢oklu gérev Bayes DL modeli ve kiimeleme tabanli yik profili
gruplandirma  yaklasimim Irlanda Enerji Diizenleme Komisyonunun ve Avustralya
hitkiimetinin Akilli Sebeke Akilli Sehir (Smart Grid Smart City-SGSC) projesinden temin
edilen akilli sayag veri kiimelerine uygulamiglaridr. Syed vd. [24]'te, Oznitelik gikarma
veya boyut indirgeme yontemlerinin performansini, ANN, LSTM ve dogrusal regresyon
(Linear Regression-LR) yik tahmin modelinin kullamldigi tahmin uygulamalarinda
degerlendirilmigtir. Deneysel sonuclar, daha yiiksek dogruluk ve daha hizli egitim siireleri
icin akilli sebeke uygulamalarinda veri 6n isleme agamasinda uygulanan boyut indirgeme

yontemlerinin kullamghihgini gostermektedir. Kiprijanovska vd. [25]’de, (day-ahead) giin



oncesi mesken elektrik tiiketimi tahmini i¢in HousEEC adli 6lgeklenebilir bir sistem
onermiglerdir. Onerilen tahmin yéntemi, derin artikli sinir agina (deep residual neural
network) dayanmaktadir ve hava durumu, takvim bilgisi, gegmis doneme ait ytik bilgisi
gibi coklu veri kaynaklarimi kullanmaktadir. Farkli test senaryolarinda, yazarlar onerilen
modelden 300 mesken icin kisa dénemli yiik tahmininde ortalama 0.44 kWsaat’lik bir kok
ortalama kare hata (Root Mean Square Error-RMSE) degeri ve 0.23 kWsaat’lik ortalama
mutlak hata (Mean Absolute Error-MAE) degeri elde etmislerdir. Kim ve Cho [26]da,
ozkodlayiciya (autoencoder) dayali bir DL modeli kullanarak son bir saatlik tiiketim
verisini tizerinden 15, 30, 45 ve 60 dakikalik tiiketim tahmini gerceklestirmistir. Shi vd.
[27)de, tiiketicilerin yiik profillerini tahmin uygulamasinda gruplandirilmis 6rneklemeye
(pooling) dayali bir derin 6zyineli sinir ag1 onermislerdir. Onerilen DL modeli, veri
gesitliligini ve hacmini artirarak agir1 uyumlama (overfitting) sorununu ¢oézmeyi
amaglamigtir. Rahman vd. [28]’de ise, derin Ozyineli sinir agi modelini mesken ve
ticarethaneler icin orta ve uzun dénemli yiik tahmininde kullanmiglardir.

Jiao vd. [29]'da, LSTM ozyineli sinir agima dayali ve zaman serisinde yer alan
ornekler arasindaki kolerasyonu kullanan bir modeli sanayi tiiketicilerinin yiikiinii tahmin
etmek i¢in kullanmiglardir. Caligmada ayrica, k-ortalama (k-means) kiimeleme algoritmasi
sanayi tuketicilerinin giinliik yiik profillerini analiz etmek ve tiiketicinin enerji tiikketim
davramg kaliplarimi simflandirmak igin kullamlmigtir. Wang vd. [30]’da, LSTM o6zyineli
sinir ag1 ve anomali sezimine dayali bir elektrik tiiketimi tahmini yaklagimi 6nermisgtir.
Onerilen LSTM modeli ARIMA model ile karsilastirildiginda tahmin hatasmda %22’lik bir
azalma gostermektedir. Wang vd. [31]’da ise, gelecekteki yiik profillerinin degiskenligini ve
belirsizligini incelemek icin LSTM tabanli olasiliksal bir yiik tahmin modeli 6nermiglerdir.
Onerilen yontem ile mesken tiiketicileri icin % 2.19 ila % 7.52 arasinda, kiiciik-orta seviye
igletmeler i¢in ise % 3.79 ile % 25.80 arasinda degigen bir iyilesme saglanmigtir. Kong vd.
[17)de, tiiketici seviyesinde yiik tahmininde siklhikla kargilagilan oynaklik (volatility) ve
belirsizlik (uncertainty) sorunlarmi goz oniinde bulundurarak LSTM tabanli bir model
onermiglerdir. Caligmada Onerilen LSTM y6ntemiyle elde edilen en diigiik tahmin hatasi,
% 44.06 MAPE degeriyle 12 saat geriye doniik tiiketim degerinin girig olarak kullanildig:
senaryodan elde edilmigtir. ~ Somu vd. [32)’de, bina enerji tiiketimi tahmini igin
iyilestirilmis siniis kosiniis optimizasyon algoritmasi (sine cosine optimization algorithm)
ve LSTM 06zyineli sinir aglar1 kullanan bir model geligtirmiglerdir. Caligmada kisa, orta ve
uzun donemli enerji tiiketimini tahmin etmek igin Hindistan’in Mumbai gehrindeki
Bombay Hindistan Teknoloji Enstitiisii'ndeki bir akademik binadan elde edilen enerji
tiiketimi verileri kullamlmigtir. Marino vd. [33]’de ise, standart LSTM ve Sequence to
Sequence (S2S) mimarisini tiiketici seviyesindeki yiikk tahmini uygulamasinda
karsilagtirmigtir. Her iki mimari de bir mesken tiiketicisinin dakikalik ve saatlik olarak
orneklenen iki farkhi veri kiimesinde kullanilmigtir. Caligmada, S2S mimarisinin her iki
veri kiimesinde de iyi performans gosterdigi sonucu elde edilmistir.

Vos vd. [34]'te, CNN tabanli WaveNet mimarisinin algak gerilim hatti seviyesinde



toplam (aggregated) elektrik yiiklerinin kisa doénemli tahminleri igin uygun olup
olmadigin1 aragtirmiglardir. Calismada yazarlar, WaveNet’in, daha yiiksek model
karmagikligina sahip olmasina karsin, bireysel tiiketiciler i¢in geleneksel makine 6grenmesi
modellerine benzer veya biraz daha iyi performans gosterdigini belirtmiglerdir. Elvers vd.
[35)de, tiiketici seviyesinde kisa dénemli yiik tahmini igin CNN tabanh bir tahmin modeli
onermislerdir. Onerilen model, Pecan Street veri kiimesindeki 222 meskende ve farkl
toplam yiik seviyelerinde test edilmigtir. Caligmada 6nerilen CNN tabanh tahmin modeli,
dogrusal kantil regresyon (linear quantile regression) modeline kiyasla Austin’deki sirasiyla
10, 20 ve 50 meskenin toplam yiikleri iizerinde %21 ile %29 arasinda degigsen oranlarda
daha iyi performans gostermistir. Kim vd. [36]'da, 1-Boyutlu (1-B) CNN ve RNN
modellerinin birlikte kullamldigi bir yiik tahmin modeli énermislerdir. Onerilen model,
Giliney Kore’deki t¢ biylik dagitim kompleksinin gii¢ tliketim verileri tizerinde
uygulanmigtir.  Calismada Onerilen modelin giinliik elektrik tiiketim tahmininde ¢ok
katmanh algilayict (multilayer perceptron), RNN ve 1-B CNN modellerinden daha iyi
performans gosterdigi belirtilmistir. Kaligambe ve Fujita ise [37]’de, ticarethanelerin kisa
donemli yiik tahmini icin WaveNet mimarisi ile 1-B CNN modelini birlikte kullanan bir
model Onermiglerdir.  Amarasinghe vd. [38]'de, tiiketici seviyesindeki yiik tahmini
uygulamalarinda CNN modeli kullanmanin etkinligini incelemislerdir. Onerilen model, tek
bir mesken kullanicisinin elektrik tiikketim verileri {izerinde test edilmisgtir. Aymi veri
kiimesi i¢in CNN’den elde edilen sonuglar, S2S LSTM, faktorli kisith Boltzmann
Makineleri, si1g (shallow) ANN modeli ve destek vektér makineleri (Support Vector
Machines-SVM) ile elde edilen sonuglarla kargilagtirilmigtir. Caligmada 6nerilen CNN
modeli, ANN ve DL metodolojileriyle yakin sonuglar iiretirken, SVM yoénteminden daha
iyi performans gostermistir. Eneyew vd. [39]’da, sadece elektrik tiiketim verisinin
kullanildigir veri odakli bir tahmin modeli 6nermislerdir. Bu caligmada, artikli dalgacik
doniigimii (Stationary Wavelet Transform) kullanilarak elde edilen 6znitelikleri ve CNN
modelini birlestiren derin bir sinir ag1 mimarisi énerilmistir. Onerilen yaklagimda, dalgacik
ayrigtirma (wavelet decomposition), evrigim (convolution) ve érnekleme (pooling) iglemleri
uygulanarak akilli saya¢ okumalarindan otomatik olarak c¢ikarilan 6znitelikler
kullanilmaktadir. Bu calismadan elde edilen bulgular, o6znitelik c¢ikarimini
otomatiklegtirmek ve tahmin dogrulugunu iyilegtirmek ic¢in dalgacik o6zelliklerini CNN
modeliyle birlestirmenin avantajini gostermektedir.

Kim ve Cho [40]'ta, mesken enerji tiiketimini etkin bir sekilde tahmin etmek igin
mekansal ve zamansal Ozellikleri c¢ikarabilen bir CNN-LSTM sinir agi Onermigtir.
Deneyler, CNN-LSTM sinir aginin enerji tiiketiminin karmagik 6zelliklerini ¢ikarabildigini
gostermistir. Onerilen CNN-BLSTM modelinin kisa dénemli yiik tahmin uygulamasinda
MAPE degeri % 34.84’dir. Alhussein vd. [41]’de, CNN-LSTM hibrit modeline dayanan bir
DL ¢ergevesi 6nermistir. Caligmada yazarlar, [17]'de elde edilen %44.06’lik bir ortalama
MAPE degerine sahip LSTM tabanli modele kiyasla, bireysel elektrik tiiketimi tahmini
i¢in ortalama %40.38lik bir MAPE degeri elde ettiklerini bildirmistir.



Fan vd. [42|’de, kisa donemli bina enerji tahmini i¢in aktarmal égrenme (transfer
learning) yaklagimim  kullanmiglardur. Calismada yazarlar, Ozerk modellerle
karsilagtirildiginda, aktarmali 6grenme tabanli yaklagimlarin 24 saatlik giin 6ncesi bina
enerji titkketimi tahmin hatalarim yaklagik %15 ila %78’ini azaltabildigini bildirmiglerdir.
Tian vd. [43]'de ise, aktarmali 6grenme yoluyla halihazirda egitilmis modellerden
yararlanarak birgok akilli sayag¢ igin sinir ag1 tabanli modeller olugturmayi amaclayan bir
benzerlik tabanli zincirleme aktarim 6grenimi (similarity-based chained transfer learning)
modeli énermiglerdir. Ilk model geleneksel bir sekilde olusturularak, diger tiim modeller
ise zincir benzeri bir gekilde egitim asamasinda elde edilen agirlik katsayilarini aktarmali
ogrenme yoluyla bir sonraki akilli sayag verisinin egitimi agsamasinda kullanmaktadir. Gao
vd. |44]’te, sayaglarda eksik veri olmasi durumlarmi da dikkate alarak S2S, dikkat
katmanina (attention layer) sahip iki boyutlu (2-B) CNN ve aktarmali 6grenme
yaklagimlarini birlikte kullanan iki farkli DL modeli énermistir. Onerilen model, eskik
veriyle egitilen LSTM aginin sonuglariyla kargilagtirildiginda, S2S modelinde az miktarda
veriye sahip bir mesken i¢in tahmin dogrulugunu MAPE cinsinde % 19.69 oraninda ve 2-B
CNN modelinde ise ortalama % 20.54 artirmistir. Onerilen yontemin aymi islevsel yapiya
ve iklime sahip ii¢ farkli bina {izerinde test edilmesi genis Ol¢ekli uygulama imkanini
kisitlamaktadir. Ma vd. [45]'de, sayaglarda eksik veri olmasi durumlar i¢in ¢ift yonlii veri
yakigtirma (bi-directional imputation), LSTM ag1 ve aktarimli 6grenme yaklagimlarinin
birlikte kullanildigi bir model énermislerdir. Onerilen model, bir kampiis laboratuvar
binasinin elektrik tiiketimi verileri lizerinde test edilmistir. Calismada yazarlar, onerilen
modelin farkli veri kayip oranlarindaki tahmin sonuglarimda % 4.24 ila % 47.15 daha
disiik RMSE degeri elde ettiklerini belirtmiglerdir. Liu vd. [46]’da ise, bina enerji
titketimini tahmin etmek igin yaygin olarak kullanilan ii¢ derin pekigtirmeli 6grenme (deep
reinforcement learning) yontemini (asenkron avantaj aktor-kritik (A3C), derin
deterministik politika gradyan (deep deterministic policy gradient) ve ozyineli
deterministik politika gradyan (recurrent deterministic policy gradient)) bir ofis binasinin
elektrik tiikketim verisine uygulamiglardir. Calismada yazarlar, MAE cinsinden hesaplanan
tahmin performanslariin tek adimli tahmin (single-step ahead prediction) i¢in %16-24
oraninda ve ¢ok adimli tahmin (multi-step ahead prediction) igin ise %19-32 oraninda
iyilestirebildigini bildirmiglerdir.

Kisa dénemli yiik tahmini uygulamalarinda farkl veri 6n igleme yontemleri tahmin
performansim artmak icin siklikla tercih edilmektedir. En sik kullanilan yontemlerin
baginda yiik profili kiimeleme yontemleri gelmektedir [47]—[53]. Bu kiimeleme yontemleri
sayesinde tiiketici seviyesindeki yiik tahmini performansini etkileyen digsal faktorler ve
insan aktivitelerinden kaynaklanan belirsizlikler gruplandirilarak tiiketim oriintiileri tespit
edilmektedir [54]-[57]. Enerji zaman serisi tiikketimini tahmin etmek igin mevcut makine
6grenme yontemlerinin kapsamli bir incelemesini [58]’da sunulmustur.

Kayip-kagak Tespiti Uygulamalari: Literatiir, kayip-kacak kullanimimin hem

dagitim sirketi tarafinda hem de tiiketiciler tarafinda meydana gelen 6nemli ekonomik ve
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toplumsal gesitli sonuglarim bildirmektedir [59], [60]. Kayip-kacak kullaniminin ekonomik
sonuclarinin en oOnemlileri arasinda, dagitim sirketinin yillik gelir kaybi1 ve normal
tiiketiciler icin elektrik fiyatlarindaki artiglar yer almaktadir. Ayrica, dagitim sistemlerinde
siklikla meydana gelen giic kesintileri veya sebekede kararsizlik sorunlari da
gozlenmektedir. Dagitim girketleri acisindan, kayip-kacak kullanimi, altyapi iyilestirme
caligmalar: yoluyla ele alinabilecek teknik bir tasarim sorunudur. Akilli sayaclar gibi akill
sebekede meydana gelen son teknolojiler, bu sorunlarin iistesinden gelmek icgin yeni
firsatlar olugturmustur. Akilli gebeke, geleneksel ve yeni teknolojiler araciligiyla elektrik
tedarik zincirinin akilli kontroliinii saglarken, akilli sayaclar gelismis yiiksek c¢oziintirliikli
veri toplama yetenegini kullanarak kayip-kacak tespitinde anhk durum bilgisi
paylagmaktadir.

Siber saldirilar ve fiziksel olarak gerceklestirilen saya¢ miidehaleleri (physical meter
tampering), sayag¢ okumalarim ve diger hizmetleri birgok farkli gekilde manipiile
edebilmektedir. Bunlardan bazilari, saya¢ yazilimina yapilan miidehaleler, sahte veri
yerlegtirme (False Data Injection-FDI), tiiketicilerin gebekeyle baglantisini kesme veya
yardimec sistem operasyonlarini kesintiye ugratma gibi farkli yaklagimlardir. Fiziksel sayac
miidehaleleri, akill sayaclarin fiziksel bilegenlerini dogrudan manipiile etmeyi amaclar ve
bu miidehaleler, sayacta yer alan bilgilendirme kodlar1 vasitasiyla uzman teknisyenler
tarafindan ancak yerinde inceleme ve tespit ile belirlenebilmektedir. Fiziksel miidehaleler,
tiiketiciler tarafindan kolayca gergeklestirilebildigi i¢in literatiirde kargilagilan ¢aligmalarin
biiyiik ¢ogunlugu bu konular1 incelemektedir. Ancak FDI tiirt siber saldirilar, tiiketiciler
tarafindan gerceklestirilmesi daha zor uygulamalar oldugu icin literatiirde konuyla alakali
olarak kargilagilan calismalarin sayis1 daha azdir.

Gunumiizde kayip-kagak tespitinde kullanilan son teknolojik geligmeler, [9] ve [60]
dahil olmak f{izere ¢ok sayida arastirmada sunulmustur. Literatiirde kayip-kacak tespit
uygulamalarindaki geleneksel yaklagim, sebeke topolojisine dayali yiik dengesi 6l¢iimlerini
gerektirmektedir. Ancak sebeke topolojisi, giiniimiizde iletim ve dagitim sistemlerinin
geniglemesi nedeniyle siirekli ve diizenli olarak gelismektedir. Son yillarda ise akill
sebekede kayip-kacak tespitinde kullanilan uygulamalar, biiyiik hesaplama kapasiteleri
kullanarak yapay zeka ve makine Ogrenmesi modelleri gelistirmeye odaklanmaktadir
[61]-[63].  Literatirde, dolandiriciik tespiti (fraud detection), olagandisiik sezimi
(anomaly detection), izinsiz gsebeke baglantilar1 (illicit connections) tespiti gibi farkh
yontemleri belirleyebilmek igin farkli makine Ogrenmesi stratejilerine (denetimli,
denetimsiz ve yari denetimli 6grenme) dayall gesitli ¢aligmalar incelenmigtir. Makine
ogrenmesine dayali yaklagimlar, kayip-kagak kullanimi ile yiiksek oranda iligkili oldugu
bilinen anormal tiiketim davramglarini tespit etmek igin tiiketicilerin yiik profilleri
hakkindaki bilgileri kullanmaktadir. SVM, ikili simflandirma (binary classification) i¢in
yaygin olarak kayip-kagak problemlerine uygulanmaktadir [64]-[67]. Ayrica ANN modeli
de, kayip-kacak tespiti icin ikili smiflandirici olarak yaygin olarak kullanilmaktadir
[68]-[70]. Son yillarda ise DL modelleri, kayip-kacak tespiti uygulamalarinda umut verici
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simiflandirma performans: ve yiiksek tahmin dogrulugu elde etmektedir [71], [72].

Akilli sebekede haberlesme ag1 tizerinden veri aktarimina olan yiiksek bagimlilik,
sistemin siber saldirilara karsi savunmasizligim artirmaktadir. Siber saldirilar, veriler
sebeke haberlesme agi tizerinden iletilirken, akilli sayac¢ hafizasinda veya merkez veri
tabanina kaydedilirken meydana gelebilir. Saldirilarin bazilari hizmet kesintisine, bazilar
altyap1 hasarina, bazilar: ise enerji ve bilgi hirsizligina neden olabilmektedir. Kayip-kagak
kullanimina yol agan siber saldirilar, akilli saya¢ okumalarina olan giiveni tehlikeye atarak
dagitim girketinin yanhg faturalandirma olugturmasina yol agmaktadir. Kayip-kacak
kullaniminda siber tabanli kullanilan birincil yontem, sayag¢ verilerine FDI yontemlerinin
uygulanmasidir. Bu yontemde, bir saldirgan veya birden g¢ok saldirgan, enerji tiiketimini
azaltmak veya artirmak igin sisteme saldir1 vektorlerini ekleyerek akilli sayag¢ verilerini
manipiile edebilmektedir. FDI tabanli kayip-kacak kullaniminin uygulamalari,
matematiksel altyapisi ve akilli gebekede meydana gelen olumsuz sonuglar: [73]—[76]
arasindaki literatiir aragtirmalarinda detayl olarak incelenmistir.

McLaughlin vd. [77)’de, Gelismis Sayag Altyapisinda (Advanced Metering
Infrastructure-AMI) kayip-kacak kullamimini tespit etmek ve sensor bilgilerini akill
sayagtan gelen titketim verileri ile birlegtirmek igin bilgi tiimlegtirme (information fusion)
yaklasimmi kullanmiglardir.  Onerilen sistem, enerji hirsizhg ile ilgili davramslar daha
dogru bir sekilde modellemek ve tespit etmek igin fiziksel ve siber olaylarin sayag¢ kontrol
tarihgesini (audit log) tiiketim verileriyle birlegtirmektedir. Zhang vd. [78|de, dagitim
sistemlerinde FDI yontemlerini tespit etmek icin veri odakli ve DL tabanli bir algoritma
onermektedir.  Caligmada, akillh sayag veri kiimelerinde boyut indirgeme (dimension
reduction) ve oOznitelik ¢ikarma (feature extraction) iglemleri igin gekismeli iiretici agy
(Generative Adversarial network-GAN) tabanli bir 6zkodlayict (autoencoder) model
geligtirilmigtir.  Ayrica calismada onerilen model, gercek durumda gii¢ sistemlerinden
toplanan veri kiimelerinde siklikla kargilagilan eksik veya kismen etiketleme (labeling)
sorununu dikkate alinarak, etiketlenmemis veri kiimeleriyle de egitilebilmektedir.
Calismada yazarlar 6nerilen modelin, Elektrik ve Elektronik Miihendisleri Enstitiisii’niin
(Institute of Electrical and Electronics Engineers-IEEE) 13 ve 123 barah iki farkh giig
sisteminde FDI senaryolarini sirasiyla % 96.25 ve % 97.85 dogrulukta tespit ettigini
bildirmislerdir. Li vd. [79]'da ise, benzer sekilde FDI saldirilarini IEEE’nin 30 ve 118
barali iki farklh gii¢ sisteminde durum kestirimi (state estimation) amaciyla
gerceklegtirmiglerdir. Calismada Onerilen siber-fiziksel model, ideal Ol¢timleri yakalayan
fiziksel bir modeli, ideal dl¢gtimlerdeki sapmalar1 yakalayan GAN tabanli bir veri modeliyle
birlegtirmektedir. Pu vd. [80]'de, FDI tabanl siber saldirilara ait oznitelikler gikarmak
i¢in derin inang agi’na (Deep Belief Network-DBN) dayali saldir1 tanimlama mekanizmasi
onermiglerdir. Leite ve Mantovani [81]’de, 6l¢iilen varyansi izlemek igin giivenilir bir bolge
olugturan ¢ok degigkenli (multivariate) bir kontrol ¢izelgesi kullanarak kayip-kacak tespiti
icin bir strateji Onermistir. Calismada onerilen yontem, kayip-kagak tespiti sonrasinda

A-Star (A*) arama algoritmasina dayali bir yol bulma (pathfinding) prosediirii ile
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kayip-kacak noktasi ile tiiketim noktasini belirleyebilmektedir. Ayrica bir cografi bilgi
sistemi (CBS) uygulamasi sayesinde, siber saldirinin hedefi olan tiikketim noktasin
goriintiilenebilmektedir. Liu ve Hu [82]'de ise, dagitim sebekesine bagh akilli evlerden
olugan bir toplulukta elektrik hirsizligr amaciyla gerceklestirilen siber saldirilari tespit
etmek amaciyla Bollinger bandi ve kismen gozlenebilir Markov karar siireci (partially
observable Markov decision process) yaklagimimin birlikte kullanildigr bir model
Onermigtir. Calismada yazarlar aym zamanda, Markov siirecinin karmagikligini azaltmak
ve siber saldir1 tespitinin verimliligini artirmak amaciyla kan uzay1 (belief state) azaltma
tabanli uyarlamali bir dinamik programlama yontemi gelistirmislerdir. Yazarlar
simiilasyon sonuglarim dikkate alarak, onerilen yontemin ortalama olarak %92.55 oraninda
kayip-kagak kullanimini bagarih bir gekilde tespit ettigini bildirmislerdir. Liu vd. [83]’te,
akilli bir sayactaki birimler arasindaki bilgi akigini tanmimlamak icin renkli Petri agim
kullanirken, ayn1 zamanda akilli sayaglar i¢in bir tehdit modeli 6nermiglerdir. Caligmada
yvazarlar, bir akilli sayacin kisith hesaplama ve depolama kaynaklarimi goéz Oniinde
bulundurarak FDI tabanli kayip-kagak kullanimina kargi bir saldir1 tespit mekanizmasi
sunmuslardir.

Biiyiik Veri Uygulamalari: Akilli sebekede kisa dénemli yiik tahmini, enerji
yonetimi, sistemin igletilmesi ve piyasa analizi igin olduk¢a 6nemlidir |6]. Akilli sebekede
tiiketicilerin artan aktif rolii ile yiiksek verimli dinamik elektrik piyasasi da ayni zamanda
iyi bir elektrik tiiketimi tahmini performansina dayanmaktadir. Ayrica, biyiik olgekli
kayip-kacak kullanimi, gii¢ sistemlerinde ciddi dengesizlik sorunlarina neden olmaktadir.
Bu nedenle, karmagik iletim ve dagitim sistemlerinde kayip-kacak kullanimini tespit etmek
icin etkili bir Biiyiik Veri gergevesi olugturmak dagitim girketlerinin éncelikli amaglarindan
birisidir. Bu béliimde kisa dénemli yiik tahmini ve kayip-kacak tespiti uygulamalar:
hesaplama paradigmasi dikkate alinarak incelenmistir. Bu acidan degerlendirildiginde
literatiirde onerilen yontemlerin Slgeklenebilirlik kriteri dikkate alinarak incelenmesi genis
Olcekli akilli saya¢ uygulamalar: icin Onemlidir. Akillh sebeke verileri yalnizca biiytlik
miktarda akilli saya¢c okuma verilerini, tiiketici verilerini, haberlesme ag1 verilerini degil,
ayni zamanda internet, hava durumu, CBS, niifus ve akilli gehir verileri gibi farkh
kaynaklardan gelen biiytik miktardaki verileri de icermektedir. Zhou vd’nin [84]'te de
belirtildigi {izere, enerji yonetimindeki biiyiik veri zorluklari, bilisim teknolojileri altyapis,
veri toplama ve yonetim, veri entegrasyonu ve paylagimi, veri isleme ve analizi, giivenlik ve
akill enerji yonetimi olmak tizere alt1 temel konuya odaklanmaktadir [85].

Liu vd. [86|’da, yiikk tahmini yapilacak cografi alani yerel hava durumu bilgilerine
gore bolerek dagitik yiikk tahmini uygulamas: igin bir Map-Reduce programlama gergevesi
onermiglerdir. Zhang vd. [87]’de ise, Biiyiikk Veri teknolojilerine dayal bir kisa dénemli
yiik tahmini cercevesi énermistir. Onerilen kisa dénemli yiik tahmini cercevesi, 1.2 milyon
tiiketiciden olugan gercek bir dagitim sisteminden toplanan akilli sayac¢ verileri
kullanilarak dogrulanmigtir. Bu ¢alismada o6nerilen kisa dénemli yiik tahmini gergevesi, 5

adet veri igleme sunucusu kullanilarak Hadoop platformu {izerinde uygulanmigtir. Oprea
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ve Bara [88]’de, akilli sayaglardan ve hava durumu sensorlerinden gelen verileri toplayarak
veri 6n igleme yapabilen ve daha sonra ise biiylik hacimli heterojen verileri bir NoSQL
veritabaninda depolayabilen oOlceklenebilir bir Biiyiik Veri c¢ercevesi Onermiglerdir.
Alemazkoor vd. [89)’da, yiik tahmini uygulamasinda 3.7 milyon tiiketici igin yiiksek
boyutlu akilli sayac verilerinin entegrasyonunu saglamak amaciyla hiyerarsik boyut
indirgeme (dimension reduction) algoritmasindan yararlanan bir indirgenmis model
(reduced model) yaklasim 6nerilmistir. Deng vd. [90]’da, Hadoop MapReduce hesaplama
paradigmasini  kullanarak hibrit bir kisa doénemli yiilk tahmin modelinin nasil
olusturulabilecegini aciklamaktadir. Onerilen modelde ilk asamada, orijinal gecmis yiik
verilerinden farkl ozniteliklere sahip bir dizi modal fonksiyon bilegeni elde etmek igin
varyasyonel kip ayrigtirici (variational mode decomposition) yontemi kullanilmig ve daha
sonra ise, Hadoop MapReduce mimarisinden yararlanilarak, varyasyonel kip ayrigtirici
tarafindan olugturulan her bir yiik bilegenini tahmin etmek icin dagitik DBN modeli
olugturulmustur. Zainab vd. [91]’de, yiik tahmini uygulamas: i¢in 8 diigiime (node) kadar
ig yikini paralellegtirebilen ve Apache Spark kiitiiphanesinde yer alan regresyon
yontemlerini kullanabilen bir Biiyiik Veri cercevesi olugturmuglardir. Calismada yazarlar,
hesaplama siiresinin yalnizca veri boyutuna bagli olmadigi, ayn1 zamanda hesaplama
diigiimlerinin sayisina ve isi yuriitmek icin atanan cekirdek sayisina da baglh oldugunu
belirtmektedir. Dong vd. ise [92]’de, Amazon Web Servisi (AWS S3), Amazon EMR,
MongoDB ve Apache Spark kullanarak mesken tiiketicilerinden elde edilen toplam 10
GB’lik bir akilli veri kiimesinde, Rastgele Orman (Random Forest-RF) makine 6grenmesi
algoritmasini kullanarak gelecek dénem enerji titkketimini tahmin etmigtir. Caligmada
yazarlar, biiyiik 6lcekli veri kiimeleri iizerinde makine 6grenmesi algoritmalarini dagitik
sistemler ile birlikte kullanmanin 6nemli hesaplama avantajlar1 sagladigi sonucunu
cikarirken, iglenen veri miktar1 dagitik sistemler tarafindan saglanan hesaplama
verimliliklerinden yararlanabilecegi bir esgigin altinda oldugunda, dagitik sistemlerin
hesaplama acgisindan kiilfetli olabilecegi sonucuna varmistir.

Nagi vd. [93]te, Malezya’daki en biiyiik elektrik kurulugu olan Tenaga Nasional
Berhad igin elektrik hirsizligini azaltmak amaciyla SVM tabanli bir kayip-kacak modeli
gelistirmiglerdir. ~ Onerilen sistem, Microsoft Visual Basic 6.0 kullanilarak bir grafik
kullamer arayiizii (Graphical User Interface-GUI) olarak geligtirilmis ve hesaplamalar,
yerel olarak bir Dell PowerEdge is istasyonunda cahstirilmistir.  Onerilen model ile
kayip-kacak smiflandirma sonuglarimin elde edilmesi igin gecen siire tiiketici bagina
yaklagik 1.8 saniyedir ve ig istasyonunun yapilandirma ayarlarina gore degiskenlik
gostermektedir. Jokar vd. [94]'de, Irlanda Akilli Enerji Girigimi (Irish Smart Energy Trial)
tarafindan olusturulan 5000’den fazla Irlandali ev ve isyerinin yer aldig1 halka acik bir veri
kiimesini kullanmiglardir. Calismada FDI 6rnekleri dagitim transformatorleri kullanilarak
sentetik olarak olusturulmustur.  Onerilen algoritma, diisilk 6rnekleme oranlarinda
caligtirilmak tizere tasarlanmigtir. Buzau vd. [95]'te, akill sayaglardaki anormallikleri ve

kayip-kagag1 tespit etmeye yonelik olarak hibrit bir DL modeli énermiglerdir. Calismada
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yazarlar, Ispanya’nin en biiyilk elektrik kurulusu olan Endesa’nin gercek akilli sayag
verilerini kullanmiglardir. PySpark, tiim veri 6n igleme adimlari i¢in dagitik hesaplama
secenegi olarak tercih edilmistir. Yazarlar, onerilen metodolojinin dagitim girketinde
kayip-kacak tespitine yardimci bir program olarak yaklasik % 47’lik bir dogrulukla yeni
saya¢ miidehalelerini tespit etmek i¢in kullamildigini bildirmigtir.  [96]’de yazarlar,
kayip-kagak tespit uygulamasinin ig yiikiint paralellegtirmek i¢in ag sinirinda biligim (edge
computing) ¢ercevesi geligtirmiglerdir. Calismada yazarlar, Onerilen c¢ergeve igin
Esle-Indirge (Map-Reduce) fonksiyonlar: olusturmus ve daha sonra her bir alt iglem, yerel
olarak coziilmek iizere her akilli sayacin mikroislemcisine atanmistir. Onerilen cercevede
ag sinir aygiti ana digim (master node) olarak, akill sayaglar ise ig¢i diigiim (slave node)
olarak caligmaktadir. Lipédk vd. ise [97]'de, akilli sayag verilerinde anomali sezimi
(anomaly detection) igin Biiyiik Veri gercevesi olugturmuslardir. Onerilen gerceve, veri
siklagtirma (data densification) segeneklerine sahip bir veri giris katmanini, akig igleme
icin Apache Flink ve veri depolama katmani olarak da Hadoop dagitik dosya sistemi
(Hadoop Distributed File System-HDFS) ve KairosDB altyapisin1 kullanmaktadir.

Bu bolumde bahsedilen literatiir calismalarindan da anlasgilacag: {izere, son yillarda
AMI sistemler igin geligtirilen yiik tahmini ve kayip-kacak tespiti uygulamalarinin
cogunlugu makine Ogrenmesi ve veri analitigi temelli yaklagimlarini kullanmaktadir.
Ayrica, tiiketici seviyesinde gergeklestirilen yiik tahmini ve anomali tespiti gibi igslemlerin
Biiytik Veri teknolojileri ile birlikte kullanilmasi genig 6lgekli olarak modellenebilmesine

imkan saglamaktadir.

1.3. Hedefler ve Literatiire Saglanan Katkilar

Bu tez caligmasinda gelistirilen yiik tahmini ve kayip-kagak tespit modelinin AMI
sistemlerde gerceklegtirilen giinliik operasyonel islemlere katki saglamasi oncelikli hedef
olarak belirlenmigtir. Akilli gebeke uygulamalarinda karsilagilan 6lgeklenebilirlik
probleminin ¢oziimiine katki saglamak amaciyla Biiyiik Veri teknolojilerini kullanan
modellerin aragtirilmasi ve uygulanmasi ise ikinci hedeftir. Bu kapsamda geligtirilen
modellerden elde edilecek elektrik tiiketim  Orintilerini  dagitim  sirketlerinin
aragtirma-gelistirme  (Ar-Ge) faaliyetlerinde referans bir bilgi kaynagi olarak
kullanabilmesini saglamak amaciyla tasarim ve uygulama detaylarina herkesin
ulagabilmesi ise ti¢iincii hedeftir.

Bu tez ¢alismasinda geligtirilen kisa donemli yiik tahmin modelinin literatiire sagladig:

katkilar agagida listelenmigtir:

e Kisa donemli yiik tahmin uygulamalarinda yogunluk tabanli aykirilik analizinin

tahmin performansina olan katkisi kaspamli bir gekilde incelenmigtir.

e Geligsmis veri 6n igleme yontemleri, optimizasyon ve hibrit DL modelinin birlikte

kullanildig bir gcerceve tasarlanmigtir.
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¢ Analizler hem yerel dagitim sirketinden elde edilen akilli sayag veri kiimeleriyle hem

de halka acik biiylik hacimli veri kiimeleriyle dogrulanmistir.

e Yiik tahmin uygulamasindan elde edilen c¢iktilar, kullanici ihtiyaclari géz oniinde

bulundurularak kompakt ve yeniden {iretilebilir bir formatta sunulmusgtur.

Bu tez calismasinda geligtirilen kayip-kagak tespit modelinin literatiire sagladig:

katkilar agagida listelenmistir:

o Tiiketici yiik profillerinin parametrelerini ve 6zniteliklerini dikkate alan yeni, kapsaml

bir kayip-kagak tespit modeli geligtirilmistir.

e Geligtirilen DL tabanh smiflandirici model Biiyiik Veri teknolojileri ile entegre

edilmistir.

o Kayip-kacak tespitinde siber saldirilarin kullanildigi senaryolarin kapsamli bir
uygulamas1 gercek dagitim sgebekesinde belirlenen pilot bir trafo istasyonunda

gercgeklestirilmistir.

o Kayip-kacak tespitinde kullanilabilecek 6nemli ve saglam istatistiksel 6zniteliklerin

kapsamli bir aragtirmas: ve uygulamas: gerceklestirilmistir.

Tez kapsaminda gerceklegtirilen yiik tahmini ve kayip-kagak tespit uygulamalarinda
gercek hayatta karsilasilan kisitlamalar dikkate alinarak az sayida degisken kullanilmistir.
Bu tez calismasinda, akilli sayac veri kiimelerinin temin edilmesi ve analiz edilmesi
asamasinda karsilagilan veri gizliligi meseleleri i¢in ¢oziim 6nerileri gelistirilmis ve genel bir
veri toplama (data acquisition) cercevesi tasarlanmigtir. Ayrica, sayag veri kiimelerini
yonetme, uygun formata doniistirme ve depolama iglemleri i¢in agik kaynakli ve ticari

olarak olceklendirilebilen sistemlerin uygulanabilirligi incelenmistir.

1.4. Tezin Organizasyon Yapisi

Bu tez caligmasi beg boliimden olugmaktadir. Bolim [I]de akilli sebekede yiik
tahmini, kayip-kacak tespiti ve Biiylik Veri konsepti hakkinda genel bir degerlendirme
yapilmigtir. Bolim 2Jde AMI sistemlerin temel bilesenleri ve tez kapsaminda kullanilan
Biiytiik Veri teknolojileri detayli olarak agiklanmigtir.  Boliim [3]te tez kapsaminda
kullanilan veri kiimeleri, dagitik hesaplama ortaminin kurulumu ve veri analiz
yontemlerinin matematiksel altyapisi sunulmustur. Bolim [L]te tez calismasinda
vurgulanan en 6nemli bulgu ve sonugclarla bu tezin yaymlarinin bir 6zeti bulunmaktadir.
Bolim [5Jte ise bulgular ve tartigma boliminde verilen sonuglarm genel bir

degerlendirmesi ile gelecekteki olasi aragtirma konular: hakkinda 6neriler sunulmustur.
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2. AKILLI SEBEKELER VE BUYUK VERI TEKNOLOJISI

Enerji sektoriinde meydana gelen liberallesme siireci elektrik dagitim girketlerinin
Ozellestirilmesinden tedarik ve dagitim islemlerinin birbirinden ayrigsmasina kadar birgok
siireci etkileyen zincirleme bir reaksiyonu baslatmistir. Bu siiregte elektrik gsebekesinin en
onemli unsurlarindan olan sayaclar ve diger 6l¢iim sistemleri de bu geligmelerden payini

almigtar.

Akilly Sebeke terimi, giinimiizde teknik bir tanmimdan ziyade pazarlama terimi olarak
kullanilmaktadir. Bu nedenle, akille olarak tanimlanan geylerin ne olup ne olmadig
konusunda net ve genel kabul gérmiis bir kapsam bulunmamaktadir.  Uluslararasi
Elektroteknik Komisyonu (International Electrotechnical Commission-IEC) nun alt
komitesi olan SyC Smart Energy, akilli sebekeleri elektrik gebekesini modernize etme
cabalarmin bir biitiini olarak tanimlamaktadir [98]. Bu acidan degerlendirildiginde, akilli
sebekeler, elektrik ve bilgi teknolojilerini herhangi bir {iretim noktasi ile herhangi bir
tiiketim noktasi arasinda bir araya getirmeye katki saglamaktadir. Bu boliimde, akilli
sebekede AMI sistemler ve alt bilegenleri ile Biiyiik Veri teknolojileri detayli olarak
aciklanmaistir.

2.1. Akilli Sebekelerde Gelismis Sayag¢ Altyapisi

Akilli sayac sistemleri tiiketim yapilan noktalardaki ol¢timleri merkezi veri sistemine
aktaran yazilim, donanim ve iletigim kanallarindan olugan bir altyapr olarak
tamimlanmaktadir. Ayrica tek ve ¢ift yonlii haberlesme protokollerine bagh olarak da iki
farkh gekilde tanimlanabilir. Tek yonlii haberlesme protokoliinii kullanan Otomatik Sayag
Okuma Sistemleri (OSOS) yalnizca sayag verilerinin merkezi sisteme iletildigi sistemlerdir.
Cift yonlii haberlegme protokoliinii kullanan AMI sistemler ise tiiketim degerlerini merkezi
sistem ile paylagmanin yani sira uzaktan erigim, gelismis tarifelendirme segenekleri ve
ev-i¢i gosterim cihazlar1 vasitasiyla tiiketim verilerini gorsellestirme gibi ek imkanlar sunan
sistemlere verilen genel bir tanimlamadir. AMI genel olarak akilli sayaglardan, veri
yonetim sistemlerinden ve iletigsim aglarindan olusan biitlinlesik bir sistemdir.

Tek yonlii haberlesme kullanan sistemlerde; sayaca yapilan dig miidahale bilgisi,
elektrik kesintisi, saya¢ karakteristik bilgisi, endeks, yiik profili gibi veriler, 6ncelikle sayac
veri merkezine daha sonra ise merkezi veri sistemine goénderilmektedir.  Cift yonli
haberlesme kullanan sistemlerde ise, sayaclarin verileri periyodik olarak goénderilebilmesi
onceden programlanabilmekte ve ayni gekilde sayagtan veri gekilebilmesi i¢in komutlar
verilebilmektedir. Cift yonlii haberlesme kullanan sistemlerde veri okuma islemlerinin
disinda ayrica uzaktan elektrik kesme-agma iglemleri de yapilabilmektedir.

AMI sistemleri akilli gebeke tasariminda 6nemli bir temel bilegendir. AMI sistemi,
¢ift yonlii haberlesme teknolojisini kullanarak akilli sayaclardan veri toplayan ve analiz eden
daha sonra ise bu verilere dayali olarak dagitim seviyesinde cesitli uygulama ve hizmetlerin

akilli yonetimine fayda saglamaktadir. AMI uygulamalar: ise, elektrik sebekesi kontrol



sistemlerinin dijitallegtirilmesinin ilk agamasi olarak degerlendirilmektedir. AMI sistemlerde
elektrik sayaclar kritik 6nem tagiyan erisim noktalarinda ve hizmet saglayicilarin iletisim
sistemleri aginda verileri 6lgmek, toplamak, yonetmek ve analiz etmek igcin veri yonetim
sistemleri gibi ortamlarda gaz ve 1s1 sayaclar ile birlikte caligmaktadir. AMI sistemlerde
kullamlan veri tiirleri ve elektrik piyasasi modelleme siiregleri Sekil 2.1]de verilmistir.

AMI sistemlerin 6ne gikan baz avantajlar: agagida listelenmigtir:

e Sebeke baglantilar1 igerisinde en kapsamli ag baglantisina sahip son teknoloji

ekipmanlar icermektedir.

o Akilli sayaglar sayesinde, sistem kogullarini (6rnegin Giig Kalitesi (Power Quality-PQ)

olaylar1 dahil) tiiketici diizeyine kadar kapsaml bir sekilde 6lgmeye imkan saglar.

o Tiiketici seviyesinde yapilan analizler yerel olarak kontrol edilirken (6rnegin; gergek
zamanl tarifelendirme segenekleri gibi), dagitim seviyesinde gergeklegtirilen
operasyonlar, AMI bilgilerini igleyerek sistem ve bolgesel diizeyde kontrol iglemlerini

gergeklestirmektedir.

o AMI sistemler, dagitik enerji kaynaklar: ile kolay entegre olabilen bir yapiya sahip
oldugu igin yenilenebilir enerji sistemleriyle uyumlu calisir ve haberlesme agi

maliyetlerini azaltmaya yardimer olur.

o AMI tiiketici portallari, ev alani aglari (Home Area Network-HAN) ve ev igi
gosterim ekranlari, kullanicilar igin kullanigh arabirimler olusturarak tiiketici karar
verme siirecini desteklemektedir. Dagitim sirketlerinin operasyon merkezlerindeki

karar verme siireclerinde AMI tarafindan ek bilgiler saglanir.

Yukarida kisaca Ozetlenen avantajlarin diginda AMI sistemlerinde kargilagilan

dezavantajlar ise agagida listelenmistir:

o AMI sistemlerin sagladigi faydalari degerlendirirken yalmzca dagitim girketleri
operasyonlariyla smirlandirmak, is tammminin ve gerekcelerinin daha genis

perspektifte ele alinmasin 6nyargili bir hale getirmektedir.

e« AMI haberlegsme agi modernizasyonu, veri yonetim sistemi entegrasyonu ve diger
sabit kurulum maliyetleri, ortalama olarak toplam saya¢ basina maliyetin yarisindan
fazlasini olugturmaktadir. Sehir diizeyinde ve kismi 6lgekli uygulamalar genellikle
pilot 6lgekli uygulamalardan sayac¢ basina daha diisiik bir toplam maliyete sahiptir.
Bu maliyetler, uygulanan projenin kapsamina da bagl olarak her dagitim sirketi

i¢in degigiklik gostermektedir.

o Haberlesme ag1 modernizasyonu sadece AMI sistemleri i¢in degil aymi zamanda akilli
sebeke konseptindeki diger islevleride destekleyecek farkli tasarim problemlerini de

beraberinde getirmigtir. Siirece sonrasinda dahil edilen bu gereksinimler bazi1 dagitim
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sirketleri icin toplam maliyeti artirsa da, sirketlerin yatirim hisselerini de artirmis
ve gelecekteki sebeke modernizasyonu galigmalar: i¢in zemin hazirlanmasina yardimei

olmustur.

o AMI sistemlerden en uygun seviyede performans elde edebilmek i¢in akill sayaglarda,
kullanic1 cihazlarinda, haberlesme ve bilgi sistemlerinde kullanilan veri formatlarinda

uluslararasi diizeyde belirlenmis ve kabul gérmiis standartlara ihtiya¢ duyulmaktadir.

e Giiglii siber giivenlik sistemlerine duyulan ihtiya¢ ve migteri gizliligi gibi meseleler,
AMI sistemlerin uygulama kapsami arttikca dagitim sirketleri i¢in énemli bir odak

noktasi haline gelmektedir.

2.1.1. Akill1 Sayacglar

Akilli sayaglar tiketici ile sistem operatorleri arasindaki siber, fiziksel ve sosyal
etkilegimi saglayan elektrik gebesinin temel bir ekipmanidir. AMI sistemlerin veri toplama
yetkinligine katk: saglayan ve temel iglevi tiiketim noktasinda kullanilan enerjiyi 6lgmek
olan bir o6lgiim aletidir.  Akilli sayaglar fiziksel oOzelliklerine gore farkli sekillerde
smiflandirabilmektedir. Teknolojik gelismeler dikkate alindiginda mekanik ve elektronik
sayaclar, baglant1 yapildig: tiiketim noktasi dikkate alindiginda ise tez fazh veya ii¢ fazh
sayaclar olarak smiflandirilmaktadir. Bunlarin yanisira yiiksek giic ¢eken tiiketicilerin
kullandig: sayaglar akim ve gerilim trafolar: ile birlikte kullanilabilmektedir.

Akilli sayaclar tiiketicilerin ve sistem operatorlerinin ihtiyaglar1 dikkate alinarak

farkl sekillerde tasarlanmaktadir. Akilli sayaclar1 geleneksel mekanik sayaglardan ayiran
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en 6nemli tasarim detaylarindan birkagi ise veri kaydetmek icin kullandigr bellek iinitesi
ve haberlesme portlar: vasitasiyla sistem digina veri aktarabilme yetenigidir.

Tek fazli bir akilli sayag tiiketilen aktif enerjiyi hesaplayabilmek i¢in akim ve gerilim
degerlerini farkli kanallar tizerinden es zamanl olarak ve yiiksek bir 6rnekleme frekansi
kullanarak sayisal isaretlere doniigtiiriir. Sonraki agamda ise yiiksek hizli bir
mikrokontrolér bu sayisal isaretlerden tiiketilen enerji degerlerini hesaplar ve sonugclari
sayag ekranina aktarir. Bu iglem geleneksel elektromekanik sayaclarda ise tiiketilen toplam
enerji miktarini hesaplabilmek igin ayda bir defa yapilmaktadir. Akilli sayaclarin 6ne
cikan diger oOzellikleri ise: dinamik fiyatlandirma yapmak, dagitim sirketi ve tiiketici i¢in
veri kaydetmek, en az hatayla 6l¢im yapmak, gii¢ kaybi veya sistem bakim-onarim gibi
durumlar hakkinda bildirim géndermek, uzaktan kesme-a¢ma islemleri yapmak, arz-talep
veya gecikmis 6demeler gibi durumlar icin yiik sinirlamasi getirmek, erken 6n O6deme
iglemleri yapmak, gii¢ kalitesini izlemek, sayaca yapilan dig miidahale veya enerji hirzilg:
tespiti icin gilivenlik protokolleri kullanmak ve binalardaki diger akilli cihazlarla
haberlesebilmek, vb. geklinde 6zetlenebilir.

Ulkemizde kullanilan akilli sayaclarmn yukarida bahsedilen hizmetleri sorunsuz bir
sekilde yerine getirebilmesi i¢in Tirkiye Elektrik Dagitim Anonim Sirketi (TEDAS)
Strateji Daire Bagkanligi tarafindan hazirlanan TEDAS-MLZ/2017-062.A numaral
Elektronik Elektrik Sayaglar1 Teknik Sartnamesime ve FEnerji Piyasasi Diizenleme
Kurumu’'nun (EPDK) Elektrik Piyasasinda Kullanilacak Sayaglar Hakkinda Tebligine
uygun olarak tasarlanmasi gerekmektedir. Bu sartname ve teblig dagitim sistemi
seviyesinde kullanilacak elektronik elektrik sayaclarin teknik detaylari, yazilim
gereksinimleri, haberlesme protokolleri ve veri formatlari hakkinda kapsamli agiklamalar
icermektedir. Akilli sayaclarin caligma sartlarina uygun olacak gekilde tasarlanmasi igin
Tablo [2.1]de belirtilen genel 6zelliklere sahip olmasi gerekmektedir.

Bu tez caligmasinda olugsmasi muhtemel anlam karmagikligini gidermek amaciyla
yukarida bahsedilen elektronik elektrik sayaclari terimi yerine literatiirde kabul gormiis
sekli olan akilli saya¢ terimi kullanilmigtir.

Son yillarda ozellikle AB direktifleri ve enerji verimliligi konularimin daha sik
giindeme gelmesiyle birlikte mesken ve endiistriyel kullanicilar1 icin geleneksel
elektromekanik ve elektronik sayaclardan akilli sayaclara gecis hizlanmistir.
Elektromekanik sayaclar ¢zellikle 1970’lerde ve 6ncesinde yaygin olarak kullanilirken, 1970
ile 2000 yillar1 arasinda yasanan teknolojik gelismeler ile elektronik sayaglarin kullanimi
artmig ve gercek zamanli otomatik sayag¢ okuma gibi hizmetler kullanilmaya baglanmistir.
Elektronik sayaclar her ne kadar elektromekanik sayaclara kiyasla bircok yenilik¢i fikrin
uygulamaya gecmesine yardimci olsa da, tek yonli haberlesmeye imkani sagladigindan
tim ihtiyaclar1 karsilayamamaktadir. Akilli sayaclar ¢ift yonlii haberlesme dahil daha
bircok o0zelligi kullanabilme imkani saglayarak tiiketicinin ihtiyaglarina uygun
tasarlanabilmektedir.  Sekil 2.2]de modern bir akilli sayacin temel fonksiyonlar: ve

donanim ekipmanlarinin gematik gosterimi verilmigtir.
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Tablo 2.1. Akilh sayaglarin genel 6zellikleri [99).

No Ozellik Deger

1 Calisma frekans: 50 Hz

2 Yikselti (Rakim) 2000 m

3 Kullanim yeri Bina i¢i/Bina dig1

) PR Bina i¢i (—25°C ile +55°C arasi)

4 Ortam sicakhig (°C) Bina dig1 (—40°C ile +70°C arasi)

5 Azami bagil nem (%) 95

6 Raf omri en az 4 yil

7 Sayac pil adeti 2 adet

8 Sayag pil émri en az 10 yil

9  Optik port haberlesme hiz1 19200 baud rate

10 Sayag¢ koruma simiflar Bina i¢i (IP51) / Bina dis1 (IP54)

11 Haberlesme portu RS 485

12 Zaman saatinin sapma degeri ~ Nominal sicaklikta en fazla (0.5sn/glin)

13 Hafiza ézellikleri Silinmez hafiza ve her ayin sonundaki tiikketim

bilgilerini bir yil boyunca hafizada saklama
14 Sayacin caligmasi Anahtarlamali giic kaynag
igin gerekli besleme (Switch Mode Power Supply-SMPS)
15 Elektriksel koruma sinifl Sinif IT

Tek fazh sayaclarda 230V

Ug fazh direkt ve akim trafosuna

bagl sayaclarda 3x230/400V

Gerilim trafosuna bagh sayaclarda 3x57.7/100V
en az 6 kV (Rxaynak=2 ohm)

havada 15 kV, temash bosalmada 8 kV

en az 4 tarifeli ve bir giini 8 ayr1 zaman
dilimine bolebilme

15-30-60 dakikalik ayarlanabilir araliklarla ve
saat basi denk gelecek sekilde kaydedilebilme

16 Sayac¢ nominal gerilimi

17 Darbe gerilim dayanimi
18 Elektrostatik bosalma dayanimi

19 Tarife bilgileri

20 Yiik profili

Akilli sayacin tiketim verisini olugturma ve kaydetme siire¢i temel olarak beg
Bu

sinyalin  dijitale

sinyalin

Digital

asamadan olugmaktadir. agamalar sirasiyla sinyalin  iretilmesi,

kosullandirilmasi, analog doniigtiirilmesi  (Analogue to
Conversation-ADC), hesaplama iglemi ve haberlegmedir.

Modern akilli sayaclar, giris sinyallerini elde etmek icin gerilim ve akim algilayicilar:
kullanmaktadir. Sinyal kogullandirma, ADC ve hesaplama iglemleri mikrokontroller birimi
icinde gercgeklestirilmektedir. Sistem operatorleri ile haberlegme, saat ve tarih 6lgiimleri,
veri yedekleme ve depolama gibi diger iglemler i¢in ek donanim bilegenleri gerekmektedir.
Akill sayag tipik olarak su alt1 temel donanim bilegeninden olugmaktadir: gerilim ve akim
algilama iinitesi, gilic kaynagi ve yedek pil, enerji Ol¢iim {initesi, mikrokontroller, gercek
zaman saati ve haberlesme sistemi.

Gerilim Algilama Unitesi: Basit diren¢ béliiciiler, diigitk maliyetleri nedeniyle
akill sayaclarda gerilim algilayic olarak yaygin olarak kullanilmaktadir. Sekil [2.3]te, basit
bir direng béliicii tipi gerilim algilayicisinin devre semas verilmistir. Sekil[2.3]deki Ry ve R
degerleri AC gebeke gerilimini enerji 6l¢iim ¢ipinin ADC’sinin girig araligina uygun sekilde
bolebilecek sekilde secilmektedir. Sekil 2.3]te Ry direncine AC gerilimi uygulanirken Ro
direnci topraklanir ve ayiricinin orta noktasindan g¢ikig sinyali alinir. Ayricinin ADC’ye gore

cikig gerilimi ise denklem kullanilarak hesaplanir.
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Sekil 2.2. Modern bir akilli sayacin donanim altyapisi |100].

Direng boliicii Sont direng devre semast

ST T T T T T T T T N s T T T T T T T T T T N
I 1 |/ 1
: : | Yiik tarafi I
I V i I I P -1 :
| '} Olgiilen & !
| R | akm |
| i .
! ADC 1| L + Gerilim |
| noktast | ! Ryon < sinyal ;
I R : ! 7 Gl |
I 1 !
I 1! ;
I I : |
I = I

[ I\ Notrnoktasi ;
\\ ___________ /’ \\_ _______________ /

Sekil 2.3. Akilli sayaglarda akim ve gerilim algilama tnitesi elemanlar: |[100].

Rq

= ——— Vi 2.1
m+&%§ (2. 1)

Vo
Denklem [2.1.1]de belirtilen Vg3 ve Vo terimleri sirasiyla giris ve cikis gerilimidir.
Genellikle R; ve Rg direnglerinin degeri k() seviyesinde gecilir ve Ry direcinin degeri Ro
direncinin degerinden ¢ok daha buyiiktiir (R; > 500R2). Gerilim algilayicilarda yiiksek

direng degerleri kullanilarak yiiksek gii¢ kaybinin olusmasi 6nlenmektedir.

Akim Algilama Unitesi: Akim algilama {nitesi yaygin olarak akim
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algilayicilardan ve ortiisim Onleyici (anti-aliasing) filtrelerden olugmaktadir.  Akilh
sayaclarda en sik kullanilan dort farkli akim algilayici ise sunlardir: Hall etkili dogrusal
akim algilayicilar1, akim trafolar:, Sént direncleri ve Rogowski bobinleri.

Giic Kaynagi Unitesi: Giic kaynag iinitesi, akilll sayacin tasarimmmna gore
degisiklik gosterebilmektedir. Gii¢ kaynagi {initesi temel olarak digiiriicii trafolardan,
dogrultuculardan, AC-DC  doniistiiriiciilerden, DC-DC  doniigturiiciilerden  ve
diizenleyicilerden olugsmaktadir. Enerji 6l¢iim ¢ipi tasarimcilar: kendi referans gii¢ kaynagi
cikig semalarini kullandiklarindan akilli sayactaki diger donanim bilegenlerini caligtirmak
icin fazladan enerjiye sahip olmayabilir. Bu durumda gii¢ kaynag: iinitesi akilli sayac
tasarimi agamasinda enerji 6l¢iim entegre devresine, mikrodenetleyiciye, LCD ekrana, pil
sarj cihazina ve haberlegme {initesine gére farkhilik gosterebilmektedir. Sekil 2.4]te, akilli

sayaglarda kullanilan tipik bir gii¢ kaynaginin temel elemanlar1 gostermektedir.

Dogrultucu DC-DC Cevirici ; .. .
RC S_epelfe —) (Diyot |— (Diizenleyici Entegre F—j Filtre —) S G — S.aIJ
Gerilimi il . Cikis1 Cihaz1
Kopriisii) Devresi)

Sekil 2.4. Akilli sayaglarda kullanilan tipik bir gii¢ kaynag: {initesi ve elemanlar1 [100].

Giig kaynag {initesinde ilk agsamada AC gebeke gerilimi bir diyot kopriisii tizerinden
dogrultulurken bazi durumlarda ise dogrultulma igleminden 6nce devre ¢aligma gerilimine
kadar digiirilmektedir. Daha sonra ise dizensiz gerilim ¢ikigi bir DC-DC doéntustiriiciiyi
veya bir diizenleyici entegre devresini beslemektedir. Son asamada ise bir pil sarj tinitesi,
sarj edilebilir bir pili kontrol etmektedir.

Enerji Ol¢iim Unitesi: Sinyal kogsullandirma, ADC ve hesaplama islemleri bu
entegre ol¢iim devresi icerisinde gerceklestirilmektedir. Enerji ol¢iim tinitesinin igerisinde
standart bir enerji l¢iimii ¢ipi veya sayag sisteminin mikrodenetleyicisi bulunabilmektedir.
Giintimiizde kullanilan modern enerji 6l¢iim ¢ipleri gerekli hesaplamalari yapabilmek igin
bir dijital sinyal iglemcisine (digital signal processor-DSP) intiya¢ duymaktadir. Bu enerji
Olcim entegre devreleri, tek fazh veya {i¢ fazh akilli sayaclar icin farkl sekilde tasarlanmig
enerji Ol¢iim ¢ipleri igermektedir. Bu g¢ipler veri veya frekans (darbe) gikisi olarak aktif,
reaktif ve goriintr giic gibi enerji bilgilerini saglamaktadir. Ayrica bazi enerji 6lgim
entegre devreleri gerilimin ve akimin etkin degerini (Root Mean Square-RMS) hesaplama,
frekans ve sicaklik Olgiimii, dig miidehale algilama, gii¢ yonetimi, toplam harmonik
bozulma (Total Harmonic Distortion-THD) ve gerilim ¢okmesi tespiti gibi ek o6zellikler
igerebilmektedir. Enerji 6lgiim ¢ipleri IEC ve Amerikan Ulusal Standartlar Enstitiisii
(American  National Standards Institute-ANSI) dogruluk standartlarma gore
tasarlanmaktadir.  Enerji 6l¢iim cipleri tasarlayan taninmig iireticilerden bazilar1 ise
Microchip, STMicroelectronics, Teridian, Analog Devices and NXP’dir [100].
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Mikrodenetleyici Unitesi: Akilli sayac icersinde bulunan tiim fonksiyonlar
mikrodenetleyici tarafindan gergeklestirilmektedir. Akilli sayacin g¢ekirdegi olarak kabul
edilebilir. Mikrodenetleyicilerin kontrol ettigi temel fonksiyonlarindan bazilar1 gunlardir:
enerji Olgim c¢ipi ile haberlesme, {iretilen verilere dayali hesaplamalar, elektrik
parametrelerini, piyasa tarifelerini ve tiiketim maliyetini goriintiilemeye imkan saglama,
akilli kart okuma, sayaca yapilan dig miidehale tespiti, bellek tinitesi ile birlikte veri
yonetimi, diger akilli cihazlar ile haberlesme ve gii¢ yonetimidir.

Modern akilli sayaclar genellikle bir ekran (6rnegin; Liquid Crystal Display-LCD
ekran) ile birlikte tasarlanmaktadir. Bu sayede tiiketiciye tarife, elektrik kesintisi veya
diger iglemler hakkinda bilgilendirme yapilabilmektedir. @ Bazi durumlarda ise akilli
sayaclardaki mikrodenetleyici iinitesi tiiketiciye bir tist tarife hakkinda veya yiiksek
tiiketim talepleri konusunda gerekli bilgilendirmeleri alabilmesi icin merkezi sistemden
gelen uyari sinyallerini ulagtirir.  Akilli sayag bu iglevleri yerine getirebilmek ig¢in bazi
durumlarda harici bir mikrodenetleyiciye de ihtiyac duyulabilir. Bu gibi durumlarda ise
goklu gorev (multi-tasking) veya yiiksek dereceli paralellik gibi ek 6zellikler gerekmektedir.
Bagka bir ifadeyle, akilli saya¢ tek bir veri kiimesine ayni anda birkac farkli islemi
yapilabilecek kapasitede ve 6zellikte bir mikrodenetleyiciye gereksinim duyulabilir.

Gergek Zaman Saati: Gergek zaman saati tiim akilli sayaglarda mevcut ve yerel
saati takip etmekle sorumlu 6nemli bir donanim bilegenidir. Tarih ve saat bilgisi, uyar
sinyalleri gibi 6nemli bilgileri saglar. Bazi enerji 6l¢im ¢iplerinde goémiilii bir gergek
zamanli saat aygiti da bulunmaktadir. Akill sayaglarin ¢ogunlugunda ise mikrodenetleyici
birimi tizerinden erisilebilen ve ayr1 bir sekilde calisan gercek zaman saati bulunmaktadir.
Gergek zaman saatlerinin cogunlugunda zaman saati kaymasi kabul edilebilir araliklarda
kalacak sekilde tasarlanmaktadir. Bazi akilli sayaclar gercek zaman saatindeki zaman
kaymalarini 6nlemek igin gercek zamanli olarak mevcut ag baglantisi lizerinden periyodik
olarak senkronize edilmektedir. Bodyle bir ag baglantisina bagli olmayan sayaglarin ise
yiiksek dogrulukta 6lgiim yapan bir gercek zaman saati kullanmasi veya diizenli araliklarla
zaman kaymalarinin diizeltilmesi gerekmektedir.

Haberlesme Unitesi: AMI sistemler akilli sayaclardan, haberlesme ag gecidinden,
akilli kontrol ve veri yonetiminden olugmaktadir. AMI sistemlerde cesitli haberlesme
protokolleri kullamilmaktadir.  AMI sistemlerde yaygin olarak kullanilan haberlegme
protokollerinden bazilar1 ise HAN, Komsu Alan Ag1 (Neighborhood Area Network-NAN)
ve Genis Alan Ag (Wide Area Network-WAN)’dir.  Tiiketici seviyesinde kullanilan
elektrikli cihazlar, akilli sayaclar, elektrikli araclar veya yerel generatorler ile haberlesme
HAN baglantis: tizerinden gergeklestirilmektedir. Sayaclardaki HAN baglantisi merkezi bir
enerji yonetimi, hizmetleri ve tesisleri arasinda bilgi akigina imkan saglar. Akilli sayaglar
tiitketim bilgisini ilk agamada NAN baglantis1 ve ardindan WAN baglantis1 kullanarak
merkezi sisteme aktarmaktadir. Elektrik enerjisinin toplu tiretimi, iletimi ve dagitimi
agamalarinda toplanan veriler WAN ile iletilmektedir. Dagitim sistemi operatérleri bu

verileri toplamak i¢in WAN baglantisin1 kullanmaktadir. Enerji piyasalari, dagitim sistemi
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operatorleri ve hizmet saglayicilar ise bilgileri iglemek icin internet baglantisini
kullanmaktadair.

HAN baglant1 protokoli veriyi kablolu veya kablosuz ortamlar {izerinden aktarabilir.
ZigBee, Z-wave, Wi-Fi ve gii¢ hatt1 iletisimi (Power Line Communication-PLC), HAN
baglantilarinda yaygin olarak kullanilan protokollerdir. PLC baglanti protokolii mevcut
enerji dagitim hattinin altyapisimi kullandigi i¢in uygun maliyetli bir yaklagim olarak
degerlendirilse de, gerek sebeke topolojisinin degistirilemez olusu gerekse sebeke hattinin
bozucu etkilerinin veri iletimini olumsuz etkilemesi uygulanmasini ve yayginlagmasi
zorlagtirmaktadir. ZigBee baglanti protokoli HAN uygulamalar: igin uygun maliyetli,
daha az karmagiklik, diisiik gii¢ tiiketen ve giivenilir bir iletim ortami sunmaktadir [100].

NAN baglant:1 protokolii, komsu akilli sayaglar arasinda veri aktarimi igin
kullanilmaktadir. Bilgilendirme mesajlarini, donanim ekipmanlar:i igin yazilimi
glincellemeleri  ve gercek zamanli bilgi aktarimi gibi  operasyonel iglemleri
kolaylagtirmaktadir. ZigBee haberlesme protokolii, yiiksek veri aktarim hizi ve diisiik
maliyeti nedeniyle NAN baglantilarinda da yaygin olarak kullanilmaktadir.

Baz1 durumlarda akilli sayaglar, bir WAN baglantis1 araciligiyla dogrudan uzak bir
sunucuya baglanabilir. Bu durumda herhangi bir NAN baglantisina ihtiya¢ duyulmadan
veriler kablosuz bir ag kullanilarak sunucuya aktarilmaktadir. Sayac¢ ve uzak sunucu
arasinda faturalama iglemleri, elektrik kesintilerinin bildirilmesi, uzaktan ac¢ma-kesme
iglemleri, saya¢ dis miidehale tespiti ve uzaktan yapilandirmalar gibi iglemler i¢in bir veri
toplayici vasitasiyla iletigim kurulur. Akilli sayacin WAN ile baglantisi yapabilmesi igin ise
gesitli haberlesme teknolojileri (6rnegin; Global System for Mobile Communications
(GSM), General Packet Radio Service (GPRS), 3G ve WiMax) kullanilmaktadir.

2.1.2. Cift Yonlii iletisim Kanallar

Merkezi sistem ile haberlesme tiim enerji 6l¢iim sistemlerinde bulunmasi gereken
zorunlu bir fonksiyondur. Sistemin mevcut durum bilgisi (6rnegin; akim, gerilim, frekans,
enerji, gii¢ ve gii¢ kalitesi vs.) ve Olgiimleri dahil olmak tizere enerji 6lgtim ¢ipi igerisinde
igslenen tiim verilerin harici bir mikrodenetleyiciye iletilmesi giinliik operasyonlarin devami
igin kritik bir iglemdir. = AMI sistemlerde yaygin olarak tercih edilen haberlegme
baglantilarindan bazilar: ise PLC, genig bant kablolar, Wi-Fi, ZigBee, GPRS, 3G ve radyo
frekanslaridir.

Akilli gebekenin giinliik ve rutin operasyonlari enerji akiginin yonetimini ve
kontroliini saglamaktadir. Sebeke izleme ve takip, kontrol, raporlama, denetleme ve
alig-satig gibi iglemler akilli gebekenin giinliik operasyonlarindan bazilaridir. Bu iglemleri
gercgeklestirebilmek icin tiim trafo merkezleri, tiiketici tesisleri ve akilli saha ekipmanlari
¢ift yonlii bir haberlesme ag kullanilarak birbirine baglanmaktadir.  Akilli gebeke
uygulamalarimin ¢ogunlugu ise bolgesel iletim organizasyonunun (Regional Transmission-
Organization-RTO) bagimsiz sistem igletmesine (Independent System Operator-ISO) bagh

iletim ve dagitim SCADA (Supervisory Control and Data Acquisition) sistemlerinin
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fiziksel donanim ekipmanlarinda ve yonetim sistemlerinde gerceklestirilmektedir.

Akilli sayagta haberlesmenin ¢ogunlugu TS EN 62056-21 haberlesme protokollerini
saglayan bir optik port ve izole beslemeli RS 485 baglantisi kullanilarak yapilmaktadir.
Ulkemizde kullanilan akilli sayaclarin cogunlugunda RS 485 seri haberlesme katmani
kullamlmaktadir [101]. Bu haberlesme protokoliniin fiziksel katmani optik port tizerinden
gergeklestirilen seri ve yari ¢ift yonlii (half-dublex) bir sekildedir. Aym zamanda RS-232,
GSM, GPRS gibi iletigim yontemleri de kullanilmaktadir. Protokol paket yapisi mantig
ile calhgmaktadir. Ana sunucu (master server) ilk agamada iletigimi baglattiktan sonra
sorgu yapar ve iletigimi sonlandirir. Akill sayag¢ (slave client) dinleme konumundadir ve
harici bir iletisim baglatamaz.

Ulkemizde kullanilan akilli sayaclarm haberlesme protokolleri Tiirk Standartlari
Enstittisii (TSE), Avrupa Elektroteknik Standart Komitesi (EN) ve IEC tarafindan
belirlenmekte ve en son yayimlanan baskilarina uygun olarak tasarlanmaktadir. Akill
sayaclarin tasarim ve tretim siireclerinde kullamlan standartlar Boliim [5Jteki Tablo
[5.1]de listelenmistir.

EN ve IEC tarafindan geligtirilen standartlar teknolojik gelismeler dikkate alinarak
stirekli olarak giincellenmektedir. Bu standartlar gelisen teknolojiyle birlikte artan veri
tiirleri ve 6l¢iim parametrelerini bir tanimlama altyapisi iizerinden gruplandirarak ortak bir
platform olugturmaktadir. Ortak Asgari Kodlama Yapisi, diger ismiyle Nesne Tanimlama
Sistemi ( Object Identification System-OBIS) tiim sayaclarda ortak bulunan parametrelerin
ve bu parametrelerin veri formatlarinin tammlandigr kod sistemidir |102].

OBIS kodlari, A’dan F’ye kadar olan alt1 deger grubunu kullanarak hiyerargik bir
sekilde enerji 6l¢ciim ekipmaninda kullanilan veri 6gelerini tanmimlamaktadair.

Grup A, sayacin hangi enerji 6lgiim tiirii i¢in kullanildigr belirtmektedir ve bir sayag
yalmzca tek bir enerji tiiriinden 6lgiim almak iizere tasarlanmaktadir. Grup A’nin degerleri
0 ile 15 arasinda degigmektedir (6rnegin; 0: genel bilgi, 1: elektrik ile ilgili, 5: sogutma ile
ilgili, 9: sicak su ile ilgili vs.). Grup A’min 9 tizerindeki diger degerleri olugabilecek diger
olasi enerji Ol¢iimleri i¢in ayrilmigtir.

Grup B, sayacin aldig1 6l¢iimleri fiziksel bir kanal numaras: tizerinden aktarmak icin
kullandig1 numaralar ifade etmektedir. Olciim yapilan noktadaki parametrelerin ayni olup
olmadigr dikkate alinarak farkl tiirlerdeki veriler farklhh kanallar {izerinden iletilmektedir.
Grup B’nin deger araligi 1 ile 64 arasinda degigsmektedir ve 65’ten 127’ye kadar olan degerler
ise gelecekteki uygulamalar icin belirlenmigtir.

Grup C, daha 6nce A grubundaki enerji tiirtine bagh olarak farkli tanimlanmig deger
tiirlerini ifade etmektedir. Grup C genel olarak akim, gerilim, gii¢, hacim, sicaklik gibi
referans veri kaynagiyla iligkili soyut veya fiziksel veri 6gelerini tanimlamaktadir.

Grup D, genel 6l¢iimlerin diger kodlardan daha ayrintili alt boliimleri icin veya bu
enerji ol¢limlerinin 6nceden tanimlanmig baz1 algoritmalara goére iglenmis sonuglarim ifade
etmektedir. Algoritmalar enerji ve talep gibi niceliklerin yani sira diger fiziksel nicelikleri
de ifade edebilmektedir.
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Sekil 2.5. Tek fazl ve l¢ fazli sayag baglanti semasi

Grup E, A’dan D’ye kadar olan deger gruplarindaki degerlerle tanimlanan
niceliklerin 6zel tarife segeneklerindeki farkl oranlari ifade etmektedir. Grup F ise farklh
fatura donemlerine gére A’dan E’ye kadar tamimlanmig gruplarindaki degerlerinin daha
ileri alt boliimlerinin bilgisini farkli zaman periyotlarina bolerek saklamaktadir. Genellikle
tarihsel parametreler icin kullanilmaktadir.

Sayag baglantilarinin hatali 6l¢iime yol agmamast igin 6lgiim yapilacagi devreye dogru
bir gekilde yapilmasi gerekmektedir. Sekil 2.5]te 6rnek bir tek fazh ve ii¢ fazh sayacin
baglanti semas1 verilmistir.

Ayrica saya¢ numaratorleri tarafindan kaydedilen degerlerden tiiketim degerini elde
edebilmek ve Olgiim hatalarimi  6nlemek amaciyla bir saya¢ carpan katsayisi
hesaplanmaktadir. Bu islem sonrasinda bir saya¢ carpan katsayisi elde edilerek sayactan
okunan degerler bu deger ile ¢arpilir. Sayag¢ carpan katsayisi denklem [2.1.2]de verilen

formiil ile hesaplanmaktadir.

ATDO x GTDO

Saya¢ Carpan Katsayist = -
Sayac I¢ Carpani

(2. 2)

Burada ATDO ve GTDO degiskenleri sirasiyla akim ve gerilim trafolarinin
dontistirme oranlarini temsil etmektedir.

Saya¢ haberlesmesinde yaygin olarak kullanilan protokoller seri haberlegsme seklini
kullanmaktadir. Seri haberlegmede dort farkli parametre kullanilmaktadir. Bu
parametreler sirasiyla veri haberlesme hizi, karakter olarak kodlanan veri bitlerinin sayisi,
eslik biti secimi ve durdurma bitidir. Bu veri iletim c¢ergevesinde, ilk agsamada tek
baslangic biti daha sonra ise iletilecek olan veri biti ve son olarak ise eglik biti ve
durdurma biti veya bitleri bulunmaktadir.

RS 232 haberlegsme protokoliinde yalnizca iki gerilim seviyesi kullanilmaktadir. Bu iki
farkli gerilim seviyesi sirasiyla iletilen isareti (mark) ve bosglugu (space) temsil etmektedir.
Iletilen sinyalde negatif gerilim seviyesi isareti, pozitif gerilim seviyesi ise boslugu ifade
etmektedir. Sinyalin +3V’dan biiyiik olmasi halinde (sinyal > +3V) ¢kig 0, —3V’dan
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kiigiik olmasi halinde ise (sinyal < —3V) ¢ikig 1'dir.

Baglangic biti her veri paketinin baslangicinda yer almaktadir. Bu bit negatif ve
pozitif gerilim seviyeleri arasindaki gecigdir. Eglik biti se¢imi iletilen veri bitlerini takip
eden bir hata kontrol geklidir. Veri iletiminden 6nce eglik bitinin tek mi ¢ift mi (odd-even)
oldugu belirlenir. Eslik bitinin tek olmasi durumunda eglik biti ve veri bitlerinde bulunan
I’lerin toplami tek say1 olmaktadir. Ornegin veri bitlerindeki 1’lerin toplami 3 ise eslik
bitinin degeri 0’dir ve béylece 1’lerin toplam adeti tek say1 olur. Iletilen veri paketinin
son boliimiinde ise durdurma biti bulunmaktadir ve daima negatif gerilim seviyesi ile ifade
edilmektedir. Tletilen veri paketinden sonra yeni bir paketin gelmesi durumunda ise yeni
durumun habercisi olarak pozitif gerilim (bosluk) baslangi¢ biti kullanilmaktadir.

Seri haberlesmede aktarilan sinyalin veri akigin1 kontrol edilebilmek icin saat
sinyaline ve zamanlama frekansina ihtiya¢ duyulmaktadir. Alict ve verici ekipman bu
sekilde gonderilen her bir bitin ne zaman goénderilecegine ve alinacagina karar vermektedir.
Saat sinyalinin kullanim yerine gore seri haberlesme senkron veya asenkron seklinde
gerceklegtirilmektedir.  Senkron haberlesme yonteminde biitiin cihazlar tek bir cihaz
tarafindan veya harici bir cihaz tarafindan iiretilen saat sinyalini kullanmaktadir. Iletilen
tiim veri paketinde bulunan sinyaller saat sinyali ile senkronizedir. Seri haberlegsmenin
senkron gekilde gergeklestirilmesi 4.57 metreden daha az ve tek bir devre iizerinden
baglant1 gerceklegtiren ekipmanlar i¢in uygundur. Daha uzak mesafelerde giriiltiiden
etkilendigi ve saat sinyali igin fazladan hat kurulumu gerektirdigi i¢in uygulanabilir
degildir. Asenkron baglantilar icin fazladan bir saat sinyaline ihtiya¢ duyulmamaktadir.
Her iki ekipmanda (alici ve verici) kendi saat sinyalini saglayan donamim ekipman
bulundugundan yalmizca kendi i¢inde senkron olmasi yeterlidir. Bu nedenle veri paketinde
iletilen her bir byte i¢in saat sinyalini eglegtirmek f{izere bir baglangic (start) biti ve
haberlegmenin bittigini bildirmek bir durdurma (stop) biti bulunmaktadir. RS 232 ve RS
485 haberlesme baglantilar: asenkron seri haberlesmedir.

RS 485 veya diger adiyla Electronic Industries Association (EIA) 485 half-dublex
veri iletimi yapabilen ve haberlesme mesafesini 1.2 km’ye kadar genigletebilen haberlesme
standartidir. Seri haberlesmede RS 232’ nin iletim mesafesinden (yaklagsik 15.24 m) daha
uzak mesafelere veri iletimi gercgeklestirebildigi icin RS 485 tercih edilmektedir. RS 232
haberlesmede tek sonlu hatlar tercih edilirken, RS 485 haberlesme dengelenmig hatlar
tizerinden bilgi tasiyabilmektedir. Iletilen her iki sinyal de tek bir kablo tizerinden hem
positif hemde negatif gerilim seviyeleri ile birlikte kablo c¢iftlerine aktarilmaktadir. Alici
ekipman her iki gerilim seviyesi arasindaki farkla cevap sinyali tretmektedir.
Dengelenmemis bir haberlesme hattinda bir sinyal kablosu, dengelenmis haberlesme
hattinda ise iki adet sinyal kablosu kullanilmaktadir. Dengelenmis haberlesme hatlarinin
giriiltiiden daha az etkilenmeleri en 6nemli 6zelliklerinden bir tanesidir.

Seri haberlesmede half-dublex yapi kullanan bir sistemde birden fazla verici birden
fazla alici ile herhangi bir zaman dilimi igerisinde sadece bir tanesi aktif olacak sekilde

haberlesmektedir. Bu haberlesme seklinde her iki ekipmanda hem alici hemde verici
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Sekil 2.6. Ug fazli akilli sayag ile ana sunucu arasindaki RS 485 baglant1 semasi

olarak caligarak komut génderme ve alma iglemlerini gerceklestirebilmektedir. Bir RS 485
baglantisinda ana sunucu (master server) 6zel olarak adreslenmis akilli sayag (slave client)
ile bir karakter dizisi kullanarak konugsmaya baglar ve sayag sisteminin cevap déndiirmesini
bekler. Onceden tanimlanmis zaman araliklarinda sayac cevap vermezse ana sunucu
iletigimi sonlandirir.  Sekil 2:6]da ti¢ fazli akilh sayag ile AMI sistemin ana sunucusu
arasindaki RS 485 baglantisinin genel gdsterimi verilmigtir.

Otomatik Saya¢ Okuma (Automatic Meter Reading-AMR) sistemlerinde kullanilan
akilli sayaglarda genellikle RS485 standarti tercih edilmektedir ve 32 adet cihaza kadar
baglant1 yapilabilmektedir. Bu sekilde tiim veriler tek bir baglant1 noktasi {izerinden ana
sunucuya gonderilebilmektedir.

Modbus ficretsiz bir protokol olarak birgok farkli tiirdeki cihaz i¢in kullanilan bir
seri haberlesme protokolidiir. Modicon tarafindan ilk asamada programlanabilir sayisal
kontroller (Programmable Logic Controller-PLC) igin tasarlanmig olsa da birgok ag
haberlesmesinde kullaniminin basit olmasi ve seri hatlar {izerinden iki cihaz arasindaki
bilgi transferini kolaylastirmasi gibi avantajlarindan dolay: tercih edilmektedir. Modbus
bir ana sunucu (master)/ uydu (slave) seri haberlesme protokoliidiir. Modbus kullanilan
bir veri iletim yolunda sadece bir ana sunucu ve en fazla 247’ye kadar farkli uydu
baglantisi1 kurulabilmektedir. Uydu cihazlar ana sunucudan komut gelmedikge veri veya
bilgi iletisimi saglayamazlar. Ana sunucu her bir haberlesmede bir kez igslem baglatir ve
uydu cihazlar birbirleri ile iletisim kuramazlar. Modbus protokoliinde veri, bilgi aligveris
Amerikan kod standardi (American Standard Code for Information Interchange-ASCII)
veya uzak terminal birimi (Remote Terminal Unit-RTU) gibi bir seri haberlesme modunda
tanimli cerceve kullanilarak temsil edilmektedir. Cihazlar Modbus-ASCII modunda
yapilan haberlegsmede veri paketlerindeki her bir 8 bit ikili ASCII karakteri kullanilarak
iletilir. RTU modda ise her bir 8 bitlik veri paketi iki adet 4 bitlik hexadecimal karakter
kullanilarak iletir ve daha biiyiik karakter yogunlugu sayesinde ASCII mod ile
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kiyaslandiginda haberlegme hizi1 daha yiiksektir.

IEC 62056-21 Avrupa Birligi tilkelerinde bilgisayar ile sayag okuma gibi uygulamalar
i¢in geligtirilen ve yaygin olarak kullanilan bir haberlesme protokoliidiir. ITEC 62056-21
protokolii RS485 portu ve optik port kullanarak half-dublex gekilde ASCIT kod
gondermektedir. A, B, C, D ve E olmak iizere beg farkli protokol modu kullanilmaktadir.
A, B, C ve E modlar veri aligverigini ¢ift yonlii olarak gerceklestirmektedir. Haberlegsme
ilk agsamada ana sunucunun okuma istek mesaji gondermesiyle baglar. A ve C
protokollerinde okuma cihaz1 ana sunucu (master) ve sayaglar ise uydu (slave) gibi
davranmaktadir. E protokoliinde ise tam tersine okuma cihazi istemci (client), sayag
sunucu (server) gibi davranmaktadir.  Bu protokoller sayesinde saya¢ okuma veya
programlama gibi iglemler yapilabilmektedir. D protokoliinde haberlesme tek yonlidiir ve
sadece sayac okuma iglemleri gerceklestirilmektedir. Bu protokolde bilgi sayactan okuma
cihazina fiziksel buton kullanilarak veya sayag¢ {izerindeki algilayici kullamilarak

baslatilmaktadir.

2.2. Biiyiik Veri

Giintimiiz ekonomisinde faaliyet gosteren bircok biiylik sirket yeni is firsatlar
ortaya cikarabilmek ve siirdiiriilebilir ekonomik biiytime planlar1 geligtirebilmek amaciyla
miigterilerinden veya kurulusun i¢ yapisindan gelen geri bildirimleri ve operasyonel verileri
daha sik kullanmaya baglamigtir. Bu siireglerden elde edilen biiyiik miktardaki verinin
yonetilmesi ve analiz edilmesi i¢in gelistirilen teknolojiler ise biiylik veri analitigi olarak
tamimlanmaktadir. Bunun yanisira elektrigin iiretimi, iletimi ve dagitimi agsamasinda aktif
gorev alan kurum ve kuruluglar ise bu kavramlara ek olarak "enerjinin interneti" gibi yeni
kavramlar: dahil etmektedir.

Biiyiikk verinin tanimi giiniimiizde ¢ok net ve tekdiize bir anlam tagimamaktadir.
Ancak genel anlamda farkli tanimlar arasinda bir fikir birliginden bahsedilebilir. Bu ise,
kurum veya kurulus i¢in faydal bilgileri etkin bir gekilde ortaya c¢ikarabilmek amaciyla
yeni ¢erceve (framework) ve yontemlere ihtiyag duyan biiytik hacimli, gesitli kategorilerden
ve karmagik yapilardan olusan bir veri kiimesinin beraberinde getirdigi ve yeni ortaya
gikan bir teknik sorundur [103]. Bu nedenle, biiyiikk verinin tammi, veri madenciligi
algoritmalarinin ve ilgili donanim ekipmaninin biiyiik hacimli veri kiimeleriyle baga ¢ikma
yetenegine baghdir [104]. Buyuk veri ayn1 zamanda mutlak bir tamm yerine goreceli bir
kavramdir ve tanimlandigl ortama gore degiskenlik gosterebilir.

Hem enerji hem de bilgi sistemlerini bir araya getiren akilli sebeke, elektrik iiretimi,
iletimi, dagitimi ve tiiketimi stirecinden elde edilen biiyiik miktarda veri iceren bir bilgi
kaynagi olarak da diigliniilebilir. Bu veriler, dagitim istasyonlarindan sayaclara kadar olan
tiim sistemlerin enerji bilgilerinin yanisira pazarlama, meteorolojik ve bolgesel ekonomik
veriler gibi enerji ile ilgili olmayan diger bilgileri de igermektedir [105].

Akill gebekede, hem dagitim sirketine (DSO) hem de tiiketicilere enerji ile ilgili

bilgiler akilli sayaclar yardimiyla toplanir ve iletilir. Toplanan bu verilerin hacmi ve
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Tablo 2.2. DEPSAS’1in 2015-2021 yillar1 arasinda sisteme dahil ettigi sayag sayisi ve tiretilen ortalama veri miktar:
[Kaynak: DEPSAS].

vy Sisteme Eklenen o 2o
Sayag¢ Sayisi

2015 23.400 2.1 TB
2016 98.000 12.994 TB
2017 128.500 35.421 TB
2018 174.300 73.489 TB
2019 168.200 126.653 TB
2020 183.900 196.320 TB
2021 142.300 278.757 TB
Toplam 918.600 278.757 TB

cesitliligi kullanilan saha ekipmanlarina ve oérnekleme siirelerine gore degisiklik gosterse de
genel anlamda biiyiik veri olarak degerlendirilir. Ornegin; AMI sistemi verimli sekilde
kullanan biiylik bir dagitim sgirketinin akilli saya¢ okumalarinin sayisinin yilda 24
milyondan giinde 220 milyona artmasi bir biiyiikk veri problemidir [85]. Dicle Elektrik
dagitim sirketinin son yedi yilda her yil sisteme dahil ettigi sayag¢ sayisi ve iiretilen

ortalama veri miktar1 Tablo [2.2]de verilmistir.

Buyiik veriyi igleyecek sistemlerin en 6énemli bilegeni ise, bilgi kegfinde ve karar
stireglerinde kullanilmak tizere tasarlanmis veri analizi yontemleridir [106], [107]. Genel
anlamda degerlendirildiginde, veri analitigi veya veri madenciligi gibi uygulamalar, veri
tabani, istatistik, oriintii tanima, makine 6grenimi vb. dahil olmak iizere bircok yontemle
degiskenler arasindaki potansiyel iligkileri ortaya c¢ikarmak icin olusturulmusg hesaplama
stirecini ifade etmektedir.

2.2.1. Biiyiik Veri Kavramina Genel Bir Bakig

Biiyiik verinin ti¢ 6nemli 6zelligi hacmi, gesitliligi ve hizidir [108]. Adindan da
anlasildig: tizere, verinin miktar1 veya hacmi biiylik verinin ¢ok 6nemli bir yoniine vurgu
yapmaktadir. Bazi durumlarda ise verinin sermaye ve emege benzer sekilde bir ekonomik
girdi olarak degerlendirildigi ve is diinyasinin yeni hammaddesi oldugu belirtilmektedir.

Akill sayaglar ve sensorler enerji biiyiik verisinin olugumuna katk: saglayan énemli
kaynaklardandir. Biiyilik enerji verisindeki bu artig akilli sayaclarin devreye girmesiyle
birlikte neredeyse 1000 kat daha fazla verinin gelmesi ihtimalini ortaya cikarmaktadir
[109]. Veri cesitliligi, farkl veri tiirlerini ifade etmektedir. Sosyal medya veya akilli
cihazlar gibi artan sayida farkli veri kaynag: farkli veri tiirlerini ifade etmektedir. Hiz, veri
aktarim hizim veya iglem hizim ifade etmektedir. Artan veri hacmi, gesitliligi ve hiz1 veri
yonetimi ve analizi agamasinda zorluklara neden olabilmektedir. Biiyiik veriden
bahsederken genellikle verinin hacmi, gesitliligi ve hiz1 6n plana c¢iksa da, biiyiik verinin en
o6nemli yonlerinden biri ondan elde edilecek degerdir. Bir veri kiimesi ¢ok biiyiik, cesitlilige
sahip ve hizli bir gekilde artiyor olsa bile, faydali herhangi bir bilgiye veya sonuga
ulagtirmayan verinin degeri azdir.

Biiyiikk veri analiz agsamasinda biiyiik miktarda verinin temin edilmesi tek basina
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yeterli degildir. Veri analistleri genellikle karar verme ve modelleme siireclerinde tiim veri
kiimesini daha uygun ifade edecek bir alt veri kiimesi iizerinden islemleri
gerceklegtirmektedir. Ayrica akilli sayac ve sensor gibi cihazlardan planh ve sistematik bir
sekilde veri toplama bu siirecin saglikli bir gekilde yiiriitiilmesine daha fazla katk:
saglamaktadir. Bu tiir bir yaklagimla temin edilen verinin miktar1 daha az olsa da
planlanmamig ve kontrol edilmeyen biiyiik bir veri kiimesinden ¢ok daha fazla fayda
saglayabilir [110]. Son olarak verilerin nasil toplandigina veya veri boyutunun ne kadar
biiyiik olduguna bakilmaksizin en ©nemli husus, verilerin analizi sonrasinda elde
edilebilecek degerdir.

Biiyiik veri, biliylik veri kiimelerini olugturmanin ve depolamanin yani sira uygun
veri analiz tekniklerini de ihtiya¢ duymaktadir. Bu noktadan hareketle yazilim
algoritmalarindaki iyilestirmeler, artan veri miktarinin neden oldugu bilgi islem
zorluklarimi agabilmek igin Moore yasasi kadar onemlidir [111]. Ayrica akillh 6lgiim ve
sensOr verilerinin hacminin iistel olarak artacagi disiinildiiginden biiyik veri
teknolojisinde meydana gelen biiyiimenin de hizli bir sekilde gerceklesecegi
ongorillmektedir [112].

0OSOS’dan temin edilen elektrik tiiketim verileri, gii¢ sistemlerinde artan veri
hacminin baslica nedenlerinden biri olarak gosterilmektedir. Buytuk veri kiimelerini
olugturma ve saklama zorluklarinin yani sira elektrik dagitim girketlerinin karsilagtigi en
biiyiikk zorluk, biiylik verilerin analizi ve elde edilecek sonuglar dikkate alinarak
gelistirilecek is zekasi uygulamalarnidir [112], [113]. Bu yiizden veri yonetim sistemlerinde
yatirim Onceligi veri analitigi araclarindadir ve gii¢ sistemleri alaninda biiyiik veri
analizinin kullanimini yayginlagtirmak icin genis bir kapsam bulunmaktadir. Enerji
sektoriinde arz-talep tahmini, tiiketicilerin tiiketim oOriintiilerinin ¢ikarilmasi, kesintileri
veya kayip-kacak kullanimini engelleme ve enerji dengesizliklerini optimize etme gibi
uygulamalar biiyiik verinin olasi uygulamalar1 olarak gosterilebilir. Gili¢ sistemlerindeki
diger uygulamalar1 ise gii¢ sistemlerinin isletilmesi, kontrolii ve korumasi érnek olarak
verilebilir [114], [115].

Buyiik verinin 6nemini ortaya koyan ilk érneklerinden biri Google’in grip egilimleri
projesidir [116]. Bu proje internet arama sorgularim kullanarak Hastalik Kontrol ve
Onleme Merkezlerinin raporlarini tahmin etmek icin olusturulmustur ve biiyiik verinin
ornek bir kullanimi olarak kabul edilmigtir. Bu projede Google’in grip benzeri hastaliklar
icin doktor ziyaretlerinin oranimi Hastalik Kontrol ve Onleme Merkezlerine kiyasla yaklagik
iki kat1 daha yiiksek bir dogrulukla tahmin ettigi rapor edilmistir. Bu analizlerin bazi
sorunlardan biri ise yaniltici korelasyon riskiyle ilgilidir. = Yamiltici korelasyon, veri
kiimelerindeki iki farkli degigskenin istatistiksel olarak anlamli bir korelasyon goéstermesi
ancak degiskenler arasinda temel bir nedensellik veya anlamli bir iligki olmadigi tiim
durumlar1 ifade etmektedir. Anlaml iligkiye bir 6rnek olarak, herhangi bir zaman
serisindeki ardigik 6l¢iimler arasindaki otokorelasyon 6rnek olarak gosterilebilir. Kesin bir

sekilde nedensellikten bahsedilemez ancak modellemesi anlamlidir.
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Biiyiik veri analizinde karsilagilan diger bir sorun ise yanh o6rneklemdir. Bu soruna
ornek olarak 1936 yilinda yapilan Amerikan Bagkanlik secimlerinde se¢imin galibini
tahmin etmek icin yapilmig iki farkl anket gosterilebilir. Bu anketlerden ilki The Literary
Digest tarafindan 2.4 milyon geri doniislii bir posta anketi ve digeri kamuoyu yoklamasi
onciisit olan George Gallup’un yaklagik 3000 roéportajindan olugan daha kiigiik bir
anketidir. O yillar i¢in biiyiik bir veri hacmine sahip daha biiyiik ilk anketin sec¢im
sonuclarini daha iyi tahmin edebilecegi varsayilmig ancak gercekte daha kiiciik olan ikinci
anketin sonuglar1 daha dogru sonuglar iretmistir [110]. Biiyiik veri analizinde kargilagilan
diger sorunlardan biri ise ¢ok biyiik veri kiimeleri tiim istatistiksel popiilasyonu temsil
ediyor gibi goriinebileceginden, érnekleme sorunlarina neden olmasidir. Tim 6rneklem veri
kiimesini kullanmak biiyiik veri kiimelerindeki olasi yanli érnekleri bulmay: zorlastirabilir.
Bu agsamada veri analistlerinin yapacagi degerlendirme veri analizini dogrudan etkiler ve
bu nedenle verilerin ve sonuglarin daha genel bir degerlendirmesi agamasinda matematiksel
analizler daha biiyiik bir 6nem kazanir. Elde edilen sonuclarin yorumlanmasi ve problemle

ilgili genel gikarimlarla karsilagtirilmas: 6nemli bir agama olarak kabul edilmektedir [117].

2.2.2. Yazilim Destegi ve Platformlar

Bilgisayar sistemleri literatiiriinde dagitik hesaplama (distributed computing)
kavrami farkli sekillerde tanimlanabilmektedir. Dagitik bir sistem genel anlamda
kullaniciya tek bir bilgisayar gibi goriinen ancak birbirinden bagimsiz bilgisayar
kiimelerinden olusan sistemlere verilen genel bir tamimdir [118]. Dagitik sistemi olugturan
bilegenler (bilgisayarlar) arasindaki farkhiliklar ve bu bilegenlerin birbirleriyle olan iletigimi
hakkindaki tiim detaylar miimkiin oldugunca kullanicidan gizlenmistir. Tek bir sistem gibi
gorunen bilgisayar kiimelerinin birbiri arasindaki iletisimini desteklemek amaciyla dagitik
sistemlerde genellikle bir yazilim ara katmami bulunmaktadir. Bu yazilim katmani
mantiksal olarak uygulamanin veya kullanicinin iistiinde, igletim sistemi ve ag katmaninin
altinda yer almaktadir.

Herhangi bir isi (job) olusturan alt iglemler i¢in birden fazla iglemcinin giiciinii
kullanarak iglem yapmaya paralel hesaplama (parallel computing) denir. Paralel
hesaplama dagitik hesaplama sistemlerinin bir alt dalidir ve oOncelikli olarak karmagik
iglemlerin  yiiriitme siirelerini (execution time) azaltmay:1 hedefler. Bu agdan
degerlendirildiginde daha kisa siirelerde sonug elde etmek ve biiyiik 6lgekli uygulamalarda
karsilagilan problemleri ¢6zmek amaciyla paralel hesaplama kulllanilmaktadir.

Paralel hesaplama genel anlamda verilerin paralellegtirilmesi ve islerin
paralellestirilmesi olarak degerlendirilebilir [119]. Bu iki farkh yaklasim kullamlarak
islemcilerde verilerin dagitilmas: veya iglemlerin paylastirilmasi yoluyla dagitik hesaplama
islemleri gergeklestirilir. Kullanicidan dagitik hesaplama agamasinda izlenen karmagik
siireglerin  gizlenmesi iglemine ise saydamlik (transparency) denir. Dagitik sistemlerde
gesitli saydamlagtirma yapilar1 bulunmaktadir. Bunlar kisaca Tablo [2.3]te 6zetlenmistir.

Grid hesaplama; dagitik ve biiyiik Olgekli bilgisayar kiimelerinden olusan ag
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Tablo 2.3. Dagitik sistemlerin saydamlk 6zellikleri ve tammlar: [118].

Saydamlik Tanimi

Erisim Veri temsilindeki farkhliklarin ve kaynaga nasil

(Access) erigildiginin gizlenmesi

Konum . .

(Location) Kaynak konumunun gizlenmesi

Goglirme o . . RV .
(Migration) Kaynagin farkl bir konuma taginma igleminin gizlenmesi
Yer degigtirme Kullanim esnasinda kaynagin farkli bir konuma
(Relocation) taginmasinin gizlenmesi

Yineleme o . . .
(Replication) Kaynagin birden fazla kopyasinin olmasinin gizlenmesi

Paralel erisim  Kaynagin birden fazla kullanici tarafindan paylagiliyor
(Concurrency) olmasmin gizlenmesi

Hata
(Failure)

Hatalarin ve kaynagin yeniden kurtarilmasiin gizlenmesi

baglantili bir paralel igleme bigimi olarak dusiiniilebilir [120]. Bu sistemde kaynaklar
(6rnegin bellek, iglemci, bilgisayar veya servisler) grid sistemine dinamik bir sgekilde
baglanabilir veya ayrilabilir. Her ne kadar kaynaklar cografi olarak farkli konumlarda
bulunsalar da kullanicilar bu sisteme istedikleri zaman baglanarak islemlerini
gergeklestirebilirler.

Servis Odakli Mimari (Service-oriented Architecture-SOA), kaynaklarm ve
hizmetlerin bir servis olarak sunuldugu sistemlerdir [121]. SOA mimarisinde islemler
istek-cevap prensibiyle senkron veya asenkron gekilde yiiriitiilebilmektedir. SOA tiizerinden
bircok heterojen sistem birlikte kullanabilir ve islemci, hafiza, isletim sistemi gibi farkl
kaynak ve hizmetler sunulabilir.

Bulut bilisim, grid hesaplamada karsilagilan bazi problemleri ortadan kaldirmak
amaciyla gelistirilmis ve konsept olarak grid hesaplamaya olduk¢a benzemektedir.
Kullanicilarin grid hesaplamada cografi konumlar: birbirinden farkli olan kaynaklarin veya
kaynak kiimelerinin hesaplama kiimesine ne zaman dahil edilip edilemeyecegine karar
vermeleri gerekir. Grid yapisi farkli cografi konumlarda bulunan donanim ekipmanlari
tizerinde kuruldugundan kaynak yoOnetimini ve islerin zamanlanmasini dinamik olarak
kontrol etmek oldukga zordur [122]. Grid sistemin bir diger sorunu ise genel olarak ag
tabanli her sistemde karsilagilan giivenlik konusudur.

Bulut bilisim internet araciligiyla birbirine baglanan, birlikte calisabilen ve dinamik
bir sekilde yonetilebilen, izlenebilen veya bakimi yapilabilen sanal sunuculardan olusan
sistemin genel adidir. Bulut bilisim temel olarak internettir ve ag diyagramlarinda
internetin temsili bulut seklindedir. Kullanicilar bulut bilisim teknolojileri sayesinde
kendilerine 6zgii sanal imajlar olusturup kullanabilir veya kendi ihtiyaclarimi dikkate
alarak bulut tizerinden mevcut bir imaji sanal makine olarak calgtirabilirler [123].
Herhangi bir sanal makine, tizerinde kurulu oldugu kaynaktan bagimsiz olarak harici bir
ortam olugturabilir. Bu sayede kaynak tizerinde olugturulan sanal sunucular farkl iglemci
kapasitesine, disk kapasitesine, bellek birimine ya da bant genigligine gore

tasarlanabilirler. Dagitik sistemin Olgeklendirilebilmesi ile kaynak paylagiminin esnekligi
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Tablo 2.4. Bulut sisteminde kullanilan kaynak ve altyapimin temel katmanlar:

Bilesen Aciklama
Veri Uygulamanin kullandig: veri
Ag Internet baglantis
Uygulama Bulut biligim teknolojisi tizerinde calisan yazilim
Sunucu Dagitik hesaplama kaynagini iceren sanal makine
Calisma am Uygulamanin kodlarinin yiriitiilme ani
Isletim sistemi Sanal makinenin sahip oldugu isletim sistemi
Sanal makinenin imajlarimin olugsturulmasi ve baglatilmas:
Sanallagtirma . .
iglemi
Isletim sisteminde uygulamay1 caligtirabilmek i¢in gerekli

Ara katman yazilimi .
ara birim

Sunucunun sabit disk kapasitesini harici bir sekilde
artirmay1 saglayan birim

Depolama

arasinda dogrusal bir iligski bulunmaktadir. Bu sayede bulut bilisim kaynaklarinin etkin bir
gekilde yonetilebilmesi miimkiin olur. Bulut sistemini olugturan kaynaklarin ve alt yapinin
ara katmanlarinda yer alan énemli bilegsenler Tablo te agiklanmigtir [124].

Bulut bilisim saglayicilari i¢ temel servis modeli kullanarak son kullanicilarina hizmet
vermektedir. Bu modeller sirasiyla Servis Olarak Altyap: (Infrastructure as a Service-IaaS),
Servis Olarak Platform (Platform as a Service-PaaS) ve Servis Olarak Yazilim (Software as
a Service-SaaS)’dir.

TaaS hizmet modelinde depolama, ag, sanallagtirma ve sunucu hizmetleri bir biitiin
olarak sunulur. Bu hizmeti tercih eden kullanicilar fiziksel donanim altyapisi
zorunlulugundan kurtularak ihtiyag duyduklar1 sanal makinelerini (sunucularini) bu alt
yapi lizerinden baglatabilirler. Bu sekilde kullanicilarin ihtiya¢ duyduklar fiziksel alt yap1
bir hizmet olarak sunulmug olur. Bu alt yapilarin olugturulmas: i¢in gerekli ilk yatirim
maliyeti hizmet olarak kiralanmasina kiyasla oldukca pahalidir. Satin alinan ya da
kiralanan hizmetler ihtiya¢ duyulan siire boyunca kullanilir ve kullanim miktarina gore
O0deme prensibine gore calisir. Bu hizmet modelinin en ¢ok bilinen 6rneklerinden bazilari
ise; Amazon EC2, Microsoft Azure, Rackspace, Google Compute Engine, Digital Ocean,
Cisco Metacloud ve Oracle’dir.

PaaS hizmet modelinde uygulamalarin caligabilmesi i¢in gerekli donanmimlara ek
olarak igletim sistemleri (6rnegin; Windows Server, Ubuntu Server) ve platform yazilimlar
(6rnegin; SQL, JDK, .Net) bulunmaktadir. =~ Bu hizmet modelinin en ¢ok bilinen
orneklerinden bazilari ise; AWS Elastic Beanstalk, Windows Azure, Google App Engine,
Apache Stratos’tur.

SaaS hizmet modelinde kullanicilar bulut biligim tabanlh uygulamalardan internet
araciligiyla baglanarak hizmet alirlar. Bu hizmet modelinde bulut bilisim hizmeti
saglayicilar tarafindan hizmetin tiim bilegenleri eksiksiz olarak kullanicilara sunulur. Bu
hizmet modeline o6rnek olarak Microsoft Office 365, e-posta veya takvim uygulamalar:
verilebilir.  Bu hizmet modelinin en ¢ok bilinen oOrneklerinden bazilar1 ise; Google
Workspace, Google Docs, Dropbox, Cisco WebEx, Adobe Creative Cloud’dir.

Bulut bilisim teknolojilerinin alt yapi ve platform hizmetlerinde kullandigin kadar
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ode (pay as you go) yaklagmi kullanicilarm uygun fiyatlara hizmet alabilmelerini
kolaylagtirmaktadir. Geleneksel hesaplama yaklagimlarinda hesaplama giicii, bant genisligi
ve bellek alani ihtiyaclar dikkate alarak belirlendikten sonra kiralanmaktadir. Bu yaklagim
kaynagin kullanmilmadig1 zamanlarda dahil olmak tizere kaynak reserve edildigi i¢in yiiksek
hesaplama maliyetlerine neden olabilmektedir. Bu noktadan yola c¢ikilarak geligtirilmis ve
ticari olarak hizmet saglayan alt yapr ve platform servisleri yeni bulut bilisim
teknolojilerinin de gelistirilmesine 6nciiliik yapmaktadir. Bu sayede bagta akademi olmak
lizere bircok sektoriin ihtiyaglarina uygun acik kaynakli ve bulut bilisim teknoloji kullanan
platformlar gelistirilmeye baglanmigtir. Bu alanda gelistirilen uygulamalardan bazilari ise;
OpenStack, Eucalyptus, Apache Mesos’tur.

Bulut biligim hizmetleri tiir olarak 6zel (private), genel (public) ve hibrit (hybrid)
seklinde ii¢c genel bashkta degerlendirilebilir. Ozel bulut bilisim teknolojileri herhangi bir
igletmenin veri merkezinden kurum igi kullanicilara hizmet saglar. Bu tiir bir teknoloji ile
yonetim, kontrol ve glivenlik gibi gereksinimler kolaylikla ve sorunsuz bir sekilde
gergeklegtirilebilir. Genel bulut biligim modelinde hizmetler harici bir saglayici tizerinden
internet tizerinden ulagtirihr. Amazon Web Services (AWS), Microsoft Azure, IBM’in
SoftLayer’1 veya Google’m Compute Engine teknolojisi genel bulut bilisim teknolojilerine
ornek olarak gosterilebilir.  Hibrit bulut teknolojisi is temelde genel (public) bulut
hizmetlerinin bir karigimidir. Bu sekilde kuruluslar onemli uygulamalar1 6zel bulut
teknolojisi iizerinde caligtirabilirken, kritik veriler iizerindeki kontrolii de kaybetmemig

olurlar.

2.2.3. Apache Hadoop ve Temel Bilegenleri

Biiyiik veri ile birlikte kullanilan diger kavramlar ¢ogunlukla bu alanda kullanilan
teknolojik geligmeleri ifade etmektedir. Dagitik hesaplama ve bulut biligim hizmetleri bu
teknolojilerin birkagidir. Bu kavramlar tanimlanirken hem kullanici hem de tasarimci
acisindan farklh sekilde degerlendirilmektedir. Kullanicilarin siirecin igleyisi hakkinda
bilgisinin oldugu sistemlerde hizmetler harici bir otorite tarafindan olugturulur ve
caligtirilir. Kullanicilar bu sekilde veri merkezinden depolamaya, islemeye, ag ve yazilim
altyapis1 olugturmaya ve uygulamaya kadar bircok siireci kontrol edebilir veya digsaridan
bu hizmetleri temin etmeyi secebilir. Tasarimcilar agisindan dagitik hesaplama, bulut
bilisim veya biiyiik veri teknolojileri her diizeyde hizmet teklifleri sunmaya imkan saglayan
yazihm teknolojisini ifade etmektedir [125]. Ornegin, sanal makineler bulut biligimin
onemli bir temel bilesenidir; ancak bir uygulamayi1 agik hizmet olarak uygularken
kullanilamazlar. Donanim ve yazilim hizmetleri, internet {izerinden hizmet saglayan bir
tedarikciden temin edilir. Dagitik hesaplama ve bulut bilisim teknolojileri kuruluslarin
bilgi islem altyapilarini yalnizca 6z kaynak kullanarak olusturmak zorunda kalmadan,
calisma kaynaklarini bir yardimc: program olarak kullanabilmelerine imkan vermektedir.

Apache Yazilim Vakfi (Apache Software Foundation-ASF), 1999 yilinda kurulmusg

olan bireysel bagiglar veya kurumsal sponsorlar tarafindan finanse edilen US 501(c)(3)
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tird bir kurulugtur. ASF, proje taahhiitiinde bulunan gelistiriciler i¢in muhtemel yasal
dagitimlar: sinirlayan fikri milkiyet veya mali destek gibi konularda kurumsal bir cergeve
saglamaktadir. ASF ayn zamanda diinya ¢apinda milyonlarca kullaniciya fayda saglayan,
lcretsiz olarak temin edilebilen kurumsal diizeyde yazilim ve projeler gibi binlerce yazilim
¢Oziimiinii Apache lisansi altinda dagitmaktadir.

Biiyiik veri analizi igin Apache lisansi ile servis edilen Hadoop, o6lceklenebilir
(scalability) ve glvenilir (reliability) dagitik hesaplama ¢oziimleri igeren birden ¢ok agik
kaynakli yazilimim bir araya getirilmesiyle olugturulmus bir gergeve (framework)’dir.
Dagitik hesaplamada giivenilirlik (reliability) kriteri olasi bir hatanin meydana gelmesi
durumunda caligan isi kesintisiz olarak devam ettirebilme yetenegine, o6lceklenebilirlik
(scalability) kriteri ise ¢aligan iglerin sayisinin artmasi durumunda dahi bu talebe cevap
verebilme yetenegine vurgu yapmaktadir.

Apache Hadoop yazilim kiitiiphanesi, basit programlama modelleri kullanarak
biiyiik veri kiimelerinin dagitik bilgisayar kiimeleri iizerinde iglenmesine izin verir. Apache
Hadoop aynmi1 zamanda her biri yerel olarak hesaplama ve depolama hizmeti sunan tek bir
sunucudan binlerce makineye kadar Olgeklenebilecek bir yapida tasarlanmigtir. Yiiksek
diizeyde kullanilabilirlik saglamak amaciyla yalnizca donanima giivenmek yerine, yazilim
kiitiiphanesinin kendisi uygulama katmanindaki muhtemel hatalari algilamak ve islemek
i¢in Ozel olarak tasarlanmigtir. Bu sayede her bir sunucu hataya agik (fault-tolerant) ve
yiiksek  diizeyde kullamlabilirlik  (high availability) saglayacak gekilde hizmet
sunabilmektedir [126].

Ik versiyonu 2006 yilinda kamuoyuna duyurulan Hadoop, Doug Cutting ve Mike
Cafarella tarafindan gelistirilmis ve Google’in 2003 yilindaki Google dosya sistemi (Google
File System-GFS) [127] ve 2004 yilindaki MapReduce [128] yaklagimlarini temel alan bir
yazilim cercevesidir. Apache Hadoop projesinde her iki teknoloji acik kaynakli olarak
yorumlanmig ve ASF catis1 altindaki Apache Lucene ve Nutch projeleriyle birlegtirilmigtir.
Bu entegrasyondan sonra 2004 yilinda Nutch dagitik dosya sistemi (Nutch Distributed
File System-NDFS), 2005 yilinda ise MapReduce ortaya ¢ikmigtir. Sonraki yillarda NDFS,
HDFS olarak yeniden giincellenerek MapReduce ile birlikte Hadoop ismiyle tek cati
altinda toplanmistir. Hadoop ekosistemine ilerleyen yillarda pek cok proje dahil olsa da
Hadoop’un temelinde HDFS ve MapReduce yer almaktadir.

Bu tez calismasinda Hadoop ekosistemi ¢ genel baglik altinda incelenmistir.
Bunlardan birincisi HDFS ve alt bilegenleri, ikincisi MapReduce hesaplama paradigmast,
tglincusi ise biiyiik veri analizinde genel orkestrasyonu saglayan ve kaynak yoneticisi olan
Yet Another Resource Negotiator (YARN) dur.

HDFS: Birden fazla sunucuyu biribirine baglayarak ag tizerindeki veriyi yonetmeye
imkan saglayan dosya sistemine dagitik dosya sistemi denilmektedir. HDFS, herhangi bir
donanim fizerinde c¢aligmak tizere tasarlanmis bu sekilde bir dagitik dosya sistemidir.
Sunucularda kullanilan dagitik dosya sistemleriyle birgok benzerlik tagimaktadir ancak

diger sistemlerden farkl olarak hataya son derece dayanmiklidir ve diigiik maliyetli donanim
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ekipmanlar1 dikkate alinarak tasarlanmistir. Herhangi bir veri kiimesi tek bir makinenin
diskinde tutulamayacak kadar biiytirse bu veri kiimesi alt kiimelere ayrilarak birden fazla
makineye dagitilmasi gereksinimi ortaya c¢ikar. HDFS, bu gereksinimleri kargilamak igin
ag tabanli bir dosyalama sistemi kullamir ancak ag tabanli programlamada karsilagilan
birgok olumsuzluklara kars: da agiktir [129].

HDFS’te meydana gelebilecek muhtemel donanimsal sorunlar istisnadan daha ziyade
bu tiir sistemlerde bir 6n kabuldiir. Bu nedenle bir ¢ok bilesene sahip olmasi ve herhangi
bir bilegende yiiksek olasilikta hata meydana gelebilmesi, HDFS’nin bazi bilegenlerinin her
zaman iglevsel olamayacagl anlamina gelmektedir. Bu yilizden HDFS'nin temel mimari
yapist hatalar1 hizli tespit etme ve otomatik kurtarma prensibine gore tasarlanmigtir.

HDFS’deki tipik bir dosya boyutu gigabayt ila terabayt seviyelerindeki biiyiik
dosyalar1 destekleyecek sekilde ayarlanmigtir. HDFS uygulamalarinda veri dosyalar1 bir
kez yaz-¢ok kez oku (write-once-read-many) erigim modeli kullamlarak HDFS’e aktarilir.
Bu sekilde herhangi bir dosyanin olusturulduktan, yazildiktan ve kapatildiktan sonra
tekrar degistirilmesi gerekmez. Bu yaklagim veri tutarhligi (data coherency) sorunlarim
basitlesgtirir ve yiiksek verimli bir veri erisimine imkan saglar.

HDEFS iizerinde calisgan uygulamalar, veri kiimelerine akig erigimine ihtiya¢ duyar.
Burada akig erigsimi, veri kiimesinin iletilen kismi digindaki geriye kalan kisim hala
aktarilmaya devam ederken veri kiimesi iizerinde yeni bir iglemin baglatilmasina izin veren,
herhangi bir bilgisayar ag1 lizerinden sabit ve stirekli bir akig olarak veri iletme veya alma
yontemini ifade etmektedir. ~HDFS, kullanicilara etkilegimli bir kullanim deneyimi
saglamadan ziyade daha ¢ok toplu iglemede (batch processing) kullamlmak amaciyla
tasarlanmigtir. Ayrica HDFS, ¢ok biiytik boyutlu veri kiimelerinde okuma (streaming)
iglemini kolaylikla gerceklegtirebilir ancak rastgele erigim (random access) o6zelligine sahip
degildir.

Veri analizi igeren uygulamalarda herhangi bir siirecin hesaplama iglemleri, iizerinde
caligtigr verilerin bulundugu sunucunun yerel diskinde yiiriitiliirse ¢ok daha verimli bir
sekilde gerceklegtirilmektedir. Bu tespit, Ozellikle veri kiimesinin boyutunun cok biiyiik
oldugu durumlar i¢in gegerlidir. Bu sayede, sunucularin bulundugu digtmler (node)
arasindaki ag trafigi en aza indirildiginden sistemin genel verimi de artar. Buradaki temel
varsayim, verileri uygulamanin caligtigt yere tagimak yerine, hesaplamay1 verilerin
bulundugu yere tasimanin genellikle daha iyi bir strateji oldugu seklindedir. Bu amacla
HDFS’te uygulamalar: verilerin bulundugu yerel disklere tagiyabilmek ic¢in tasarlanmig
arabirimler bulunmaktadir. HDFS’te bulunan veri kiimeleri herhangi bir platformdan
digerine kolayca aktarilabilmektedir. Bu 0&zelligi sayesinde HDFS genis bir uygulama
Olgegine sahiptir.

HDFS, master (NameNode)-slave (DataNode) mimarisine sahiptir. Standart bir
HDFS sunucu kiimesinde tek bir ana sunucu (NameNode) bulunur. NameNode dosya
sistemindeki ad alan (namespace) iglemlerini (6rnegin; dosya ve dosya dizinlerini a¢ma,

kapatma veya yeniden adlandirma) yonetir ve istemciler (clients) tarafindan olusturulan
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dosyalara erigimi diizenler. NameNode aymi zamanda HDFS mimarisinde yer alan
bloklarin sunucu kiimeleri iizerinde olusturulmasi, silinmesi ya da herhangi bir sorun
meydana gelmesi durumunda bloklarin yeniden olusturulmasina kadar bircok siiregten
sorumludur. HDFS ftizerinde tanimlanmis tiim metaveri (metadata) NameNode tarafindan
yonetilir ve saklanir. DataNode, genellikle her sunucu kiimesinde diigiim bagina bir tane
olacak gekilde, tizerinde galigtiklar1 diigiimlere bagh depolamay1 yonetir. HDFS’e aktarilan
bir veri dosyasi bir veya daha fazla bloga boéliinerek bir DataNode kiimesinde depolanir.
DataNode bu bloklarin olusturulmasindan saklanmasina kadar olan tiim siireci kontrol
eder ve her bir DataNode kendi sunucusunun yerel diskindeki veri dosyalarindan
sorumludur. DataNode’lar ayrica NameNode’dan gelen talimat {izerine blok olusturma,
silme ve ¢ogaltma (replication) iglemlerini gerceklegtirir. HDF'S tarafindan kullamlan tipik
bir blok boyutu 64 megabyte (MB) veya 128 MB’tir. Boylece, bir HDFS dosyas1 64 MB
veya 128 MB’lik pargalara boliniir ve miimkiinse her bir parga farkli bir DataNode’da
bulunur.

MapReduce: MapReduce, biiyiik veri kiimelerini hem olugturmak hem de islemek
i¢in gelistirilmis bir programlama modelidir. MapReduce uygulamasinda kullanicilar, bir
ara anahtar-deger ciftleri (key-value pairs) kiimesi olugturabilmek igin tretilen herhangi
bir anahtar-deger ciftini igleyen bir map (esleme) fonksiyonu ve ayni ara anahtarla iligkili
tiim ara degerleri birlegtiren bir reduce (azaltma) iglevi tamimlar. Bu gekilde yazilan
programlar otomatik bir gekilde paralellestirilerek biiyilk sunucu kiimelerinde
calistirilabilir. MapReduce modeli, girig verilerinin boliitlenmesi (partition), programin bir
dizi sunucuda yiiritiilmesinin (execution) zamanlanmasi, sunucuda meydana gelen
hatalarin giderilmesi ve sunucular arasindaki iletisimi yonetme gibi agamalar: kontrol eder.
Bu sayede, dagitik hesaplama konusunda deneyimi olmayan kullanicilar biiyiik bir dagitik
sistemin kaynaklarim kolay bir gekilde kullanabilirler [128].

MapReduce hesaplama igleminde bir dizi giris anahtar-deger ciftine kargilik bir dizi
cikig anahtar-deger c¢ifti tiretilir. Kullanicilar MapReduce kiitiiphanesinden faydalanarak
dagitik olarak gerceklegtirilecek hesaplama iglemi icin map ve reduce adinda iki fonksiyon
tanimlar. Kullanici tarafindan yazilan map fonksiyonu, bir girdi ¢ifti alir ve bir dizi ara
anahtar-deger cifti tiretir. MapReduce kiitiiphanesi, I geklinde tanimlanabilecek bir ara
anahtar-deger ile iligkili tiim ara degerleri bir araya toplar ve bunlar1 reduce fonksiyonuna
iletir. Kullanici tarafindan tanimlanan ikinci fonksiyon olan reduce, I ara
anahtar-degerini ve bu anahtar degerle iligkili tiim degerleri kabul eder. Sonraki agamada
ise reduce fonksiyonu, miimkiin olabildigince daha kiiciik degerler kiimesi olugturabilmek
amaciyla bu degerleri birlegtirir. Her bir reduce isleminde tipik olarak yalmzca sifir veya
bir ¢ikig degeri tiretilir. MapReduce igleminde iiretilen ara degerler reduce fonksiyonuna
bir yineleyici (iterator) tizerinden aktariir. Bu iglem sayesinde, bellege sigmayacak kadar
biiyiik deger listelerinin iglenmesi miimkiin olur. Kullanici programi MapReduce iglevini

cagirdiginda ardisik olarak gergeklesen islemler maddeler halinde asagida listelenmigtir:
o Ilk agsamada map fonskiyonu, girig verilerini bir dizi M alt kiimeye otomatik olarak
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bolerek birden ¢ok makineye dagitir. Bu sayede girig verilerinin alt kiimeleri farkl

makineler iizerinden paralel olarak iglenebilir.

Ikinci asamada reduce fonksiyonlari, bir béliitleme fonksiyonu (partitioning function)
kullanilarak ara anahtar uzayinda R adet parcaya boliinerek dagitilir. Boliitleme

say1st (R) ve boliitleme fonksiyonu kullanic: tarafindan belirlenir.

Kullanici programindaki MapReduce kiitiiphanesi 6nce girig verilerini her bir alt kiime
tipik olarak 16 MB’tan 64 MB’a kadar degisen bir aralikla M adet parcaya boler (Bu
deger bir parametre araciligiyla kullanici tarafindan kontrol edilebilir). Daha sonra

ise programin bircok kopyasini sunucu kiimesinde baglatir.

Programin kopyalarindan biri ana (master) sunucu olarak belirlenir. Geriye kalan
kopyalar ise, ana sunucu tarafindan ige atanan ig¢i (worker) sunuculardir. Boyle bir
MapReduce igleminde atanacak M adet map gorevi ve R adet reduce gorevi
bulunmaktadir. Daha sonra ana sunucu, kullanilmayan ig¢i sunucular1 segerek her

birine bir map gorevi veya bir reduce gorevi atar.

Bir map gorevi atanan ig¢i sunucu, girig verisinde kendisine kargilik gelen alt kiimenin
igerigini okur. Sonraki agsamada ise girig verilerden elde edilen anahtar-deger ¢iftlerini
ayrigtirarak her bir ¢ifti map fonksiyonuna iletir. Bu islem esnasinda map fonksiyonu

tarafindan iretilen ara anahtar-deger ciftleri arabellekte tutulur.

Belirli araliklarla arabellege aktarilan anahtar-deger ciftleri, boliitleme fonksiyonu
tarafindan R adet bolgeye boliinerek yerel diske yazilir. Bu ciftlerin yerel diskteki

konumlar1 ana sunucuya geri iletilir.

Bir reduce iglemine atanan is¢i sunucuda ana sunucu tarafindan bu konumlar
iletildiginde, map iglemine atanan ig¢i sunucu tarafindan yerel disklerden arabellege
alman verileri okumak i¢in uzaktan yordam c¢agrilarn (Remote procedure calls)
olugturulur. Sonraki agamada map iglemine atanan ig¢i sunucu tim ara
anahtar-deger ciftlerini okudugunda, aymi ara anahtar-deger ciftiyle iligki tiim
ornekleri ayni gruba toplayabilmek amaciyla bir siralama iglemi gerceklestirilir. Bu
agsamada siralama iglemi gereklidir, ¢iinkii tipik bir MapReduce igleminde ayni

reduce fonksiyonu bir¢ok farkli ara anahtar-deger ¢iftini olugurmak i¢in kullanilir.

reduce iglemine atanan ig¢i sunucu, elde edilen her bir benzersiz ara anahtar degeri
icin ayni igslemi yineler ve anahtar1 ve karsilik gelen ara degerler kiimesini kullanicinin
reduce fonksiyonuna iletir.reduce fonksiyonunun c¢iktisi, bu indirgeme iglemi igin

olusturulmus son bir ¢ikt: dosyasina eklenir.

Tim map gorevleri ve map gorevleri tamamlandiginda, ana sunucu kullanic
programina sonucu iletir. Bu agamada, kullanici programindaki MapReduce cagrisi

kullanicit koduna geri doner.
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o Tiim iglemler bagarili bir sekilde tamamlandiktan sonra, MapReduce uygulamasinin
giktist R adet ¢ikt1 dosyalarinda bulunur (Bu asamada her bir reduce gorevi igin
bir adet ¢ikti dosyasi olugur). Kullanicilarin bu asamada elde edilen R adet ¢ikt
dosyasini tek bir dosyada birlestirmeleri gerekmez, ¢iinkii bu dosyalar genellikle ya
baska bir MapReduce uygulamasina girdi olarak iletirler veya bu dosyalar birden ¢ok
alt dosyaya bolunmiis girdiyle basa cikabilen bagka bir dagitik hesaplama igsleminde

kullanilirlar.

YARN: Hadoop’un ilk versiyonunda MapReduce, hem veri igleme hem de kaynak
yonetimi iglevlerini yerine getirmekteydi. MapReduce kaynak yonetimini ilk versiyonda
bir tek ana sunucuda bulunan Job Tracker olarak adlandirilan bir alt bilegen iizerinden
gerceklestirmekteydi. Job Tracker bilegeni kaynak tahsisinden, planlamaya ve veri igleme ig
akig takibine kadar bircok iglemi kontrol etmekteydi. Job Tracker bilegeni sonraki agamada
Task Trackers olarak adlandirilan bir bagka bilesene ¢alisan uygulamanin alt siireclerinde
yer alan map ve reduce gorevlerini atardi. Daha sonra ise Task Trackers bilegeni ¢aligan
uygulamanin ilerleme raporunu periyodik olarak Job Tracker’a bildirirdi.

Bu tasarimda, tiim iglemler tek bir Job Tracker tarafindan kontrol edildigi igin
6lceklenebilirlik problemleri ortaya c¢ikmigtir.  Ayrica MapReduce’un ilk versiyonunda
kullanilan tasarim, hesaplama kaynaklarinin kullanimi acisindan verimsizlik ve Hadoop
cercevesinin yalnizca MapReduce igleme paradigmasi ile sinirli kalmasi gibi sorunlari
ortaya ¢ikarmigtir. Tiim bu sorunlarin {istesinden gelebilmek amaciyla 2013 yilinda Yahoo
ve Hortonworks igbirligi ile Hadoop’un ikinci siirimiinde (Hadoop 2.0) YARN tanitilmigtir
[130]. YARN’mn geligtirilmesinin arkasindaki temel fikir, kaynak yonetimi ve ig planlama
gibi sorumluluklar1 tistlenecek ve MapReduce’un iizerindeki iglemleri azaltacak bir ara
katman olusturmaktir. Bu sayede YARN, Hadoop’a MapReduce olmayan igleri de
caligtirma yetenegi kazandirmigtir. YARN ayn1 zamanda, gergek zamanl veri iglemek igin
Spark, SQL sorgulari yazabilmek i¢in Hive, NoSQL tiirii veri tabanlar icin ise HBase ve
diger bircok teknoloji ile birlikte islemleri gerceklestirebilmektedir.

YARN, temelde kaynak yoneticisi (Resource Manager), diigiim yoneticisi (Node
Manager), Application Master ve konteyner (Container) geklindeki dort farkli bilesenden
olugmaktadir [131].

Kaynak yoOneticisi: Tek bir ana sunucu fizerinde caligir ve kaynak yonetimini
kontrol eder. Dagitik hesaplama islemi icin gerekli kaynak yonetiminde nihai otoritedir.
Kaynak yoOneticisi, veri igleme isteklerini aldiktan sonra fiziki olarak istekleri
gercgeklestirecek birimlerin ilgili diigiim yoneticilerine bu istekleri iletir. Kaynak yoneticisi,
aynt zamanda dagitik kiimede kaynak aktarimi sirasinda meydana gelebilecek
uyusmazliklar1 ¢ozebilmek amaciyla belirlenmis karar merciidir ve mevcut kaynaklar
onceden belirlenen kurallar dahilinde birlikte caligan uygulamalar icin paylagtirir. Bu
sayede, herhangi bir islem icin kaynaktan kapasite garantisi saglama, adil kullanim ve
hizmet seviyesi anlagmasi (Service Level Agreements-SLAs) gibi cesitli kisitlamalara karsi

tim kaynaklari her zaman kullanimda tutmak amaciyla kiimenin kaynak kullanimini
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optimize eder. Kaynak yoOneticisinin iki temel bileseni bulunmaktadir: zamanlayici
(Scheduler) ve uygulama yoneticisi (Application Manager). Zamanlayici: Kapasite veya
kuyruk (queue) vb. gibi kisitlamalar1 dikkate alarak uygulamalara kaynak tahsis etmekten
sorumludur. ResourceManager’da ig akig semasini olugturan asil bilegendir ve uygulamalar
i¢in herhangi bir ig akig izleme veya durum takibi iglemi gerceklegtirmez. Ayrica, herhangi
bir uygulama hatas1 veya donanim hatasi meydana gelmesi halinde, zamanlayic1 bagarisiz
gorevlerin yeniden baglatilmasini garanti etmez. Uygulama yoneticisi: Dagitik kiime
lizerinde baglatilan igleri kabul eder ve her bir uygulamaya o6zel olarak olugturulan
uygulama yoneticisini yiriitmek amaciyla kaynak yoneticisiyle konyetner tahsisinde
uzlagiy1 saglar. Bunun diginda, dagitik hesaplama kiimesinde Application Master’in
calismasindan ve herhangi bir hata durumunda Application Master bilegeninin yeniden
baglatilmasindan sorumludur.

Diigiim yoneticisi: Hadoop kiimesindeki her bir diigiimde bir tane bulunur ve
diigiimdeki kullanici iglerini ve is akigim1 yonetir. Kaynak yoneticisi ile birlikte galigarak
digimin mevcut durumu ( health status) hakkinda bilgi paylagir. Diigiim yoneticisinin
birincil amaci, kaynak yoneticisi tarafindan kendisine tahsis edilen konteyner’lar:
yonetmektir. Kaynak yoOneticisini siirekli olarak diiglimiin mevcut durumu hakkinda
bilgilendirme yaparak giincel tutar. Application Master, uygulamanin c¢alismasi i¢in
atanan konteyner’r ve beraberinde gerekli her seyi iceren bir konteyner baglatma igerigi
gondererek diigim yoneticisinden talep eder. Diiglim yoneticisi, bu iglem igin istenen
konteyner’1 olusturur ve baglatir. Aym zamanda, her bir konteyner’in kaynak kullanimin
(bellek, CPU) izler, log kayitlarimi diizenler ve kaynak yoneticisinin bilgisi dahilinde
konteyner’da caligan uygulamalari sonlandirabilir.

Application Master: Dagitik kiimede olugturulan her bir uygulama, biyiik veri
cercevesinde iglenen bir ig olarak degerlendirilir. Bu agidan degerlendirildiginde her bir
uygulama, cerceveye Ozel ve uygulamayla iligkili benzersiz bir Application Master’a
sahiptir. Application Master, tipki diigiim yoneticisi ve kaynak yoneticisi gibi herhangi bir
uygulamanin dagitik hesaplama kiimesinde yiiriitiilmesini koordine eden ve ayni zamanda
hatalar1 yoneten siireclerde gorev alir.  Application Master'in temel gorevi, kaynak
yoneticisiyle gerekli hesaplama kaynaklari konusunda uzlasi saglamak, uygulamanin
caligtigl siire boyunca alt bilegenlerin gorevlerini yiiriitmek ve izlemek icin diigim
yoneticisi ile birlikte calismaktir. Application Master baglatildiktan sonra, durumunu
bildirmek wve kaynak taleplerinin kaydini giincellemek amaciyla kaynak yoneticisine
periyodik olarak durum sinyali génderir.

Konteyner: Tek bir digiimdeki RAM, CPU cekirdekleri ve yerel diskler gibi
fiziksel kaynaklarin bir bitiniini ifade eder. YARN konteyner’lari, konteyner yasam
dongtisii (Container Life Cycle-CLC) olarak tanimlanan bir konteyner baglatma ve
sonlandirma igerigi tarafindan yonetilir. Bu igerikte, ortam degigkenlerinin (environment
variables) igerigi, uzaktan erigilebilir bir yerel diskin depolama biriminde bulunan

bagimhliklar: (dependencies), giivenlik karakter dizgileri (tokens), diigiim yoneticisinde
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galigan hizmetler i¢in yararh yiik (payload) ve iglemi olugturmak igin gerekli komutlar
bulunmaktadir. Konteyner ayni zamanda, herhangi bir uygulama icin belirli bir ana

sunucu tizerindeki kaynag: (bellek, CPU vb.) kullanma imkanini saglar.
2.2.4. Apache Spark ve Temel Bilegenleri

Son yillarda biiylik veride kargilagilan hesaplama zorluklarini ¢ézebilmek amaciyla
¢ok sayida diigiime Olgeklenebilecek ve Hadoop’un MapReduce’una alternatif olarak
sunulabilecek bircok yeni sistem tasarlanmigtir. Biiyiik verinin cegitlilik ve daginiklik gibi
dogal oOzelliklerinden dolayr standart bir veri igleme siirecinde dahi, veriyi calisma
ortamina aktarma, SQL sorgular1 caligtirma veya makine &grenmesi algoritmalar:
kullanabilmek ig¢in MapReduce benzeri bir yaklagsimi temel alan kodlara ihtiyac
duyulmaktaydi. Bu amag¢ dogrultusunda gelistirilen sistemler hem veri igleme siireclerinde
bir verimlilik artigina hem de daha fazla karmagikligin olugmasina neden olmustur.
Kullanicilar bu agsamada farkli sistemleri bir araya getirmeye ihtiya¢ duymus ancak bu
uygulamalarin bazilarinin dogasi geregi karmagiklik diizeyi yiiksek oldugundan herhangi
bir cercevede verimli bir sekilde ifade edilememektedir.

Yukarida kisaca Ozetlenen problemlere ¢oziim Onerisi olarak, 2009 yilinda dagitik
veri analizi i¢in Dbitinlegik bir g¢ergeve olarak tasarlanan Apache Spark projesi
baglatilmigtir [132]. Spark, MapReduce’a benzer bir programlama modeli ve Resilient
Distributed Datasets (RDD) adi verilen bir veri-paylagim soyutlamasi (data-sharing
abstraction) kullanmaktadir [133]. Spark, boyle bir veri soyutlama eklentisi sayesinde
herhangi bir harici motora (engine) ihtiya¢ duymaksizin SQL, gergek zamanl veri akig
analizi (streaming processing), makine 6grenmesi ve graf analizi dahil olmak {izere bir¢ok
uygulama icin kullanilabilmektedir. Bu uygulamalar, 6zel motorlarda kullanilan
optimizasyon yontemlerine benzer yontemleri kullandigindan dolay1 (6rnegin; stitun odakh
isleme (column-oriented processing) veya kademeli giincelleme (incremental update), vs.)
benzer performans degerleri elde edilmektedir. Tim bu 06zellikler ortak bir motor
tizerinden bir kiitiiphane olarak calistirildiginda ise bu islemler hem ara siirecleri
tasarlamay1 kolay bir hale getirmis hem de daha verimli bir veri isleme semas1 olugturmaya
yardimer olmusgtur.  Spark’in bu sekilde bir genellestirmeye sahip olmasinin 6nemli

faydalar1 bulunmaktadir. Bu faydalar kisaca maddeler halinde agagida listelenmigtir:

o Spark, biitiinlegsik ve tek bir uygulama programlama arayiizii (Application
Programming Interface-API)  kullandigi i¢in  uygulamalarm  geligtirilmesi

alternatiflerine kiyasla daha kolaydir.

e Diger sistemlerin verileri bagka bir motora aktarabilmesi icin depolama birimine
yazmasi gerekirken, Spark bir¢cok farkli iglemi ayni veri kiimesi tizerinde
gergeklegtirebilmektedir. Bu sayede Spark’ta farkli veri igleme siireglerini

birlestirmek daha verimlidir.

o Spark, diger bagka sistemlerde miimkiin olmayan yeni uygulamalara (6rnegin; bir graf
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yap1 iizerinde etkilegimli sorgular olusturma veya canli akiga sahip makine 6grenmesi

gibi) olanak saglamaktadir.

Spark’taki temel programlama soyutlamasi RDD’lerdir. RDD’ler temel olarak,
paralel olarak islenebilen bir veri kiimesinin boéliimlere ayrilmig nesnelerinden olusan ve
hataya dayanikli koleksiyonlaridir. Bu sayede kullanicilar, veri kiimelerine déniigtimler
(transformations) olarak adlandirilan (6rnegin; map, filter veya groupBy gibi) islemleri
uygulayarak RDD’ler olugturabilir. Kullanicilar, herhangi bir veri kiimesini RDD ve Scala,
Java, Python ve R gibi farkli programlama dillerinde bulunan yerel fonksiyonlari
kullanarak dagitik kiime iizerinde paralel olarak igleyebilir.

Spark, RDD iizerinde yapacag iglemleri verimli bir plan dahilinde gerceklegtirmek
amactyla tembel degerlendirme (lazy evaluation) yaklagimimi kullanmaktadir. Bu
yaklagim, adindan da anlagilacag: iizere, Spark’taki doniiglim iglemleri i¢in herhangi bir
eylem (action) komutu gonderilene kadar yiriitmenin baglamayacagi anlamina
gelmektedir. Dontigtimler yapisi geregi tembel iglemlerdir, diger bir deyigle RDD’de
iglemler cagirildiginda yiiriitme iglemi hemen baglatilmaz. Bir eylem c¢agrildiginda, Spark
uygun bir yiiriitme plani olugturmak amaciyla kullanilan tiim doniigiim grafigini dikkate
almaktadir. Ornegin; arka arkaya birden fazla filter veya map isleminin bulundugu bir
senaryoda, Spark bu iglemleri tek bir graf yapida birlestirebilir. Kullanicilar bu sayede
herhangi  bir performans diiglisii yasamadan modiller yapida  programlar
olusturabilmektedir. RDD’ler ayni zamanda hesaplamalar arasinda veri paylagimi i¢in acik
destek saglamaktadir. Spark’in veri paylagim 6zelligi MapReduce yaklagimi ile arasindaki
temel farkhliktir. RDD’ler varsayilan olarak bir eylemde (6rnegin, count gibi) her
kullanildiklarinda yeniden hesaplandiklar igin gegici bir yapiya sahiptir, ancak kullanicilar
sectikleri RDD’leri bellekte hizli yeniden kullanim amaciyla siirdiirmeye de devam edebilir.

Apache Spark’ta RDD iizerinde herhangi bir eylem baglatilacagi zaman
yonlendirilmig dongiisel olmayan grafik (Directed Acyclic Graph-DAG) olarak tanimlanan
siirecte baglatilir. DAG yalmzca bir eylem caligtirildiginda olugturulur ve temel olarak
kogelerden (vertices) ve kenarlardan (edges) olusan bir kiimedir. = Burada kogeler
olugturulan RDD’leri, kenarlar ise RDD’ye uygulanacak iglemi temsil etmektedir. DAG’da
her bir kenar, islem dizisindeki bir 6nceki gorevden (task) bir sonraki goreve dogru
yonlendirilir. Bir eylem ¢agrisi sonrasinda olugturulan DAG, grafigin alt gérevlerini DAG
zamanlayicisina (DAG Scheduler) gonderir. DAG iglemleri, MapReduce’a kiyasla daha iyi
global optimizasyon yapabilir. DAG kullaniminin faydalari karmagikligin arttigr iglerde
daha net bir sekilde goriilmektedir.

Apache Spark’in DAG yapisi sayesinde, kullanicilar atanan gorevlerin igeriklerine ve
herhangi bir agsamadaki (stages) gorevin ayrintilarina ulagabilme imkanini elde eder. DAG
gosteriminde bu goérevlerin alt agamalari, o agsamaya ait tiim RDD’lerin ayrintilar1 ve
hangi islemlerin uygulanacagi detayli olarak betimlenmektedir. Zamanlayici, olusturulan
RDD’ye uygulanacak doniistimleri dikkate alarak cesitli asamalara ayirir. Her agsama, ayni

hesaplamay1 paralel olarak gergeklestirecek olan RDD’nin béliimlerine bagli gorevlerden
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olugmaktadir. Apache Spark’in DAG yapisini  kullanarak gerceklegtirdigi islem

basamaklar: kisaca agagida listelenmistir:

o Ilk asama yorumlayicidir (érnegin; Scala, Java, vs.). Bu asamada Spark calistirilacak

kodu kiiciik bazi degisiklikler uygulayarak yorumlar.

e Spark, sonraki agamada bir operatér grafigi olugturarak bu grafigi DAG

zamanlayici’ya gonderir.

¢ DAG zamanlayici, operatorleri gérevin agamalarina ayirarak ardigik diizene sahip bir

yapiya doniigtiriir (6rnegin; map operatorleri tek bir agamada birlegtirilir).

o Bu asamalar daha sonra gorev zamanlayicina (Task Scheduler) iletilir ve kiime
yoneticisi (6rnegin; YARN, Mesos veya ozerk sistemler (Standalone Systems))

araciligiyla gorevi baglatir.

o Isci sunucular Spark iizerinden iletilen gérevleri yiiriitiir.

Veri paylagimi ve paralel igleme 6zelliklerinin yani sira, RDD’ler ayrica olusabilecek
hatalardan otomatik olarak kurtarilabilmektedir. Geleneksel dagitik bilgi iglem
sistemlerinde, veri kopyalama (data replication) veya kontrol noktas: (checkpointing) gibi
ozellikler araciligiyla belirli bir aralikta hata toleransi elde edilebilmektedir. Spark, hata
toleransini belirli bir aralikta tutabilmek amaciyla kok (lineage) adi verilen farkli bir
yaklagim kullanmaktadir [133]. Her RDD, kendisini olugturan doniigtimlerin DAG yapisim
takip eder ve kaybolan bdliimleri yeniden olusturmak i¢in DAG yapisinda belirlenen bu
iglemleri ana veri kiimesi iizerinde yeniden gahgtirir (6rnegin; bellek i¢i hata boliimiini
tutan bir diigim bagarisiz olursa, Spark filtreyi HDFS dosyasinin ilgili bloguna
uygulayarak yeniden olugturabilir). Spark’mn kok tabanli veri kurtarma yaklagimi, veri
yogun isglerde veri cogaltma yontemine kiyasla daha verimlidir. Bu yaklasim ile ag
lizerinden veri yazmak, RAM’e yazmaktan ¢ok daha yavag oldugu i¢in hem zamandan hem
de bellekte depolama alanindan tasarruf saglamaktadir.

Spark, kalici depolama ic¢in birden fazla harici sistemle kullanmilmak tizere
tasarlanmigtir ve HDFS, Amazon S3 veya Cassandra gibi kiime dosya sistemleriyle birlikte
kullanilabilmektedir. Spark’in depolama sisteminden bagimsiz bir g¢ergeve olarak
tasarlanmasi, kullanicilarin mevcut veri kiimeleri {izerinde hesaplamalar1 yiiriitebilmesi ve
farkli veri kaynaklarinin siirece dahil edilmesi iglemlerini kolaylagtirmaktadir.

RDD yapisi, yalnizca dagitik nesne koleksiyonlari ve bunlar iizerinde calisacak
iglevler igin tasarlanmigtir. RDD’lerin ana fikrinde "wverilerin digimler arasinda
boliitlenmesi ve dizerinde calisan dagitrk islemlerin kontrol edilebilmesi saglandiginda, bu
islemleri gerceklestirebilen yiritme tekniklerinin bircogu diger motorlar tizerinden de
gerceklestirilebilir' yaklagimi yer almaktadir. Kullanicilar, farkl kitiiphanelerin birlikte
kullanildigr durumlarda ise 6nemli baz1 faydalar ve gelismig performans degerleri elde
edebilmektedir.
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Veri iglemede yaygin olarak kullanilan paradigmalardan biri veri tabanlar1 {izerinde
caligtirilan iligkisel sorgulardir. Spark SQL veya bir 6nceki versiyonu olan Shark, analitik
veritabanlarinda kullanilan tekniklere benzer yaklagimlar kullanarak bu tiir sorgular:1 Spark
tizerinde uygulamaya imkan saglar |[134]. Bu sistemlerde genellikle, siitun tabanh depolama
(columnar storage), maliyete dayali optimizasyon ve sorgu yiriitme i¢in kod olugturma
gibi 6zellikler bulunmaktadir. Bu sistemlerin temelindeki ana fikir, RDD’ler i¢ginde analitik
veritabanlar: (sikigtirilmig siitunlu depolama) ile ayni veri yapisim kullanmaktir. Spark
SQL’de, RDD’deki her bir kayit, ikili formatta (binary format) depolanan bir dizi satirin
bilgisini tutar ve sistem, dogrudan bu yap1 tizerinde calistirilacak sorguyu firetir.

Bir SQL sorgusu, bagka bir programlama dili tizerinden caligtirildiginda sonuglar
Spark’in caligma ortamina DataSet veya DataFrame formatinda aktarilmaktadir.
DataSet, Spark SQL’in optimize edilmis yiiriitme motorunun ve RDD’lerin avantajlarini
birlikte kullanan bir arabirimdir. DataSet, Java sanal makinesi (Java Virtual
Machine-JVM) nesneleri kullanilarak olugturulabilir ve itizerinde bir¢ok farkli déntigiim
iglemi (map, flatMap, filter vb.) uygulanabilir. DataSet API’si, Scala ve Java’da
mevcuttur ancak Python ve R dilleri bu API'yi desteklememektedir.

DataFrame, adlandirilmig siitunlar halinde diizenlenen bir DataSet’tir. Kavramsal
olarak iligkisel bir wveritabanindaki bir tabloya veya R veya Python’daki bir veri
gergevesine (dataframe) egdegerdir, ancak veri igleme siireclerinde kullanilabilecek daha
zengin optimizasyon segeneklerine sahiptir. DataFrame’ler, yapilandirilmig veri dosyalari,
Hive’daki tablolari, harici veritabanlar1 veya mevcut RDD’ler gibi ¢ok gesitli ve farklh
kaynaklar tizerinden olusturulabilmektedir. DataFrame API’si Scala, Java, Python ve R’da
bulunmaktadir. Ayrica, SQL dilinde olugturulan sorgulardan farkl olarak, DataFrame
iglemleri yiiksek seviyeli programlama dillerinde (Python ve R gibi) olugturulmug
fonksiyonlar gibi c¢agrilmaktadir. Spark’in DataFrame’leri, tek diigiimde c¢aligsan
kiitiiphanelere benzer bir API hizmeti sunar, ancak Spark SQL’in sorgu planlayicisini
kullanarak hesaplamay1 otomatik olarak paralellestirir ve optimize eder. Bu sayede
kullanicimin  galigtirdign  kod, Spark’in iglevsel API’si altinda mevcut olmayan
optimizasyonlar1 kullanabilir.

Spark Streaming, ayriklagtirilmig akiglar (discretized streams) adi verilen bir model
kullanarak artimli (incremental) gercek zamanh akig analizi gergeklestirebilir.  Spark
tzerinden gercek zamanl akis uygulamalarinda, giris verileri kiicik gruplara boliinerek
(6rnegin; her 200 milisaniyede bir gibi) yeni sonuglar tiretmek amaciyla RDD’lerde
depolanan durumlarla diizenli olarak birlegtirilmektedir. Gercek zamanlh akig
hesaplamalarini bu sekilde calistirmak, geleneksel dagitik akig sistemlerine gore cesitli
avantajlara sahiptir. Ornegin, hata kurtarma (fault recovery) islemleri, kék yaklagimi
sayesinde daha az maliyetli ve akisi toplu ve etkilesimli sorgularla birlestirmek daha
kolaydir [135].

Spark GraphX, Pregel ve GraphLab’a benzer bir graf hesaplama araytiziine sahiptir ve

olugturdugu RDD’lerde béliitleme iglevi i¢in bu sistemlerle ayni yerlesim optimizasyonlarini
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(kose boliitleme gemalar: gibi) uygular [136].

Spark’in makine 6grenimi kiitiiphanesi olan Machine Learning Library (MLIib),
dagitik gekilde model egitimi i¢in 50°den fazla yaygin olarak kullanilan algoritmay:
icermektedir.  Spark MLIib’in temel gorevi, pratik makine 6grenimi uygulamalarim
Olceklenebilir ve kolay tasarlanabilir bir yapiya doniigtiirmektir. Yiiksek diizeyde kullanim

saglamak amaciyla asagida listelenen pratik araclar1 saglamaktadir:

o Makine oOgrenmesi algoritmalari (Machine learning algorithms): simflandirma,
regresyon, kiimeleme ve ortak filtreleme gibi yaygin olarak kullanilan 6grenme

algoritmalari.

¢ Ogzellik miihendisligi (Feature engineering): &zellik gikarma, doniistiirme, boyut

indirgeme (dimension reduction) ve se¢gme.

o Veri igleme hatt1 (Pipeline): makine 6grenimi i¢in gerekli veri igleme hatt1 olugturmak,
performans degerlendirmesi yapmak ve ince ayarlama yapmak amaciyla gelistirilmis

araclar.

o Streklilik (Persistence): algoritmalari, modelleri ve veri igleme hatlarimi kaydetme ve

yeniden yiikleme.
o Yardimc: programlar (Utilities): lineer cebir, istatistik, veri igleme vb.

Spark MLIib, yaygin olarak kullanilan makine 6grenmesi algoritmalarinin hizli ve
dagitik igslemeye uygun versiyonlarini icermektedir. Bunlardan bazilari; siniflandirma ve
regresyon problemleri igin gesitli lineer modeller, Naif Bayes (Naive Bayes-NB) ve karar
agaclart (Decision Tree-DT) topluluklari, igbirlik¢i filtreleme (collaborative filtering),
kiimeleme ve boyut indirgeme iglemleri igin ¢esitli algoritmalardir (6rnegin; k-ortalamalar
(k-means) kiimeleme algoritmasi, temel bilegenler analizi (Principal Component
Analysis-PCA). Kiitiiphane ayrica digbiikey optimizasyon, dagitik lineer cebir iglemleri,
istatistiksel analiz ve oOzellik c¢ikarma, dagitik makine oOgrenmesi ve cegitli tahmin
uygulamalar1 icin bircok optimizasyon yaklasimimi da icermektedir.  Ornegin, karar
agaclarinda diigiimler arasi veri paylagimi sirasinda olusan haberlesme maliyetlerini
azaltmak icin veriye dayali ozellik ayriklagtirmasi gibi yaklagimlar sayesinde karar agaci
topluluklar;, hem agaclarin icinde hem de agaclar arasinda Ogrenmeyi paralel hale
getirebilmektedir. Ayrica genellegtirilmig lineer modeller, ¢aligan hesaplamalar: igin hizh
C++ tabanli lineer cebir kiitiiphanelerini kullanilarak gradyan hesaplamasini
paralellestiren optimizasyon algoritmalarini kullanarak 6grenme iglemini gerceklegtirebilir.
Bircok algoritma bu verimli veri paylagim ve haberlesme ilkellerinden yararlanmaktadir.
Bu sayede ozellikle agac yapisimin kullanildigi veri birlestirme yaklagimi sayesinde
yirutiici sunucuda ¢aligan programda veri akigi sirasinda bir darbogazin olugsmasi 6nlenir
ve Spark biiyiik modelleri ¢alisan isci sunuculara hizh bir gsekilde dagitabilir.

Geleneksel makine 6grenimini kullanan bir veri igleme hattinda bir dizi veri 6n igleme,

ozellik ¢ikarma, model uydurma ve dogrulama asamalari bulunmaktadir. Cogu makine
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ogrenimi kiitliphanesinde ise, veri igleme hattini olugturabilmek icin gerekli fonksiyonlar
yerel olarak desteklenmez. Ozellikle bu islem biiyiik 6lcekli veri kiimeleriyle ugrasirken,
slirecin baglangictan sona bir veri igleme hatti iizerinden bir araya getirildigi senaryoda,
hem ag trafigi agisindan hem hesaplama yogunlugu agisindan pahali bir iglemdir. Spark
MLIib ayni zamanda, bu ihtiyaglar1 gidermek icin tasarlanmig spark.ml adh bir paket de
icermektedir. Bu paket, tek tip ve st diizey bir API kiimesi saglayarak cok agsamali veri
isleme hatlarmin geligtirilmesini ve ayarlanmasin basitlegtirmektedir [137].

Spark MLIlib, Spark ekosistemindeki cesgitli bilegenlerden yararlanmaktadir. FEn
diigik seviyedeki Spark c¢ekirdegi, veri temizleme ve ozellik c¢ikarimi gibi verileri
doniigtiirme iglemleri i¢in 80’den fazla operatére sahip genel bir yiiriitme motoru
saglamaktadir. MLIib ayn1 zamanda, Spark ile entegre diger iist diizey kiitiiphanelerden

de yararlanmaktadir.

48



3. MATERYAL VE METOT

Enerji iletim ve dagitim hizmetleri endiistrisinde; arz-talep dengesi, misteri tiiketim
oriintiilerini gikartma, elektrik kesintilerini énleme veya birim taahhiidi (unit commitment)
problemini optimize etme gibi iglemler biiyiik verinin olasi uygulamalar: olarak gosterilebilir
[112], [113]. Bu kapsamda hem iletim hem de dagitim sistemi operatorlerinin arastirma ve
gelistirme faaliyetlerini birlestirme ihtiyaci, Avrupa Elektrik fletim Sistemi Operatérleri
Birligi'min (European Network of Transmission System Operators for Electricity-ENTSO-
E) 2017-2026 aragtirma ve geligtirme yol haritasinda da agik bir gekilde belirtilmektedir
[138]. Bu acidan degerlendirildiginde, biiyiik verinin birgok uygulamas: hem DSO’larin hem
de iletim sistemi operatorlerinin (Transmission System Operator-TSO) gunliik faaliyetlerini
etkileyebilme potansiyeline sahiptir.

Bu tez caligmasinin ana yapisii olusturan bilesenler alt boélimler halinde su sekilde
ozetlenebilir:  Boliim [3.1]de, ti¢ farkli veri kiimesi tzerinde kesifsel veri analizi
(Exploratory Data Analysis-EDA) gergeklestirilerek akilli sayag verilerinde kargilagilan
sorunlardan ve kisitlamalardan bahsedilmistir. Boliim [3.2]de, Hortonworks veri platformu
iizerinden Apache Hadoop ve Spark g¢ergeve yazihmlarimin kurulum basamaklar
gosterilmigtir. Ayrica, veri paylagimi igin gerekli protokoller ve ayarlamalar, H2O.ai ve
Microsoft Machine Learning for Apache Spark (MMLSpark) gibi sistemlerin
entegrasyonlar: da bu asamada gergeklestirilmigtir. Bolim [3.3]te, DL tabanl tahmin
uygulamas: i¢in kullanilan yoéntemlerin, Bolim [3.4Jte ise, dagitim hatti seviyesinde
gerceklegtirilen kayip-kacak tespiti uygulamasinda kullanilan yontemlerin matematiksel
altyapisi agiklanmigtir. Son olarak Bolim [3.5]te, her iki uygulama igin tez kapsaminda
onerilen yontemlerden ve Boliim [3.6.]da ise, performans ol¢iitlerinden bahsedilmektedir.

3.1. Veri Kiimeleri

Akilli gebeke uygulamalarinda veri kiimesi kavrami, belirli bir dénem boyunca
orneklenen elektrik verilerinin toplanmasiyla olusan koleksiyonlar olarak tanimlanabilir.
Bu koleksiyonlar akilli sebeke uygulamasina goére farkli parametrelerin bir araya
getirilmesiyle olusturulabilir.

AMI sistemlerde yiik profili, tiiketilen enerji miktarimin zamana kargi degisimini
gosteren bir zaman serisidir. Bu zaman serilerinde o6rneklenen veri sayisi sayacin
ornekleme siiresine (15, 30, 60 dakikalik periyotlar gibi) gore farklilik gosterebilir ancak
tiim yiik profilleri 24 saatlik (1 giinliik) bir zaman araligim ifade etmektedir. Bu tez
calismasinda kullanilan veri kiimelerinde yer alan her bir 6rnek, bu sekilde olusturulmus
bir gilinliik yiik profiline kargilhik gelmektedir.

Bu tez caligmasinda ti¢ farkli veri kiimesi kullanilmigtir. Bu veri kiimelerinin iki
tanesi Dicle Elektrik Perakende Satis Anonim Sirketi (DEPSAS) iizerinden 6698 sayili
Kigisel Verilerin Korunmasi Kanunu (“KVKK” veya “Kanun”) kapsaminda tammlanan

kisitlamalar ve gizlilik esaslar1 dikkate alinarak temin edilmis, {icincii veri kiimesi ise



Avustralya hiikiimetinin enerji verimliligi girigiminde (Energy Efficiency Initiative) yer
alan SGSC programi iizerinden temin edilmistir. SGSC, herkese agik bir veri kiimesiyken
(public dataset), DEPSAS iizerinden temin edilen veri kiimeleri gizlilik s6zlesmesine
tabiidir.

Bu tez caligmasi kapsaminda gerceklestirilecek analizlerin ortak bir eksende
degerlendirilebilmesini kolaylagtirmak amaciyla, veri kiimelerinde ortak parametreler
kullanilmigtir. Bu ortak parametreler sirasiyla; tiiketici numarasi, tarih bilgisi, hangi
titketici grubunda yer aldig1 (mesken, ticarethane veya resmi kurum gibi) ve Kilowatt saat
(kWsa) cinsinden tiiketim degerleridir.  Veri kiimelerinde ortak sekilde kullanilmayan
parametreler ise ilgili veri kiimelerinin detayli olarak agiklandigr boéliimlerde

tanimlanmistir.

3.1.1. Dicle Elektrik Perakende Satigs A.S. (DEPSAS) Veri Kiimesi

DEPSAS veri kiimesi, rastgele sekilde segilmis toplamda 100 farklh tiiketicinin 2018
yilina ait endeks ¢ekis degerlerinden olugmaktadir. Veri kiimesinde 1-Ocak-2018 00:00:00
ile 31-Aralik-2018 23:59:00 tarihleri arasinda kaydedilmis toplamda 1.872.994 6lgiim degeri
bulunmaktadir. Veri kiimesinde endeks c¢ekis degerleri diginda ayrica tiiketici numarasi,
carpan katsayisi, Ol¢iim tarihi ve tiiketici simifi bilgileri yer almaktadir. Veri kiimesinde
bulunan 100 tiiketicinin 56’s1 mesken, 44’1 ise ticarethane sinifinda yer almaktadir.

DEPSAS veri kiimesinde, analizlerin daha saglikli gerceklegtirilebilmesi amaciyla
aym sehir icerisinde farkli konumlarda bulununan sayaclar kullanilmigtir. Bu iglem,
orneklem segiminde sikga kargilagilan istatistiksel yanhlik (statistical bias) veya uzamsal
otokolerasyon (spatial autocorrelation) gibi problemlerin etkilerini en aza indirebilmek
amaciyla gerceklesirilmistir.

Veri kiimesinde farkli érnekleme siirelerine (6rnegin; 15, 30, 60 dakikalik) sahip
sayaglar bulundugu icin giinliik yik profillerinde de farkli miktarda veri bulunmaktadir
(6rnegin; 24, 48, 96). Bu tez ¢ahigmasinda, sayaglarin farkl 6rnekleme siirelerine sahip
olmas: tiim veri kiimesinin tek bir veri matrisinde birlegtirilebilmesini zorlastirdig: icin her
bir tiiketiciye 6zgii tek bir matris diizenlenerek iglemler gercgeklegtirilmigtir. DEPSAS veri

kiimesini 6n isleme agsamasinda karsilagilan diger zorluklar ise asagida listelenmigtir:

e Sayacin ¢esitli nedenlerle yanlis 6lgiim aldigi durumlarda endeks degerinin farklh

okunmasi.

o Veri tabani iizerinden yapilan sorgularda belirlenen tarih araliginda ayni sayacin iki

farkl tiketicinin degerlerini icermesi.
e Sayactan uzun siireli 6l¢iim alinamamasi.
e Cok diigiik seviyelerde kaydedilmis endeks ¢ekis degerleri.

Yukarida kisa 6zetlenen dort farkl sorunun veri kiimesinde kargilagilan baz1 6rnekleri
Sekil B.1]de verilmigtir.
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Sekil 3.1. Dicle Elektrik veri kiimesinde kargilagilan problemler

Dagitim girketi iizerinden akilli sayac veri kiimesi temini agamasinda, sahada
karsilagilan en biiyiik zorluklarin baginda sayacin 6l¢giim alamamasi veya verinin sayac veri
yonetim sistemine iletilememesi gelmektedir. Bu problem o6zellikle AMI sistemlerin yeni
kuruldugu bélgelerde sikca karsilagilan bir durumdur. Bu asamada veri analistlerinin
izleyecegi stratejiler ve uygulayacagi yontemler biiyiik bir 6énem tagimaktadir ¢linkii kayip
veri yerlegtirme (data imputation) iglemleri sirasinda atanacak varsayimsal tiiketim
degerleri veri kiimesinde yanlilik problemine neden olabilmektedir. Sekil [3:2]Jde DEPSAS
veri kiimesindeki tiim tiiketicilerin 60’ar dakika olarak orneklendigi senaryoda elde edilen
bosgluklar gosterilmisgtir.

Sekil B:2]den de anlagildigy tizere uzun doénemli kayip veriler ve bosluklar, veri
kiimesinde sikga kargilagilan ve veri 6n iglemede baglangig sartlari etkileyen 6nemli bir
durumdur. Bu tez calismasinda bu sebeplerden dolayi, kayip degerlere sahip yiik profilleri
tamamen veri kiimesinden c¢ikarilmigtir. Halka acik akilli saya¢ veri kiimelerinin
bircogunda ¢ok diisiik seviyelerde tiiketim gerceklestiren tiiketici Ornekleriyle az
kargilagildigindan, bu problem literatiirde ¢ok az bahsedilen bir olgudur. Ayrica, sifir (0)
veya sifira ¢ok yakin tiiketim degerlerinden olusan yiik profilleri istatistiksel olarak anlamli
sonuclar iiretemez. Bu caligmada, tipki veri kiimesinden kayip degerlere sahip yiik
profillerinin tamamen ¢ikartilmasina benzer bir yaklagim ¢ok diigiik seviyerlerde tiiketim
gerceklestiren tiiketiciler icin de uygulanmistir. Bu nedenle, yillik toplam tiiketim degeri
500 kW’tan diigiik olan tiiketiciler veri kiimesinden g¢ikartilmigtir. Sekil [3.3]te mesken ve
ticarethane tiiketicilerinin giinliik toplam elektrik tiiketim degerlerinin histogrami ve
olasilik yogunluk fonksiyonu verilmigtir. Akill saya¢ veri kiimeleri, ayda bir 6l¢im
alinarak olusturulan veri kiimelerine kiyasla daha yiiksek zaman c¢oziinirligine sahiptir.

Giinliik yik profillerinden elde edilen toplam tiiketim degerleri, farkli zaman eksenlerinde
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Sekil 3.2. Dicle Elektrik veri kiimesinde bulunan bosluklar
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Sekil 3.3. Mesken ve ticarethane tiiketicilerinin giinliik toplam tiiketimlerinin histogrami

incelendiginde 6nemli tiiketim Oriintiilerinin ortaya g¢ikarilmasina katki saglayabilir. Sekil
[3-4Tte tiketim degerlerinin zaman eksenindeki saatlik, haftalik, aylik ve bir yillik tiiketim
dagilimlar gosterilmigtir. DEPSAS veri kiimesinden eksik veri veya cok diigiik seviyeli
tiiketim degerleri igeren yiik profilleri ¢ikartildiktan sonra geriye veri 6n igleme ve tahmin
uygulamasinda kullanilmak tizere 22639 farkli yiik profili kalmigtir. Bu iglemler sonrasinda

ise yiik profillerinin ~ 38’1 ilk etapta veri kiimesinden ¢ikarilmigtir.

3.1.2. Smart Grid Smart City (SGSC) Veri Kiimesi

Akilli gsebekede dagitim seviyesinden tiiketici seviyesine geciste kargilagilan en
temel problemlerden birkagi, tiiketim seviyelerinde kargilagilan cesitlilik ve degiskenliktir.

Avustralya hiikiimetinin SGSC projesi, akilli gsebekede kargilagilan bu problemlere ¢6ziim
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Sekil 3.4. Elektrik tiiketiminin ticarethane ve mesken abonelerinde giinliik, haftalik, aylik ve yillik olarak degisimi

iiretmek amaciyla gelistirilmig ilk ticari 6lgekli uygulamasidir [139]. SGSC projesi,
Avustralya hiikiimetinin yamsira Ausgrid, EnergyAustralia ve konsorsiyum ortaklar1 IBM
Australia, GE Energy Australia, Sydney Water ve Newcastle City Council gibi kuruluglar
tarafindan da finanse edilmigtir. Proje Ekim 2010’da baglamig ve 28 Subat 2014’e kadar
devam etmigtir. Projenin nihai raporlar ile birlikte halka acik veri kiimeleri, 28 Temmuz
2014’te yayinlanmigtir.

Elektrik tiiketim verileri ve diger iligkili parametreler, projeye goniillii olarak katilan
tiiketicilerden temin edilmigtir. Proje ayni zamanda, Avustralya ile baglantili demografik
bilgileri, elektrikli ev cihazlar1 kullanimi, iklim, perakende ve distribiitor tiriin teklifleri gibi
farkli konular hakkinda da ayrintil bilgiler icermektedir. Bu veri kiimesini olusturan veri
kaynaklar1 sirasiyla: belirli zaman araliklariyla kaydedilmisg sayag okumalari, tiketicilerin
evleri hakkindaki tamimlayici bilgiler, HAN {izerinden iletimi gergeklestirilen priz okumalari,
azami talep donemlerinde (peak demand period) kargilagilan olaylar ve sistemin yamt siiresi
(response), teklif ve kabul siirecleridir. SGSC projesi, Diinya’daki akilli gebeke altyapisinin
en biiylik ve en kapsaml ticari 6lgekli olarak halka agik veri kiimesi saglayan girisimlerden
bir tanesidir.

Veriler, biiyiikk olgiide Newcastle ve Sidney sgehirlerinden ve belirli akilli sebeke
uygulamalarii test etmek igin se¢ilmig kirsal alanlardan toplanmistir. Newcastle bolgesi,
cografi ve iklim kosullarindan, sosyoekonomik ve demografik yapisindan kaynaklanan
onemli bolgesel ve banliyo ozelliklerini birlikte igerdigi icin projenin odak noktalarindan
bir tanesi olarak secilmistir. Bu nedenle Newcastle’da yasayan tiiketicilerin demografik ve
sosyoekonomik 6zellikleri, tipik bir Avustralya sehrinin demografik 6zelliklerini yakindan
yansitmaktadir.

SGSC veri kiimesi toplamda 13735 tiiketicinin 2010-2014 yillar1 arasindaki titketim
degerlerini ve iligkili diger parametrelerini icermektedir. Veri kiimesinde her tiiketicinin
projeye katilma ve ayrilma tarihi farklihk gostermektedir, bu yiizden veri kiimesinde her
bir tiiketiciden dort yillik stire boyunca veri temin edilememigtir. Bu tez c¢aligmasinda
SGSC veri kiimesindeki tiiketici numarasi, zaman bilgisi, kWsa cinsinden tiiketim miktar:
parametreleri kullanilmigtir.  Veri kiimesinde toplam 344.518.791 adet sayac¢ okumasi

bulunmaktadir ve ornekleme siiresi yarim saatlik (00:30:00) araliklar olacak sekilde
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Sekil 3.5. SGSC veri kiimesi 6rnek segimi i¢in belirlenen en uygun tarih araligi ve bu aralikta yera alan
tiiketicilerin ytizde (%) cinsinden kullanilabilir veri miktar:

belirlenmigtir. ~ Sekil B:4Jte SGSC veri kiimesinde yer alan ticarethane ve mesken
abonelerinin elektrik tiketimleri giinliik, haftalik, aylik ve yillik olarak degisimi verilmigtir.
Bu tez calismasinda SGSC veri kiimesinin kullanimi agagida kisaca Ozetlenen stireglere

katk: saglamaktadir:

e Gilnlimiizde tiiketicilerin elektrik kullanim bilgisi tipki sosyal medyada veya diger
platformlarda muhafaza edilen bilgilere benzer bir yapiya sahip oldugu i¢in dagitim

sirketleri genig Olgekli tiiketici verisi paylagma konusunda tereddiitler yasamaktadir.

e Bu tez caligmasinin ana yapilarindan birini olugturan biiyiik hacimli saya¢ verisini

igsleme ve analiz etme iglemleri SGSC veri kiimesi sayesinde miimkiin olabilmigtir.

e« DEPSAS veri kiimesi ile kargilagtirildiginda elde edilen benzerlikler ve farkliliklar

ortaya cikarilmistir.

e Veri temini agsamasinda yapilan 6n kabullerin etkisi incelenerek uygun ayiklama,

doniigtiirme ve yiikleme (Extract, Transform, Load-ETL) siirecleri tasarlanmigtir.

Sekil B5]te SGSC veri kiimesinde 6rnek segimi i¢in en uygun tarih araligi ve bu
aralikta yera alan tiiketicilerin % cinsinden kullanilabilir veri miktari verilmigtir. Sekil
[B-5Tten de anlagildig tizere dort yilik program siiresi igerisinde en fazla tiiketicinin dahil
olabilecegi tarih araligi [1 Ocak 2013 - 1 Ocak 2014] arasindaki turuncu bélgedir.

SGSC veri kiimesinde DEPSAS veri kiimesinde uygulanan benzer ornek segimi
stratejileri uygulanmigtir. Veri kiimesine, ¢ok diigiik tiiketimli ve % cinsinden kullanilabilir
veri miktar1 2013 yili i¢in % 1007in altinda olan tiiketiciler dahil edilmemistir. Bu 6n

kabul sonrasinda SGSC veri kiimesinde yer alan tiiketici sayisi ise 7063 t1r.
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3.1.3. Kayip-Kacak Veri Kiimesi

Kayip-kacak iglemi i¢in kullanilacak veri kiimesi DEPSAS’tan temin edilen ikinci veri
kiimesidir. Bu veri kiimesi ilk veri kiimesinden farkli olarak belirli bir bolgede ayni trafo
merkezine baglh tiiketicilerden olugmaktadir. Bu tez caligmasinda veri gizliligi nedeniyle
daha 6nceden kaydedilmis ve etiketlenmis kayip-kacak ornekleri yerine varsayimsal érnekler
iretilerek analizler gerceklestirilmistir. Bu varsayimsal érnekler gercek hayatta karsilagilan
durumlarin matematiksel denklemlerinden tiiretilmistir.

AMI seviyesinde meydana gelen kayip-kagak iglemleri {i¢ farklh acidan
degerlendirilebilir:  sayaca yapilan fiziksel miidahaleler (physical intrusions), sayacin
donanim veya yazilim altyapisina yapilan izinsiz erigimler (hardware or firmware
tampering) veya iletigim altyapisina yapilan saldirilar (communication infrastructure
attacks). Bu tez caligmasinda, gintumiizdeki dagitim sebekelerinde sik kargilagilan bir
durum olan yetersiz iletisim altyapisi nedeniyle iigiincii kategoride yer alan senaryolar
incelenmistir. Ayrica, kayip-kacak kullanan tiiketicilerin tespiti ve yerinde incelenmesi
maliyetli secenekler oldugundan ve bu tiiketici gruplarimin veri kiimelerindeki azinlik
davramsi, kayip-kacak tespiti uygulamalarinda daha diigik simiflandirma dogruluguna yol
actigindan dolayr bu kategori tercih edilmigtir.  Tiketicilerin bu kategoride iglem
gerceklegtirebilmesi i¢in donanim veya yazilim ekipmanini manipiile etmek gibi daha
karmagik becerilere sahip olmalar1 gerekir ve bu islemleri geleneksel araclarla
gercgeklestirmek miimkiin degildir.

Akillh sayaclarin olgiimlerini degistiren siber saldirilar yaygin olarak FDI olarak
adlandirilmaktadir.  Bu yontemler sayesinde kayip-kagak kullanmayi1 hedefleyen bir
tiiketici, sayaglara yapilan fiziksel miidahalelere benzer davraniglari benzestirerek akill
sayaglarin rapor ettigi elektrik tiiketim miktarini azaltir. FDI temelli kayip-kagak
kullaniminda enerji tiiketiminin hesaplanmasi ve raporlanmasi siirecini etkileyen birgok
miidahale bulunmaktadir. Bu iglemlerde asil amag, herhangi bir alarmi tetiklemeden rapor
edilen gii¢ tiiketimini manipiile etmektir [94], [140]. Tablo [3.1]de, yaygn olarak kullanilan
alti1 FDI miidahalesinin resmi bir tanimi ve orijinal tiiketime karsilik gelen matematiksel
formiilasyonlar1 verilmistir.

Tablo [B.1Jdeki, x,x,Z; degigkenleri sirasiyla veri noktasini, orijinal ve manipiile
edilmig yiik profilini temsil etmektedir. ¢,%1,to parametreleri her 6rnek igin rastgele sekilde
belirlenmektedir ve f(t) fonksiyonu [0,1]li sirali bir ¢ikt1 iiretmektedir. Tablo [3.1]de

verilen alt1 FDI miidehalesi agagidaki gibi tanimlanabilir:

e« FDI1: Tiim saldirn siiresi boyunca ayn faktér kullanilarak yiik profilinin saatlik

tiketimi azaltilir.

o FDI2: Her bir farkh yiik profilinde daha 6nceden rastgele sekilde belirlenmis bir esik

degerin tizerindeki saatlik okumalar kirpilir ve degerlerin geri kalan: ayni kalr.

o FDI3: Her yiik profilinin tepe (peak) degerinden daha diigiik bir egik deger belirlenir

ve bu egik deger rapor edilen tiim tiiketim degerlerinden ¢ikarilir.
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Tablo 3.1. Literatiirde karsilagilan alti farkli FDI saldirisinin matematiksel denklemleri |14], [94], |140].

Yontem Degisiklik On Kosullar

02<a<08
a : tim saatlik okumalar igin ayni deger

~ {l‘ta eger zy < 7y v: rastgele bir kesme noktasi
Tt <

FDI1 7t < a- ¢

FDI2
v, yoksa 7 < maxzx

FDI3 3+ < max {z; — 7,0} v rastgele bir kesme noktasi

v < maxx
0, egert; <t<ta
. - F) &
DI4 zy < f(t) - x¢ 1, yoksa
t1 — to: dort saatten uzun rastgele bir zaman aralig:.
FDI5 Tt 4— Qi - Tt 0.2 < o < 0.8 arahiginda rastgele olusturulmus bir katsay:

0.2 < a¢ < 0.8 araliginda rastgele olugturulmus bir katsay1

FDI6 o Z : gunliik ytk profilinin ortalama tiiketimi

e FDI4: Dort saatten uzun bir zaman araligindaki bir yiik profilinin tiim tiiketim

degerleri sifir ile degistirilir.

o FDI5: Bir yiik profilinin her bir tiikketim degeri, 0.2 ile 0.8 arasinda rastgele olarak

belirlenmig bir katsay1 ile ¢arpilarak degistirilir.

o FDI6: Bir yiik profilinin her degeri i¢in belirlenmis bir katsayi, giinliik yiik profilinin

ortalama tiiketim degeri ile carpilir.

Veri kiimesi, 1 Ocak 2019 - 31 Aralik 2019 tarih araliginda kaydedilmig 15, 30 ve 60
dakikalik zaman ¢oziiniirliigiine sahip 31 akilli sayag verisi ve 1 gozlemci sayag (observer
meter) verisinden olugsmaktadir. Veri kiimesi tiiketici numarasi, tiiketici sinifi, zaman bilgisi
ve kWsa cinsinden tiiketim degerlerini icermektedir. Veri kiimesindeki 31 akilli sayacin
28’1 mesken, 2’si okul ve 1’i aydinlatma’dir. Akilli saya¢ veri kiimesinde toplam 949.477
Olclim, gozlemci sayac veri kiimesinde ise 16.470 6l¢iim degeri bulunmaktadir. Bu caligmada
FDI tabanlh kayip-kacak senaryolarinin olugturuldugu trafo istasyonunun CBS c¢iktisi Sekil
[3.6]da verilmigtir.

Veri kiimesindeki her bir tiiketicinin sayag verisi farkli zaman ¢oziintirligiine sahip
oldugu icin saatlik toplam akilli sayac verisi ile ayni saatteki gozlemci sayag verisi
karsilagtirilamamaktadir. Bu ¢aligmada bu nedenlerden dolay: tiim sayaclar saatlik olarak
yeniden oOrneklenmigtir. Bu tez c¢alismasinda ayrica hem dagitim diizeyinde hem de
tiiketici diizeyinde tiiketim oriintiilerini derinlemesine analiz edebilmek i¢in bazi zorunlu
on kabuller gerekmektedir. Bu 6n kabuller, nihai veri kiimesinin olugsumuna katkida
bulunan temel veri déniisiimlerini ve 6n igleme adimlarini icermektedir. Bu ¢aligmada, veri
analizi agamasinda olugabilecek olasi sorunlar1 en aza indirmek icin asagidaki gibi baz 6n

kosullar olugturulmustur:
o Giinliik bazda kullanilabilir veri miktar:1 % 95’ten fazla olmalidir.

e Veri analizine dahil edilen her tiiketicinin ginliik toplam tiikketimi 0.5 kW’tan yiiksek

olmalidir.
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Sekil 3.6. FDI tabanlh kayip-kacak senaryolarinin olusturuldugu Diyarbakir ilindeki pilot bélgenin CBS ¢iktisi

e Yiik profillerindeki saatlik okumalar dakikalik olarak yeniden 6rneklendirilmelidir.

Yukar: kisaca agiklanan 6n kogullar saglandiktan ve eksik degerlere sahip yiik
profilleri veri kiimesinden cikartildiktan sonra, veri kiimesi, satirlar1 farkli giinlik ytk
profillerine kargilik gelen ve siitunlarin dakikalik zaman araliklarina kargihk gelen 7807
%1381 boyutlu bir matristir. Veri matrisinde say1 olmayan degerleri (Not a Number-NaN)
igeren giinliik yiik profilleri ¢ikarildiktan sonra matrisin satir sayis1 7807 ye egittir. Giinliik
yiik profillerinin [00:00:00-23:00:00] zaman araliklar1 arasindaki titkketim degerleri dogrusal
enterpolasyon kullanilarak yeniden orneklendikten sonra matrisin siitun sayisi ise 1381’e
esittir. Bu islem sayesinde, kisa zaman araliklarinda meydana gelen FDI 6rneklerinde
bilgilendirici ve sakli bulunan oriintiilerin ¢ikartilmasi kolaylagmigtir.

Trafo merkezi Ol¢imleri ve bu trafo merkezine bagh akilli sayac toplam 6l¢timleri
ideal olarak hemen hemen ayni olmahdir, ancak teknik ve teknik olmayan kayiplar [82]'de
belirtildigi gibi 6l¢iimler arasinda gozle goriiliir farkhiliklara yol agabilir. Ayrica, AMI
altyapisinin yeni gelismekte oldugu bolgelerde akilli sayaclar ve gozlem sayaclar arasinda
zaman senkronizasyonu problemleri de meydana gelmektedir. Sekil [3.7]de, trafo merkezi
Olciimleri ile akilli sayag toplam Olctimleri arasinda sekiz saatlik bir gecikme
gozlemlenmistir.  Sekil de gosterildigi gibi Olgtimler arasindaki gecikme (lag=0),
gozlemci sayag verileri zaman ekseninde Otelenerek diizeltilse bile, veri kiimesinde yine de
farkli nedenlerden kaynaklanan, ortiismeyen ve tutarsiz bosluklar bulunmaktadir. Ayrica,
Sekil B8] de gosterildigi tizere farkl tiiketim seviyelerinde bulunan tiiketicilerin ayni trafo
merkezine bagh oldugu durumlarda, goézlemci sayac verilerini diisiik seviyeli yiklerin
kayip-kagak kesif siireglerine dahil etmek kolay olmayabilir, ¢linkii yiiksek seviyeli yiikler

trafo merkezi toplam yiiki {izerinde daha belirleyecidir.
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Sekil 3.7. Kayip-kacak senaryolarinin olusturulmas: asamasinda karsilasilan akilli sayag ile gézlemci saya¢
arasindaki zaman senkronizasyonu problemleri
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Sekil 3.8. Kayip-kacak veri kiimesinde farkli nedenlerden kaynaklanan akill sayag ve gozlemci saya¢ ol¢imleri
arasindaki tutarsiz bosluklar
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Sekil 3.9. Rastgele segilen bir yiik profiline FDI saldirilarinin uygulanmasi

Bu bolimiinde agiklanan FDI saldirilari, akilli sayag veri kiimelerinde kayip-kacak

orneklerini elde etmek i¢in kullanilmigtir. FDI tabanli kayip-kacak senaryolarimi olusturmak

icin kullanilan stratejiler agsagida 6zetlenmistir:

o Belirlenen rastgele bir tarihte rastgele bir tiiketici secilerek gercek yiik profiline

rastgele secilen bir FDI yontemi uygulanmigtir.

o Her bir yontemin veri kiimesindeki dagiliminin egit olmasi1 ve her bir tiiketici igin

toplam yiik profili sayisinin yarisini gecmemesi saglanmigtir.

e Degigtirilen tiim yiik profillerinin yiizdesi,

ge¢gmemisti

Rastgele secilmig bir yiik profiline FDI tabanl kayip-kacak senaryolar: uygulandiktan

T.

sonra degistirilmis yiik profilleri Sekil [3:9]da gosterilmektedir.

3.2. Dagitik Hesaplama Ortami Bilegenleri ve Kurulumu

Bu tez ¢aligmasindaki tahmin ve sinmiflandirma iglemlerinin tiimii sanal Linux igletim
sistemleri iizerinde gergeklegtirilmigtir.
Oracle sirketinin VirtualBox"1 (versiyon=6.1.12) varsayilan ayarlar kullanilarak Windows
10 igletim sistemi tizerine kurulmustur. Ayrica, Windows igletim sistemi iizerinden uzak

Linux sunucuya erigebilmek, secure shell protocol (SSH) baglantisi kurabilmek, Linux
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komut satirinda (command shell) c¢aligabilmek, Windows makine ile sanal Linux igletim
sistemi arasinda dosya paylagimi saglayabilmek amaciyla PuTTY ve WinSCP programlari
da varsayilan ayarlar kullanilarak kurulmustur. Dagitik hesaplama ve biiylik veri analizi
igin ise Cloudera girketinin Hortonworks veri platformunun (Hortonworks Data
Platform-HDP) Sandbox’1 (versiyon=2.6.5) daha Oncesinde olugturulan sanal Linux
igletim sistemi tizerine kurulmustur.

Indirme ve kurulum islemleri tamamlandiktan sonra ise, yetkilendirme, veri
paylagim protokollerini diizenleme, biiyiik veri ekosistemiyle entegre farkli platformlar
birlestirme gibi islemler gerceklegtirilmistir. Biiyiikk veri analizinde kullanilacak
yontemlerde ortaya g¢ikabilecek farkli én gereksinimler ve versiyon uyumsuzluklar: da goéz
oniinde bulundurularak HDP Sandbox 2.6.5 versiyonu diginda farkli sanal Linux

sunuculara Hadoop ve Spark bilegenleri ayr1 ayr1 da kurulmustur.

3.2.1. Hortonworks Veri Platformu

HDP, Apache Hadoop tarafindan desteklenen biiyiik hacimli verileri depolamalk,
islemek ve analiz etmek icin hizmet saglayan olceklenebilir ve % 100 acik kaynakh bir
platformdur. Birgok farkl kaynaktan ve formattan gelen verileri ¢ok hizli, kolay ve uygun
maliyetli bir gekilde analiz etmek i¢in tasarlanmigtir. HDP, biiyiik veri'nin depolanmasi ve
islenmesi amaciyla ortaya c¢ikan operasyonel, giivenlik ve yonetim iglerine odaklanan temel
ASF projelerinden olugsmaktadir. Bu projelerin bazilar1i MapReduce, HDFS ve YARN ile
birlikte Ambari, Falcon, Flume, HBase, Hive, Kafka, Knox, Oozie, Phoenix, Pig, Ranger,
Slider, Spark, Sqoop, Storm, Tez ve ZooKeeper’dir. Bu projeler HDP siirtimlerinde
stirecinin bir parcasi olarak entegre edilerek ve test edilerek kurulum ve yapilandirma
araglar1 ile birlikte kullamima sunulmugtur [141]. HDP, ayrica sanal veya bulut
platformlarinda (6rnegin; VMware vSphere veya AWS EC2) calhigtirilabilmektedir.

HDP’de yer alan projelerin varsayilan ayarlari ve ortam degiskenleri kurulum
sirasinda otomatik olarak olusturuldugu igin ek ayarlamalara ihtiya¢ duyulmamaktadir.
HDP Sandbox, sanal makine iizerinde ilk kez caligtirildiginda ise bir defaya 6zgii olarak
tiim yetkili kullanicisi (root) ve Ambari yoOneticisi (admin) i¢in sifre sifirlama islemi
gerceklegtirilmektedir.  Sonraki asamada yerel arama motorundan Ambari arayiiziine
ulagabilmek igin ise yerel sunucuda (localhost) daha oncesinden belirlenen IP adresi
(6rnegin; 127.0.0.1) ve port numarasi (Ornegin; 8080) kullamilmaktadir.  Oracle
VirtualBox’ta HDP Sandbox basglatildiginda elde edilen ekran ciktisi Sekil [3.10]da
verilmigtir.

HDP’de dagitik hesaplama kiimesinde yonetici Apache Ambari’dir ve kiime ile
etkilesim bu bilegen iizerinden gergeklestirilmektedir. HDP Sandbox, VirtualBox
tizerinden galigtirildiktan sonra Ambari yoneticisi (admin) iizerinden girig yapilir ve tiim
servisler otomatik olarak baglatilir. Apache Ambari arayiizii ve biiylik veri bilegenleri
baglatildiktan sonra elde edilen ekran giktist Sekil [3.11Jde verilmigtir.
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Hortonworks HDP Sandbox
https: hortonuwerks.com products/sandbox

To quickly get started with the Hortonworks Sandbox, follow this tutorial:
https:  hortonwerks.comstutorialshadoop-tutorial-getting-started-with-hdp,

To initiate your Hortonworks Sandbox session, open a browser to this address:

For UirtualBox:
Welcome screen: http:/slocalhost:16888
8SH: http:rrslocalhost:4288

For UMWare:
Welcome screen: http:/r18.8.2.15:1888
SSH: http:rr18.8.2.15:4288

& £ B8 ] @ @] richt control

Sekil 3.10. Oracle VirtualBox tizerinde ¢alisan HDP Sandbox’in ekran ¢iktisi

@) Amban Sandbox 4 206
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Sekil 3.11. Apache Ambari arayiizii ve biiyiik veri bilegenleri baglatildiktan sonra elde edilen ekran ¢iktisi

3.2.2. Linux Isletim Sistemine Apache Hadoop ve Spark Kurulumu

HDP Sandbox 2.6.5 siirtimiinde varsayilan olarak Apache Hadoop 2.7.3 ve Apache
Spark 2.3.0 versiyonlar1 bulunmaktadir. Bu versiyonlarin birbiri arasindaki uyumlulugu
dagitik hesaplama siirecinde gercgeklestirilen iglemlerin hatasiz olarak tamamlanabilmesi
icin onemlidir. Ozellikle Spark MLIib’de bulunmayan makine égrenme algoritmalarmin
dagitik gekilde iglem yapabilmesi i¢in uygun Hadoop ve Spark versiyonlarin belirlenmesi
gerekmektedir.

Bu tez caligmasinda HDP Sandbox haricinde sanal bir Linux igletim sistemine Apache
Hadoop ve Apache Spark bilegenleri ayr1 gekilde kurularak ikinci bir dagitik hesaplama
ortami olusturulmustur. Apache Hadoop ve Apache Spark’in sanal Linux igletim sistemi
tizerine kurulumu ve gerekli ayarlamalar Bolim [5.] EK-2’de detayli olarak verilmistir.

Kurulumun ilk agamasinda sanal Linux Centos 7 igletim sistemi VMware Tools {izerine
yiikklenmigtir. Bu agsamada sanal makinede ihtiya¢ duyulacak her tiirli yazilimlar: yiikleme

ve ag konfigiirasyonlarimi belirleme iglemleri gerceklestirilmistir (6rnegin; yum, curl, unzip,
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Sekil 3.13. Sanal Linux igletim sisteminde Spark ve bilegenlerinin baglatilmasi

tar, wget, OpenSSL, Java (1.8 ve tizeri), ssh, ntp gibi yazihmlar yiikleme veya IPv4, IPv6,
Nameservers’lar: belirlemek). Kurulum iglemi bittikte sonra Linux igletim sistemi tizerinde
calistinlan Hadoop ve Spark bilesenleri sirasiyla Sekil ve Sekil [3.13Jte verilmistir.
Ikinci asamada ise bilyiik veri analizi icin gerekli yazilimlar yiiklenmis ve ortam
degiskenleri tanimlanmistir. Bu agsamada ayrica sanal makinede kullanilacak programlama
dili olarak Python belirlenmis (6rnegin;versiyon=2.7.X ve 3.6.X) ve kurulum iglemleri

tamamlanmigtir.

3.2.3. Veri Paylasim Protokolleri ve Gerekli Ayarlamalar

Anaconda Jupyter notebook, tiim programlama dilleriyle etkilegimli bilgi iglem igin
lcretsiz yazihim, acik standartlar ve web hizmetleri sunan bir platformdur. Jupyter
notebook kod gelistirme disinda gorsellestirme, multimedya, isbirligi ve daha farkh
amaglar i¢in de kullanmilmaktadir. Bu caligmada, her iki sanal igletim sistemine kurulan
Hadoop ve Spark bilegenleri Jupyter notebook aracilhigiyla kullanmilmaktadir. Veri
paylasimi icin gerekli protokoller, HDP Sandbox’ta hdfs kullanicisi lizerinden, VMware’de
kurulu Centos 7 igletim sisteminde ise root kullanicisi {izerinden tanimlanmigtir.

Jupyter notebook, sanal Linux igletim sistemlerine kuruldugundan dolay1 ana
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Sekil 3.14. Ana makine ile sanal Linux igletim sistemi arasinda yapilan SHH tiinelleme iglemi

makine (Windows 10 igletim sistemi) tizerinden galigma ortamina erigebilmek igin PuTTY
tizerinden SHH tiinelleme (SSH Tunneling) iglemi gergeklestirilmigtir. Bu iglem Windows
10 ana makine ile sanal Linux makine arasinda yerel baglant1 kuralabilmek ve mevcut
portlar1 yonlendirebilmek (Local Port Forwarding) amaciyla gergeklegtirilmigtir. Sekil
[3-14]te ana makine ile sanal Linux igletim sistemi arasinda gergeklegtirilen SHH tiinelleme
isleminin ekran giktis1 verilmistir.

Veri kiimeleri, her iki sistemde de ilk olarak sanal makinenin yerel diskine daha sonra
ise HDFS’e aktarilmaktadir. Sonraki agamada ise veri kiimeleri, Jupyter notebook iizerinde
baglatilan bir Spark Session araciligiyla HDF'S {izerinden ¢alisma ortamina Spark Dataframe

olarak aktarilabilmektedir.

3.2.4. H50O.ai Entegrasyonu

Hy0.ai , yazilim destegi saglayarak yaygin makine 6grenmesi algoritmalarinin ig
diinyasinin pratik uygulamalarinda kullanilmasina imkan saglayan bir platformdur. Aym
zamanda H2O.ai , finans sektoriinden saglik sektoriine kadar birgok farkl sektoriin karmagik
sorunlarini ¢ézmek icin yapay zeka ve DL algoritmalarinin dagitimina liderlik yapan acik
kaynakli bir platformdur [142].

Bellek i¢i (in-memory) sikigtirmayr kullanan HO.ai, kigiik bir kiimede bile
bellekteki milyarlarca veri satirim igleyebilme kabiliyetine sahiptir. HoO.ai platformu, veri
analitigi is akiglar1 olugturmayi kolaylagtirmak igin Python, R, Java, Scala, JSON ve
CoffeeScript/JavaScript gibi programlama dilleri igin arabirimlere sahiptir ve yerlesik bir
web arabirimi olan Flow’dan olugsmaktadir. HyO.ai, ézerk (standalone) modda, Hadoop’ta
veya bir Spark kiimesinde caligabilecek sekilde tasarlanmigtir ve genellikle birkag dakika
icinde devreye girebilmektedir.
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H0.ai, dogrusal regresyon, lojistik regresyon (Logistic Regression-LR), NB, PCA,
k-ortalama kiimeleme ve word2vec gibi bircok yaygin makine o6grenimi algoritmasini
icermektedir. H20 aym zamanda, karar agaglar1 orman1 (Random Forest-RF), gradyan
artirma makinesi (Gradient Boosting Machine-GBM) ve DL gibi makine 6grenme
algoritmalarini dagitik sekilde caligtirabilmektedir.  H2O0 ile kullanicilar bu makine
Ogrenmesi algoritmalar1 sayesinde ¢ok sayida model olusturabilir veya en iyi tahminleri
elde edebilmek amaciyla bu yontemlerin sonuglarini karsilagtirabilir.

Sparkling Water, kullanicilarin HoO.ai'nun hizli, Olgeklenebilir makine 6grenimi
algoritmalarin1 Spark’in yetenekleriyle birlestirebilmesine olanak taniyan bir ara birimdir.
Bu iki acgik kaynakli platform entegre edildiginde ise, Spark kullanarak veri ¢n igleme
iglemlerini gerceklestirmek, model olugturmak i¢in sonuglar1 HoO.ai’ya iletmek ve tahmin
sonucu iiretmek gibi gorevler, kullanicilar igin sorunsuz bir deneyime doniigsmektedir.
Sparkling Water, HyO.ai algoritmalar: igin Spark’ta olugturulan ig-akig kurallarimi takip
eder, boylece Spark gorevlerine agina olan kullanicilar igin API'yi baglatmak kolay bir
iglemdir. Sparkling Water, Spark veri yapilar1 (RDD, DataFrame, Dataset) ile HoO.ai'nun
H20Frame’i arasinda ve tam tersi sekilde veri dontsiimii saglayabilmektedir. Ancak,
H20Frame’de depolanan veriler yiiksek derecede sikigtirilabildiginden, verinin doniistiirme
igslemi sonrasinda RDD formatinda korunmasina gerek yoktur [143].

Sparkling Water’in ana bilegeni H20Context’tir. H20Context dagitik kiimenin mevcut
durum bilgisini tutar ve veri formatlarin1 doniigtiirme iglemi icin temel 6zellikler saglar.
H20Context, SparkSession, SparkContext veya SQLContext gibi Spark 6gelerinin tasarim
prensiplerine benzer Ozelliklere sahiptir. H20Context’in baglatilmasi agsamasinda agagida

listelenen bir dizi islem gerceklegtirilir:

e Sunucu tizerinde yuriitildigi durumunda, gorev dagitilir ve tiim erigilebilir Spark
yiriitiicii (executor) diigiimleriyle iletigim kurulur. Daha sonra ise yiiritiiciilerin
JVM’leri i¢indeki HoO.ai hizmetleri baglatilir.

e Sunucu diginda olugturulan bir kiime iizerinde c¢aligtirildigi durumunda ise, YARN
iizerinden H5O.ai kiimesini baglatir ve ona baglanir veya yapilandirma ayarlarina

gore mevcut HoO.ai kiimesine baglanir.

Bu ¢alismada, H2O.ai (versiyon=3.20.0.1) ve Sparkling Water (versiyon=2.3.7)
bilegenleri HDP Sandbox iizerinde ¢alisan Hadoop ve Spark bilegenleri ile entegre edilmigtir.
Dagitik hesaplamada kaynak yoneticisi olarak ise YARN belirlenmigtir.

3.2.5. SynapseML Entegrasyonu

SynapseML (6nceki adiyla MMLSpark), o6lgeklenebilir makine 6grenimi
modellerinin olusturulmasini basitlestirmek amaciyla gelistirilmis agik kaynakli bir yazilim
kiitiiphanesidir. SynapseML, Spark’in makine 6grenme modellerine Microsoft biligsel arag
seti (Microsoft Cognitive Toolkit-CNTK), LightGBM ve OpenCV ile sorunsuz
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entegrasyonu dahil olmak ftizere Spark ekosistemine birgok DL ve veri bilimi aracim
eklemeye imkan saglar.

Bu caligmada sadece SynapseML’nin LightGBM algoritmasi Spark ile entegre
edilerek kullanilmigtir. Bu entegrasyon ise VMware Tools iizerine yiiklenen Centos 7
isletim sisteminde yer alan Spark (versiyon=2.4.7) ve Hadoop (versiyon=3.1.2)
bilegenleri kullanilarak gercgeklegtirilmigtir. Sonraki agsamada ise Microsoft’un LightGBM
igin geligtirdigi projenin ".jar" uzantili paketleri Spark Session’a dahil edilmigtir. Burada
Spark Session’a dahil edilen MMLSpark’in (versiyon=0.18.1) uygun Maven kordinatlari

belirlenmig ve iglemler Jupyter notebook {izerinde gerceklestirilmigtir.

3.3. Derin Ogrenme Tabanh Yiik Tahmini

Akill gebekelerde DL tabanlh yiik tahmini, hem dagitim seviyesinde hem de tiiketici
seviyesinde son yillarda siklikla tercih edilen uygulamalardir. Giliniimiizde kullanilan giic
sistemleri planlamasi ve igletilmesinde yakin gecmis zamanda goézlemlenen degerler
kullanilarak yapilan ekstrapolasyon iglemi yakin gelecek tahmini icin yeterli bir yontem
olarak degerlendirilmemektedir. Akilli gebeke uygulamalarinda tiretim planlama, yiik
yonetimi ve sistem kararlhilign gibi bircok operasyonel islem yiik tahmini uygulamasina
dayanmaktadir. Ayrica ge¢mis dénem tiiketim verilerinin yaninda, hava durumu verileri,
periyodiklik iceren veya insan temelli olaylar gibi diger degiskenler, enerji arz-talebini
belirlemek amaciyla gelecekteki gii¢ tiiketimini tahmin etmeye yardimeci olmaktadir.

Geleneksel yiik tahmini uygulamalarinda Bolim [3.1]de de biiyiik 6lgiide agiklandig:
lizere veri toplama ve diizenleme islemi sonrasinda, uygun bir tahmin modeli
olugturulmaktadir.  Ayrica Boliim [I.2]de belirtildigi gibi bilimsel literatiirde zaman
serilerine dayali tahmin uygulamalar: icin ¢ok cegitli yontemler 6nerilmektedir. Tiiketici
seviyesinde gerceklegen tiiketim oOriintiileri genellikle dogrusal olmayan zaman serileri
olarak degerlendirildiginden, makine 6grenme temelli yaklagimlar geleneksel yontemlere
kiyasla daha bagarilidir. Bu caligmada, tiiketici seviyesinde kisa donemli yiik tahmini i¢in
DL tabanli bir model geligtirilmistir. DL modelinin mimarisi bu béliimiin alt bagliklarinda
detayli olarak aciklanmistir. Onerilen model, denetimli bir makine égrenme algoritmas:
oldugu i¢in modelin uygun o6zellikler kullanilarak egitilmesi gerekmektedir. Aym zamanda,
modelin egitim siirecine dahil edilmeyen farkli bir test wveri kiimesinde, modelin
performans1 Boliim [3.6.1]de detayli olarak verilen performans degerlendirme metrikleri
araciligiyla degerlendirilmektedir.

Bu tez caligmasinda, mimari yapisi ayni olan tek bir DL modeli, her bir tiiketici
tzerinde ayr1 sekilde egitilerek test edilmistir. Bu yaklagimin tercih edilmesinin ana

nedenleri agagida kisaca aciklanmigtir:

e Bolim ve Bolim de kullanilan veri kiimelerinden kaynaklanan problemler
(6rnegin; her tiiketicinin kullanilabilir veriye sahip oldugu zaman araliklarmin farkh

olmasi),
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o Bu caligma kapsaminda geligtirilen DL modelinin kigiye 6zel uygulamalar kapsaminda
degerlendirilmesi (6rnegin; tiiketiciler igin geligtirilen mobil uygulamalar veya ara

yiizler),

o Ag smirinda hesaplama (Edge Computing) teknolojilerinin akilli sayag cihazlariyla
uyumlu yazilim altyapisi sunmasi. Bu sayede akilli sayaglarin bellegi ve iglemcisi
kullanilarak dagitim sirketlerindeki merkezi sunucularin tizerindeki hesaplama yiikii
azaltilabilir (6rnegin; trafo sayacinin ana digiim (master node), akilh sayaglarin ise

isci diigtm (slave/worker node) seklinde galigtigr bulut biligim hizmetleri).
3.3.1. Veri On isleme

Akill sebeke uygulamalarinda tiiketici seviyesinde yiik tahmini problemi, karmagik
bir zaman serisi problemidir. Bu karmagik zaman serisi problemlerini ¢ézmek ve tahmin
hatalarini azaltmak igin gelismis veri 6n isleme yontemleriyle hibrit bir DL modeli birlikte
kullanilmigtir. Veri 6n igleme yoOntemlerinin amaci, tiiketicilerin elektrik tiiketim
verilerinde herhangi bir gizlilik ihlaline neden olmadan ve tiiketim davraniglarina herhangi
bir dig miidahale (6rnegin; yiik profillerinde veri yumusatma (data smoothing) veya veri
yakigtirma (data imputation) iglemleri, vs.) uygulamadan veri temizleme (data cleansing)
islemi gerceklestirmektir. Bu calismada kullanilan her bir 6rnek, veri kiimesinde yer alan
farkli bir giinliik yiik profilidir. Boliim ve Boliim [3.1.2]de detayh olarak aciklanan
islemler gergeklestirilerek sonra ise veri kiimeleri yeniden boyutlandirilmigtir. Ardindan,
boyut indirgeme (dimension reduction) ve aykiri deger tespiti (outlier detection), veri én
islemenin ikinci agamasinda gerceklestirilmistir. Bu asamada kullanilan algortimalar
herhangi bir 6n kosul gerektirmeyen entegre ve tam otomatik bir sekilde caligmaktadir.
Veri 6n iglemenin son agamasinda ise 1-B CNN kullanilarak yiik profillerinden tahmin

asamasinda kullanilacak 6znitelikler elde edilmigtir.

3.3.2. Metrik Olmayan Cok Boyutlu Olceklendirme Algoritmasi

Cok boyutlu olgekleme (Multidimensional Scaling-MDS), yiiksek boyutlu bir
uzayda temsil edilen 6rnek giftleri arasindaki benzerlik (veya farklihk) olciistinii diigiik
boyutlu uzaylarda temsil eden bir yéntemdir. MDS yoénteminde herhangi bir olasiliksal
dagilim dikkate alinmadan belirli uzaklik Ol¢iim fonksiyonlar1 kullanilarak disiik
boyutlarda gosterim uzakliklar1 elde edilmektedir. Burada asil amag, tipki PCA ya da
t-Distributed Stochastic Neighbor Embedding (t-SNE) yontemleri gibi ytiksek boyutlu veri
kiimelerinin diigiik boyutlu ve kolay yorumlanabilir temsillerini elde etmek ve temelde bir
boyut indirgeme iglemi yapmaktir.

MDS yonteminde ornekler arasinda benzerlikler (similarities) veya farkhiliklar
(disparities) bir uzaklik matrisi olugturularak belirlenmektedir. Bu uzaklik matrisinin
daha diisiik boyutlu bir uzayda grafiksel olarak gosterililebilmesi icin en az hata ile

gosterim kordinatlarinin belirlenmesi gerekmektedir. Bir veri kiimesinde bulunan n 6rnek
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arasinda n(n — 1)/2 ¢ift uzaklik degeri hesaplanmir. Bu orjinal uzaklhk degerleri mutlak
uzaklik olarak tamimlanir ve uygun diisiik boyutlu alt uzaylar edebilmek amaciyla orjinal
uzaklik degerlerine yakin bir gosterim kordinatlari olugturmaya calisgihr. Orjinal uzaklik
degerleri ile konfigiirasyon uzaklik degerleri arasindaki uygunlugu olcen parametre ise
stress Olgiisti olarak tanimlanmaktadir.

MDS analizinde 6rneklerin birbirine benzerligini veya benzemezligini (farklilig:)
O0l¢cmek 6nemlidir. Herhangi bir veri kiimesinin tiim Ornek c¢ifleri arasindaki benzemezlik
olgtisii (dq) ve toplam 6rnek sayisi ise n ile ifade edildigini varsayilim. Bu verilerin temsil
edildigi konfigiirasyon, s boyutlu bir alt uzayda aranmir. Alt uzay gosterimindeki her nokta
bir ének ciftini temsil eder. Bu 6rnek ciftlerinin birbiri arasindaki uzaklhk ise d,; seklinde
gosterilebilir. MDS analizindeki asil amag, uzakliklar ile benzemezlikleri egleyen en uygun
konfigiirasyonu elde etmektir.

Mertik olmayan analizde, girig verileri ordinal (sirali) iligkiler igerir ancak ¢ikig
verilerinin metrik olmasi veya aralikli Olgekle oOlciilmiis veri olmasi yeterlidir. Metrik
olmayan g¢ok boyutlu 6lcekleme problemlerinin ¢oztimii i¢in ilk genel algoritma Shepard
[144], [145] tarafindan olusturulmus, Kruskal [146|, [147] ise bu algoritma i¢in stress adim
verdigi bir kayip fonksiyonu taminlayarak fonksiyonu minimize etmeyi amaglamigtir.

Klasik ¢ok boyutlu élgekleme yonteminde 6rnek cifleri arasindaki uzaklik (dqp) ile
benzemezlik 6l¢iisti (0,,5) birbirine esittir (dqp = 00 @ =1,2,3,..., k). Denklem ’de
gosterildigi sekilde benzemezlik Olgiistiniin metrik yapisi kaybolmusg ise metrik olmayan

analiz uygulanir. Boylece benzemezlik 6l¢iimiiniin ank sirasi bu doéniigiim ile korunur.

5a,b < 5&’,1)’ = f((sa,b) < f((sa’,b’) 1< a, b’ CL/, b, < k (3 1)

burada f monoton bir fonksiyonu ifade etmektedir. Metrik olmayan analizde, uzakliklarin
niimerik degerlerinin yani sira biyiklik siralar1 da kullanilabilmektedir. Burada
konfigiirasyon uzakliklarmi (d; ;) belirleme agamasinda kullanilan tek parametre uzaklik
degerlerinin sira sayilaridir (d; ;). Bu yaklagim ile genel algoritmanin analitik bir ¢6ziim
bulabilmesi miimkiin olmadigi icin, stress degeri iteratif bir gekilde minimize edilir.
Metrik olmayan ¢ok boyutlu oOlgekleme algortimasinin iglem basamaklar1 agagida
verilmigtir |148], [149]:

e D uzaklik matrisinin tiim elemanlarim siralanir (kogegendeki sifir degerleri harig),

di17j1<di2,j2<"'<d m:n(n—l)/2

i’mvjm ?

¢ d;; elemanlan ile monotonik olarak iliskilendirilen d; ; degerleri tanmimlanr,

Burada d; j < dy,, — di; < d;,, (V i< jveu<wv igin) gibi bir kogul saglanmahdir.

o Cok boyutlu uzayda tammlanan gercek sekille, indirgenmis boyutlu uzayda (6rnegin;
k boyutlu bir alt uzay) elde edilen gekil arasindaki farklihig: ifade eden stress degeri

hesaplanir. Burada an ks RF uzayinda (Zl-,j uzaklik degeri ile tanimlanan bir gekil
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ise, X'nin stress fonksiyonu Denklem (3. 2)’de gosterildigi gibi hesaplanir.

Sien(dr; — dig)?
Sick A,

S(X) = min(\l ), (3. 2)

e Her k£ boyut icin en diigiik stress degerine sahip olan sekil, k’inci boyutttaki en iyi
sekil olarak adlandirilir ve k'mer boyuttaki en diisiik stress degeri, S, = min(S(X))

esitligi ile ifade edilir. Bu esitlikte S, k’'nin azalan bir fonksiyonudur.

e Son agamada, uygun boyut sayisinin belirlenebilmesi i¢in Sp,S51,..., S degerleri

hesaplanir ve bu iglemler en diisiik stress degeri elde edilinceye kadar tekrarlanir.

3.3.3. DBSCAN Kiimeleme Algoritmasi

Kiimeleme, temel ve yaygin olarak kullanilan bir veri analizi yontemidir. Bir veri
kiimesinde birbirine benzeyen alt kiimeleri bulmak igin gelistirilmis denetimsiz bir
smiflandirma iglemi olarak degerlendirilebilir. Kiimeleme yontemleri goriintii igslemeden,
ortintii tamimaya, makine 6grenmesi uygulamalarindan, bilgi kegfine kadar birgok alanda
uygulanmaktadair.

Density-based Spatial Clustering Applications with Noise (DBSCAN), yogunluk
tabanli bir kiimeleme algoritmasidir. Basglangicta, uzamsal verilerin kiimelenmesi igin
Onerilse de, daha sonraki siireclerde bilimin farklh alanlarinda uygulanmigtir. Yogunluga
dayali kiimelemede nesneler, kiime elemanlarinin yogun oldugu bdélgeler dikkate alinarak
birbirinden ayrilir. Geleneksel DBSCAN algortimas: iki farkli girig parametresine ihtiyag
duymaktadir. Bunlarin birincisi  kiimenin yarigapt (Eps), ikincisi ise alt kiime
olugturabilmek igin gerekli minimum nesne sayisidir (MinPts). DBSCAN algoritmasinin

islem basamaklar: su sekildedir [150].

e Tamm 1 (Eps: Bir nesnenin komgulugu): D nesnelerinden olugan bir kiimede, p
nesnesinin Eps komsulugu, Eps(p) su sekilde tanimlanir:
Eps(p) = {q € D | mesafe(p, q) < Eps}

e Tammm 2 (Dogrudan yogunluk tabanli erigim-Directly density-reachable): Bir p
nesnesi, bir q nesnesine Eps ve MinPts, D nesneleri kiimesinde su iki kogulu saglarsa
dogrudan yogunlukla erisilebilir:

Kosul 1: p € Eps(q),
Kosul 2: |Eps(q)| > MinPts.

o Tamim 3 (Cekirdek nesne & sinir nesnesi): Bir nesne, Tanim 2'nin 2. kogulunu
kargiliyorsa gekirdek nesnedir. Sinir nesnesi ise, ¢ekirdek nesnenin kendisi degildir,

ancak bagka bir ¢ekirdek nesne iizerinden yogunluga erisilebilir (bkz. Tanim 4).
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e Tamm 4 (Yogunluk tabanh erigim-Density reachable): Bir p nesnesi, iligkili bir q
nesnesine erigilebilen yogunluktadir. Eger Eps ve MinPts degerleri, (p1,p2, ..., pn) gibi
bir durumda, ve p; = ¢’den p, = p’e kadar ulagabilen nesnelerden olusan bir zincir

olusturabiliyorsa, p; + 1 nesnesi kiime yogunluguna p; tizerinden dogrudan erigilebilir.

e Tamm 5 (Yogunluk baglantili-Density connected): Bir o nesnesi (o € D) tizerinden
hem p hem de ¢ yogunluga erisilebiliyorsa, bir p nesnesi bir ¢ nesnesine yogunlukla

baglidir denir.

o Tanim 6 (Kiime-Cluster): D, nesnelerin bir veri kiimesi oldugunda, Eps ve MinPts
kullanilarak elde edilen C' kiimesi, agagidaki kogullar1 karsilayan ve bos kiime
olmayan D’nin bir alt kiimesidir:

Kosul 1: Her p ve ¢ nesnesi i¢in (V p, q), eger p € C ve g, Eps ve MinPts sayesinde p
iizerinden yogunluga ulagilabilir ise, o zaman ¢ € (C’da yogunluga erigebilir
(Maksimumluk).

Kogul 2: p nesnesi (V p,q € C), Eps ve MinPts sayesinde ¢’ya yogunlukla baghdir.

o Tamm 7 (Aykirn Deger-Noise): Ci,Ca,...,Ck, D veri kiimesinin Eps ve MinPts
degerleri sayesinde elde edilen kiimeleri olsun. Bu durumda aykir1 deger, D veri
kiimesinden elde edilen herhangi bir C' kiimesine ait olmayan nesnelerin kiimesidir
(6rnegin; aykir1 deger = {p € D |Vi:p ¢ C;, i =1,2,....k.}).

3.3.4. 1-B Evrisimsel Sinir Aglar:

Klasik CNN, memeli hayvanlarin gorsel korteksinden ilham alinarak olugturulan
basit ileri beslemeli ANN modelidir. CNN modeli, ilk olarak goriintiiler veya videolar gibi
iki boyutlu (2-B) veriler tizerinde ¢aligacak sekilde tasarlanmigtir. Ayrica CNN, giiniimiizde
bir¢ok goriinti ve video tanima sisteminde kullanilan standart bir uygulama haline gelmistir.
Son yillarda ise, 2-B CNN aglarina alternatif olarak ise, 1-B CNN olarak adlandirilan degisik
versiyonlar: da kullanilmaktadir.

1-B CNN modeli, klasik CNN modelinin parametrelerinden bagimsiz olarak giris
katmaninda her tiirlii boyuttaki veriyi kabul edebilir. Ayrica, cok katmanli algilayici
(Multilayer Perceptron-MLP) katmanina ihtiyag duymadan "yalnizca CNN" katmaninda
yer alan evrisim (convolution) ve alt 6rnekleme (sub-sampling) islemleri kullanmilarak gizli
CNN katmanlarinda yer alan néronlar farkli amaclar icin genellegtirilebilir. 1-B seriler igin

ileri yayilim (Forward Propagation-FP), denklem (3. 3))’te su sekilde ifade edilebilir:

N1
zh = bl + Z conle(wﬁfkl, st (3. 3)
i=1

burada xé zaman serisinin girig degerini, bé t’inci néronun ’inci katmanindaki bias degerini,

-1 -1

s;  ise 4’inci noronun [ — 1’inci katmanindaki ¢ikis degerini ifade etmektedir. Ayrica w; .,

I — 1 katmanindaki ¢'nci noron ile I’inci katmandaki k’ncit néron arasinda bulunan c¢ekirdek
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fonksiyondur. 1-B CNN’de hatanin geriye yayilimi MLP ¢ikig katmanindan itibaren baglar.
MLP’nin giris ve c¢ikis katmanlar1 sirasiyla | = 1 ve [ = L olarak tamimlandiginda, c¢ikisg
katmaninda elde edilen hata degeri, Denklem (3. 4))’teki gibi ifade edilebilir:

Ny, 9
E=Y" (yzL - ti) (3. 4)
=1

burada E hata degerini, Ny, N’inci néronun L'nci ¢ikis katmanmi, yF ise p gibi bir giris
vektoriine kargilik gelen ¢ikig degerini, ¢; ise gercek degeri ifade etmektedir. Geri yayihimda
her bir néronun agirligina ve bias degerine karsilik gelen en diisiik hatayr bulabilmek igin
gradyan inigi (gradient descent) uygulanir. Her MLP katmanindaki tiim hatalar geri yayilim
ile belirlendikten sonra, her bir néronun agirliklar1 ve bias degerleri gradyan inis yontemi
ile giincellenebilir. Ornegin; k’mc1 néronun ’inci katmanmdaki hata farki (Al), k'mc
néronun bias degerini ve bu nérona bagli 6nceki katmandaki néronlarin tiim agirliklarini

giincelleyebilmek igin denklem (3. 5|)’deki esitlik ile ifade edilebilir:

OF _ OF
i,k

Boylece MLP girig katmanindan CNN ¢ikis katmanina dogru gerceklegen normal (skaler)
geri yayilim, denklem (3. 6])’daki gibi ifade edilebilir:

OF l L+1 OF 3xé+1 Ny - l

Ik geri yayilim islemi [ + 1 katmanindan ! katmanina dogru gerceklestirildikten sonra,
katmaninin ¢ikisindan elde edilen hata degeri giris katmaninin delta degerine (Agc) kadar

yayilabilir. Delta hatasiin geri yayihm katmanlar: arasindaki (CNN katmanlar: arasindaki)

ifadesi(As!, ; A1y denklem (3. 7)’deki gibi ifade edilebilir:

Ny
= Z conlez(AéH,rev(wik)) (3.7
i=1
burada rev(-), diziyi tersine gevirir ve convlDz(.,.) ise seriye K — 1 tane sifir eklendikten
(zero-padding) sonra uygulanan 1-B tam evrigim iglemi gergeklestirir. Son agamada ise,
agirlik ve bias degerleri denklem (3. 8))’deki gibi ifade edilebilir:

l—l—l l
Pul, = convlD(sk, Al (%l ZA (3. 8)

3.3.5. Ozyineli Sinir Aglar:

RNN modeli, zaman serilerinde ardigik zaman adimlarini néronlar vasitasiyla

temsil edebilen ileri beslemeli sinir aglaridir. RNN’ler de, tipki ileri beslemeli aglar gibi
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geleneksel noron diziliminde dongiilere sahip olmayabilir ancak 6zyineli (recurrent) bir
baglant1 tizerinden ardigik zaman adimlarini digimler (edges) sayesinde birbirine
baglayarak daha uzun dongiiler olugturabilir.

RNN’nin 6zyineli diigiimlerinde ¢ aninda, mevcut veri noktasindan z(t) ve agin énceki
durumundaki gizli digiiminden h(t — 1) girdi alimir. Her ¢ zaman adimindaki ¢ikig degeri
9' , t zaman adimindaki gizli diigiim degerleri h(t) kullanilarak hesaplanir. RNN’lerde ¢ — 1
anindaki z(t — 1) girisi, ¢ adimindaki §* degerini ve 6zyineli baglantilar yoluyla iiretilecek

diger cikig degerlerini etkileyebilir. Basit bir RNN’de, ileri yonde ve her zaman adiminda
hesaplanan gizli digim ve ¢ikis degeri denklem (3. 9)) ve (3. 10)’da verilmigtir:

KO = g a® 4 wh Rl 4 py) (3. 9)
9t = softmaz(w"h® +b,) (3. 10)

burada w’?, girig ve gizli katman arasindaki agirhk matrisidir ve w’"

, ardisik zaman
adimlarinda gizli katman ile kendisi arasindaki 6zyineleme agirliklarinin matrisidir. b, ve
b, vektorleri ise, her bir diiglimiin gizli katmaninin ve ¢ikis katmaninin bias degerleridir.
RNN’ler, her bir zaman adimi bagina bir katmana ve agirliklara sahip derin aglar olarak
yorumlanabilir. RNN’ler geri yayilim kullanilarak bir¢ok zaman adiminda egitilebilir.
Ayrica ttim RNN’ler, zaman boyunca geri yayilim (backpropagation through time) olarak
adlandirilan bir yaklagimi kullanarak egitimlerini gergeklestirir.

Ozyineli aglar kullanilarak uzun dénemli bagimliliklarin 6grenilmesi, uzun zamandir
zor bir siire¢ olarak degerlendirilmektedir. Ozellikle kaybolan (vanishing) veya agiri
biiyiiyen (exploding) gradyan sorunlari, hatayi birgok zaman adiminda geriye yayarken
ortaya ¢ikmaktadir. Zaman boyunca kesilmig geri yayihim (truncated backpropagation
through time), siirekli ¢aligan aglar igin asir1 biiyliyen gradyan problemine bir ¢dziim
iiretmektedir. LSTM ag mimarisi ise, kaybolan gradyan problemine ¢oziim getirmek
amaciyla, sabit birim agirlikli ve 6zyineli diigiimleri kullanmaktadir [151].

Dizi 6grenimi (sequence learning) igin geligtirilmis en bagarii RNN ag mimarileri,
LSTM ve ¢ift yonli (bidirectional) RNN’dir. LSTM modelinde, geleneksel bir sinir aginin
gizli katmaninda yer alan diigiimler, hesaplama birimi olarak tasarlanan bellek hiicreleri
(memory cell) ile degistirilmigtir. LSTM modeline sonraki agsamada, unutma hiicresi (forget
cell) ad1 verilen ek bir ara birim dahil edilmigtir [152]. Bu bellek hiicreleri sayesinde aglar,
daha o6nce 6zyineli aglarin kargilagtigr zorluklar ile kargilagmamaktadir. Cift yonlii RNN
modelinde ise, dizinin herhangi bir zaman adimindaki g¢iktisini belirleyebilmek amaciyla
dizinin hem ileri (gelecek) hem de geri (ge¢mis) yonde sahip oldugu bilgileri kullanabilen
bir mimari sunulmustur.

LSTM hiicresinin temel yapisi, bellek hiicrelerinden ve gegit birimlerinden (gate unit)
olugsur. Her bellek hiicresi, kendi kendine bagli, sabit agirlikli ve tekrarlayan bir digim
igerir, bu da egitim sirasinda elde edilen en uygun agirik katsayilarinin kaybolan veya asiri
biiytiyen gradyan problemlerine neden olmadan bir¢cok zaman adimindan ge¢mesine imkan

saglar. Bu ¢aligmada LSTM’in gegit birimleri, girig kapisi i;, unut kapisi f; ve ¢ikis kapis
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ot olarak tanimlanmig ve TM modelini kisaca formiile etmek i¢in referans [153]’te kullanilan
benzer notasyonlar tercih edilmistir.

Bir veri kiimesinde {x1,z2,3,...,2,} gibi bir dizi, =, € R* (t + n) zaman
adimindaki £ boyutlu girig vektoriinii temsil etsin. LSTM modelinin i¢ durumu s;’, hangi
i¢ durum vektoriiniin giincellenmesi, siirdiiriilmesi veya silinmesi gerektigine karar vermek
igin 6nceki gizli durum h;—; ve sonraki girig 6rnegi x; ile etkilesime girer. LSTM’nin bu
yapisi, bellek hiicre durumlar1 arasinda gecici baglantilar kurar ve tiim siire¢ boyunca bu
baglant1 korunur. Ayrica, LSTM bellek hiicresinde tanh ve sigmoid gibi ek aktivasyon
fonksiyonlar1 kullanilir. ¢, giris diiglimiinde, hem mevcut giris 6rnegi x; hem de 6nceki
gizli katmandan oOzyineli agirhiklar (recurrent weights) fazladan bir tanh aktivasyon
fonksiyonundan gegirilir. Bir LSTM hiicresindeki tiim diigiimlerin matematiksel ifadeleri
denklem (3. 11)) ile (3. 16)) arasinda verilmigtir:

gt = tanh (wgxr + wgphe—1 + by) (3. 11)
ft = o(wyzze+wpphi—1 +by) (3. 12)
it = 0 (WieT+w;phi—1 + b;) (3. 13)
o = 0(Wous+ Wophi—1+ bo) (3. 14)
5t = gtOip+8-10 ft (3. 15)
hy = tanh(s;) ® o (3. 16)

burada w(.y ve by sirasiyla agirhk matrislerini ve bias degerlerini, ©® matrislerin Hadamard
carpimuni, o (sigmoid) ise aktivasyon fonksiyonunu temsil etmektedir. Girig kapisi, bellek
biriminin giincelleme prosediiriinden sorumluyken, ¢ikis kapisi ve unutma kapisi, mevcut
bilginin birim i¢inde tutulup tutulmayacagina veya silinecegine karar verir. Girig kapisi
sifir degerini aldiginda, LSTM yapisinin i¢ durumunda herhangi bir degisiklik olmaz ve
hafiza hiicresi mevcut aktivasyonu korur. Bu siire¢ hem giris hem de ¢ikis kapilar1 kapali
oldugu siirece ara zaman adimlar: boyunca devam eder.

Cift yonli RNN (BRNN), zaman serisinin ¢ikig degerlerini belirlemek igin serinin
hem geri (ge¢mis) hem de ileri (gelecek) bilgileri kullanmaktadir [154]. Yalnizca o6nceki
bilgilerin cikig {izerinde bir etkiye sahip oldugu LSTM modelinden farkli olarak, bu
yaklagim, Onceden tanimlanmis sabit bir giris vektor boyutu kisitlamalari olmaksizin
egitilebilir. BRNN mimarisinde iki farkh gizli katman digiimii bulunur ve bu katmanlar
hem giris hem de ¢ikis katmanlariyla baglantilidir. Birinci gizli katmanin 6zyineli birimi,
veri aktarim semasinda oOnceki zaman adimlariyla bir baglantiya sahipken, ikinci gizli
katmanda ters yonde benzer bir baglant1 gerceklegtirilir. BRNN, standart bir RNN’de
kullanilan aynmi yontemle egitilebilir. Gizli katmanlar arasinda herhangi bir etkilegimin
olmamasi nedeniyle, zaman iginde agilmig (unfolded through time) standart bir ileri
beslemeli ag da tercih edilebilir. BRNN’nin matematiksel denklemleri (3. 17)) ile (3. 19)
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arasinda verilmigtir.

hy = o (wh@l‘t + wh,hht—l + bp) (3. 17)
€&t = O (we,xfEt + We €41 + be) (3 18)
Yr = f(ﬂ?)l X (wyvhht + Wy,eCt + by) (3 19)

burada h; ve e, sirasiyla BRNN'nin hem ileri hem de geri yonlerdeki gizli katmanlarin
degerlerini temsil etmektedir. LSTM ve BRNN modeli birlikte kullanilabilecek uygun
yontemlerdir. LSTM modeli gizli katmanda kullanilabilecek yeni bir birim olustururken,
BRNN modeli bu birimler arasindaki baglantiy1 kurar. Bu yaklagim c¢ift yonli LSTM
(BLSTM) olarak adlandirihr ve el yazisi tanima ve fonem smiflandirmas: icin [155]’de

kullanilmigtir.

3.4. Dagitim Hatt1 Seviyesinde Kayip-Kacak Tespiti

FElektrik gebekesinde kayip-kacak kullanimi, gerek kamu hizmetleri gerekse DSO’lar
tizerinde dogrudan veya dolayli bir¢cok olumsuz etkiye sahiptir. Kamu ve 6zel sektoriin
yillik gelir ve kar kaybi, NTL’lerin dogrudan olumsuz etkileridir. Ayrica, diizensiz yerinde
denetimler, planlanmamis bakim-onarim faaliyetleri ve arizali sayaclarin degistirilmesi gibi
ek iglemler de ortaya ¢ikmaktadir.

Geleneksel kayip-kayak tespitinde, aylik toplam tiiketim degerleri ile tiiketiciyi
tanimlayan temel bilgiler (master informations) kullanmilmaktadir. Kayip-kagak tespiti veri
analitigi perspektifinde degerlendirildiginde ise, tiiketiciyi tamimlayan temel Ozellikler
abonelik isleminin ilk agamasinda belirlenir ve zaman icerisinde degisiklik gostermez.
Dinamik olarak degigen parametreler ise aylik toplam elektrik tiiketimi ile sayaca fiziksel
miidahale uygulanmasi durumunda akilli sayacin sistemi bilgilendirdigi uyar1 kodlaridir.

Bu c¢alismada Hadoop ve Spark cerceveleri ile entegre bir kayip-kacak siniflandirma
modeli geligtirilmigtir. NTL modeli 6zerk (standalone) modda dort ana agsamadan olusan
bir yapida tasarlanmigtir. Bunlar sirasiyla; yerel veri deposundan HDFS’ye veri aktarima,
dagitik hesaplama kullanarak yiik profillerinden 6znitelik ¢ikarimi, doéntigiimler-eylemler

(transformations-actions) ve Spark ile entegre siiflandirici modellerinin olugturulmasidir.

3.4.1. HCTSA Yazilim Paketi

Highly Comparative Time-Series Analysis (HCTSA) yazilim paketi, cesitli
uygulamalar icin 6nemli istatistiksel ozellikleri otomatik olarak elde edebilmek amaciyla
geligtirilmig bir 6zellik gikartma uygulamasidir. HCTSA toplamda 7764 farkli istatistiksel
ozellik igerir ve ozellik segimi (feature selection) ve simiflandirma uygulamalar: agamalar:
ile birlikte biitiinlesik bir 6zellik 6grenme stireci olugturmaya katki saglar [156).

HCTSA yazilim paketinin biiyiik bir kismi, iglemler (operations) olarak tanimlanan
mevcut zaman serisi analiz yontemlerinin (agik kaynaklh yazilim paketlerinin ve

toolbox’larin da dahil oldugu) uygulanmasini igermektedir. HCTSA yazlim paketinde
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7000’den fazla iglem listelense de, bu sayinin bir kismi birden fazla parametre degeri igin
tek bir yontemin tekrarlandigi durumlardir (6rnegin; 40 farkhi zaman Otelemesi (lag)
durumu ic¢in otokorelasyon fonksiyonunu hesaplamak, tek bir parametrenin bir defa
degistirmesine kiyasla 40 farkli iglem igerir). HCTSA yazilim paketinde, kavramsal olarak
farkli yontemlerin sayisi ise nispeten daha diigiiktiir. Pakette yaklagik olarak 1000 farklh
benzersiz istatistiksel 6zellik bulunmaktadir.

Bu yazilim paketinin diger énemli bilegeni ise, biiyiik miktarda veri igeren zaman
serilerine kapsamli operasyonel iglemleri kolaylikla uygulayabilmek amaciyla gelistirilmis
dagitik hesaplama segenegidir. Bu ozellik tagimabilir toplu ig sistemi (Portable Batch
System-PBS) veya kaynak yonetimi i¢in basit Linux yardimci programi (Simple Linux
Utility for Resource Management-SLURM) gibi programlar tizerinden Matlab kullanilarak
gerceklestirilebilmektedir. HCTSA yazilim paketi ayn1 zamanda, pyopy adli ek bir
kiitiiphane kullanilarak Python programlama dili ile entegre edilebilmektedir.

HCTSA yazilim paketinde hesaplama iglemleri, satirlar zaman serilerini ve siitunlar
hesaplama iglemlerini temsil edecek gekilde olusturulan bir veri matrisi olarak
degerlendirilebilir. Veri matrisinde, D; ; matrisin her bir elemanini, x; bir zaman serisini
ve Fj; ise bu zaman serisine uygulanan her bir iglemin ciktisim ifade ettiginde, veri
matrisindeki tim operasyonlar D;; = Fj(z;) seklinde ifade edilebilir. Veri kiimesinde

zaman serileri bu yapiya uygun olarak ozellik vektorleri olarak temsil edilir.

3.4.2. Komsguluk Bilesen Analizi

Komsguluk bilesen analizi (Neighborhood Components Analysis-NCA), en yakin
komgu (nearest mneighbour) algoritmasimin smiflandirma dogrulugunu artirmak icin
kullanilan ve parametrik olmayan bir uzaklik 6grenme yontemidir [157]. NCA yontemi ile
ayni zamanda, hizli simiflandirma ve veri gorsellestirme amaciyla kullanilabilecek diigiik
boyutlu gosterimler de elde edilebilmektedir. NCA’da uzaklik metrigini 6grenme siireci,
egitim veri kiimesinin birini digarida birak (leave-one-out-LOO) smiflandirma hatasim
optimize eder ve bir diizenlilegtirme (regularization) parametresi kullanarak 6zellik agirlik
matrisinin elde edilmesine katki saglar.

Bir egitim verisi kiimesinde, F' = (21,Y1, ..., Ti, Yiy -, Tn, Yn), T; € RP bir p boyutlu
Oznitelik vektoriinii temsil etsin. Burada, y; € 1,2, ..., ¢ gercek sinif etiketini, ¢ simif sayisini
ve n ise girig veri kiimesindeki toplam ornek sayisimi temsil etsin. NCA yonteminde
agirhiklandirma (weighting) vektorii w, smiflandirma hatasini en aza indirmeye katkida
bulunan 6zniteliklerin bir alt kiimesidir ve burada asil amag¢ en uygun agirlik vektorlerini
bulmaktir. NCA’da z; ve x; gibi iki farkl 6rnek arasindaki agirhklandirilmig uzaklik, D,
ise denklem (3. 20])’deki gibi ifade edilebilir:

P
Dy(z4,z5) = Z Wil Tk — Tk (3. 20)
k=1

74



burada wg, k'imnc1 6zniteligin agirhgin temsil etmektedir. Geleneksel en yakin komsgu
yonteminde, gercek LOO simiflandirma dogrulugu tiirevlenemez (non-differentiable) bir
fonksiyondur ve referans noktasi olarak en yakin komgu kullanilir. NCA y6nteminde bu
yaklagimin yerine olasilik dagilimina dayali tiirevlenebilir bir maliyet fonksiyonunu tercih
edilir. NCA yonteminde z;’nin referans noktasi olarak x;’y1 se¢me olasiligy, ¢ # j kosulu
altinda denklem ’deki gibi ifade edilir:

P S i M(Du (@i )

burada (i = j) gibi bir kogul varsa, p;; = 0’dir ve k(z) = exp(—z/on) gibi bir ¢ekirdek
fonksiyondur. Burada sigmapy ise, her érnegin bir referans noktasi olarak belirlenme
olasihgimi etkileyen cekirdek genigligini (kernel width) ifade etmektedir. sigmapn cekirdek
genisligi 0’a yaklastiginda, referans noktasi olarak x;’nin en yakin komsusu secilir. Ote
yandan, sigmay cekirdek genigligi +o00’a yaklagtiginda ise, tiim 6rneklerin referans noktasi
olarak segilme olasiligi aynidir. NCA yénteminde z; érneginin dogru siniflandirilmig olma
olasilig1 ise denklem ’deki gibi ifade edilir:

i = Zyijpij (3. 22)
J

burada y;; = 1 ise y; = y;’dir, aksi durumda y;; = 0’dir. Yaklagik LOO dogrulugu ise
denklem (3. 23))’te verilmigtir:

¢ (w) = %Zpi (3. 23)

burada &(w), gekirdek genigligi sigmapy sifira yaklagtiginda elde edilen gergek LOO
smiflandirma dogrulugudur. Diizenlilestirme terimiyle eslenik nihai amac¢ fonksiyonu ise,
oznitelik se¢imi ve agir1 uyumlamay1 (overfitting) azaltmak igin denklem (3. 24))’teki gibi
ifade edilir:

fw) =Y pi - A (3. 24)
% k=1

burada A, capraz gecerlilik smamasi (Cross Validation-CV) yoluyla belirlenen bir
diizenleme terimidir. Burada A diizenleme parametresi yalnizca nihai ¢oziim vektoriinii

degistirir ve dolayisiyla denklem (3. 23))’teki 1/n katsayisi ihmal edilebilir.

3.4.3. Lojistik Regresyon

Lojistik regresyon, verileri birbirinden ayrik (discrete) sonuglar olarak
degerlendiren bir simflandirma yontemidir. Lojistik regresyon, genellikle ikili (binary)

smiflandirma problemleri i¢in uygundur ve ¢ikig degeri y € {0,1} gibi ikili simiflardan
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olugur. Burada sifir (0), negatif simifi ve bir (1) ise pozitif sinifi belirtir. Sif etiketi keyfi
olarak belirlenebilir, ancak pozitif sinif genellikle veri kiimesinde azinlik simifina karsilik
gelir ve simiflandirma igleminde 6nemli olan bir alt kiimedir. Smiflandiricinin 0 ile 1
arasindaki degerleri tahmin ettigi durumda (6rnegin; 0 < hg(x) < 1 gibi), lojistik
regresyon hipotezi denklem ’teki gibi tanimlanir:

1
1+e*

ho(z) = g(07x), g(2) = (3. 25)

burada olusturulan hipotez ya iki terimli (binomial) ya da bir sigmoid fonksiyondur.
Hipotezin ciktisi ise, 6 parametresiyle iligkilendirilen yeni bir x giris O6rnegi i¢cin y = 1,
(6rnegin; P(y = 1 | z;0)) seklinde belirlenen bir olasiik degeridir. Bu fonksiyon strekli
olmasina ragmen cikis degigskeninin ayrik degerler almasi gerektiginden, hipotez eger
hg(xz) > 0.5 sartim saghyor ise y = 1, hp(z) < 0.5 sartim saghyor ise y = 0 oldugu
varsayilir. Ayrica, hipotezin olasihginin esit (6rnegin; hg(z) = 0.5) oldugu durum ise karar
simur1 (decision boundary) olarak adlandirihr. Bu durumda en yiiksek olasilikla her iki
simifi birbirinden ayiran karar siniri, dogrusal olmayan bir fonksiyondur. Lojistik regresyon

igin f;’nin en iyi parametreleri, en biiyiikk olabilirlik kestirimi (maximum likelihood

estimation) ilkesine gore denklem (3. 26) ve (3. 27))’de tanmimlanan maliyet fonksiyonunun

minimize edilmesiyle elde edilir:

1 m . .
J(6) = - Zamag fonksiyonu(hg(z®), y®) (3. 26)
i=1

(3. 27)

amag fonksiyonu(hg(x),y) = { —log(ho(z)) y= 1}

—log(1 = hg(z)) y=0

Ogrenme algoritmas: ne zaman yanhs bir tahmin yaparsa, cok yiiksek bir cezayla
(penalty) yeniden giincellenir. LR maliyet fonksiyonu denklem (3. 28|)’deki gibi yeniden

diizenlendiginde:

m

- _% Z v 10g(ho () + (1 = y) log(1 — ho(2))] (3. 28)

LR’nin maliyet fonksiyonunu en aza indirmek i¢in gradyan inigi (gradient descent)
optimizasyonu kullanilir. LR, ¢ok smifli (multi-class) smiflandirma problemlerine de
uygulanabilir. LR modelinde, K farkli simiftan olugan bir siniflandirma probleminde, bire
kargi hepsi (one vs all) smiflandirma algoritmasinin yardimiyla, herhangi bir kategori
pozitif sinifa atanir, geriye kalan simiflar ise negatif sinifa atanir. Bu sekilde, K farkl ikili
siniflandirma problemleri elde edilir ve LR kullanilarak simiflandirma iglemi gergeklegtirilir.
Standart bir LR simflandiricist (h}(z)), daha sonra y = i olma olasihgimi tahmin etmek
icin her bir i sinifi icin egitilebilir (6rnegin;
hy(z) = P(y =i | x;0) her bir i € {1,2,---,K}). Burada her yeni giris degeri, () igin

yapilan tahminde, h((;) () degerini maksimize edecek simif segilir.
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3.4.4. Naive Bayes Algoritmasi

NB smiflandiricisi, en basit Bayes simiflandiricisi olarak bilinir ve degiskenler
arasinda giiclii bagimsizlik varsayimina ragmen oOnemli bir olasiliksal model olarak
degerlendirilmektedir.

N 6rnekten olugan bir egitim veri kiimesinde (6rnegin; (z(®,y(®) gibi), her bir z(?)’nin
d-boyutlu bir éznitelik vektorii oldugunu ve her bir () nin ise simf etiketini temsil ettigini
varsayalim. Burada Y ve X gibi iki degiskenin y sinif etiketine ve {z1,z2,...,24} gibi
bir 6znitelik vektoriine kargilik gelen iki rastgele degisken oldugunu varsayalim. Rastgele
degigskendeki iist simge, i = {1,2,..., N} egitim orneklerini indekslemek igin kullamlmig,
alt simge ise bir vektoriin her bir 6zniteligine veya herhangi bir rastgele degiskene karsilik
gelmektedir. Genel olarak Y, K'nin olas: smiflarindan (k € {1,2,--- , K}) birine tam olarak
(Ck) giren ayrik bir degiskendir ve {x1,xa, ..., x4} Ozellikleri ayrik veya stirekli olabilir.

Burada asil amag, olas1 Y degerleri i¢in p(Y | X) sonsal olasiligi (posterior probability)
hesaplayabilecek bir siniflandirict olugturmaktir. Bayes teoremine gore bu siire¢ (p(Y = Cy |
X =1z)), denklem (3. 29))’da formulize edilmistir [158]:

p(X =x]Y = Cp)p(Y = Cy)
p(X = 1x)

pY=Cr| X=2)= (3. 29)
burada p(Y | X)’i 6grenmenin bir yolu, p(X | Y) ve p(Y)’yi tahmin etmek igin egitim
verilerini kullanmaktir. Bu tahminler daha sonra herhangi bir yeni (@ Ornegi icin sonsal
olasihgy, p(Y | X = 2()) belirleme agamasinda Bayes teoremi ile birlikte kullanilr.

Kesin sonucu veren Bayes simiflandiricilarini 6grenmek genellikle zordur. Y’nin
mantiksal bir degisken (Boolean) ve X'in ise d boyutlu mantiksal 6zelliklerin bir vektorii
oldugu goz oOniinde bulunduruldugunda, yaklagik olarak 2¢ parametrenin sonsal
olasihgmin, p(X; = z1, X9 = z9,...., Xy = x4 | Y = C) tahmin edilmesi gerekir. Bunun
nedeni ise, Cj,’nin belirli herhangi bir degeri icin z’in 2% olas1 degeri oldugundan, toplamda,
2¢ — 1 tane bagimsiz parametrenin hesaplamasi gerekir. Ornegin; Y icin iki olasi deger
belirlendiginde, toplam 2(2¢ — 1) parametrenin tahmin edilmesi gerekir.

Bayes smiflandiricisini olugturma agamasinda bu zorlu 6érnek karmagikhigini ¢ézmek
icin, NB smiflandiricisi, oOzellikler arasinda kosullu bagimsizlik varsayimi yaparak bu
karmagikligr azaltir. Bu sayede {Xi,Xs,..., Xy} Orneklerinde tim ozellikler, Y
verildiginde, birbirinden kosullu olarak bagimsizdir. Bir o6nceki durum ile
kargilagtirildiginda, bu kosullu bagimsizlik (conditional independence) varsayimi, p(X | Y)
modellemesi agsamasimda tahmin edilecek parametre sayisi 2(2¢ — 1)’den sadece 2d’ye
diigiirmeye yardimer olmaktadir. Denklem (3. 29)’daki p(X = z | Y = C}) sonsal olasihig
bu kabule gore yeniden diizenlendiginde ise denklem ’daki ifade elde edilir:

d
pX=2|Y=C)=][pXs=2; Y =C) (3. 30)
j=1



burada olasiligin genel bir 6zelligi olan zincir kurali uygulanabildigi i¢in yukarida
bahsedilen kosullu bagimsizlik durumu her bir ornek icin gecerlidir. Rasgele degigken
Xj'nin degerinin diger tiim ozellik degerlerinden bagimsiz oldugunu ve yalmzca Y 'nin
etiketine gore farklhilik gosterdigi varsayimi temel olarak NB yaklagimidir. Burada X; ve Y/
iki farkli mantiksal degisken olarak tammlandiginda, p(X; | Y = C}) hesaplayabilmek i¢in
sadece 2d parametreye ihtiya¢ duyulur. NB smiflandiricisinin temel denklemi, denklem
(B-29) ve (3. 30) kullamlarak (3. 31])’deki gibi elde edilebilir:

_ p(Y =CYIp(X; | Y = Cy)
2ip(Y =u) I p(X; 1Y = wi)

burada Y degigskeninin yalnizca en olasi degeriyle ilgileniyorsak, NB simiflandirma kural
denklem (3. 32)’deki egitlik kullanilarak belirlenebilir:

Y ¢ argmax p(Y =Cp)I;p(X; | Y = Ck)
G 2 p(Y =y) I p(Xi | Y = wi)

Denklem (3. 32|)’de payda kismi C}’ya bagh olmadigindan, yukaridaki formiilasyon denklem
(3. 33|)’teki gibi basitlegtirilebilir:

(3. 32)

Y + arg I%axp(Y =Co) [[p(X; | Y =Cy) (3. 33)
k 3
j

3.4.5. Rastgele Orman Algoritmasi

RF algoritmasi, ¢ok modelli bootstrap (Bagging) yaklagiminin farklh bir
versiyonudur. Bu yaklagimda, makine 6grenmesi algoritmalarinin varyansimi azaltmak ve
kararliligini artirmak icin egitim veri kiimeleri birden fazla model kullamilarak egitilir.
Sonraki agamada, olusturulan model test veri kiimeleri iizerinde caligtirilir ve farkh
modellerden elde edilen sonuclarin ortalama degerleri hesaplanir. RF algoritmasi, ¢ok
modelli bootstrap’in temel adimlarini1 takip eder ve temel simflandiriciyr olugturmak igin
karar agaci (Decision Tree-DT) algoritmasini kullanir. RF algoritmasi, ¢ok modelli
bootstrap’ta kullanilan bootstrap O6rneklemesi (bootstrap sampling) ve ¢ogunluk
oylamasimin (majority voting) yam swra, RF’da kullamlan temel simmflandiricilarin
gesitliligini artirmak i¢in egitim veri kiimesinin yapisina rastgele 6znitelik uzay se¢imini de
dahil eder. RF algoritmasimin genel prosediirii agagida aciklanmigtir [159]:

o Herhangi bir egitim veri kiimesinde (Dr = z;,¥;), rastgele 6rnekleme yoluyla bir

bootstrap veri kiimesi (Dg') olugturulur.

e Bootstrap veri kiimesi (Dg') iizerinde LearnDecisionTree gibi bir fonksiyon
tanimlanir ve LearnDecisionTree’nin parametreleri
(LearnDecisionTree(data = Dg',iteration = 0, ParentNode = root)) kullamlarak

bir karar agaci olusturulur.

LearnDeciston Tree, veri kiimesini, iterasyon sayisini ve iist digiim dizinini giris olarak alan
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ve gecgerli veri kiimesinin bir boélimi i¢in ayni siireci tekrarlayan Ozyinelemeli bir

fonksiyondur.
3.4.6. Karar Agaclar1 Algoritmasi

DT algoritmasi, siradiizensel boliitleme (hierarchical partitioning) kategorisinde
yer alan bir smmiflandirma yontemidir. DT, diigim olarak tanimlanan farkli boltimleri
farkli siniflarla iligkilendirerek verilerin hiyerarsik bir gekilde béliimlenmesini saglar. Veri
kiimesinde her diizeyde gergeklestirilen hiyerargik boliitleme iglemi, bir bolme kriteri (split
criterion) kullanilarak olugturulur. Bolme kriteri, bir veya birden ¢ok 6znitelik iizerinde
kosul olusturabilir. DT yonteminde genel yaklagim, farkli diigimler tizerindeki farkl
siiflar arasindaki farklilign en yiiksek diizeye c¢ikarmak igin egitim verilerini 6zyinelemeli
olarak bdlmeye calismaktir. Bu sekilde belirli bir digimdeki farkli simiflar arasindaki
carpiklik (siniflar arasinda farklhilik) diizeyi maksimize edildiginde, farkli siniflar arasindaki
ayrim da maksimize edilir. Bu carpikhigi 6lgmek icin Gini indeksi veya entropi gibi farkh
olciiler kullamlmaktadir.  Ornegin, herhangi bir N diigiimiindeki k& farkl simifa ait
bolumiin (py, ..., px), Gini indeksi G(N) denklem (3. 34))’teki gibi tanimlanir [160]:

GN)=1-) p; (3. 34)

burada G(N)'nin degeri 0 ile 1-1/k arasindadir ve bu deger ne kadar kiigiiliirse, garpiklik
da o kadar biiyiik olur. Gini indeksine alternatif olarak kullanilabilecek bir dl¢ii de E(N)
seklinde denklem (3. 35)’de tanimlanan entropi degeridir:

k
E(N) == pilog(p:) (3. 35)
i=1

burada entropinin degeri 0 ile log(k) arasindadir. Veri kiimesindeki érnekler farkl simflar
arasinda en uygun sekilde dengelendiginde bu deger log(k) olur. Bu durum ise, maksimum
entropiye sahip en uygun senaryoya karsilik gelir. Entropi ne kadar kiicilikse, verilerdeki
carpiklik o kadar biyilik olur. Boylece, Gini indeksi ve entropi, DT’nin herhangi bir
boliitleme seviyesinde yer alan bir digimiin kalitesini farkl simiflar arasindaki ayrim

diizeyi agisindan degerlendirmek igin etkili bir yol saglar.
3.4.7. Destek Vektor Makineleri

Makine 6grenmesi algoritmalarinin ¢ogunlugunda asir1 uyumlama (overfitting)
problemi ile karsilagilmaktadir ancak maksimum smir (margin) yaklagimimi kullanan
simiflandiricilarin agirt uyumlama olasihigr daha digiiktir. SVM, model karmagikligini
kontrol etmek ve oOrnekler arasinda ayirma yiizeyini (separating surface) maksimum
yvapmak icin destek vektor olarak adlandirilan smir Orneklerini  kullanan  bir

siiflandiricidir. SVM yonteminde veriler dogrusal olarak ayrilabilir olmadiginda, hatali
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smiflandirilan 6rnekler i¢in kayip terimiyle iligkili bir ceza fonksiyonu (penalty function)
veya dogrusal olmayan ayirma ytzeyleri olugturmak igin ¢ekirdek hileleri (kernel tricks)
kullamhr [161].

Ikili stmiflandirma probleminde asil amac, herhangi bir egitim veri kiimesinde veriler
Oznitelik-etiket ciftleri seklinde tanimlandiginda (6rnegin;
S = {(xs,v:) | yi € {-1,+1},2; e R",Vi=1,--- |1} gibi), bir = girig 6zelligini kullanarak
y etiketini dogru bir gekilde tahmin edebilen bir f(x) karar fonksiyonu bulmaktir. Bu iki
siif, denklem ’da, h(z) = w'z + b seklinde tanmmlanmig dogrusal bir fonksiyon
kullamlarak iki boélgeye ayrildiginda, SVM’ nin aywrma yiizeyi, H = {z | h(z) =0} bu

alanlar1 pozitif ve negatif bolge olarak tammlar [161].

+1 eger w'xz+b>0,
flz) = { (3. 36)

-1 eger w'x+b<0

Ozellik uzayinda pozitif ve negatif oérnekleri dogrusal sekilde aywran sonsuz sayida
hiperdiizlem oldugundan, her iki sinif arasinda en biiyiik bosluga sahip olan dogrusal
fonksiyonu se¢gmek daha makul bir segenektir. Ancak gercek durumda, verilerin bu
varsayimi kargilamasi diiglik bir olasiliktir. Bu nedenle, modelin ayni zamanda dogrusal
olarak ayrilamayan veriler icin de kullanilabilmesi 6nemlidir. Dogrusal olarak ayrilamayan
durumlar1 ¢ozebilmek ve bu egitsizlikleri ihlal eden durumlar 6lgmek icin £(.) seklinde
tanimlanmig bir kayip fonksiyonu kullamilir. SVM yonteminde kullanilan L1 ve L2
diizenlilegtirme (regularization) parametreleri denklem ve denklem ’de

verilmistir:

Eor(w, b2y, y:) = max(0,1 — y;(w' z; + b)) (3. 37)
€ra(w, byzy,y;) = max(0,1—y(w'z; + b)) (3. 38)

burada yalnmizca hiperdiizlemde tanmimlanan ayrima fonksiyonu ile destek vektorler
arasindaki uzakligi maksimum seviyeye ¢ikarmak disinda, her bir 6érnek icin ayni zamanda
kayip terimlerinin de ({11 (w, b; x;,y;)) hesaplanmas: gerekir. Burada hesaplanmas: gereken
iki amag fonksiyonu bulunmaktadir ve birden fazla hedefi ayni anda en aza indirmek daha
zor oldugu igin, ||w|* esiz norm (dual norm) ve kayip terimleri arasinda bazi 6diinlesmeler
(tradeoff) getirilmigtir. SVM yaklagimda negatif olmayan bir skaler bir kayip fonksiyonu,
& = &1 (w, b; x4, ;) denklem ’daki gibi ifade edilebilir:

l
1
min fwTw—I—CZ&- ve yi(wai—i—b) >1-&, &>0, Vi=1,---,1 (3. 39)
wbE 2 -1

Cekirdek fonksiyonunun kullanildign ve oOzniteliklerin  dogrusal olarak ayrilabilir
altuzaylarda temsil ettigi durum igin genel denklem, (3. 39))’daki esitlige benzerdir.
Buradaki tek degisiklik, orneklerin x; yerine ¢(z;) seklindeki bir ¢ekirdek fonksiyon ile

temsil edilmesidir.
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3.4.8. Gradient Boosting Algoritmasi

Gradient Boosting, gradyan tabanli optimizasyon ve boosting yontemi gibi iki
gliclii yaklagimi bir araya getiren bir makine 6grenme yontemidir. Gradyan tabanl
optimizasyon, egitim verilerini kullanarak bir modelin kayip fonksiyonunu en aza indirmek
igin gradyan hesaplamalarimi kullanir [162].  Boosting yontemi ise, tahmine dayal
islemlerde saglam (robust) bir 6grenme sistemi olusturmak igin bir dizi zayif (weak)
modeli bir araya getirir. Bu agidan degerlendirildiginde boosting yontemler, bagging ve
diger topluluk tabanli yaklagimlar ile benzerlik géstermektedir [163)].

Cikig degigkeninin y € {—1, +1} seklinde ifade edildigi bir iki sinifli probleminde, bir
x tahmin degigkeni vektorii verildiginde, bir G(X) smflandiricist {—1,41} degerlerinden
birini kullanarak bir tahmin iiretir. Egitim o6rnegindeki hata ise denklem ’daki gibi
ifade edilebilir:

N
hata = % > H (yi # G(x)) (3. 40)
=1

burada H tahmin edilen etiketlerin gercek degerler ile ayni olmadigi durumlar: ifade eden
bir fonksiyondur. Bu agamada zayif bir siniflandirici, hata orani rastgele bir tahminden
sadece biraz daha iyi olan simiflandiricidir. Boosting yonteminin asil amaci ise, zayif
smiflandirma algoritmasimi  verilerin degistirilmis versiyonlarina sirayla uygulayarak,
Gm(x),m = 1,2,3,...,N seklinde bir dizi zayif siiflandiric1 tiretmektir. Tim bu zayif
smiflandiricilardan  gelen tahminler daha sonra nihai tahmini iiretmek icin (weighted
majority voting) agirhklandirilmig ¢ogunluk oylama kullamlarak denklem ’deki gibi
ifade edilebilir [162]:

M
G(z) = sign (Z ame(x)> (3. 41)
m=1

buradaki «,, degerleri boosting algoritmasi ile hesaplanir ve her bir zayif simiflandiricinin,
Gm(z) tahmin sonucuna olan katkisinin agirligini ifade eder. Her boosting adiminda
gerceklegen veri degisiklikleri ise, egitim Orneklerinin her birine (z;,v;),7 = 1,2,...,N
atanan agirliklarim (wq, wo, ws, ..., wy) degistirilmesiyle elde edilir. Egitimin baglangicinda
tim agirhklar w; = 1/N olarak ayarlamir ve ilk adimda zayif smiflandirici veri tizerinde
olagan sekilde egitilir. Her ardigik yineleme (m = 2,3,..., M) i¢in gozlem agirhiklar ayri
ayr1 degigtirilir ve smiflandirma algoritmasi agirhikli gézlemlere yeniden uygulanir.
Ornegin; m’inci adiminda simiflandiricr tarafindan yanhs simflandirilan érnekler icin bir
onceki adimda olugturulan zayif smiflandiricinin (Gr,—1(x)) agirhiklar artarken, dogru
siniflandirilanlar i¢in agirliklar azaltilir. Boylece yinelemeler ilerledikge, dogru bir gekilde
smiflandirilmasi daha zor olan 6rneklerin egitimde giderek artan bir etkisi olusur ve her bir
ardigik siniflandirici, dizideki 6nceki zayif simiflandiricilar tarafindan yanhg simiflandirilan

egitim orneklerine daha ¢ok dikkat etmeye zorlanirlar.
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3.4.9. XGBoost Algoritmasi

XGBoost algoritmasi, genellegtirilmis gradyan boosting algoritmasinin bir
uygulamasidir ve daha dogru modeller elde etmek i¢in boosting ve DT yaklagimini birlikte
kullanan denetimli bir 6grenme algoritmasidir [164]. XGBoost, temel olarak DT yapisinin
boosting yaklagim ile birlikte kullanildig: farkli bir algoritmasidir. Bu yaklagim genellikle
tree boosting olarak adlandirilmakta ve zayif siniflandiricilardan olusan diziye eklenen her
yeni model temelde bir DT’dir. DT algoritmalari, béliittlemenin etkinligini 6lcen bazi
kriterleri en iist diizeye gikarmak igin tipik olarak diigiimleri kokten firsatq (greedy)
algoritma yaklagimindan faydalanarak genigletir. DT yapisini olustururken dikkat edilmesi
gereken bir diger husus, agir1 uyumlamay1 6nlemek i¢in bir tiir diizenlilegtirme yaklagimi
uygulamaktir [165].

XGBoost, agir1 uyumla problemine ¢oéziim liretmek amaciyla bir diizenlilestirme
terimini ve ayrica keyfi tiirevlenebilir kayip fonksiyonunu igeren genellegtirilmis bir
gradyan boosting uygulamasidir. XGBoost algoritmasinin amag fonksiyonu, bir kayip
fonksiyonu ve modelin karmagikligin1 diizenleyen bir diizenleme terimi igeren iki parcali bir
yapida denklem ’deki gibi tammmlanabilir [164]:

Amag Fonksiyonu = Z L(yi, i) + Z Q(fr) (3. 42)

i k
burada L(y;,§;) belirli bir egitim 6rnegi i¢in tahmin ve gergek simf etiketleri arasindaki
fark: 6lgen herhangi bir digbiikey (convex) tiirevlenebilir kayip fonksiyonunu ve Q(fy) ise fi

agaciin karmagikligini ifade eder. Modelin karmagikligini temsil eden Q( fi) terimi denklem

(3. 43)’te verilmigtir:
Ly o
Q(fx) =T+ ikw (3. 43)

burada T parametresi, fi agacinda yer alan u¢ digiim (leaf node) sayisini, w parametresi
ise u¢ diigiimlerin agirliklarini ifade etmektedir. v7" her yeni u¢ diigiim icin sabit bir ceza
saglar ve Aw ise smiflandirici dizisinde yiiksek agirhk katsayisina sahip zayif
siniflandiricilart cezalandirir. v ve Ay degiskenleri kullanici tarafindan yapilandirilabilen
parametrelerdir. XGBoost algoritmasinda boosting yaklagiminin yinelemeli bir gekilde
tekrarlandigr durumda, m’inci yineleme igin amag fonksiyonunu, en yeni karar agaci fi
icin Onceki yinelemenin tahmini cinsinden (gjgmfl)) denklem ’teki gibi ifade
edilebilir:

Amac Fonksiyonu™ = S L(y;, 9" + filz:) + 3 Q(fr) (3. 44)
% k

burada amag fonksiyonunu en aza indiren f; zayif siniflandiricisin1 bulmak igin optimizasyon

islemi gerceklestirilir.
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3.4.10. CatBoost Algoritmasi

CatBoost algoritmasi, temel siniflandirici olarak ikili DT yapisini kullanan bir
gradyan boosting uygulamasidir. Gradyan boosting yaklagiminmi kullanan uygulamalarda
niimerik degerlerden olusan 6zellikler i¢in DT leri kullanmak makul bir yaklagimdir ancak
gercek hayatta bircok veri kiimesi kategorik ozellikler de igermektedir [166]. Gradyan
boosting yaklagiminin kullanildigi uygulamalarda kategorik o6zellikler egitim agamasindan
once niimerik degerlere doniigtiiriilmektir. CatBoost algoritmas: ise, kategorik 6zelliklerle
basa ¢ikmak icin gesitli yaklagimlar uygular.

CatBoost, ozelliklerin birbirleri arasindaki kombinasyonlarini olusturma agamasinda
firsatg1 algoritma yaklagimina benzer bir strateji kullanir. CatBoost algoritmasi, agacin
her bir boliitlenmesi agsamasinda mevcut agactaki énceki boliitlemeler icin veri kiimesindeki
halihazirda kullanilan tiim kategorik ozellikleri (ve bunlarin kombinasyonlarini) birlegtirir.
CatBoost’ta tanitilan diger bir algoritmik gelisme ise, permiitasyona dayali alternatif bir

sirali (ordered) boosting yaklagiminin uygulanmasidir.

3.4.11. LightGBM Algoritmasi

LightGBM, karar agaci tabanli 6grenme algoritmalarini kullanan bir gradyan
boosting cergevesidir. LightGBM algoritmasi temel olarak gradyan tabanli tek yonli
ornekleme (Gradient-based One-Side Sampling-GOSS) ve 6zel degisken paketi (Exclusive
Feature Bundling-EFB) olarak adlandirilan iki farkli yaklagim birlikte kullanmaktadir
[167].

GOSS yaklagimi: Gradyan boosting tabanli karar agaclarinda veri érnegi igin
yerel agirlik bulunmamakla birlikte, farkli gradyanlara sahip veri 6rnekleri bilgi kazancinin
(information gain) hesaplanmasinda farkhi etkilere sahiptir. — Ozellikle, daha biiyiik
gradyanlara sahip Ornekler (6rnegin; az egitilmis ornekler) bilgi kazanmimina daha fazla
katkida bulunmaktadir. Bu nedenle, LightGBM algoritmasinda veri 6rneklerine 6rnek
seyreltme (down-sampling) islemi yapilirken, bilgi kazanci tahmininin dogrulugunu
korumak i¢in biiyiik gradyanlara sahip olan 6rnekler tutulur ve yalnizca kiiciik gradyanlara
sahip ornekler rastgele olacak sekilde birakilir. Bu iglemin veri dagilimi tizerindeki etkisini
telafi etmek icin ise, bilgi kazanci hesaplanmirken kiigiik gradyanlara sahip veri 6rnekleri igin
sabit bir carpan kullanilir. GOSS yonteminde veri 6rnekleri ilk agamada gradyanlarinin
mutlak degerine gore siralanir ve en tstteki ax %100 kadar ornek segilir. Daha sonra ise,
verilerin geri kalanindan rastgele olacak sekilde bx %100 kadar 6rnekleme yapilir. Sonraki
agsamada ise, bilgi kazanci hesaplanirken kiiciik gradyanlara sahip Orneklenen verilerin
sonuca olan etkileri sabit bir katsay: (l;ba) ile artirithir. Bu sayede, egitim asamasinda
orijinal veri dagilhimini fazla degigtirmeden az egitilmis 6rneklere daha fazla odaklanilir.

EFB yaklasimi: Yiiksek boyutlu veri kiimeleri genellikle seyrek (sparse) ozellik
gosterir ve Oznitelik uzaymin seyrekligi (sparsity) 6znitelik sayisin1 azaltmak i¢in neredeyse
kayipsiz bir yaklagim tasarlama olanagi saglayabilir. Ayrica seyrek bir 6zellik uzayinda,

bircok 6zellik kargilikli olarak 6zel bir oriintli tasiyabilir ve 6znitelikler giivenli bir sekilde
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tek bir oOzellikte bir araya getirilebilir. ~ Bu 0Oznitelik birlegtirme islemi LightGBM

algoritmasinda 6zel degisken paketi olarak adlandirilmaktadir.

3.5. Onerilen Yontemler
3.5.1. Kisa Donemli Yiik Tahmin Yontemi

Tiiketicilerin enerji verilerini ve yiik profillerini kullanarak akilli gebekede tiiketici
seviyesinde yilkk tahmini yapmak karmagik bir zaman serisi problemidir. Bu tez
caligmasinda, karmagik tiliketim Oriintiilerini ortaya cikarmak ve tahmin hatalarini
azaltmak igin gelismis veri o6n isleme yontemleriyle entegre hibrit bir DL modeli
geligtirilmigtir. Bu nedenle geligtirilen biiylik veri gergevesi, geligmis veri 6n igleme ve
hibrit DL modeli olmak tizere iki ana asamadan olugmaktadir. Bu tez caligmasi
kapsaminda gelistirilen kisa dénemli yiik tahmin modelinin algoritma semas: Sekil 3.I5]te
verilmigtir.

Veri 6n igleme yontemlerinin kullanilmasindaki asil amag, tiiketici verisinde herhangi
bir diizenleme gerceklegtirmeksizin ver kiimelerini DL modelinin egitim asamasina hazir
hale getirmektir. Bu yiizden, veri kiimelerini yeniden diizenleme, boyutsallik azaltma ve
aykir1 deger tespiti gibi yontemler veri 6n isleme agamasinda gerceklestirilmis ve geligtirilen
biiyiik veri gercevesi herhangi bir 6n kabul gerektirmeyen entegre sekilde tasarlanmistir.

Akilli sayag veri kiimelerindeki her bir tiiketicinin mesafe matrisinin (X[(Q,N})
seklinde tanimlandigimi varsayalim. Burada ¢, veri kimesindeki +¢’inci tuketiciyi
(i =1,2,3,---,m), K kullamlabilir giinliik ytk profili sayisim1 ve N ise yiik profilindeki
olgiim sayisii (N € {24,48,96}) ifade etmektedir. Iki farkhi yiik profilinin birbiri
arasindaki Oklid uzakligr ve veri kiimesinin uzaklik matrisi denklem ve denklem

(3. 46) kullanilarak hesaplanabilir.

day = \/(da—dy)(da — dp) (3. 45)
da,a da,b te da,k
. d d - d
(7) . b,a b,b b,k
Dl = | (3. 46)
dra drp -+ dik

)

burada d, , iki farkh yiik profili arasindaki uzaklig, D[(;; K] ise 7’inci tiiketiciye ait uzaklik
matrisini ifade etmektedir.

Glnlik yik profilleri, akilli sayaclarin 6rnekleme siiresine bagli olarak saatlik
okumalardan olugsmaktadir. Yanlig akilli saya¢c okumalar1 gibi nokta aykir1 degerlerden
farkli olarak, giinliilk yiikk profillerinin maksimum ve minimum degerleri pik saatler
arasinda siirekli degigkenlik gosterir ve aykiri deger analizi asamasinda saatlik

okumalardan ziyade 24 saatlik dongiileri dikkate almak daha makul bir secenektir.
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Sekil 3.15. Kisa dénemli yiik tahmini i¢in gelistirilen hibrit DL modelinin genel yapisi

Bununla birlikte, kiimeleme tabanli aykir1 deger tespit algoritmalari, uzaysal koordinatlar
tizerinde daha etkili ¢Ozlimler ftretir ve zamana bagli temsiller yerine giinlik yiik
profillerinin uzaysal temsili, algoritmalarin iglem siirelerinin azaltilmasina katkida
bulunabilir. Bu calismada, yiik profillerinden 2-B altuzay izdiigtimleri (Xg o), metrik
olmayan cok boyutlu olgekleme algoritmasi kullanilarak elde edilmistir. Her tiiketici i¢in
olugturulan uzaklik matrislerine Kruskal’in metrik olmayan stress kriteri [147]
uygulandiktan sonra, elde edilen 2-B matrisler yogunluk tabanli kiimeleme igleminde
kullanilmigtar.

DBSCAN algoritmasinin yogunluk tabanli benzer kiimele algoritmalarina kiyasla
baz1 avantajlart bulunmaktadir. Bu avantajlardan sirasiyla; 6nceden belirlenmesi gereken
bir kiime numarasina ihtiyac duymamasi ve veri kiimesinde aykir1 degerler icermesidir.
Ayrica, tiiketicilerin tekrarlayan tiiketim davraniglari, veri kiimelerinde belirgin oriintiiler
olugturarak, siradigi tiikketim davraniglarini tespit etmek icin énemli bilgiler saglamaktadir.
DBSCAN algoritmasinda o6nsel (a priori) olarak tamimlanmasi gereken iki parametresi
bulunmaktadir. Bu parametreler sirasiyla; bir kiimedeki minimum nesne sayisi (minpts)
ve nesneler arasindaki uzakliktir (epsilon). DBSCAN algoritmasimin kiimeleme sonuglari
farkli minpts ve epsilon degerlerine gore degigiklik gosterir. Bu caligmada bu nedenle,

ginlik yiik profillerindeki diizensizligi degerlendirmek ve aykirilik analizi igin,

85



DBSCAN’mn ikili diferansiyel geligim (Binary Differential Evolution-BDE) algoritmas ile
birlestirilmis farkli bir versiyonunu kullanilmigtir [168].

BDE-DBSCAN algoritmasi, (minpts) parametresinin optimizasyon agamasinda bir
bit dizisi geklinde tamimlanmig popiilasyonlar iiretmektedir. DBSCAN algoritmasinin
ikinci parametresi olan epstilon ise, optimizasyon siirecinde hem analitik hem de yinelemeli
bir sekilde yaklagimla belirlenmektedir. DBSCAN algoritmasimin  parametre
optimizasyonu asamasinda dahili kiimeleme dogrulama (internal clustering validation)
metrigi olarak basitligi ve kolay yorumlanmasi nedeniyle kok ortalama karesel standart
sapma (Root Mean Square Standard Deviation-RMSSTD) indeksi tercih edilmigtir.
RMSSTD kiimeleme performans indeksi denklem 7de verilmigtir [169]:

RMSSTD — | =i 2reC: [ = cil” (3. 47)
N3 i(ni—1)

burada z giinliik yiik profilini (||z;|| = /2 - 2;), C; ve ¢; ise swrasiyla 7’inci kiimeyi ve bu

kiimenin merkezini temsil etmektedir. Burada N, yiik profillerinin zaman c¢oziniirligii

(6rnegin; 24, 48, 96) ve n; ise C; kiimesinde yer alan toplam 6rnek sayisidir. Bu tez

calismasi kapsaminda geligtirilen yogunluk tabanli aykirilik analizi algoritmasinin sézde

kodu (pseudo-code) Algoritma [Ifde verilmistir. ~ Algoritma [[Jde kullamlan maliyet

Algorithm 1 Onerilen BDE-DBSCAN tabanh aykirilik analizi modelinin sahte
kodu [168]
Girig: Veri kiimesil = X[ 9], Veri kiimesi2 = X[x n)

Cikis: Enlyi96Zﬁm[epsilon,minpts,kiimesaylsl,RMSSTD indeks]» sif etiketi
Baglangig Sarty : Referans [168]’de tanimlanan baslangic parametrelerini kullan.
Degigiklik : Referans [168]’de kullanilan saflik (purity) kiimeleme performans indeksi yerine kok ortalama
karesel standart sapma (Root Mean Square Standard Deviation-RMSSTD) indeksini kullan.

1: maksimum epok = 30

2: maksimum iterasyon = 100

3: for i = 1 to maksimum epok do

4: for ii = 1 to maksimum iterasyon do

5: Veri kiimesil (X[ 9]) icin BDE-DBSCAN algoritmasini caligtir.

6: Veri kiimesi2 (X[x n) icin RMSSTD indeksini denklem ’de gibi hesapla.

7 if Popiilasyon; ;;.Maliyet < Popiilasyon.Maliyet then

8: EnlyiCéziim = Popiilasyon(; ;;

9: else if RMSSTDindex|; ;;; = RMSSTDindex and kiimesayisi[i, #4] < kiimesayis1 then
10: EnlyiC6ziim = Popﬁlasyon[i,ii]

11: end if

12: end for

13: En iyi ¢6ztimiin sonuglarini (Eniyi(}ézﬁm[i,ii]) sonuclar adinda yeni bir degiskende kaydet.
14: end for

15: return sonuclar

fonksiyonunun sonuclarini azaltmak icin RMSSTD indeksi hem 2-B hem de N-boyutlu veri
kiimesinde kullanmigtir. Bu uyarlama, algoritma [I[in 5. ve 6. satirlarinda verilmistir.
RMSSTD kiimeleme indeksi, optimizasyon stirecinde elde edilen kiimelerin
homojenligini degerlendirir [170]. Kiimeleme iglemi 6ncesinde i'nci tiiketicinin yeniden
boyutlandirilmig veri kiimesi, X[(QN] = {x(LN),x(ZN),w(&N),...,a:(KN)} n boyutlu
uzayda [K X N]'lik bir matristir. Burada, K ve N sirasiyla, i'nci tiiketicinin kullanilabilir
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glinliik yiik profillerinin sayisini ve sayacin zaman ¢oziintrligiini temsil etmektedir. Kiime
etiketi atamasi igleminden sonra, veri kiimesi X|x n), benzersiz kiime numarasina gore alt
kiimelere bolimiir (C = {C1,Cy,...,C;}) ve ardindan her farkh alt kiime icin ortalama
glinliik yik profili, standart sapma ve kiime igi kareler toplami hesaplanir. Son asamada
ise, her bir alt kiime icin ortalama karesel toplam denklem ’deki gibi hesaplanarak
karesel ortalamanin karekokii (Root Mean Squared-RMS) degeri elde edilir. Bu tez
galigmasinda kullanilan DBSCAN algoritmasinin parametre optimizasyonu agamasinda,
asil ama¢ minimum RMSSTD indeks degerlerini bulmaktir. Bu nedenle geligtilen aykir:
deger tespit modeli, parametre oprimizasyonu sonuglarinin dogrulugunu test etmek icin 30
defa caligtirilmigtir.  Ayrica, RMSSTD indeksinin monotonluk sorunlarinin {istesinden
gelmek i¢in iki farkh strateji uygulanmgtir [171]. Bu stratejilerin ilki, kiimeleme iglemi
icin 2-B alt uzay1 kullanmak ve RMSSTD dogrulama indeksini hesaplamak i¢in [K x N]
boyutlu veri kiimesini kullanmaktir. Ikinci strateji ise, her biri 100 iterasyondan olusan
epok igin elde edilen minimum RMSSTD degerini son yinelemeye kadar tutmaktir. Bu
kogul saglandiginda, DBSCAN algoritmasinin optimal parametreleri ve tahmin modelinin
optimal egitim veri kiimesi elde edilir.

Yogunluk tabanli aykirilik analizi ve parametre optimizasyonu iglemi sonrasinda,
titketicilerin veri kiimeleri denetimli (supervised) ogrenme icin egitim (training),
dogrulama (validation) ve test agamalar igin farkh alt veri kiimelere ayrilmigtir.
Ardindan, 1-B CNN-BLSTM hibrit DL modeli kullamlarak tiiketicilerin kisa dénemli yiik
tahmini yapilmaktadir. Hibrit DL modelinin 1-B evrigim katmanlari, "konwvolisyon"
operatoriinlin ¢alisma prensibine gore tasarlanmistir ve bu katmanin temel amaci, elektrik
tiikketim zaman serisinde yer alan Ornekler arasindaki korelasyonu koruyarak giris
verilerinden faydal ozellikler elde etmektir. Oznitelik matrisi, bir filtrenin 1-B enerji
zaman serisinin tizerinde kaydirilmasiyla olusturulur ve ardindan Oznitelik matrisindeki
tiim negatif degerlerin sifir ile degistirilmesi i¢in ek bir aktivasyon fonksiyonu uygulanir.

Veri kiimelerinde normalizasyon iglemi, ¢ok diigiik veya cok yiiksek degerlerden
olugsan oOzelliklerin birlikte bulunugu durumlarin modellerin 6grenme iglemini olumsuz
sekilde etkilemesini engellemek amaciyla tiim Ozelliklerin giris degerlerinin belirli bir
aralikta sinirlandirilmasina yardimci olur. Tez kapsaminda Onerilen hibrit DL modelinin
egitim, dogrulama ve test agamalarinda tiiketicilerin veri kiimeleri min-max normalizasyon
islemi kullanmilarak normalize edilmistir. Min-max normalizasyon islemi denklem ’de

verilmigtir:

/
l’i =
Tmaksimum — Tminimum
burada x; girig veri kiimesinin orijinal degerlerini, 2} ise [0, 1] araliginda normalize edilmig
degerleri, Tiaksimum V€ Tminimum iS€ sirasiyla maksimum ve minimum tiiketim degerini
ifade etmektedir.

Denetimli makine 6grenme yaklagimini kullanan modeller, egitim agamasinda denklem
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(3. 49))’da ifade edildigi sekliyle girig ve ¢ikig ornek ciftlerini kullanir:
y' = Hsp(x) (3. 49)

burada y’ enerji zaman serisinin normalize edilmis tahmin degerlerini ve Hgy, ise hibrit DL
modelini ifade etmektedir. Normalize edilmig ¢ikig vektori ise denklem (3. 50)’deki gibi
ifade edilebilir:

y, = {y;nv y;n—‘rlv <o >y;n+n—1} (3 50)

burada y; , i,'inci zaman adimindaki (i, € {m+1,m+2,...,m +n}) tahmini yiik degerini,
n ise y’ veri kiimesinde gelecek donem igin tahmin edilecek 6rneklerin sayisidir.

Bu tez caligmasinda Onerilen hibrit DL modelinin performansini uygun sekilde
degerlendirmek ic¢in, test veri kiimesi egitim ve dogrulama asamasi tamamlanmis modelde
kullanilan veri kiimelerinden bagimsiz olacak sekilde olusturulmustur. Bu nedenle,
performans degerlendirmesinin tutarhiligini ve kesinligini korumak icin normalize edilmis
denetimli veri kiimesi ii¢ alt veri kiimesine (egitim kiimesi %70, dogrulama kiimesi %20 ve
test kitmesi %10) boliinmiistiir.

Onerilen hibrit DL modeli, geleneksel 1-B CNN ve BLSTM modellerinin
hibritlegtirilmig farkli bir versiyonudur. Hibrit DL modelinin ilk kismi, girig verisinden
ozellik gikarmak ve kodlamak igin kullanilan 1-B CNN katmani, ikinci yarisi ise, elde
edilen 6zellikleri analiz etmek icin kullanmilan BLSTM katmanidir.

BLSTM modeli, ardisik (sequential) giris ve ¢ikig verisinde Onemli Oriintiileri
gikarmak ve muhafaza etmek igin ileri (forward) ve geri (backward) yonde egitim
gerceklestirir. Bu sayede, 6nerilen hibrit DL modelinin egitiminde, 1-B CNN kullanilarak
elde edilen &zellikler BLSTM modelinde girig vektorii olarak kullamilmigtir. Hibrit DL
modeli iki adet CNN katmanindan (filtre boyutu = 64, g¢ekirdek boyutu = 3) ve iki adet
BLSTM katmanindan (gizli katmanl noron sayist = 50, gizli katman2 néron sayis1 = 25)
olugsmaktadir. Onerilen modelde kullanilan aktivasyon fonksiyonu ReLU olarak
belirlenmig ve egitim agamasindaki toplam epok sayis1 100’diir. DL modelinin gizli katman
sayisi, noron sayisi, aktivasyon fonksiyonu, kayip fonksiyonu ve epok sayisi gibi
hiperparametreleri, ince ayarlama (fine tuning) ve karmagik olasiliksal siiregler i¢in bir
nondeterministic polynomial (NP) optimizasyon problemi olugturmaktadir. Bu nedenle,
hibrit DL modelin hiperparametreleri literatiir dikkate alinarak deneme-yanilma (trial and
error) yaklagimi kullanilarak belirlenmistir. Bu tez galigmasi kapsaminda onerilen hibrit
DL modelinin hiperparametreleri Tablo [3.2]de verilmigtir.

Onerilen kisa dénemli yiik tahmin modelinin veri 6n isleme yontemleri MATLAB,
hibrit DL modeli ise Python 2.7 versiyonu ile uyumlu scikit-learn cercevesi ve Keras DL

cercevesi kullanilarak geligtirilmistir.
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Tablo 3.2. Onerilen hibrit DL tahmin modelin hiperparametre degerleri

Hiperparametre Deger
1-B CNN filtre boyutu 64
1-B CNN c¢ekirdek boyutu 3

BLSTM 1. gizli katman néron sayist 50
BLSTM 2. gizli katman néron sayist 25
Aktivasyon fonksiyonu ReLU
Ortalama Karesel Hata

Kayip fonksiyonu (Mean Square Errror-MSE)

Ogrenme Orani 0.001
Veri grup biiyiikligii (batch size) 120
Epok sayis1 100

3.5.2. Kayip-Kacak Tespiti Yontemi

Bu tez galigmasinda gelistirilen kayip-kacak tespit modeli, makine 6grenmesi, DL
yontemlerini Biiyiikk Veri gergevesiyle birlikte kullanan bir yapida tasarlanmigtir. Ayrica
oznitelik 6grenme siirecinde, dagitim seviyesinde FDI tabanli kayip-kacak senaryolarini
tespit etmek icin giiclii (robust) istatistiksel 6zellikler arastirilmigtir. Onerilen kayip-kacak
tespit yontemi Hadoop ve Spark cerceveleri ile entegre yerel sunucuda caligan 6zerk bir
uygulamadir ve dort ana asamadan olugmaktadir. Bunlar sirasiyla; dagitik hesaplama
kullanarak  oOznitelik  cikarma, yerel  sunucudan  HDFS’ye  veri  aktarimi,
doniigiimler-eylemler ve geleneksel ve en ileri (state of the art) makine 6grenmesi modelleri
kullanarak simmiflandirma iglemidir. Bu tez caligmasi kapsaminda gelistirilen kayip-kacak
siiflandiricr modelinin genel yapis1 Sekil [3.16./da verilmistir.

Bu caligmada, HDP 2.6.5 yazilim paketi kullanilarak Oracle VM VirtualBox tizerine
Hadoop ve Spark bilegenleri kurulmustur. HDP 2.6.5 paketi, varsayilan ayarlarla sanal
bir Linux/Red Hat (64-bit) igletim sistemi tizerinde ¢aligmaktadir. Hadoop’u 6zerk bir
uygulama olarak caligtiran sunucu, AMD Ryzen 9 5900X 12 ¢ekirdekli igslemciye, 32 GB
DDR4 3000 MHz CORSAIR VENGEANCE LPX C16 RAM’e, Samsung SSD 970 EVO
Plus 500 GB sabit diske, NVIDIA GeForce RTX 2070 SUPER grafik kartina ve MSI B450
TOMAHAWK MAX AM4 DDR4 anakartina sahiptir.

HDP’nin 2.6.5 silirimii varsayilan geligtirme ortami olarak Apache Zeppelin
notebook’u igermesine ragmen, kullanim kolayligi ve programlama dillerinden bagimsizlig:
nedeniyle geligtirilen simflandirici Anaconda Jupyter notebook tizerinde galigtirilmaktadir.
Jupyter notebook, HDFS dosya sistemindeki klasorleri kolayca yonetmek icin HDFS
kullamcisinin dosya dizinine (hdfs:/user/admin) kurulmustur. Son olarak ise, Apache
Ambari arayiizii kullamlarak gerekli yapilandirma adimlari (6rnegin; ortam degigkenlerini
diga aktarma (exporting environment variables), erigim izinlerini ayarlama, vb.)
gerceklestirilmistir. Bu asamada ayrica, gerekli Python kiitiiphaneleri (6rnegin;
Python-Spark entegrasyonu igin pyspark, makine 06grenme i¢in Tensorflow, DL
algoritmalarinin paralel yiiriitiilmesi igin elephas, HCTSA yazilim kiitiiphanesinin Python

entegrasyonu i¢in pyopy) Jupyter notebook ortamima kurulmug ve gerekli ayarlarlamalar

89



( Baglangig ) N Kaylp-_Kacak Veri Kiimesi igin Onemli Jupyter Notebook’ta Spark

Ozniteliklerin Belirlenmesi Oturumunun Baslatilmasi
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Sekil 3.16. Kayip-kacak tespiti i¢in geligtirilen siniflandirici modelin genel yapisi.

yapilmigtir.

Onerilen modelin &zellik 6grenme asamasi, gercek kayip-kacak uygulamalarinda
kullanilabilecek  bilgilendirici  6zellikleri c¢ikarmak igcin ¢ farkli stireci birlikte
kullanmaktadir. Ilk asamada, hctsa yazilm paketi kullanilarak 7764 farkli Gznitelik
hesaplanmaktadir. Kayip-kagak veri kiimesindeki her bir érnek (yiik profili) i¢in tiim
oznitelikler Matlab programinin paralel hesaplama 6zelligi kullanilarak hesaplanmakta ve
ardindan veri kiimesinden (NaN, Inf, -Inf, [] gibi 6zel degerler igeren siitunlar veya 6énemli
hatalar olusturan érnekler vb.) gibi érnekler ¢ikartilmaktadir. Ikinci asamada, elde edilen
Oznitelik matrisine denklem ’deki saglam (robust) Sigmoid normalizasyon uygulanir
[156].

sf = [1 + exp (—fl_?);nrfﬂ , (3. 51)
. f

burada sf, veri kiimesinin saglam Sigmoid normalize edilmis oznitelik degerlerini, f
normalize edilmemis Ozniteliklerin vektoriinti, my¢ ise f Ozniteliklerinin medyanim ve r¢
degerlerin ¢eyrek sapma araligini temsil etmektedir. Son agsamada ise 6nemli 6znitelikler,
NCA tabanli oOznitelik se¢cme algoritmasi ve parametre optimizasyonu uygulanarak
belirlenir.

Kayip-kacak veri kiimesinden istatistiksel o6znitelik c¢ikartma, normalizasyon ve
Oznitelik se¢me iglemlerinden sonra, akilli sayac¢ Oznitelik veri kiimesi yerel Linux
sunucusundan HDFS ana sunucusuna aktarilir ve standart HDFS kullanicilarinin veri
okuma-yazma iglemleri i¢in gerekli izinler ayarlanir. Veri kiimesi daha sonra Jupyter
ortaminda caligan Spark oturumuna yiiklenir. Spark oturumu, Spark fonksiyonlarina

erigim noktasidir ve  YARN, atanan gorevleri yiriiten kaynak yoneticisidir. Bu tez
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caligmasinda geligtirilen kayip-kacak tespit modelinde, hesaplama kaynaklari YARN
yoneticisi tarafindan tahsis edilir ve gorevler paralel olarak yiirutiiliir.

Doénitigiimler ve eylemler, Spark’in ana bilegenleridir ve ¢ok cesitli uygulamalar igin
veri kiimesinin dagitik bir gekilde olugturulmasina yardime: olur. Akilli sayag 6znitelik veri
kiimesinin dataframe ve RDD doniigsimleri bu asamada gergeklestirilmis ve
(VectorIndexer, VectorAssembler) gibi 6zellik transformatorleri kullamlarak dagitik veri
kiimesi format1 olusturulmustur.

Bu tez caligmasi kapsaminda o6nerilen DL smiflandicisinin yinelemeli eylemlerini
daha hizli hale getirmek i¢in de RDD veri formati kullamilmigtir.  Geligtirilen DL
siniflandicis1 paralel hesaplama ve Spark entegrasyonu icin Elephas kiitliphanesini
kullanmaktadir. Bu yazilim kiitiiphanesi sayesinde paralel caligan herhangi bir sinir agi
yapist RDD formatinda modellenebilmektedir. Bu tez caligmasinda 6nerilen kayip-kacak
simflandiricisi, Keras kiitiiphanesini kullanmilarak gelistirilen bir YSA modelidir. Onerilen

DL tabanh siiflandirict modelinin katman yapisi Sekil 3.17]de verilmistir.
3.6. Performans Degerlendirme Olgiitleri

3.6.1. Yiik Tahmin Modeli i¢in Performans Degerlendirme Olgiitleri

Bu tez caligmasinda gelistirilen kisa donemli yiik tahmin modelinin girdisi,

tiiketicilerin akilli sayaclar1 tarafindan kronolojik olarak toplanan elektrik tiiketim

91



degerleridir. Onerilen kisa vadeli yiik tahmin modelinin ciktisi ise, ¢+ zaman adiminda
Olciilen tiikketim degeri icin ¢t + 1 zaman adimindaki elektrik tiiketimi tahminidir. Tez
kapsaminda geligtirilen hibrit DL modelinin tahmin ufku (forecasting horizon), 1 giinden
21 giine kadarlik zaman araligim1 kapsayabilmektedir.

Hibrit DL modelinin performansini degerlendirmek i¢in, akilli saya¢ veri kiimeleri
egitim asamas1 icin %70, model dogrulama icin %20 ve test icin %10 olacak sekilde alt
kiimelere bolinmistir.  Akillh saya¢ veri kimelerinde bulunan yiik profilleri siral
(sequential) bir yapiya sahip oldugu igin veri kiimesini alt kiimelere ayirma iglemi zaman
bilgisi dikkate alinarak gergeklegtirilmigtir. Bu ¢aligmada kullanilan DEPSAS ve SGSC
veri kiimelerinde yer alan tiiketicilerin akilli saya¢ verilerinde meydana gelen periyodik
degisimler de dikkate alindigi i¢in, modelin egitim, dogrulama ve test agsamalarinin toplam
siiresi bir yi1l olarak belirlenmistir.

Onerilen modelin performans degerlendirmesi asamasida dért farklh metrik
kullanilmigtir. Bu performans metrikleri sirasiyla; RMSE, RMSE’nin degisim katsayisi
(coefficient of variation) olarak da bilinen normalize RMSE (NRMSE), MAE ve
MAPE’dir. Bu calismada kullanilan performans metriklerinin matematiksel ifadeleri
denklem ile denklem [3. 55| arasinda verilmistir:

RMSE = \J i i(yz — ij)2 (3. 52)

m

=1
RMSE
NRMSE = 2% % 100% (3. 53)
1 ~
MAE = —> |y — Uil (3. 54)
mi
LSy — i
MAPE = 72M x 100% (3. 55)
m =1 Yi

burada; m: zaman serisindeki toplam veri sayisini, T: gergek tiiketim degerlerinin
ortalamasini, y;: veri kiimesinin normalize edilmemis gercek Ol¢iim degerlerini ve ¥; ise

zaman serisinin tahmini ¢iktisini ifade etmektedir.

3.6.2. Kayip-Kacak Smiflandirici Modeli igin Performans Degerlendirme
Olgiitleri

Bu tez caligmasinda geligtirilen kayip-kacak simiflandirici modelinin girdisi, HCTSA
yazilim kiitiiphanesinden elde edilen istatistiksel Oznitelikler, ciktis1 ise FDI tabanh
iletigim alt yapisi saldirilar1 kullanilarak olugturulan senaryolar ile normal durumlarin sinif
etiketleridir.

Onerilen smiflandirici model icin kullanilan degerlendirme olciitleri, hata matrisi
(confusion matrix) olarak adlandirilan bir kare matrisin olugturulmasina dayanan ve
egiticili simflandirma problemlerinde siklikla tercih edilen Olgiitler arasindan segilerek

belirlenmistir. Ikili bir siniflandirma problemin icin elde edilen hata matrisinin satirlar1 ve
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stitunlar1 sirasiyla tahmin edilen ve gercek simif etiketleri temsil eder. Bu ikili
smiflandirma probleminde smiflar pozitif ve negatif olmak iizere etiketlendiginde, hata
matrisi [2 x 2)lik toplamda dort degerden olugsan bir matristir. Bu degerler sirasiyla;
pozitif smiflarin dogru bir gekilde tahmin edildigi dogru pozitifler (True Positive-TP) ve
yanlig tahmin edildigi yanhs pozitifler (False Positive-FP) ile negatif sinifa ait 6rneklerin
yanhg tahmin edildigi yanhig negatifler (False Negative-FN) ve dogru tahmin edildigi
dogru negatiflerden (True Negative—TN) olugmaktadir.

Bu tez caligmasinda, siiflandiricilarin performansi 8 farklhi degerlendirme metrigi
kullamlarak kargilagtirilmigtir. Bu degerlendirme metrikleri sirasiyla; dogruluk (accuracy),
duyarhilhk (sensitivity), ozgiillik (specificity), kesinlik (precision), yanlig pozitif oram
(False Positive Rate-FPR), Fj skoru, ¢ katsayisi (Matthews Correlation Coefficient-MCC)
[172], Cohen’in kappa katsayisi (k) [173]’dwr. Dogruluk, duyarhilik, 6zgillik, kesinlik ve
FPR metriklerinin matematiksel ifadeleri denklem ile denklem araliginda

verilmistir:

Dogruluk = TP+E§1¥§I+FN (3. 56)

Duyarhlik = ,TI;Z_PH\I (3. 57)

Ozgiillik = F‘Prl;rl\"IFN (3. 58)
TP

Kesinlik = TPLFP (3. 59)

FPR — F;ZFPTN (3. 60)

burada TP, belirli bir sinif i¢in dogru smiflandirilmis érneklerin sayisina ve TN ise kalan
siniflarin dogru siniflandirilmig 6rneklerinin toplam sayisidir. Buna kargilik, FP ve FN ise,
sirasiyla belirli bir sinif i¢in yanlis simiflandirilmig 6rneklerini ve kalan siiflarin toplam
yanlig siniflandirilmig érneklerini ifade etmektedir. Hata matrisindeki toplam 6rnek sayisi
ise Ny, olarak (N}, = TP + FP 4+ TN + FN) temsil edilmektedir. F} skorunun matematiksel
ifadesi denklem [3. GIJte verilmigtir:

Kesinlik x Duyarlilik

Fo o=
! X Kesinlik + Duyarhilik

(3. 61)

Gergek ve tahmin edilen simiflar arasindaki korelasyon katsayisinin (MCC) matematiksel
ifadesi ise denklem (3. 62])’de verilmistir:
TP x TN — FP x FN

Mee= V(TP + FP) (TP + FN) (TN + FP) (TN + FN) (3. 62)

Cohen’in Kappa Katsayis1 (x), siiflandiricilarin performansini rastgele bir siniflandirice
performansi ile karsilagtirmamizi olanak tanir [173]. Hata matrisinde, rastgele segilen bir

siif etiketi p; olasilikla pozitif sinifa ve 1 — p; olasilikla negatif sinifa dahil olur. Burada,
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p1 olasihik degeri dogru positif sinif ile yanlhg negatif sinif 6rneklerinin toplam &6rnek
sayisina oranmndan elde edilir (p; = TP+FN/Ny). Benzer sekilde, bir siniflandirict model
po olasilikla pozitif bir etiket ve 1 — po olasilikla negatif bir etiket tiretir. Burada, po
olasilik degeri dogru pozitif ile yanlis pozitif sinifina dahil olan 6rneklerin toplam o6rnek
sayisina boliinmesiyle hesaplanir (po = TP+FP/Ny). Rastgele dogruluk, bu iki sonucun
tesadiifen gakigma olasihigidir ve denklem ’teki gibi ifade edilir:

Rastgele dogruluk = p;py + (1 —py) (1 — py) (3. 63)

Cohen’in Kappa Katsayisi (k) ise, bu rastgele referans noktasindan kesin sonuca dogru

ilerleyen olasiliksal siirecin goreceli gelisimini temsil etmektedir ve matematiksel ifadesi

denklem (3. 64))’te verilmigtir:

Dogruluk - Rastgele dogruluk

3. 64
1 - Rastgele dogruluk ( )

Bu tez calismasinda, yukarida bahsedilen performans degerlendirme Olgiitleri ve hata
matrisleri deneysel ¢aligmalarin sonuglarindan elde edilmektedir. Ayrica ¢ok sinifli hata
matrisinin elemanlar1 (TP, FP, TN, FN), iki smufli versiyondan farkl olarak bire karsi
hepsi (One-vs-Rest) yaklagimi kullanilarak belirlenmektedir. Bu yaklagimin kullanildig:
coklu smiflandirma problemlerinde baslangicta herhangi bir sinifin etiketi pozitif sinif, geri
kalan tim smiflar ise negatif simif olarak etiketlenir. Bu islem, hata matrisinde yer alan
her smif icin tekrarlanir ve hata matrisinin [m x m| kadarhik satir ve siitun elemam
hesaplanir.  Coklu smiflandirma probleminden elde edilen hata matrisinin kosegen
eksenindeki (diyagonal) elemanlar dogru simiflandirilmig veri érneklerinin sayisini, kogegen
ekseni diginda kalan (off-diagonal) tiim durumlar ise yanhg smiflandirilmig veri

orneklerinin sayisini temsil etmektedir.
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4. BULGULAR VE TARTISMA

Bu tez caligmasinda geligtirilen modellerin performans degerlendirmesi, literatiir
calismalar1 dikkate alinarak olusturulmus konu basliklarinin detayl olarak incelenmesini
kapsamaktadir.

Bolim ve alt bagliklarinda, tez kapsaminda geligtirilen kisa dénemli yiik tahmin
modelinin farkli degerlendirme kriterleri kullanilarak elde edilen bulgular1 yer almaktadir.
Bu boliimlerde, hibrit DL modelinin ¢iktilar1 ve geleneksel yontemler ile kargilagtirilmasi,
yiikk profillerinden elde edilen diigsiik boyutlu altuzay temsillerinin incelenmesi, ayrkirilik
testi ve parametre optimizasyonu iglemleri ile tahmin ufkunun ve aykirilik analizinin tahmin

sonuclar: tizerindeki etkisi gibi konular incelenmistir.

Bolim ve alt bagliklarinda ise, kayip-kacak smiflandirma problemi igin
gelistirilmis DL modelinden elde edilen bulgular yer almaktadir. Bu boéliimlerde, onerilen
modelin geleneksel makine Ogrenme algoritmalar1 ile karsilagtirilmasi, istatistiksel
Oznitelikleri belirleme asamasinda karsilagilan belirsizliklerin incelenmesi, sinif dengesizligi
sorunu ve degerlendirme oOlciitlerinin yorumlanmasi agamasinda karsilasilan giicliikler, veri
kalitesi, yanlhlik ve ortak degisken kaymasi problemleri ile ©6nerilen modelin

Olceklenebilirlik analizi konular: incelenmigtir.

4.1. Derin Ogrenme Tabanh Kisa Dénemli Yiik Tahmin Modelinden Elde
Edilen Bulgular

Bu tez ¢alismasinda 6nerilen hibrit DL modeli, DEPSAS ve SGSC veri kiimeleri i¢in
tiiketici seviyesinde kisa donemli yiik tahmin sonuclar1 iiretmektedir. Bu sayede yiik
tahmin modeli, tiiketiciye 6zgii enerji tiiketim Oriintiilerini herhangi bir agir1 uyumlama
(overfitting) veya yetersiz uyumlama (underfitting) sorunlarimi yagamadan veri odakli bir
yaklagim kullanarak c¢ikt1 tiretebilmektedir.  Ayrica tez kapsaminda geligtirilen kisa
doénemli tahmin modeli veri kiimesinde yer alan tiiketici sayisindan bagimsiz olarak diigtik
miktarda veri igeren kiimeler icin de kabul edilebilir bir aralikta tahmin sonuclari
iretebilmektedir. Bu iglem, o6zellikle gercek hayatta sikca karsilagilan kullanilabilir veri
(data availability) miktarmimn az oldugu durumlar i¢in 6nemli bir avantaj saglamaktadir.
Bu tez caligmasinda gelistirilen kisa donemli yiik tahmin modeli, bir yillik zaman
diliminde kaydedilmis iki farkli veri kiimesine uygulanmistir. Yiik tahmin modelinden elde

edilen bulgular, hem Biiyiik Veri hem de makine 6grenmesi perspektifinden incelenmistir.

4.1.1. Giinliik Yiik Profillerinin Cok Boyutlu Olceklendirme Kullanilarak Diigiik

Boyutlu Altuzay Temsillerinin incelenmesi

Bu gahgmada, [K x N] boyutlu akilli saya¢ veri kiimelerinden metrik olmayan
MDS algoritmas: kullanilarak 2-B alt uzay temsilleri elde edilmigtir. Metrik olmayan MDS

algoritmasinda uygun boyut sayisinin belirlenmesi dongiisel bir siirectir ancak bu tez



Tablo 4.1. DEPSAS ve SGSC veri kiimeleri i¢in metrik olmayan MDS algoritmasindan elde edilen stres degerleri

MDS Parametresi/ DEPSAS Veri Kiimesi SGSC Veri Kiimesi
Betimleyici Istatistikler (100 Tiiketici) (7063 Tiiketici)
Minimum 0.0268 0.0153
Maksimum 0.4932 0.5332
Stres degeri  Ortalama 0.2249 0.2742
Standart Sapma 0.1211 0.0957
Varyans 0.0147 0.0092
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Sekil 4.1. DEPSAS ve SGSC veri kiimelerinden metrik olmayan MDS algoritmas:i kullanilarak elde edilen stres
parametresinin histogrami

caligmasinda oOnerilen modelde 2-B gosterimine dayali bir yaklagim geligtirildigi igin,
algoritmada varsayilan (default) boyut sayisi iki olarak belirlenmigtir. Bu ¢aligmada akilly
sayac veri kiimelerinden elde edilen altuzay temsillerinin uygunlugunun degerlendirilmesi
asamasinda ise metrik stres kriteri dikkate alinmigtir. MDS algoritmasindan elde edilen
altuzaylarin uygunlugunu belirleyen metrik stres kriteri, mesafe matrisinin dérdiincii
kuvvetlerinin toplamindan elde edilen normalize edilmig gerilimin karesidir , . Bu
kriterde ampirik kural (rule of thumb) olarak, 0.2 civarinda veya iizerindeki stres degerine
sahip olan bir metrik olmayan MDS koordinasyonu siipheli olarak kabul edilmekte ve 0.3’e
yaklagan stres degeri ise, mesafe matrisinin biiylikten kiiclige dogru siralamasimin keyfi
oldugunu gostermektedir. Stres degeri, 0.1’e esit veya altindaki durumlarda normal kabul
edilirken 0.05’e egit veya altindaki degerler igin ise iyi uyumu olarak degerlendirilmektedir.
Burada dikkat edilmesi gereken bir konu ise, algoritmanin daha yiiksek boyutta veri
kiimesini diizenlenmesine izin vermek stresi azaltabilir ancak iicten fazla boyuttaki altuzay
temsillerinin yorumlanmasi daha zorlu bir siirectir. Metrik olmayan MDS algoritmasinin
DEPSAS ve SGSC veri kiimelerinden elde edilen stres degerleri Tablo {.IJde verilmistir.

DEPSAS ve SGSC veri kiimeleri igin belirlenen stres degerlerinin histogrami ise Sekil
[AT]de verilmistir. Sekil f.IJde kirmz ¢izgi ile gosterilen egik deger yukarida kisaca
Ozetlenen ampirik kural dikkate alinarak belirlenmistir. DEPSAS ve SGSC veri
kiimelerinde yer alan bir ticarethane ve mesken tiiketicisinin giinliik yiik profilleri ile MDS

altuzay gosterimi ise Sekil [£.2]de verilmigtir.
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Ticarethane Tiiketicisi Giinliik Yiik Profili
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Sekil 4.2. DEPSAS ve SGSC veri kiimesinde yer alan bir (a) ticarethane ve (b) mesken tiiketicisinin giinliik yiik
profilleri ve metrik olmayan MDS altuzay gosterimi.

4.1.2. Giinliik Yiik Profillerinin Yogunluk Tabanli Aykirilik Testi ve Parametre

Optimizasyonu

Bolum [I.I.1]de gergeklestirilen boyut indirgeme isleminden sonra, BDE-DBSCAN
algoritmasi kullanilarak olagan dig1 (anomalous) giinliik yiik profilleri tespit edilmig ve veri
kiimesinden c¢ikarilmigtir. Kiimeleme dogrulama metrigi olarak RMSSTD indeksi, hem
optimizasyon asamasinda maliyet fonksiyonu olarak hem de kiimeleme performans
degerlendirmesi olgiitii olarak kullanilmistir. Parametre optimizasyonu siirecinde
kiimeleme iglemi, her tiiketici igin 30 kez (epok=30) tekrarlanmigtir. RMSSTD indeksinin
maliyet fonksiyonu olarak kullanilmasi, DEPSAS veri kiimesinde yer alan baz gizli
tiikketim Ortlintiilerini ortaya cikarmistir. Bu ortuntilerden bir tanesi Sekil [.3]te
gosterilmigtir. Sekil f-3Jte, DEPSAS veri kiimesinde yer alan ¢ogu mesken ve ticarethane
tiiketicisinin kiime sayisi1 5 ile 25 arasinda degigsmektedir ve bu aralik bireysel tiiketim
seviyesi dikkate alindiginda kabul edilebilir bir kiime sayis1 araligidir . Ayrica, veri
kiimesinde yer alan tiim tiiketiciler igcin belirlenen olagan digi giinliik yiik profillerinin
(aykirn giinliik yiik profillerinin) ytizdeleri ise Sekil te gosterilmektedir. Bu aralik,
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Sekil 4.3. DEPSAS veri kiimesinde yer alan ticarethane ve mesken tiiketicilerinin epsilon degerleri ile kiime sayisi
arasindaki iligki [176].

DEPSAS Veri Kiimesi

I aykin yiik profillerinin yiizdesi [%)]

[ tahmin modelinde kullanilacak yiik profillerinin yiizdesi [%]
["veriyok

| '"

10 20 30 40 50 60 70 80 90 100
Tiketici Numarasi

Dagilm Yuzdesi [%]

Sekil 4.4. DEPSAS veri kiimesindeki farkli kategorilerin ytizdesi .

DEPSAS veri kiimesi i¢in ortalama olarak % 8 ile % 12 arasinda degigsmektedir. Burada
veri kiimesinde ¢ok diiglik seviyelerde tiiketim gerceklegtiren tiiketiciler dikkate alinmamig
ve Sekil [£.4]te beyaz-bog bolgeler olarak gosterilmigtir.

DEPSAS veri kiimesinde yer alan bir ticarethaneye ait yiik profilleri ve kiimeleme
sonucu Sekil [f.5]te verilmigtir. Sekil [{.5Jteki 2-B altuzay temsilindeki her bir nokta,
ticarethanenin bir yillik dénemdeki giinliik profilini temsil etmektedir. Veri kiimesinde
kiimeleme sonuglar1 tarihsel olarak siralandiginda ise bagka bir tiiketim oriintiisii elde
edilmektedir. Sekil [{.5Jteki ticarethanenin kiimeleme sonuglarmin takvim gosterimi Sekil
[4.6]da verilmigtir. Takvimdeki gri ve kirmuz ile gosterilen giinler, sirasiyla tiketim
degerlerinin elde edilemedigi durumlar1 ve Sekil [f.5]te siyah yildiz geklinde etiketlenen
olagan dig1 yiik profillerini ifade etmektedir.

Sekil [£.6]daki kiimeleme takviminde olagan disi olarak etiketlenen giinler,

Hawkins’in aykir1 deger tamimina “farkls bir mekanizma tarafindan olusturulan” giizel bir
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Sekil 4.5. DEPSAS veri kiimesindeki bir ticarethanenin metrik olmayan MDS altuzay temsili ve BDE-DBSCAN

kiimeleme analizi sonucu

Ekim 2018 Kasim 2018 Aralik 2018
Pzr Pzt Sal Car Per Cum Cmrt Pzr Pzt Sal Car Per Cum Cmrt Pzr Pzt Sal Car Per Cum Cmrt
1 2 3 4 5 6 1 2 3 1
7 8 9 10 4 5 6 7 8 9 10 2 3 4 5 6 7 8
11 12 13 14 15 16 17 9 10 1 12 13 14 15
122 [ 23| 24 | 25 | 26 | 18 19 20 21 22 23 24 16 17 18 19 20 21 22
28 29 30 31 25 26 27 28 29 30 23 24 25 26 27 28 29
30 31
Temmuz 2018 Agustos 2018 Eyliil 2018
Pzr Pzt Sal Car Per Cum Cmrt Pzr Pzt Sal Car Per Cum Cmrt Pzr Pzt Sal Car Per Cum Cmrt
1 2 3 4 5 6 7 1 2
112 13 14 [ T [ [
l2a 25 26 [27 ] 28

Nisan 2018 Mayis 2018 Haziran 2018
Pzr Pzt Sal Car Per Cum Cmrt Pzr Pzt Sal Car Per Cum Cmrt Pzr Pzt Sal Car Per Cum Cmrt
1 2 3 4 5 6 7 1 2 4 5 1 2
8 9 10 11 12 13 14 6 7 8 9 10 1 12 3 4 5 6 7 HEM o
15 16 17 18 19 20 21 13 14 15 16 17 18 19 10 11 12 13 IS
22 23 24 25 26 27 28 20 21 22 23 24 25 26 17 18 19 20 21 22 23
29 30 27 28 29 30 31 24 25 26 27 28 29 30
Ocak 2018 Subat 2018 Mart 2018
Pzr Pzt Sal Car Per Cum Cmrt Pzr Pzt Sal Car Per Cum Cmrt Pzr Pzt Sal Car Per Cum Cmrt
1 2 3 4 5 6 2 3 1 2 3
7 8 9 10 1 12 13 4 5 6 7 8 9 10 4 5 6 7 8 9 10
14 15 16 17 18 19 20 11 12 13 14 15 16 17 1 12 13 14 15 16 17
21 22 23 24 25 26 27 18 19 20 21 22 23 24 18 19 20 21 22 23 24
28 29 30 31 25 26 27 28 25 26 27 28 29 30 31

Sekil 4.6.

ornektir [177].
bu

gunlerin

DEPSAS veri kiimesindeki bir ticarethanenin kiimeleme sonuglarinin tarihsel gosterimi.

Bu giinler herhangi bir kiimeye dahil edilemese de dikkatle incelendiginde
bir

kisminin  Tiirkiye’de kutlanan dini bayramlara denk geldigi

gozlemlenmigtir. Diger durumlar ise, Sekil [f.5]te farkl renklerle temsil edilen {i¢ kiimeyi

temsil etmektedir. Burada bir tiiketim davranigindan digerine gegisin genellikle diizenli bir
yapiya sahip oldugu Sekil f.6]dan anlagilabilir. DEPSAS veri kiimesindeki bu ticarethane

i¢in gegis aylarinda (ilkbahardan yaza veya sonbahardan kiga gibi) program veya ig yiikii

gibi nedenlerden dolay1 herhangi bir kiime degisikligi gbzlenmese de, mesken tiiketicilerinin

yaklagik yarisinda gegis aylarinda (6rnegin; Nisan-Mayis, Eyliil-Ekim, vb.) kiime sayisinda

artis gozlenmigtir.

Bu calismada, SGSC veri kiimesi i¢in elde edilen en uygun epsilon degerleri stres

parametresi ve regresyon karar agaclari kullanilarak FEk-3’de yer alan Sekil E5.1.)de
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kompakt bir yapida gosterilmigtir. Sekil E5.1.de graf yap: ile gosterilen karar agacindaki
x1 degiskeni, metrik olmayan MDS algoritmasinin stres parametresini, her bir diiglimiin
sonra erdigi noktada yer alan degerler ise kural tabanli olarak belirlenmis DBSCAN
algoritmasinin en uygun epsilon degerlerini ifade etmektedir. Bu sayede DBSCAN
algoritmasinin 6nsel (a priori) olarak belirlenmesi gereken epsilon parametresi varsayimsal
ve deneme-yanilma yaklagimlari kullanilmadan belirlenebilir. Ayrica, SGSC veri
kiimesinde yer alan tiiketicilerin % 93.44’liik boliimii igin DBSCAN algoritmasimin minpts
parametresi en uygun deger olarak sirasiyla 1 ve 2 olarak belirlenmigtir. SGSC veri
kiimesinde yer alan tiiketicilerin yaklasik %41.39’u i¢in ortalama aykiri deger oram
%11-%13 araliginda degismektedir ve geriye kalan %58.61’lik kisimin ise aykir1 deger oram
%10’dan daha kiigtiktiir. DEPSAS ve SGSC veri kiimelerine ait RMSSTD indeksi ve kiime
sayist istatistikleri Tablo [£.2]de verilmistir.

Tablo 4.2. DEPSAS ve SGSC veri kiimelerinden elde edilen RMSSTD indeksi ve kiime sayisina ait istatistikler

Optimizasyon Parametreleri/ DEPSAS Veri Kiimesi SGSC Veri Kiimesi

Betimleyici Istatistikler (100 Tiiketici) (7063 Tiiketici)

Minimum 0.0185 0.0103
Maksimum 1.3700 5.7432

RMSSTD indeksi Ortalama 0.2338 0.3678
Standart Sapma 0.2222 0.3154
Varyans 0.0494 0.0995
Minimum 2 2

Kime sayis1 Maksimum 41 66
Ortalama 15 20

4.1.3. Derin Ogrenme Modelinin Geleneksel Tahmin Modelleri ile
Kargilagtirilmasi ve Elde Edilen Bulgular

Mesken tiiketicilerinin elektrik tiiketiminde insan davranigindan kaynaklanan
tutarsiz ve dongiisel olmayan tiiketim oriintiileri bulunmaktadir. Buna kargin ticarethane,
kamu veya hizmet binalari gibi topluma hizmet veren alanlarda kaydedilen elektrik
tiiketim verisinde mesken tiiketicilerine kiyasla daha diizenli tiiketim Oriintiilerine sahip
olsa da, ig yikd veya planlanmamis olaylar gibi farkli nedenlerden kaynaklanan
belirsizlikler mevcuttur.

Tahmin modeli gelistirme asamasinda karsilagilan diger bir sorun ise AMI
hizmetlerinde meydana gelen aksamlar ve akill sayaclar ile DSO arasindaki haberlegsme
problemleridir. Bu tez caligmasinda kullanilan DEPSAS veri kiimesinde bu durum belirgin
bir gsekilde gozlemlenmigtir. Mesken tiiketicilerinin akilli sayaglar: i¢in ideal veri toplama
(data acquisition) senaryosu ve gercek durum, Sekil de sirasiyla gri ve turuncu renkli
alanlar olarak gosterilmektedir. Sekil £.7]deki turuncu alanlar, DEPSAS veri kiimesinde
yer alan akilli sayaclarin neredeyse yarisinin bir yillik siire boyunca stirekli veriye sahip
olmadigini gostermektedir. Ayrica, Sekil [£.7]deki mavi alan, farkli mesken tiiketicilerinin

tiiketim davraniglarinin kargilagtirilmasi i¢in kullanilabilir tek uygun araliktir.
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Sekil 4.7. DEPSAS veri kiimesinde yer alan tiiketiciler i¢in en uygun tahmin araligi

DEPSAS veri kiimesinde, 2018 yili i¢in 56 meskenin ve 44 ticarethanenin giinliik
yiik profilleri saatlik zaman ¢oziiniirliikkte bulunmaktadir ve eksik (NaN) degerlerden olugan
giinliik yiik profilleri veri kiimesinden ¢ikarildiginda geriye toplamda 28.876 giinliik yiik
profili kalmaktadir. DL modelinin olugturulmas: ve test edilmesi agsamasinda ise, aykiri
deger tespiti sonrasinda kullanilabilir olarak belirlenen toplamda 22.505 gunliik yiik profili
bulunmaktadir.

Bu calismada, gelistirilen hibrit DL tabanli kisa donemli yiik tahmin modelinin
sonuglar: geleneksel makine 6grenmesi yontemlerinin (6rnegin; destek vektor regresyonu
(Support Vector Regression-SVR), ANN, DT, vb.) ve DL yo6ntemlerinin (6rnegin; CNN,
LSTM, BLSTM, vb.) sonuglari ile kargilagtirilmigtir. DL tabanl yiik tahmin modelleri son
yillarda hem dagitim seviyesinde hem de tiiketici seviyesinde kabul edilebilir hata
oranlariyla tahmin iiretebildigi icin, karsilagtirma asamasinda ayni zamanda hibrit
modeller de dikkate almmigtir (6rnegin; CNN-LSTM, CNN-BLSTM, vb.) [178].

Bu calismada tercih edilen karsilagtirma yontemlerinin parametreleri tekrarlanabilirlik
ve yorumlanabilirlik kriterleri dikkate alinarak Tablo [£.3]te verilmistir. Burada kullanilan
SVR ve DT modellerinin parametre ayarlari, sirasiyla scikit-learn kullanici kilavuzlarinda
yer alan aciklamalar dikkate alinarak belirlenmistir , .

Bu caligmada 6nerilen hibrit DL modelinin geleneksel makine 6grenme modelleri ile
kargilagtirmasi  Tablo [d.4Jte verilmistir. Bu c¢aligmada kullanilan SVR ve DT
modellerinden DL modelleriyle kiyaslandiginda tiim performans olgiitlerinde en diigiik
performans degerleri elde edilmigtir. Ayrica, aykirihik analizi gerceklegtirilmeden ham
verinin (raw data) kullamildigy senaryoda DL modelleri, onerilen hibrit DL modeline
kiyasla daha yiiksek tahmin hata degerlerine sahiptir. ANN modeli, tiim degerlendirme
metriklerinde SVR ve DT modellerinden daha iyi performans gosterirken, CNN, LSTM,

101



Tablo 4.3. Karsilagtirma modellerinin parametre ayarlar

Kargilagtirma yontemlerinin tasarim parametreleri*

Yontem Gizli Katman Aktivasyon Veri grup Filtre Ornekleme lyilestirici
No6ron Sayis1  fonksiyonu biiyiikliigii boyutu boyutu

ANN 500 sigmoid 500 - - SGD™

CNN - ReLU 200 64 - ADAM

LSTM 200 sigmoid 200 - - SGD

BLSTM 50 - 200 - - ADAM

CNN-LSTM 50/25 ReLU 200 64 1 ADAM

* Tiim modeller icin epok sayis1 100 ve kayip fonksiyonu MSE olarak belirlenmistir.
** rasgele gradyan inisi (Stochastic Gradient Descent-SGD).

Tablo 4.4. Onerilen hibrit DL modelinin farkli makine 6grenme ve DL modelleri ile kargilagtirilmas:

Yontem RMSE (kW) NRMSE (%) MAE (kW) MAPE (%)
SVR 0.194 206.107 0.125 55.826
DT 0.242 102.470 0.141 141.067
ANN 0.154 82.529 0.109 54.719
CNN 0.143 61.190 0.088 57.675
LSTM 0.129 67.580 0.077 45.084
BLSTM 0.131 54.825 0.078 46.452
CNN-LSTM 0.148 63.624 0.088 46.755
Onerilen model 0.108 55.432 0.058 36.748

BLSTM, CNN-LSTM modelleri birbirine nispeten yakin performans gostermigtir.
Onerilen CNN-BLSTM modeli ise tiim degerlendirme metriklerinde daha iyi performans
gostermigtir.  Tablo [4.3]da gosterildigi gibi Onerilen hibrit DL modeli, tiim makine
ogrenme ve DL modellerine kiyasla daha diigiik hata orani sahiptir.

Bu caligmada, onerilen hibrit DL modelinin performansi SGSC veri kiimesinde de
test edilmigtir. Burada kullanilan veri kiimesi literatiir calismalar1 dikkate alinarak
olugturulmug toplamda 69 farkli mesken tiiketicisinin 1 Haziran 2013 ile 31 Agustos 2013
tarihleri arasindaki verisinden olusmaktadir [17], [41]. Tablo [£.5]te, énerilen hibrit DL
modeli ayn test araliginda 31.481 ortalama MAPE degeri ile benzer galigmalara kiyasla
daha diigitk hata degerine sahiptir. Sekil [{.6]daki ticarethane i¢in hibrit DL modelinin
tahmini yiik profili Sekil [4.8]de verilmigtir.

Bu cgaligmada kullamilan DEPSAS veri kiimesi, mesken ve ticarethane olarak iki

farkl kategoride yer alan tiiketicileri icermektedir. Ayrica, model degerlendirmesinin daha

Tablo 4.5. Onerilen modelin MAPE kriteri kullanilarak farkli caligmalar ile kargilagtirilmasi

Referans Veri Veri kiimesi Tahmin Test aralig: MAPE
kiimesi boyutu™  ydntemi (%)
Ref. |17] SGSC 69 LSTM 23.08.2013-31.08.2013 44.060
Ref. [41] SGSC 69 CNN-LSTM 23.08.2013-31.08.2013 40.380
Onerilen model SGSC 69 CNN-BLSTM 23.08.2013-31.08.2013 31.481

* Veri kiimesi boyutu, kisa dénemli yiik tahmin deneyleri igin secilen alt kiimeler dikkate almarak
belirlenmistir (tiketici sayisi).
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Sekil 4.8. Onerilen hibrit DL modelinin DEPSAS veri kiimesinde yer alan ticari bir bina icin {irettigi tahmini yiik
profili

saglikli bir sekilde yapilabilmesi igin verilerin ¢ok fazla eksik deger igcermedigi zaman
araliklarinin  belirlenebilmesi de olduk¢a o6nemlidir.  Bolum [A1.3Jteki Sekil [.7]de
gosterildigi lizere, DEPSAS veri kiimesi i¢in Nisan ve Agustos 2018 aylar1 arasindaki
zaman dilimi farkli tiiketicilerin karsilastirilabilmesi icin en uygun araliktir. Onerilen
hibrit DL modelinin Nisan-Agustos 2018 doénemi i¢in farkl tiiketici siniflarina ait ortalama

tahmin performansi Tablo [f.6]da verilmigtir. DEPSAS veri kiimesinde yer alan mesken ve

Tablo 4.6. Nisan-Agustos 2018 déneminde DEPSAS veri kiimesindeki farkl tiiketici siniflar: i¢in ortalama tahmin
performansi

Tiiketici simifi. RMSE (kW) NRMSE (%) MAE (kW) MAPE (%)

Mesken 0.154 71.728 0.089 33.736
Ticarethane 0.135 26.672 0.084 27.374

ticarethane tiiketicileri i¢in ortalama RMSE degerleri sirasiyla 0.154 ve 0.135, NRMSE
degerleri ise %71.73 ve %26.67 olarak hesaplanmigtir. MAE ve MAPE metrikleri
kullanilarak elde edilen ortalama hata degerleri mesken sinifinda yer alan tiiketiciler i¢in
sirasiyla 0.089 ve %33.74, ticarethane smifinda yer alan tiiketiciler i¢in ise 0.084 ve

%27.37dir.

4.1.4. Degisken Zaman Coziiniirliigiiniin Yiik Tahmin Modelinin Performansi

Uzerindeki Etkisinin Incelenmesi

Bu boliimde, oOnerilen hibrit DL modelinin performans: degisken zaman

¢oziiniirliigii (time resolution) senaryolar: dikkate alinarak degerlendirilmigtir. Bu amagla
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Tablo 4.7. Onerilen yéntemin farkli zaman adimlarindaki ortalama hata degerleri

Veri Kiimesi Zaman Cozuniirligi RMSE (kW) NRMSE (%) MAE (kW) MAPE (%)

1 saat 0.108 55.432 0.058 36.748

DEPSAS 24 saat 0.108 56.478 0.059 36.911
Veri Kiimesi 48 saat 0.108 56.144 0.059 38.008
1 saat 0.1149 46.2344 0.0744 33.4774

SGSC 24 saat 0.1566 61.1649 0.0958 60.7743
Veri Kiimesi 48 saat 0.1681 64.4710 0.1061 67.2889

onerilen modelde, gelecek dénem saatlik elektrik tiiketimi tahmini i¢in 1 saat, 24 saat ve
48 saat gibi farkli zaman coziiniirleri tammlanmistir. Ornegin; CNN-BLSTM modelinde
t — n zaman adimimdaki n adet girig verisi (n € {1,24,48}), ¢t + 1 zaman adimindaki
saatlik enerji tiiketim tahmini igin kullanilmaktadir. Tablo [4.7]de 6nerilen kisa dénemli
yik tahmin modelinin test agamasindaki farkli zaman adimlarinda elde edilen ortalama
hata oranlar1 verilmistir.

Tablo [.7]de, DEPSAS veri kiimesiyle ger¢eklestirilen yiik tahmini uygulamasinda
geriye doniik farklh zaman adimlarindaki tiiketim degerlerinin kullanilmasi (6rnegin; 1
saat, 24 saat, 48 saat) performans degerlendirme metriklerinin sonuglarda belirgin bir
degisiklige neden olmamigtir. Bununla birlikte, SGSC veri kiimesinde farkli zaman
adimlarimin kullamilmasi 6zellikle NRMSE ve MAPE degerlerinde sirasiyla %18 ve %34
oraninda belirgin bir farkliliga neden olmugtur. Her iki veri kiimesinde de geriye doniik
olarak saatlik tiiketim degerlerinin kullanilmasi en diisiik hata oranlarinin elde edilmesine
katkida bulunmustur. Burada onerilen modelde saatlik zaman c¢oziintirligiiniin
kullanilmasi, giinliikk ve iki ginliik zaman c¢oziiniirliklerinin kullanilmasina kiyasla daha

dogru tahmin sonuglar: tiretmektedir.

4.1.5. Aykirihk Analizi ve Tiiketici Seviyesindeki Tahmin Uzerindeki Etkisi

Bu boliimde, 6nerilen aykir: deger tespitinin kisa dénemli yik tahmini sonuclarindaki
etkisi incelenmigtir. DEPSAS ve SGSC veri kiimeleri aykir1 giinliik yiik profillerinin oldugu
ve veri kiimesinden cikarildigi durumlar dikkate alinarak yeniden diizenlenmistir. Onerilen
hibrit DL modelinin egitim, dogrulama ve test agsamasinda elde edilen ortalama hata oranlari
Tablo[4.8]de verilmigtir. Burada aykir1 yiik profillerinin veri kiimesinde bulundugu durum w
(with outliers) olarak, veri kiimesinden gikarildigy durum ise wo (without outliers) seklinde
ifade edilmigtir.

Tablo [4.8]den de anlagildigy tizere, aykir1 deger tespiti hibrit DL modelinin egitim,
dogrulama ve test asamasinda elde edilen tahmin sonuglarina olumlu yoénde katk:
saglamaktadir. Burada, DEPSAS veri kiimesi icin test asamasinda NRMSE ve MAPE
degerlerinde sirasiyla % 7 ve %5’lik bir azalma, SGSC veri kiimesi i¢in ise % 5 ve % 3’liik
bir azalma gozlenmigtir. Bu boliimde ayni1 zamanda, aykirilik analizinin her bir tiiketicinin
tahmin sonuglarindaki degisimi incelenerek Tablo [£.9]da bes farkli aralikta

gruplandirilmigtir.
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Tablo 4.8. Aykirilik analizinin kisa dénemli yik tahmin modeli tizerindeki etkisi

Veri Kumesi Model RMSE (kW) NRMSE (%) MAE (kW) MAPE (%)
Egitim 0.120 55.673 0.066 40.610
DEPSAS (w)  Dogrulama 0.115 50.272 0.067 39.984
Test 0.141 62.696 0.085 41.035
Egitim 0.095 50.454 0.049 37.461
DEPSAS (wo) Dogrulama 0.097 46.292 0.052 35.156
Test 0.108 55.432 0.058 36.748
Egitim 0.147 57.759 0.091 47.391
SGSC (w) Dogrulama 0.120 46.684 0.082 39.105
Test 0.132 51.243 0.087 36.324
Egitim 0.129 52.609 0.077 45.994
SGSC (wo) Dogrulama 0.111 45.002 0.073 56.874
Test 0.115 46.234 0.074 33.477

Tablo 4.9. SGSC test veri kiimesindeki hata oranlarinda meydana gelen iyilesmenin ytizdelik (%) dagilimi

Tiiketici Stmifi (Mesken ve Ticarethaneler)
RMSE (kW) NRMSE (%) MAE (kW) MAPE (%)

Veri Kiimesi Iyilesme Oram

(<0)% 18 26 16 24
(0-25)% 35 25 29 35
DEPSAS  (25-50)% 24 25 26 16
(50-75)% 6 7 12 12
(75-100)% 5 5 5 1
(<0)% 1724 2362 1492 2108
(0-25)% 3795 3420 3700 3743
SGSC (25-50)% 1254 1027 1607 979
(50-75)% 182 151 159 133
(75-100)% 21 16 18 13

* Boliim de belirtilen baz1 sorunlardan dolay1 iyilestirme karsilagtirmasi i¢in mevcut toplam
tiiketici sayis1 DEPSAS veri kiimesi igin 88, SGSC veri kiimesi igin 6976’dir.

4.2. Derin Ogrenme Tabanh Kayip-Kacak Siniflandirici Modelinden Elde
Edilen Bulgular

Kayip-kacak tespit yontemi kapsaml istatistiksel 6znitelik ¢ikarma, 6znitelik segme
ve bilylik veri analitigi ile entegre smiflandirici modeli olusturma agamalarindan
olusmaktadir.  Bu tez calismasinda kayip-kacak smiflandirma islemi dagitim hatti
seviyesinde aym trafo istasyonuna bagh tiiketicilerden olugsan bir veri kiimesine
uygulanmigtir.  Kayip-kagak veri kiimesi alt1i farklh FDI tabanli saya¢ miidehalesi
senaryosundan olusmaktadir ve 6nerilen DL modelinin performansi farkl kriterler dikkate
alimarak bu veri kiimesi iizerinde incelenmistir. ~ Onerilen smiflandirici model ayni
zamanda, tiiketici ylik profili parametrelerini ve Ozniteliklerini dikkate alan yeni ve
kapsamli bir NTL tespit modelini ve en ileri makine 6grenme yoéntemlerinin biiyiik veri
teknolojileri ile birlikte kullanildigr sistem tasarimlarinin bir uygulamasimi temsil
etmektedir.

Bu calismada o6nerilen smiflandirici model, kayip-kacak tespiti asamasinda
karsilagilan kisitlamalar ve engeller dikkate alinarak beg farkli kategoride test edilmistir.

Bu kategoriler sirasiyla; o6znitelik belirleme ve tanimlamada karsilagilan belirsizlikler,
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geleneksel yontemler ile kargilagtirma, simif dengesizligi ve performans Olgiitlerinin
yorumlanmasinda kargilagilan hatalar, veri kalitesi, yanlilik ve ortak degisken kaymasi

sorunlarinin incelenmesi agamalarindan olugmaktadir.

4.2.1. Kapsaml Istatistiksel Oznitelik Belirleme ve Tanimlama Siireglerindeki

Belirsizliklerin incelenmesi

Bu galigmada onerilen 6znitelik 6grenme gergevesi HCTSA yazilim paketini ve
eklentilerini kullanmaktadir. Bu boéliimde, FDI tabanh kayip-kacak senaryolarinin tespiti
igin HCTSA yazilim paketindeki uygun ve saglam (robust) istatistiksel 6znitelikler detayl
olarak aragtirilmig ve O©nemli Oznitelik NCA yontemi kullanilarak belirlenmigtir.
Kayip-kacak veri kiimesindeki yiik profilleri ve FDI tabanh kayip-kacak senaryolarinin
uygulandigr degistirilmis yiik profilleri igin HCTSA yazilim paketinde bulunan 7764
istatistiksel Oznitelik hesaplanmistir. Kayip-kacak veri kiimesi, NaN deger igeren yiik
profilleri gikarildiktan sonra 2019 igin 31 tiiketiciden toplamda 7807 farkli yiik profilli
icermektedir. Bolim [3.1.3]te de acgiklandig gibi, kayip-kagak veri kiimesinde maksimum
NTL yiizdesi %30 olarak belirlenmis ve ardindan her bir FDI alt kiimesinin 500 6rnek
icerdigi 3000 yeni degistirilmis yiik profili veri kiimesine eklenmigtir. HCTSA yazilim
paketinde Varsayilan segenek olarak, her bir 6rnek (yiik profili) i¢in tiim Oznitelikler
hesaplanir ve ardindan 6zel degere sahip 6rnekler (NaN, +o00, —o0, [], vb.) veri kiimesinden
gikarihr.  Daha sonra ise, Sekil [£.0]da gosterilen 10807 X 4269 boyutundaki saglam
Sigmoid normalizasyon uygulanmig veri matrisini elde edilmigtir. Son olarak, NCA tabanlh
bir 6znitelik secim stratejisi kullanilarak optimal 6znitelikler belirlenmigtir. Bu calismada
NCA algoritmasimin optimum diizenlilegtirme parametresi A ve 6znitelik agirliklar, 5-kat
capraz gegerlilik sinamasi (5-fold cross validation) ve stokastik gradyan inig (Stochastic
Gradient Descent-SGD) iyilestirici kullanilarak belirlenmigtir.

Capraz gecerlilik sinamasinda c¢ok parametreli bir siiflandirici model, 6znitelik
degisimine gore basarimin degisimini 6lgmek ve kiyaslama yapabilmek amaciyla k-kat
(k-fold) rastgele sekilde alt gruplara boliinmiig veri kiimelerinde egitilir ve test edilir.
Burada kullanilan k-kat capraz gecerlilik sinamasi igleminde, veri kiimeleri k£ esit parcaya
boliiniir ve veri kiimesinin k parcasi test agamasinda kullanilirken geriye kalan (kK — 1)
parcasi ise modelin egitim agamasina dahil edilir. Bu sayede k adet dongii sonrasinda her
bir dongii i¢in bir tane olacak sekilde k kadar (%) cinsinden bagarim degeri veya hata
degeri elde edilir. Siiflandirici modelinin genel bagarimi, bu degerlerin ortalamasi
aliarak elde edilen tek bir bagarim ya da hata degeridir.

Diizenlilegtirme parametresi optimizasyonunda kayip fonksiyonu olarak belirlenen
yanlig smiflandirma hatasi (misclassification error), segilen her bir A degeri ve k adet
boliintiilit matris (partition matrix) igin hesaplanmaktadir. Bu galigmada, SGD tabanh
iyilestirici  19. denemede A degeri i¢in Tablo [4.10Jda gosterildigi gibi
[A = 0.0024, ortalama kayip = 0.0699] seklinde yerel bir minimum ¢6ziim iiretmigtir. Bu

calismada, Oznitelik agirlik katsayilarinin nihai sonuclar:1 A icin belirlenen en uygun deger,
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Sekil 4.9. Saglam sigmoid normalize edilmis 6znitelik veri kiimesi ve NCA tabanh 6znitelik se¢imi kullanilarak
elde edilen énemli 6znitelikler. Oznitelik veri kiimesinde her satir 6rnegi yiik profillerini, her siitun
ornegi ise (NaN, 400, —00, []) gibi 6zel degerler veri kiimesinden kaldirildiktan sonra énceden
tanimlanmig bir istatistiksel 6zniteligin bir fonksiyonudur. Oznitelik veri matrisi benzer satirlar1 yan
yana getirmek i¢in hiyerarsik baglant1 kiimelemesi kullanilarak yeniden siralanmigtir .

sinirll  bellege sahip (limited memory) Broyden-Fletcher-Goldfarb-Shanno (LBFGS)
algoritmasi ve weak Wolfe dogru iizerinde arama stratejisi kullanilarak belirlenmigtir.

Diizenlilegtirme parametresi A, Sekil da gosterildigi  lizere smiflandirici
sonuclarina herhangi bir katki saglamayan Ozniteliklerin agirlik katsayilarimi sifir olarak
belirler. Bu c¢aligmada ayrica, tiim Oznitelikler igin tek bir diizenleme parametresi
tanimlandigindan, 6zniteliklerin agirliklar: birbiriyle kiyaslanabilir. Bu yaklasim sayesinde,
Onsel olarak belirlenmesi gereken o gibi bir esik degeri hakkinda herhangi bir varsayimda
bulunmadan en uygun 6znitelikler kolaylikla secilebilir. Burada o esik degeri, son 6znitelik
veri kiimesine sifir agirlikli olmayan tiim 6znitelikleri dahil edebilmek amaciyla 0.02 olarak
belirlenmistir.

Bu galigmada, nihai 6znitelik veri kiimesi HCTSA yazilim paketinden elde edilen
toplam 32 istatistiksel Oznitelikten olugmaktadir. Bu oOznitelikler sirasiyla, ozniteligin
yazilim paketindeki numarasi, 6zniteligin adi ve Ozniteligin 6nem derecesi olacak sekilde
Tablo [A.1T]de listelenmistir. Segilen 6zniteliklerin igerigi ve dahil oldugu kategori detayl
olarak incelediginde, Oznitelik grubunun c¢ogunlugunu olasihk dagilimina dayal
yaklagimlar ve egri uydurma tabanli zaman serisi analizi yaklagimlar:i olusturmaktadir.
Buna ek olarak, "z-skor testi" ve "Pearson korelasyon katsayisinin carpikligi" gibi aykir:
deger analizinde yaygmn olarak karsilagilan bazi 6znitelikler de, en uygun Oznitelik veri

kiimesinde bulunmaktadir.

107



Tablo 4.10. SGD minimum bulma yéntemi ve gapraz gecerlilik boliitleme (Cross-validation Partition-CVP)
ortalama kaybi kullanarak en uygun A diizenlilestirme parametresinin belirlenmesi.

CVP CVP CVP CVP CVP Ortalama
Deneme )\

(€D) (2) (3) (4) (5) Kayip
1 0 0.1819  0.2004 0.1863 0.1839  0.1858 0.1877
2 0.0001 0.1621  0.2362 0.1722  0.1352  0.1589 0.1729
3 0.0003 0.1704 0.1831 0.2119 0.1704 0.1883 0.1848
4 0.0004 0.2063  0.1914  0.2804 0.1947  0.2498 0.2245
5 0.0005 0.1409  0.1338  0.2356  0.2056  0.2300 0.1892
6 0.0007  0.2287  0.1536  0.1703  0.1909  0.2633 0.2014
7 0.0008 0.1685 0.1543 0.1633 0.1512  0.1922 0.1659
8 0.0009 0.1480 0.1236 0.1261  0.2511  0.2018 0.1701
9 0.0011 0.1922  0.1786  0.1517  0.1262  0.2633 0.1824
10 0.0012 0.1115 0.0832 0.0704 0.0609  0.2063 0.1065
11 0.0013 0.1525 0.1965 0.1376  0.2165  0.1903 0.1787
12 0.0015 0.0685 0.1498 0.1101 0.0673  0.1236 0.1039
13 0.0016 0.1409 0.1223 0.0704 0.0775 0.0769 0.0976
14 0.0018 0.0615 0.0730 0.0736  0.0775  0.0820 0.0735
15 0.0019 0.0922  0.0787 0.1338 0.1153  0.1108 0.1062
16 0.0020 0.0955 0.0621  0.0711  0.0833  0.0826 0.0789
17 0.0022 0.0647 0.0691  0.1498  0.0717  0.1102 0.0931
18 0.0023 0.0762  0.0615 0.1396 0.0807  0.0666 0.0849
19 0.0024 0.0743 0.0595 0.0602 0.0871 0.0685 0.0699
20 0.0026 0.0955 0.1152 0.0762 0.0807  0.0871 0.0909

* Yerel minimum ¢oziim bulundu [fyilestirici: SGD, Iterasyon simiri=30 (her
bir deneme i¢in), Gradyan toleransi=1e-4, Hesse (Hessian) matrisi igin ge¢mis
arabelleginin boyutu=15, dogru iizerinde arama (line search) yontemi=weak
Wolfe].

Tablo 4.11. Oznitelik agirlik katsayisi dikkate alinarak belirlenen 6zelliklerin agiklamalari.

No Oznitelik Oznitelik . Oznitelik
Numarasi Adi Onem Derecesi
1 412 IN-AutoMutuallnfoStats-diff-20-kraskovI-4-amil 1.6180
2 960 ztest 1.3771
3 41 skewness-pearson 1.3569
4 3 harmonic-mean 1.3003
5 4127 SC-FluctAnal-2-dfa-50-2-logi-ssr 1.1384
6 87 propUnique 0.7774
7 932 DN-FitKernelSmoothraw-max 0.7438
8 4156 SC-Fluct Anal-2-dfa-50-3-logi-meanssr 0.7316
9 3887 MF-AR-~arcov-5-a4 0.7218
10 426 IN-AutoMutuallnfoStats-diff-20-kraskov1-4-amil5 0.7081
11 3245 DN-OutlierInclude-abs-001-nfexpa 0.6974
12 6511 WL-fBM-p2 0.6505
13 1454 SB-TransitionpAlphabet-40-1-maxdiagfexp-rmse 0.5916
14 3201 DN-CompareKSFit-ev-psy 0.5704
15 3878 MF-AR-arcov-4-a4 0.5166
16 3208 DN-CompareKSFit-uni-olapint 0.4921
17 258 CO-Histogram AMI-quantiles-5-2 0.4890
18 3870 MF-AR-arcov-3-a4 0.4744
19 7256 MF-armax-2-2-05-1-MA-1 0.4743
20 6561 MF-arfit-1-8-sbc-meanA 0.4682
21 4131 SC-FluctAnal-2-dfa-50-2-logi-ratsplitminerr 0.4613
22 3334 ST-LocalExtrema-150-minmax 0.3873
23 622 SY-SlidingWindow-ent-ent5-10 0.3527
24 1502 SB-TransitionpAlphabet-20-ac-stdeigfexp-b 0.3525
25 3869 MF-AR-arcov-3-a3 0.3513
26 6460 WL-coeffs-db3-2-mean-coeff 0.3314
27 624 SY-SlidingWindow-ent-ent10-2 0.2712
28 2209 SY-StdNthDerChange-rmse 0.2501
29 607 SY-SlidingWindow-ent-s5-1 0.2333
30 3247 DN-OutlierInclude-abs-001-nfexpc 0.2321
31 2674 PH-Walker-momentum-2-sw-propcross 0.2101
32 1263 CO-AddNoise-1-gaussian-first Under25 0.0669
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Tablo 4.12. DL ve Elephas kestiricisi model parametreleri.

Model Parametre Deger

Noron seyreltme orani 0.3
DL L2 diizenlilestirme 0.003

Yitim fonksiyonu kategorik ¢apraz entropi
Iyilestirici Adam
epok 100
Toptan (Batch) buytkligi 64
dogrulama orani 0.10
Tyilegtirici Adam

Elephas 14" Jiizenlilestirme 0.0003
Yitim fonksiyonu ikili capraz entropi
Calisma modu eszamanl
Performans metrigi dogruluk

4.2.2. Derin Ogrenme Modelinin Geleneksel Siiflandirma Modelleri ile

Kargilagtirilmasi ve Elde Edilen Bulgular

Bu boélimde oOnerilen DL modelinin  performansi toplam dokuz farkh
smiflandiricinin - performans1  ile 8 farkli degerlendirme 6lgiitii  dikkate alinarak
incelenmistir. Burada yalnizca bir simflandirici ve tiirevlerini kullanmak yerine, Apache
Spark cergevesi ile entegre simiflandiricilarin gesitliligini artirmak icin farkli dagitik
hesaplama platformlar1 birlikte kullanilmigtir. Her smiflandirici igin 6znitelik veri
kiimesindeki ornekler rastgele olacak sekilde egitim asamas: icin %80, test asamasi icin
%20 olacak sekilde alt kiimelere bolinmiis ve veri kimesinde varsayilan olarak
kayip-kagak orani %30 olarak belirlenmigtir. Ayrica ¢apraz gegerleme (cross validation)
yontemini destekleyen simflandiricilar (XGBoost, GBM) i¢in simmiflandirma sonuglar1 5-kat
capraz gecerleme kullanilarak dogrulanmigtir. Halihazirda herkese acik kayip-kagak veri
kiimeleri olmadigindan, kayip-kagak tespit yontemlerini kiyaslamak zordur [9]. Bu nedenle
bu caligmada kullanilan veri kiimesi FDI tabanli kayip-kacak senaryolar: dikkate alinarak
olugturulmus ve simflandiricilarin pratik uygulamalarina odaklanilmigtir.

Bu caligmada onerilen DL modelinin performans: geleneksel ve en ileri makine

ogrenmesi algoritmalarinin performans: ile kargilagtirilmigtir. Tablo [4.12] ve 4.13.[te

Onerilen DL modeli ve karsilagtirma agsamasinda kullanilan algoritmalarinin ortam
gereksinimleri ve model parametreleri verilmistir.

Onerilen DL modelinin performans karsilastirmasi Tablo te verilmisgtir. Burada
¢ogu smiflandiricinin dogrulugu %90’1n iizerindedir ve NB smiflandiricisi ¢ogu performans
metriginde en diigiik performansi gostermistir. Bunun nedeni ise NB yaklasiminmi kullanan
¢ogu smiflandiricr giiclii varsayimlarda bulunarak belirli bir 6zniteligin degerinin bagka bir
ozniteligin degerinden bagimsiz oldugu 6n kabuliinii yapmasidir. Ayrica Tablo [4.14]te, her
bir kriter i¢in en iyi performansi gosteren smiflandiricilarin dagilim istatistikleri farklilik
gostermektedir. Burada simiflandiricilar dogruluk, F} ve Kappa parametreleri dikkate
alinarak siralandiginda ise onerilen DL tabanli simiflandirici model en iyi performansa
sahiptir. Tablo [4.I14]Jte simflandiricilarin en yiiksek performans gosterdigi kriterlerdeki
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Tablo 4.13. Apache Spark ile entegre simflandiricilarin ortam gereksinimleri ve model parametreleri.

o Ortam Model
Dagitimer Gereksinimleri Smuflandiric: Parametreleri
SVM [161] Ref. [182]
Spark HDP 2.6.5 LR Ref. |183]
MLLib (Hadoop 2.7.3 RF [159) Ref. [184]
+Spark 2.3.2) DT |160| Ref. |185]
NB Ref. |186|
Keras 2.2.5 Sekil |3.17.
Elephas +Spark 2.3.2 DL [187) ve Tabllglélﬁlil
Java 7 veya sonrasi
HyOai HH203.20.0.1 GBM (162 Ref. [188]
' +Spark 2.3.1 XGBoost |164] Ref. [189]
+Sparkling Water 2.3.7
CatBoost 0.26
Yandex  +Python 3.6.8 CatBoost [166| Ref. [190]
+Jupyter notebook
Centos 7
+Python 3.6
MMLSpark +Jupyter notebook LightGBM [167) Ref. [191]
+Spark 2.4.7

+Hadoop 3.1.2

Tablo 4.14. FDI tabanh kayip-kacak uygulamalar: i¢in 6nerilen DL modelin geleneksel ve en ileri simiflandiricilar
ile kargilagtirilmasi.

Performans Metrigi*

Siniflandirici Dogruluk Duyarllllk ('jz iilliik Kesinlik FPR F]_ MCC Kappa
1) (@) 1) @) ) (@) @) (1)
DL 0.973 0.939 0.989 0.958 0.010 0.948 0.940 0.892
XGBoost 0.972 0.972 0.995 0.924 0.005 0.942 0.936 0.888
CatBoost 0.972 0.909 0.985 0.984 0.014 0.931 0.930 0.885
LightGBM 0.971 0.925 0.986 0.983 0.013 0.945 0.940 0.882
GBM 0.969 0.979 0.994 0.920 0.005 0.940 0.935 0.876
SVM 0.967 0.908 0.985 0.967 0.014 0.927 0.922 0.865
LR 0.965 0.918 0.985 0.961 0.014 0.931 0.925 0.858
RF 0.946 0.848 0.973 0.984 0.027 0.846 0.843 0.779
DT 0.943 0.860 0.975 0.924 0.024 0.884 0.870 0.768
NB 0.872 0.632 0.938 0.943 0.062 0.677 0.666 0.480

* (1) : Daha biiyiik deger daha iyidir. ({) : Daha kiigiik deger daha iyidir.

onemli degerler, kalin ve siyah renkli olarak vurgulanmistir. Bu calismada en yiiksek
dogruluga sahip ilk dort smmiflandirici, farkli kayip-kagak oranlarinda smiflandiricilarin
performansini incelemek tizere Boliim [.2.3Jte kullanilmigtar.

Tablo [4.14]de GBM ve XGBoost siniflandiricilar: en diigitk FPR oranlarima sahiptir
ve Apache Spark cercevesiyle HoO.ai entegrasyonu sayesinde tiim boosting algoritmalar
igerisindeki kurulumu ve kullanimi en kolay olamidir. Ayrica XGBoost simiflandiricisi 7.9
saniye ile boosting yontemleri arasinda en hizli egitim siiresine sahiptir. Burada diger iic
siniflandiricinin egitim siiresi sirasiyla 13.4 saniye ile CatBoost, 19.6 saniye ile Light GBM
ve 100 epok icin 100.5 saniye ile 6nerilen DL modelidir. Apache Spark cergevesi ile
entegrasyon icin en fazla ek yapilandirma adimlarini gerektiren siniflandirici, Light GBM,
dagitim girketlerinin giinliik operasyonel faaliyetleri i¢in kullanilabilecek ikinci umut verici
¢oziimdiir. Tablo [{.14]de, LightGBM nin varsayilan parametreleri dengesiz kayip-kacak

veri kiimeleri igin kabul edilebilir ve rekabetgi sonucglar iiretmistir. Ayrica, CatBoost
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Tablo 4.15. Farkli kayip-kacak oranlari i¢in 6nerilen DL modeli ile boosting tabanh siniflandiricilarinin
performansi.

Performans Metrigi*

Kayip Model

Orani Dogruluk Duyarlibk Ozgiilliik Kesinlik FPR Fy MCC Kappa
%T) (@) %T) (@) @) (1) @) )

<%3 DL 0.995 0.836 0.981 0.821 0.019 NaN 0.815 0.982
0> XGBoost 0.996 0.816 0.981 0.856 0.019 NaN 0.825 0.985
CatBoost 0.991 0.724 0.974 0.880 0.026 0.756 0.761 0.964

Light GBM ) ) ] ) )
%35 DL 0.990 0.819 0.980 0.844 0.019 0.828 0.815 0.962
© XGBoost 0.989 0.877 0.976 0.998 0.024 0.899 0.903 0.958
CatBoost 0.987 0.817 0.960 0.954 0.039 0.824 0.821 0.947
LightGBM (993 0.870 0.974 0.999 0.025 0.890 0.894 0.970
DL 0.984 0.881 0.981 0.938 0.018 0.903 0.894 0.935
%5-10 XGBoost 0.990 0.874 0.985 0.993 0.015 0.890 0.900 0.960
CatBoost 0.994 0.925 0.991 0.991 0.009 0.948 0.948 0.978
LightGBM _ (9ss 0.882 0.984 0.952 0.016 0.903 0.900 0.951
DL 0.981 0.898 0.986 0.956 0.014 0.922 0.915 0.924
%10-20 XGBoost 0.976 0.879 0.983 0.952 0.016 0.898 0.896 0.905
CatBoost 0.977 0.863 0.979 0.983 0.021 0.882 0.887 0.905
Light GBM 0.975 0.896 0.980 0.984 0.019 0.918 0.917 0.901
0.973 0.939 0.989 0.958 0.010 0.948 0.940 0.892
%20-30 XGBoost 0.972 0.972 0.994 0.924 0.005 0.942 0.936 0.888
CatBoost 0.971 0.909 0.985 0.984 0.014 0.931 0.930 0.885
LightGBM 971 0.925 0.986 0.984 0.013 0.945 0.940 0.882

*

(1) : Daha biiyiik deger daha iyidir. (}) : Daha kiigiik deger daha iyidir.

simiflandiricisy, duyarlilik parametresi diginda LightGBM simiflandiricisina yakin sonuclar
iiretmigtir. Son olarak, GBM ve RF simmiflandiricilart sirasiyla 0.979 ve 0.984 ile duyarlilik

ve kesinlik metriklerinde iyi performans gostermistir.

4.2.3. Kayip-Kagak Veri Kiimesindeki Sinif Dengesizligi ve Degerlendirme

Olgiitlerinin Yorumlanmasi

Kayip-kagak veri kiimelerindeki sinif dengesizligi, her sinif igin garpik bir olasilik
dagilimina neden oldugundan siniflandiricilar azinlikta olan gruplar: ana sinifa dahil etme
egilimindedir.  Ayrica, degerlendirme metrikleri siniflandiricilarin yamltici sonuglarim
dogru bir sekilde gostermeyebilir ve bu da sonuclarin farkli yorumlanmasima yol
acmaktadir. Farkli kayip-kacak oranlar: i¢in secgilen dort siniflandiricinin sonuglart Tablo
[4.15]te verilmigtir. Burada kayip-kacak orani, degistirilmis yiik profillerinin sayisinin, veri
kiimelerindeki toplam yiik profili sayisina oramimi ifade etmektedir. Bu calismada
kullanilan veri kiimelerindeki kayip-kagak oranlar (<%3, %3-5, %5-10, %10-20, %20-30),
veri kiimelerine sonradan dahil edilen ve rastgele secilen fazladan 210, 390, 750, 1500 ve
3000 degistirilmig yiik profilini temsil etmektedir. Kayip-kacak veri kiimelerinde yer alan
gercek yiik profili (Real Load Profile-RLP) sayis1 ise 7807’dir.

Tablo [4.15]te gosterildigi tizere, tiim kayip-kacak oranlar igin tercih edilebilecek tek
bir nihai simflandirici bulunmamaktadir. Ancak, CatBoost ve DL simiflandiricilar: genel
olarak sirasiyla %5-10 ve %10-20 NTL oranlar igin iyi performans gostermisgtir. Ayrica,
dogruluk metrigi segilen doért smiflandiricinin farkli  kayip-kagak oranlarindaki
performansini dogru bir sekilde yansitmamaktadir. Bu olgu, siif dengesizliginin oldugu

kayip-kacak uygulamalarimin yeterince ele alinmamig bir sorunudur [9]. Bdyle bir
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FDI1| 65 1|32 FDI1| 54 47
‘E FDI2 98 | 1 1 € FDI2 % | 4 | 1
? FDI3 1|71 9 FDI3 94
X X
@ FDI4 108 aé FDI4 106
@ FDI5 101 @ FDIS 104
FDI6| 2 91 | 2 FDI6 101 1
RLP| 14 1 2 RLP| 7 1570
NN RPN I RN NS NI R N N
Tahmin Edilen Sinif Tahmin Edilen Sinif
CatBoost LightGBM
FDI1| 42 53 FDI1| 60 56
E FDI2 89 | 2 S FDI2 95 | 3 1
9 FDI3 86 | 1 » EDI3 26
X X
@FDM 1 |86 1 &FDM 100
o FDI5 2 92 8 FDI5 109
FDI6 104 FDI6 107
RLP i 1605 RLP| 3 1549
NI i N N NP IR EPN i N N
CE L L & CE L &L &
Tahmin Edilen Sinif Tahmin Edilen Sinif

Sekil 4.10. Onerilen DL modelinin ve segilen ii¢ siniflandiricinin %20-30 kayip-kacak oranindaki hata matrisleri
[181].

durumda, FDI 6rneklerinin RLP smifina dahil olup olmadigini anlamak i¢in FPR metrigi
kullanilabilir. Bu ¢alismada kayip-kacak orani azaldikca, test veri kiimelerinde daha fazla
FDI 6rnegi RLP olarak etiketlendiginden FPR degerinin arttig1 gozlenmistir.

Onerilen DL modeli ile boosting tabanli smiflandiricilarin %20-30% kayip-kacak
oranindaki hata matrisi Sekil £.10]da verilmistir. Burada doért smmiflandiricinin tiimiiniin
FDI1 o6rneklerinin ¢ogunu yanhg bir sekilde RLP olarak etiketlemesinin bir nedeni,

degistirilmis yiik profillerinin de daha diisiik bir tiiketim seviyesinde RLP’ye benzemesidir.

Bu caligmada simif dengesizligi problemi giinliik olarak trafo seviyesinde de detayh
olarak incelenmigtir. Bu senaryoda, 2019 yili i¢in rastgele 10 giin se¢ilmis ve ardindan
rastgele secilen herhangi bir tiiketicinin karsilik gelen giiniine rastgele secilmis bir FDI
saldiris1 uygulanmigtir. Veri kiimesinde, secilen 10 giin i¢in toplam 10 adet FDI yiik profili
ve 266 adet RLP bulunmaktadir. Bu uygulamadaki veri kiimesinde sinif dagilimi oldukga
dengesizdir (highly imbalanced) ve trafo seviyesinde her gin i¢in yalmizca bir FDI yiik
profili bulunmaktadir. Bu 6rnekler 6nerilen DL modelinin egitim ve test veri kiimelerinden
tamamen cikarilarak ayri sekilde test edilmigtir. Daha sonra bu oldukca dengesiz veri
kiimesi {izerinde DL smiflandiricinin  performans: incelenmigtir. Onerilen DL
siniflandiricisy, toplam 276 ornekten biri FDI ve biri RLP olan toplam 2 6rnegi yanlig
simiflandirmigtir. Trafo seviyesinde gerceklegtirilen kayip-kacak uygulamasi Sekil ve
Sekil A.12]de gosterilmektedir.

Sekil [4.12]de, her bir tiiketici bir say1 ile temsil edilmis ve simiflandirma agamasinda
kullanlan istatistiksel oznitelikler, daha once Bolim [:2.1]de agiklanan en uygun
ozniteliklerdir. Sekil [f.12]de gosterildigi tizere, siyah dikdortgen kutu igerisine alinan
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tiikketicinin yiik profili, FDI4 tabanli bir kayip-kacak senaryosunu temsil etmektedir ve
kalan diger tiiketicilerin yiik profilleri ise normaldir. Trafo seviyesinde 6l¢iim alan gézlemci
saya¢ ile FDI4 tabanli kayip-kacak uygulamasinin neden oldugu akilli sayag¢ toplam
olgiimii arasidaki fark, Sekil [4.11]de verilmistir.

4.2.4. Kayip-Kagak Veri Kiimesinin Veri Kalitesi, Yanlilik ve Ortak Degisken

Kaymas1 Sorunlarinin Incelenmesi

Kayip-kacak tespiti uygulamalarindaki veri kalitesi sorunu, genellikle yanlis
etiketlenmis veya eksik kaydedilmis durum bilgisinden kaynaklanmaktadir. Bu calismada
titketiciyi tanimlayan statik sayag verileri (6rnegin; sayag¢ tipi, baglant1 tipi, tarife
kategorisi) kullanilmamigtir. Bunun yerine, Diyarbakir ilinde belirlenen bir trafo istasyonu
ve bu trafo istasyonuna bagl tiiketicileri iceren bir pilot bolgedeki saatlik akilli sayac
Olctimleri kullanilmigtir. Bu pilot alanda, rastgele secilmis tiiketicilerin akilli sayag verisine
farkli FDI saldir1 senaryolar: uygulanmigtir.

Akill sayag ol¢imleri ile gozlem sayag Ol¢imleri arasindaki zaman senkronizasyonu
sorunu ve bu oOl¢limler arasindaki tutarsiz bosluklar, sehrin dagitim hatti seviyesindeki
altyapt sorunlarindan kaynaklanmaktadir. Bu eksikliklerin ortadan kaldirildig:
varsayildiginda, onerilen saglam istatistiksel 6znitelikler ve Biiyiik Veri analitigi ile entegre
DL modeli, gsehir diizeyinde kullanilabilecek yaygin bir uygulama potansiyeline sahiptir.

Veri kalitesi sorunu ayni zamanda belirli bir zaman araliginda kaydedilen
kullanilabilir veri miktariyla da iligkilidir. Kayip-kagak veri kiimesinde, veri
kullanilabilirligi 2019 i¢in yaklagik %70’dir ve trafo istasyonuna bagh 31 tiiketiciden 3
tanesi cok diigiik tiiketim seviyelerine sahip oldugundan istatistiksel 6znitelik ¢ikarma ve
smiflandirma iglemlerine dahil edilmemistir.

Ortak degisken kaymasi, farkli dagilimlara sahip egitim ve test veri kiimelerinde
meydana gelen ornekleme yanliligim ifade etmektedir. [192], [193]. Bu calismada, temel
FDI tabanli kayip-kagak senaryolarinin matematiksel formiilleri belli oldugu icin veri
kiimesinde yeterli FDI 6rnekleri olusturulabilmigtir. Ayrica bu galismada, kosullu GAN

gibi tretken modeller kullanarak da bu érnekleri olugturmak miimkiindiir [194].
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5. SONUCLAR

Son yillarda, akilli gebeke kavraminin hayatimiza girmesiyle birlikte elektrik
enerjisinin iletimi ve dagitimi alaninda biiyiik teknolojik gelismeler meydana gelmistir. Bu
gelismelerle birlikte tasarimcilar, ayn1 zamanda birgok zorlukla da karsi karsiya kalmig ve
bu zorluklarin tistesinden gelmek igin yeni araglar ve yaklagimlar ortaya koymugtur. Akill
sebekede AMI sistemler bu yeni teknolojik araglara Ornek olarak gosterilebilir.
Giliniimiizde elektronik, otomasyon, iletigsim ve veri igleme alanlarindaki yenilikler ve
gelismeler sayesinde tiiketicilerden gercek zamanli olarak veri temin edebilen, verileri
iletebilen ve gii¢ akigini yiik merkezlerinden iletilen geri bildirimleri dikkate alarak
belirleyebilen bir altyapi hayata gecirilmektedir. Bu sayede merkeziyetsiz, yenilenebilir
enerji kaynaklarini kullanan ve enerji verimliligini oncelikli bir konumda degerlendiren
iletim ve dagitim sistemlerinin gelistirilmesi mimkin olabilmektedir.

AMI sistemler o6zellikle, planlama ve performans optimizasyonu amaciyla DSO’lar
veya kamu kuruluslar igin sebekenin durumu hakkinda ilk elden bilgiye sahip olmalarna
katki saglamaktadir. Ayrica AMI sistemlerden elde edilen veriler, hem tiiketici hem de
saglayici tarafinda tiiketimin diizenlenmesine yardimci olmaktadir. AMI tarafindan
saglanan teshis ve geri bildirim araclari ise, gelecek dénem yiik planlamasi, tiiketici
segmentasyonu, siber veya fiziksel saldirilarin tespiti gibi yiizlerce uygulama sayesinde
milyonlarca lira tasarruf saglayabilir.

Bu tez calismasinda, AMI sistemler icin kisa dénemli yik tahmini ve FDI tabanh
kayip-kacak tespiti uygulamasi gergeklestirilerek  Biiyik Veri teknolojilerinin
uygulanabilirligi aragtirilmigtir. Bu kapsamda gelistirilen tahmin ve simiflandirica
modellerinin performansi gercek akilli sayac veri kiimeleri tizerinde test edilmigtir. Tez
kapsaminda geligtirilen tahmin ve siiflandirici modellerden elde edilen sonucglar iki alt
basglikta asagida 6zetlenmigtir.

Kisa donemli yiik tahmini i¢in 6nerilen hibrit DL modelinden elde edilen
bulgular: Son yillarda, tiiketici ylik profillerinin kullamildigi kisa dénemli yiik tahmini,
akilli sebekede kararli, giivenilir ve surdiiriilebilir bir sistem tasarimi olusturmak igin
oldukca sik tercih edilen bir uygulama haline gelmistir. Bu tez calismasinda gelistirilen
CNN-BLSTM tabanl hibrit DL modeli tiiketici seviyesinde kisa dénemli tahmin sonuglar:
iiretmektedir. Onerilen kisa dénemli yiik tahmin modeli gelismis veri 6n isleme yéntemleri
ile CNN-BLSTM modelinin birlikte kullanildigr bir yapida tasarlanmigtir. Veri 6n igleme
asamasinda yiik profillerine yogunluk tabanli aykirilik analizi uygulanarak tahmin
sonuclar1 tizerindeki etkisi incelenmistir. Bu calismada gelistirilen hibrit DL modeli hem
gercek hem de halka agik akilli sayag veri kiimelerine uygulanmigtir. Yogunluk tabanh

aykirilik analizi agsamasinda elde edilen sonuclar asagida maddeler halinde aciklanmigtir:

e Metrik olmayan MDS algoritmasindan DEPSAS ve SGSC veri kiimeleri i¢in elde
edilen ortalama stres degeri sirasiyla 0.2249 ve 0.2742’dir. Bu degerlerden tiketicilerin

yiik profillerinin MDS koordinasyonlarinin daginik bir 6znitelik uzayini temsil ettigi



sonucu ¢ikarilabilir.

e Her iki akilli sayag veri kiimesi i¢cin DBSCAN algoritmasinin epsilon ve minpts
parametreleri  optimize edilerek sonuglar detayli olarak Bolim [4.I.2]de
agiklanmigtir. Burada, en uygun minpts degeri SGSC veri kiimesinin % 93.441 i¢in
1 veya 2'dir ve epsilon degeri Ek-3'de yer alan Sekil [5.1]deki karar agaci yapisi

kullanilarak belirlenebilmektedir.

e DBSCAN parametre optimizasyonu sonrasinda elde edilen RMSSTD kiimeleme
indeks degeri DEPSAS ve SGSC veri kiimeleri i¢in ortalama 0.2338 ve 0.3678 olarak
hesaplanmigtir. Bu caligmada RMSSTD indeksi ayni zamanda bir maliyet
fonksiyonu olarak da kullanildigi igin geleneksel yaklagimda kullanilan dirsek
noktasy’nin (elbow point) belirlenmesi optimizasyon asamasida zorluklara neden
olmaktadir. Ayrica, her bir tiiketici i¢in gergeklestirilen optimizasyon iglemlerindeki
her bir epok’tan elde edilen RMSSTD indeks degeri artan degerden azalan degere
dogru siralansa dahi, ¢ogu durumda geleneksel yaklagimdakine benzer belirgin bir

dirsek noktas: belirlenememistir.

e Yogunluk tabanl aykirilik analizi igslemi sonrasinda elde edilen ortalama kiime sayisi
DEPSAS ve SGSC veri kiimeleri i¢in sirasiyla 15 ve 20’dir. Her iki veri kiimesinden

elde edilen maksimum kiime sayisi ise 41 ve 66 olarak hesaplanmigtir.

e« DEPSAS veri kiimesinde olagan digi giinliik yiik profili olarak etiketlenen 6rneklerin
yiuzdesi % 8 ile % 12 arasinda degismektedir. SGSC veri kiimesinde yer alan
tiiketicilerin ise yaklagik % 41.39’luk kismi igin ortalama aykiri deger oram1 % 11 ile
% 13 arasinda degigmektedir. SGSC veri kiimesinde geriye kalan % 58.61°lik kisim

i¢in elde edilen aykir1 deger orani ise % 10’dan daha kiigiiktiir.

Kisa donemli yiik tahmini igin hibrit DL modelinden elde edilen sonucglar ve

performans degerlendirmesi agagida maddeler halinde agiklanmigtir:

« Onerilen hibrit DL modeli DEPSAS veri kiimesi icin ortalama % 36.748’lik bir MAPE
degeriyle tiiketici seviyesinde kisa donemli yiik tahmini gergeklestirmektedir. Tahmin
performansi kargilagtirmasinda kullanilan RMSE, NRMSE VE MAE metrikleri igin
elde edilen ortalama degerler ise sirasiyla 0.108, % 55.432, 0.058’dir.

e Onerilen hibrit DL modeli SGSC veri kiimesi icin ise ortalama % 33.47771ik bir
MAPE degeriyle tahmin sonucu iretmigtir. Tahmin performans: karsilagtirmasinda
kullanilan RMSE, NRMSE, MAE metrikleri i¢in elde edilen ortalama degerler ise
sirasiyla 0.114, % 46.234, 0.074’dir.

e Bu tez ¢calismasinda her iki veri kiimesi icin veri kullanilabilirligi dikkate alinarak iki
farkli senaryo analiz edilmigtir. DEPSAS veri kiimesi i¢in belirlenen en uygun aralik
1 Nisan 2018 ile 31 Agustos 2018, SGSC veri kiimesi i¢in ise 23-31 Agustos 2013
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tarihleri arasinda kalan zaman dilimidir. Bu tarih araliklarinda hibrit DL modeli
kullanilarak DEPSAS veri kiimesinde yer alan mesken tiiketicileri i¢in % 33.736,
ticarethane tiiketicileri i¢in ise % 27.374’lik bir MAPE degeri elde edilmigtir. SGSC
veri kiimesi i¢in hesaplanan MAPE degeri ise % 31.481’dir.

o Aykiriik analizinin tahmin modeline dahil edilmesi egitim, dogrulama ve test
agamasinda elde edilen hata degerlerinin azaltmigtir. DEPSAS veri kiimesi igin test
agamasinda hesaplanan NRMSE ve MAPE degerlerinde sirasiyla % 7 ve % 5’lik bir

azalma, SGSC veri kiimesinde ise % 5 ve % 3’liikk bir azalma gozlenmistir.

o Onerilen hibrit DL modeli, gercek veri kiimeleri iizerinde uygulanabilir ¢oziimler
iretebilen ve uygulamaya bagli olarak yeniden diizenlenebilen esnek bir cerceveye
sahiptir. Ayrica, tam veri temininin zor oldugu veya veri gizliligi nedeniyle daha az

ozniteligin kullanilmasini gerektiren durumlar i¢cin makul bir segenektir.

e Bu calismada Onerilen hibrit DL modeli literatiir dikkate alinarak farkli kriterlere
gore degerlendirilmistir. Onerilen model, geleneksel tahmin modellerinden daha
diigiik hata oranlariyla kisa dénemli yiik tahmini gercgeklegtirebilmektedir. Elde
edilen sonuglar dikkate alindiginda, Onerilen yontem, DEPSAS veri kiimesinin
%72’si i¢in ve SGSC veri kiimesinin %69.78’lik kismi icin MAPE degerlerini farklh

oranlarda azaltmigtir.

e Onerilen hibrit DL modeli CNN-BLSTM ile entegre calisan veri 6n isleme
yontemleri, saglam (robust) yiik tahmin modelleri olusturabilmek amaciyla birlikte
kullanilmaktadir. Onerilen cerceve, akilli sehir veya akilli sebeke uygulamalarinda
ag smirinda bilisim ya da MapReduce gibi dagitik hesaplama yaklagimlar

kullanilarak olgeklendirilebilir.

Kayip-kacak smiflandirma uygulamasi i¢cin 6nerilen DL modelinden elde
edilen bulgular: Son yillarda, Diinya ¢apinda elektrik hirsizliginin artmasiyla birlikte akill
sebekede kayip-kagak tespiti 6nemli bir konu haline gelmigtir. Akilli gebekede hem fiziksel
hem de siber girisimler yoluyla yasadigi olarak elektrik tiiketimine yoOnelik bircok tehdit
bulunmaktadir. Bu tez caligmasinda, AMI sistemlerin siber saldirilar yoluyla manipiile
edildigi FDI tabanli kayip-kacak uygulamalar: incelenmistir. Ayrica, istatistiksel 6znitelik
gikarimi ve simiflandirma iglemleri i¢in Biiyiik Veri analitigi ile entegre yeni bir cerceve
Onerilmistir.

Onerilen cerceve, kayip-kacak tespiti icin kullanilabilecek saglam istatistiksel
oznitelik ¢ikarimini modelleyebilmek icin c¢esitli makine 6grenmesi, DL ve paralel
hesaplama kiitiiphanelerinden yararlanmaktadir.  Bu tez calismasindan elde edilen
istatistiksel ~Oznitelikler, fiziksel saya¢ midehalelerine dayali kayip-kacak tespit
uygulamalarinda da kullamlabilir. Oznitelik 6grenme asamasinda, HCTSA yazilim paketi
ve komguluk bilegen analizi 6znitelik segme algoritmasi birlikte kullanilarak iki ardigik veri

on igleme siireci birlegtirilmigtir. Ayrica, Apache Spark gergevesinin déniigiim ve eylem
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ozelliklerinden de yararlanilmaktadir. Son agamada ise, tez caligmasi kapsaminda 6nerilen

istatistiksel 6znitelikler sitmiflandirma uygulamasinda kullanilmistir.

Kayip-kacak tahmini i¢in 6nerilen DL modelinden ve performans karsilagtirmasinda

kullanilan makine 6grenmesi yontemlerinden edilen sonuclar ve genel degerlendirmeler

asagida maddeler halinde agiklanmigtir:

Kayip-kacak siniflandirma uygulamasinda kullanilan sismflandiricilarin ¢ogunlugunun

dogrulugu % 90 " tizerindedir.

Onerilen DL modeli, dogruluk, F; ve Kappa parametreleri dikkate alinarak
siralandiginda en iyi performansi gostermigtir. Ayrica, DL modeli Apache Spark
tabanli dagitik hesaplama secenegi kullanilarak egitilmistir. Bu islem 6zellikle akilli
sehir uygulamalarinda birgok parametrenin dikkate alindigi durumlar igin oldukga

kritir bir asamadar.

GBM ve XGBoost sinmiflandirict modelleri ise FPR metrigi dikkate alindiginda en iyi
performansi gostermislerdir. Ayrica, Apache Spark gergevesiyle HyO.ai entegrasyonu
sayesinde tiim boosting algoritmalar: icerisindeki kurulumu ve kullanimi en kolay

olamdar.

Bu calismada en yiiksek dogruluga sahip ilk dort smmiflandirici model, farkh
kayip-kacak oranlarinda test edilmek iizere secilmistir. Karsilagtirma agsamasinda
kullanilan smiflandirici modeller ise sirasiyla oOnerilen DL modeli, XGBoost,

CatBoost ve Light GBM’dir.

XGBoost simiflandirict model, 7.9 saniye ile boosting yontemleri arasindaki en diiglik
egitim siiresine sahiptir. Burada diger ii¢ simiflandiricinin egitim siiresi sirasiyla 13.4
saniye ile CatBoost, 19.6 saniye ile Light GBM ve 100 epok i¢in 100.5 saniye ile 6nerilen
DL modelidir.

Apache Spark cergevesi ile entegrasyon agamasinda en fazla ek yapilandirma ayarlar
gerektiren smiflandirici Light GBM algoritmasi olmugtur. LightGBM algoritmasi,
elde edilen sonuclar dikkate alindiginda dagitim sgirketlerinin giinliik operasyonel
faaliyetleri i¢in kullamilabilme potansiyeline sahiptir. LightGBM algoritmasinin
varsayilan parametreleri sinif dengesizliginin yiiksek oldugu kayip-kacgak senaryolar:

icin kabul edilebilir ve rekabet¢i sonuclar iiretmistir.

CatBoost smiflandiricisi, duyarlilik parametresi disinda Light GBM simiflandiricisina
yakin sonuglar iiretmigtir. GBM ve RF smiflandiricilar sirasiyla 0.979 ve 0.984 ile

duyarlhilik ve kesinlik performans metriklerinde iyi performans gostermisgtir.

Kayip-kacak veri kiimelerindeki sinif dengesizligi, her sinifa ait 6érnekler icin carpik
bir olasiliksal dagilima neden olmaktadir. Bu durumda ise performans degerlendirme
metrikleri, simiflandiricilarin azinlikta olan simiflari ana sinifa dahil etme egilimini

dogru bir gekilde ifade edememektedir.
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e Bu tez caligmasinda kayip-kagak veri kiimelerindeki sinif dengesizligi problemleri
ayrintili bir sekilde incelenmistir. Bu c¢alismada kullanilan veri kiimelerindeki
kayip-kagak oranlart (<%3, %3-5, %5-10, %10-20, %20-30), gercek hayatta

karsilagilan durumlar dikkate alinarak olusturulmustur.

e Onerilen DL modeli tiim kayip-kacak oranlari icin en iyi performansi gdéstermese de,
genel olarak %10-20 ve %20-30 kayip-kagak oranlar1 i¢in performans metriklerinde en

iyl sonucu uretmistir.

e Bu calisgmada dogruluk metrigi, oOnerilen DL modeli dahil secilen dort
siiflandiricimin farkli kayip-kacak oranlarindaki performansini dogru bir gekilde
yansitmamaktadir. Bdyle bir durumda, kayip-kagak senaryolarindan elde edilen
orneklerinin gergek durum smifina dahil olup olmadigini anlamak i¢in FPR metrigi

kullanilabilir.

e Bu calismada sinif dengesizligi problemi giinliik olarak trafo seviyesinde de detayl
olarak incelenmistir. Onerilen DL modeli, yiiksek smif dengesizliginin bulundugu
kayip-kagak uygulamalarinda kararlh ve hizli sonuglar tiretebilmektedir. Yiiksek siif
dengesizligine sahip durum senaryolarinda elde edilen istatistiksel 6znitelikler genel
modelinin egitim ve dogrulama agamalarinda meydana gelen agir1 uyumlama

probleminin ¢6ztimine katk: saglamaktadir.

Bu ¢ahgmada tiiketiciyi tamimlayan statik sayag verileri (6rnegin; sayag tipi, baglanti
tipi, tarife kategorisi) yerine, Diyarbakir ilinde belirlenen bir trafo istasyonu ve bu trafo
istasyonuna baglh tiiketicileri igeren bir pilot boélgedeki saatlik akilli sayac Olgiimleri
kullanilmigtir. Belirlenen pilot bolgede, rastgele segilmis tiiketicilerin akilli sayag verisine
farkli FDI saldir1 senaryolar: uygulanmustir. Onerilen saglam istatistiksel 6znitelikler ve
Biiytiik Veri analitigi ile entegre DL modeli, akilli sayac Olgiimleri ile gozlem sayag
Olctimleri arasinda zaman senkronizasyonu problemi ortadan kaldirildiginda, sehir
diizeyinde kullanilabilecek yaygin bir uygulama potansiyeline sahiptir. Ayrica Apache
Spark’in yonlendirilmis dongiisel olmayan grafik yapisi, sunulan iglerin yiiriitme planini
optimize ederken, bagimsiz uygulamalara kiyasla hem 6grenme siirecini hem de en uygun
¢ozlimlere yakinsamay: hizlandirdign gozlenmistir. Biiyiik Veri ile entegre DL yaklagimai,
hesaplama gereksinimleri ve hesaplama yiikiiniin paylagtirilmasi agisindan daha zorlu olsa
da, en iyi geleneksel makine 6grenmesi modellerinden 6nemli 6l¢iide daha iyi performans

gostermistir.
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GELECEK CALISMALAR VE ONERILER

Bu tez caligmasindan elde edilen bulgular dikkate alinarak gelecek caligmalar icin

gercgeklestirilmesi planlanan uygulamalara ait bilgiler agagida listelenmistir:

o Bu tez calisgmasinda gelistirilen kisa dénemli yiik tahmin modeli hem halka acik akilli
sayag veri kiimesinde hem de yerel bir dagitim sirketinden temin edilen akilli sayac
veri kiimesinde test edilmistir. Her ne kadar halka acik veri kiimeleri gelistirilen
tahmin modellerinin performans karsilagtirmasinda daha nesnel bir kiyaslama imkani
saglasa da, elektrik tiiketim davraniglar cografi konumla, meteorolojik parametrelerle
ve toplumsal tiiketim davraniglariyla iligkili oldugundan iilkemizde de halka agik akilli
sayag veri klimelerinin paylagilmasi bolgesel yiik tahmin uygulamalari i¢in énem arz

etmektedir.

e Onerilen yogunluk tabanli aykirihk analizi ile kisa doénemli yiik tahmini
uygulamasimin tiiketiciler igin GUI veya agk kaynak kodunun olugturulmasi
hedeflenmektedir.  Ayrica, Onerilen hibrit derin 6grenme modelinin akilli sayag
donanim ekipmanlari ve ag smirinda bilisim teknolojileri kullanilarak dagitik

hesaplama paradigmasiyla entegre olmasinin saglanmasi hedeflenmektedir.

e Akilli saya¢ veri kiimelerinin kullanmildigi yiitk tahmini uygulamalarinda 6l¢iim
alinamayan durumlarla siklikla kargilagilmaktadir.  Geleneksel veri 6n igleme
stirecinde bu durum ya eksik verilerin oldugu 6rneklerin veri kiimelerinden tamamen
cikarilmasiyla ya da  veri yakigtirma  yaklagimlarinin = kullanilmasiyla
¢ozimlenmektedir. Bu durum dikkate alinarak, gelecekteki uygulamalarda eksik
verinin oldugu senaryolarda da egitimini siirdiirebilen hibrit derin 6grenme

modellerinin gelistirilmesi planlanmaktadir.

o Kayip-kacak uygulamasinda gelistirilen derin 6grenme tabanl siniflandirici, segilen
bir trafo merkezine ve bu trafo merkezine baglh tiiketicilerin akilli sayag¢ veri
kiimelerinde test edilmigtir.  Gelecekteki uygulamalarda farkli saya¢ miidehale
uygulamalarmmin  sehir dagitim hatti  seviyesindeki etkilerinin  incelenmesi
planlanmaktadir. Aym zamanda, kayip-kacak tespitinin etkin ve hizli bir gekilde
tespit edilebilmesi amaciyla AMI sistemlerle entegre bir erken uyari sisteminin

gelistirilmesi hedeflenmektedir.

o Kayip-kacak tespitinde kullanilabilecek istatistiksel oOzniteliklerin arastirilmasi ve
Biiytik Veri analitigi ile 6znitelik belirleme siirecinin tasarimina devam edilecektir.
Bu c¢aligmada, 6znitelik ¢cikarma ve se¢me siirecinde meydana gelen gecikmenin ¢ogu
farkli programlama dilleri ve ek arayiizler arasindaki iletisimden kaynaklanmaktadir.
Bu yiizden farkli programlama dilleri arasindaki bu gecikmeyi ve karmagiklig
azaltmak amaciyla, Spark SQL kullanici tamimlh fonksiyonlar (User Defined

Functions-UDF) kullanilarak ortadan kaldirilmas: planlanmaktadir.
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Tablo 5.1. TSE ve IEC tarafindan belirlenen akilli sayag tasarim ve tretim standartlar:

TSE VE IEC TARAFINDAN BELIRLENEN AKILLI SAYAC TASARIM VE

.
.

URETIM STANDARTLARI

EKLER
EK-1




EK-2: LINUX ISLETIM SISTEMINE APACHE HADOOP VE APACHE SPARK
KURULUMU

Centos 7 igletim sistemine Apache Hadoop 3.1.2 paketinin indirilmesi ve diizenlenmesi:

$ wget https://archive.apache.org/dist/hadoop/common/hadoop-3.1.2/
hadoop-3.1.2.tar.gz

$ tar -xvzf hadoop-3.1.2.tar.gz

$ sudo mkdir /usr/local/hadoop

$ mv hadoop-3.1.2 /usr/local/hadoop

$ chown -R root /usr/local/hadoop

$ cd /usr/local/hadoop/hadoop-3.1.2

Isletim sistemindeki .bashrc dosyasinda gerekli diizenlemelerin yapilmas: :

$ sudo nano ~/.bashrc

$ source ~/.bashrc

$ echo $HADOOP_HOME

$ cd $HADOOP_HOME/etc/hadoop

$ readlink -f /usr/bin/java | sed "s:bin/java::"

$ sudo nano hadoop-env.sh
Namenode ve Datanode sunucularinin dosya dizinlerinin olugturulmasi :

$ mkdir /usr/local/hadoop/hadoop-3.1.2/hdir/namenode
$ mkdir /usr/local/hadoop/hadoop-3.1.2/hdir/datanode

Apache Hadoop’un konfigiirasyon dosyalarinda gerekli ayarlamalarin yapilmasi:

$ cd $HADOOP_HOME/etc/hadoop/
$ sudo nano core-site.xml
$ sudo nano hdfs-site.xml
$ sudo nano yarn-site.xml

$ sudo nano mapred-site.xml
core-site.xml dosyasinda yapilan degisiklikler:

<configuration>
<property>
<name>fs.default.name</name>
<value>hdfs://IP_Adresi:Port_Numarasi</value>
</property>

</configuration>

hdfs-site.xml dosyasinda yapilan degisiklikler:
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<configuration>
<property>
<name>dfs.replication</name>
<value>1</value>
</property>
<property>
<name>dfs.name.dir</name>
<value>file:///usr/local/hadoop/hadoop-3.1.2/hdir/namenode </value>
</property>
<property>
<name>dfs.data.dir</name>
<value>file:///usr/local/hadoop/hadoop-3.1.2/hdir/datanode </value>
</property>

</configuration>
yarn-site.xml dosyasinda yapilan degisiklikler:

<configuration>

<property>
<name>yarn.nodemanager.aux-services</name>
<value>mapreduce_shuffle</value>

</property>

<property>
<name>yarn.nodemanager . pmem-check-enabled</name>
<value>false</value>

</property>

<property>
<name>yarn.nodemanager .vmem-check-enabled</name>
<value>false</value>

</property>

</configuration>
mapred-site.xml dosyasinda yapilan degisiklikler:

<configuration>
<property>
<name>mapreduce.framework.name</name>
<value>yarn</value>
</property>

</configuration>

Apache Hadoop kurulumu ve konfigurasyonu yapildiktan sonra hdfs namenode’a format

atilmasi:
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$ cd ~

$ hdfs namenode -format

Centos 7 igletim sisteminde kurulum tamamlandiktan sonra bashrc ve bash profile

dosyalarinda gerekli diizenlemelerin yapilmasi:

$ sudo nano .bashrc

$ source .bashrc

$ sudo nano .bash_profile
$ source .bash_profile

$ echo $HADOOP_HOME

$ echo $JAVA_HOME

Apache Hadoop ve bilegenlerinin baglatilmasi:

$ start-yarn.sh
$ start-hdfs.sh
$ start-hadoop.sh
$ jps
Centos 7 igletim sistemine Apache Spark 2.4.7 siirtimiiniin indirilmesi ve dosya dizininin

diizenlenmesi:

$ wget https://archive.apache.org/dist/spark/spark-2.4.7/spark-2.4.7-bin-
without-hadoop.tgz

$ mv spark-2.4.7-bin-without-hadoop.tgz /home/MSI/

$ cd /home/MSI/

$ tar -xzf spark-2.4.7-bin-without-hadoop.tgz

$ 1n -s spark-2.4.7-bin-without-hadoop spark

Centos 7 igletim sisteminde Apache Spark kurulumu tamamlandiktan sonra bashrc ve bash

profile dosyalarinda gerekli diizenlemelerin yapilmasi:

$ cd ~
$ sudo nano /etc/environment

sudo nano .bash_profile

$
$ source .bash_profile
$ sudo nano .bashrc

$

source .bashrc

Apache Spark’m  /home/MSI/spark-2.4.7-bin-without-hadoop/conf dosya dizininde

bulunan spark-defaults.conf ve spark-env.sh dosyalarinin konfigiirasyon iglemleri:

spark.master yarn
spark.yarn.jars hdfs://IP_Adresi:Port_Numarasi/user/spark/share/lib/

jars/*.jar
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spark.executor.memory 1g

spark.driver.memory 512m

spark.yarn.am.memory 512m
export SPARK_DIST_CLASSPATH=$(/usr/local/hadoop/hadoop-3.1.2/bin/hadoop

classpath)

Apache Spark’in konfigiirasyon iglemleri:

$ cd $SPARK_HOME/conf

$ sudo nano spark-env.sh

$ source spark-env.sh

Apache Spark’in igletim sisteminde baglatilmasu:

$ echo $SPARK_HOME
$ spark-shell

Sanal makinede ssh baglantisinin kurulmasi ve kullanici anahtar dizinin iiretilmesi

$ sudo yum install pdsh

$
$
$
$

sudo yum 1install ssh

ssh-keygen -t rsa

cat ~/.

ssh/id_rsa.pub >> ~/.ssh/authorized_keys

chmod 0600 ~/.ssh/authorized_keys
$ ssh localhost

Apache Hadoop ve Spark kurulumu esnasinda Linux igletim sistemindeki .bashrc dosyasina

eklenen konfigiirasyonlar

$ alias rm='rm -i'

$
$
$
$

alias cp='cp -i'

alias mv='mv -i'

alias python='/usr/local/bin/python3.6'

export

JAVA_HOME=/usr/1ib/jvm/java-1.8.0-openjdk-1.8.0.282.b08-1.e17_9.

x86_64/jre/

$
$
$
$
$
$
$

export
export
export
export
export
export

export

HADOOP_HOME=/usr/local/hadoop/hadoop-3.1.2
HADOOP_MAPRED_HOME=$HADOOP_HOME
HADOOP_COMMON_HOME=$HADOOP_HOME
HADOOP_HDFS_HOME=$HADOOP_HOME

YARN_HOME=$HADOOP_HOME
HADOOP_COMMON_LIB_NATIVE_DIR=$HADOOP_HOME/lib/native
PATH=$PATH: $HADOOP_HOME/sbin:$HADOOP_HOME/bin:JAVA_HOME/bin:

SPARK_HOME/bin
$ export HADOOP_INSTALL=$HADOOP_HOME
$ export SPARK_HOME="/home/MSI/spark-2.4.7-bin-without-hadoop"
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$ export HADOOP_CONF_DIR=$HADOOP_HOME/etc/hadoop

$ export YARN_CONF_DIR=$HADOOP_HOME/etc/hadoop

$ export PYSPARK_SUBMIT_ARGS="--master yarn pyspark-shell"

$ export LD_LIBRARY_PATH=/usr/local/hadoop/hadoop-3.1.2/1ib/native:
$LD_LIBRARY_PATH
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SGSC VERI KUMESI ICIN STRES VE EPSILON PARAMETRELERININ

EK-3

o
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Sekil E5.1. SGSC veri kiimesi i¢in elde edilen stres ve epsilon parametrelerinin DT tabanli hiyerarsik gosterimi
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