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SUNUCUSUZ YAZILIM MIiMARIiSIYLE COGRAFI BiLGi SISTEMi
TASARIMI VE UYGULAMASI

OZET

Bulut bilisim teknolojileri her seyin bir servis (Everything as a Service) oldugu bir
anlayisla birlikte gelismektedir. Her gegen giin ortaya konan yeni bir altyap1 yonetim
yaklagimina da bu kapsamda isimler verilmistir. Giiniimiizde bulut bilisim altyapisinin
yonetiminde farkliliklar sunan {i¢ farkli servis modeli bulunmaktadir. Bu servis
modelleri; Hizmet olarak Altyapi (HoA - Infrastructure as a Service), Hizmet olarak
Platform (HoP - Platform as a Service), Hizmet olarak Yazilim (HoY - Software as a
Service) seklinde isimlendirilmektedir. Her bir servis modeli bir digerine gore daha
fazla bulut bilisim altyapisinin yonetimini soyutlastirarak farklilasmaktadir. Bu ti¢
modele ek olarak ortaya c¢ikan sunucusuz paradigmasi ise HoY ile HoP arasinda
konumlandirilabilir. Bu paradigma icerisinde ortaya konan sistem mimarileri de
sunucusuz mimariler olarak adlandirilmaktadir.

Sunucusuz kavrami ismen yaniltici olabilmekte ve kullanicida fiziksel veya sanal bir
sunucu yok algisi olusturmaktadir. Bu alginin aksine uygulamalar ve hizmetler yine
sunucular lizerinde ¢alismakta ancak sunucunun tiim yonetimi bulut bilisim saglayicisi
tarafindan yapilmaktadir. Sunucusuz mimariler o6zellikle yiiksek Olgeklenebilir
uygulamalarda bilisim altyapisinin yonetimi giderek zorlasmasi nedeniyle daha ¢ok
tercih edilmektedir.

Konteyner teknolojisi sunucusuz paradigmasinin gelismesinde biiyiik rol oynamistir.
Sanal makinelere gore uygulamalarin baslama hizi, taginabilirligi ve kullanilabilirligi
daha iyilestirmis olmasi nedeniyle konteyner kullanimi giderek yaygilagsmistir. Bu
yeni akim farkl1 teknik zorluklar1 ve ¢oziimlerini de beraberinde getirmistir. Ozellikle
birden ¢ok konteyner uygulamasinin birlikte calismasi ve yiiksek 6l¢eklenebilirligin
saglanabilmesi problemi i¢in konteyner orkestrasyon platformlari ¢6ziim olarak ortaya
¢ikmistir. Bunlardan en bilinen konteyner orkestrasyon platformu Kubernetes olarak
adlandirilmaktadir.

Bulut bilisim saglayicilar1 hizla konteyner orkestrasyon platformlarmi kendilerine
dahil ederek hizmet olarak sunmaya baslamislardir. Bu platformlarin getirdigi
kolayliklar beraberinde yeni gereksinimler de dogurmustur. Konteyner orkestrasyon
yazilimlarmin dogru sekilde yapilandirilmasi ve saglikli calisabilmesi i¢in kullanicilar
i¢in ileri diizey bulut bilisim altyapis1 bilgisine sahip olma ve egitiminin alinmasin
gerektirmektedir. Sunucusuz hizmetler bu gereklilikleri ortadan kaldirarak
kullanicilarin ileri diizey altyapi bilgisi sahibi olmadan da yiiksek olgeklenebilir
uygulamalari bulut bilisim platformlar1 {izerinde ¢alistirabilmelerini saglamaktadir.

Sunucusuz mimarilerin giderek yayginlagsmasi ve bulut bilisim saglayicilar: tarafindan
benimsenmesi ile farkli bulut bilisim hizmet modelleri ortaya ¢ikmistir. Herhangi bir
yazilim sistemi mimarisinin tasariminda iki temel bilesen tiirii siklikla
kullanilmaktadir. Bunlar hesaplama ve veri depolama bilesenleridir. Bu calismada da
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sunucusuz hizmet modelleri veri depolama ve hesaplama olarak iki grupta
incelenmistir. Boylece ¢alismada sunulan sistem mimarilerindeki temel gereksinimler
bu gruplardan karsilanmistir.

Calismada veri depolama hizmetleri de kendi i¢inde yapisal ve yapisal olmayan veriler
icin iki gruba ayrilarak incelenmistir. Ilk grupta incelenen yapisal veri depolama
hizmetleri ise verilerin sorgulanma yeteneklerine gore iki alt grupta incelenmistir.

Yapisal veri tiirleri; belge, stitun ailesi, anahtar-deger (key-value) ve cizge (graph)
tirtinde siniflandirilarak incelenmistir. Literatiirde bu veri depolama tiirleri NOSQL
adi1 altinda toplanmaktadir. Bunun sebebi ise veri sorgulamanin SQL dili disinda 6zel
gelistirilmis diller veya API’larla sunulmasidir.

Sistem mimarilerinde yapisal veri depolama hizmetlerinin se¢imine kullanim sekline
bagli olarak karar verilmelidir. Ornegin anahtar-deger veri tabanlarinda anahtar alani
disinda sorgulama yapilmak istendiginde sorgulama hizi diger depolama tiirlerine gore
oldukca yavas ve verimsiz olacaktir. Calismada sunulan sistem tasarimlarinda bu veri
depolama hizmetleri kullanilarak CBS uygulamalarinda nasil katki verebilecekleri
gosterilmistir.

Bir diger yapisal veri depolama alt grubunda ise iliskisel veri depolama hizmetleri
bulunmaktadir. Burada incelenen veri depolama hizmetleri ise verilerin SQL diliyle
sorgulanmasini saglamaktadir. Bir diger karakteristik 6zelligi ise verilerin tablolar
halinde saklanmasi ve tablolar arasinda belirli anahtar degerler iizerinden iliski
kurulabilmesidir. iliskisel veri tabanlari birgok mevcut CBS sunucusu yazilimi
tarafindan desteklenmektedir. Bu nedenle bu hizmet tiirlinlin varligt mevcut CBS
mimarilerinin sunucusuz mimarilere tasinmasini kolaylastirmaktadir.

Yapisal olmayan veri depolama hizmetleri ise verilerin yapisindan bagimsiz olarak
onlar ikili (binary) objeler olarak saklanmasini saglamaktadir. Literatiirde saklanan
bu verilere BLOB ismi verilmektedir. Ayrica yapisal veri depolama hizmetlerinin
klasik dosya sistemlerinden nasil ayrildiklart da agiklanmistir. Depolanan objelere
birer anahtar deger verilerek bu degerler lizerinden hizl1 erigim saglanmaktadir.

Yapisal olmayan veri depolama hizmetlerinin bir diger 6zelligi ise yiikklenen HTML
sayfalarii yardimer dosyalariyla birlikte web sitesi olarak sunabilmesidir. Caligmada
bu ozellikten faydalanilarak bir web CBS uygulamasinin yapisal olmayan veri
depolama hizmeti {izerinde nasil konumlandirilabilecegi de aciklanmuistir.

Calismada sunucusuz hesaplama hizmetleri de kendi i¢inde fonksiyon ve konteyner
tiiriinde iki gruba ayrilarak incelenmistir. Calismada fonksiyon tiiriindeki hizmetler
Hizmet olarak Fonksiyon (HoF) ve konteyner tiriindeki hizmetler ise Hizmet olarak
Konteyner (HoK) olarak isimlendirilmistir. Iki hizmet tiirii de temelde konteyner
teknolojisini kullanmaktadir. Konteyner ve fonksiyon hizmet tiirlii arasindaki fark
kullanicilarin  hangi seviyede gelistirme yapabilmesi lizerinden olugmaktadir.
Konteyner hizmet tiirlindeki sunucusuz hesaplama hizmetleri kullanicilara
uygulamanin ¢alisacagi konteyneri 6zellestirebilmesini de saglar.

Fonksiyon tiirlindeki sunucusuz hesaplama hizmetleri kullanicilarin yiikledikleri
uygulama kodunu galigtirirlar. Platforma bagl olarak destek verilen programlama
dilleri de degisiklik gostermektedir. Uygulamalar olay giidiimlii olarak calisirlar.
Olaylarin kaynagi ise platform tizerindeki diger bulut bilisim servisleri olabilecegi gibi
internet istekleri de olabilir. Calismada akilli sehir mimarilerinde sik¢a kullanilan
nesnelerin interneti sensorlerinin olay kaynagi olarak fonksiyonlar1 olay gidiimlii
olarak nasil ¢aligtirabildigi bir 6rnekle agiklanmigtir. Caligmada yapisal olmayan veri
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depolama hizmetlerinin sunucusuz hesaplama hizmetleri ile olan iligkisi de
incelenmistir. Yapisal olmayan veri depolama hizmetleri izerindeki objelere ait durum
degisimleri ve yeni objelerin eklenmesi sonucu iiretilen olaylar sunucusuz hesapla
hizmetlerini tetikleyebilmektedir.

Konteyner tiiriindeki sunucusuz hesaplama hizmetleri ise kullanicilarin hazirladiklar
konteyner imajlarmi calistirirlar. Ozellikle bir uygulamanin ¢alismasi ic¢in isletim
sistemine kurulmasi gereken bagimliliklar: varsa HoF modelinde bu bagimliliklarin
kurulmasina izin verilmezken HoK bu konuda ¢oziim sunmaktadir. Mevcut CBS
sunucusu yazilimlart sunucusuz mimariye taginirken daha 6zgiir bir ¢calisma ortami
sundugu i¢in HoK modeli tercih edilmektedir. HoK modelinin bir diger tercih nedeni
ise HoF modeline gore daha uzun siirelerde ¢alismay1 saglamasidir.

Her seyin bir servis oldugu bulut bilisim diinyasinda sunucusuz hizmetler sadece iki
grup ilizerinden diisiiniilmemelidir. Bir sistem mimarisinin ihtiya¢ duyabilecegi hata
gunliklerinin tutulmasi, uygulama ayarlarinin saklanmasi veya mesaj kuyruklari gibi
hizmetlerde sunucusuz hizmetler ¢atis1 altinda sunulmaya baslanmistir. Literatiirde bu
hizmetlere destek servisleri (back-end services) de denilmektedir. Calismada sunulan
sistem mimarilerinde bu servisler de agiklanarak kullanilmustir.

Calismada en cok kullanilan iki bulut bilisim saglayicisinin sundugu sunucusuz
hizmetler veri depolama ve hesaplama tiirlerine gére ayri ayri1 incelenmistir. Sunulan
hizmetlerin mekansal bilisim 6zellikleri de kullanim sekilleriyle birlikte verilmistir.
Her bir bulut bilisim saglayicisinin sunucusuz hizmetlerde uyguladiklar1 ekonomik
model de aciklanmistir. ki bulut bilisim saglayicisinin  sunucusuz hizmetleri
karsilastirmali olarak da incelenmis ve farklar irdelenmistir.

Sistem mimarilerinin degerlendirilmesi i¢in kullanilan iki farkli degerlendirme
yontemi acgiklanmistir. Bu degerlendirme yontemlerinin sunucusuz mimarilere
uygulamasi detayli bir sekilde agiklanmistir. Yontemlere ait Olgiit ve prensiplerin
sunucusuz mimariler i¢in uygulanabilirlikleri degerlendirilmistir.

Calismada vektor karo harita servisi, raster karo harita servisi, mekansal zeka, olay
giidiimlii deprem bildirim servisi ve mekansal analiz is akis1 sistemlerinin sunucusuz
mimaride sistem tasarimlar1 sunulmustur. Her bir tasarim CBS kullanim senaryolari,
roller ve gereksinimler agiklanarak desteklenmistir. Tasarimlar segilen bir bulut
bilisim saglayicist lizerinde uygulanarak aciklanmistir. Tasarim ve uygulamalar
calismada agiklanan 12 Faktdr yontemi ve bulut bilisim saglayicilarinin mimari
degerlendirme Olgtlerine gore degerlendirilmistir.

Mekansal analiz is akis1 sistemi tasariminda kullanilmak Uzere is akislarinin
tanimlanabilmesi igin is akis1 ve is akis1 gorev tanimlar1 da gelistirilmistir. Boylece
kullanicilarin kolaylikla sunucusuz mimaride ¢aligmak {izere mekansal is analizlerini
tasarlamalarina imkan sunulmustur.

Sunucusuz mimariler CBS kullanim senaryolar lizerinden literatiirde ilk kez bu kadar
kapsamli incelenmistir. Calisma kapsaminda incelenen sunucusuz hizmet tirlerinin
mekansal 6zellikleri literatiirde ilk kez bir arada derlenerek incelenmistir. Sunulan
mekansal analiz 15 akig1 sistemi ve sistemin ortaya koydugu is akisi tanimlama
tasarimlari da literatiirde 6zgiindiir.

Bu tez calismasinin hedeflerinden biri de sunucusuz mimarilerin mekansal bilisim
sistemlerinde daha fazla kullanilmasina Onculik etmek ve mekansal bilisim
kullanicilart iginde farkindaliginin artmasini saglamaktir. Calismada sunulan onciil
tasarimlarin gelecekte yapilacak benzer ¢aligmalara kilavuz olmasi beklenmektedir.
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DESIGN AND APPLICATION OF SERVERLESS ARCHITECTURES IN
GEOGRAPHIC INFORMATION SYSTEM

SUMMARY

Cloud computing technologies have developed with “everything as a service”
approach. New infrastructure management service models have been introduced day
by day and have been named in accordance with this approach. Today, three different
service models differ in the level of cloud computing infrastructure management.
Current service models are Infrastructure as a Service (laaS), Platform as a Service
(PaaS), and Software as a Service (SaaS). Each model differs from the other by
abstracting cloud infrastructure resources. A cloud computing system consists of three
fundamental layers that require management; operating system, data and application.
In the 1aaS model, the user is expected to manage all these three components. Besides,
in the PaaS model, data and application layers are expected to be managed by the user.
Finally, in the SaaS model, all components are managed by the cloud computing
provider and the user is given access to use them via a provided application interface.
In addition to these three models, the serverless paradigm has emerged and is
positioned between SaaS and PaaS models. System architectures that leverage this
paradigm are also called serverless architectures.

The concept of serverless can be misleading for users and creates the perception that
there is no physical or virtual server. On the contrary, applications and services still
run on servers, but servers are abstracted from users and are fully managed by the
cloud computing provider. As the management of highly scalable infrastructure is
getting more difficult and complex, serverless architectures are more preferred
especially in such scenarios that require high scalability.

Needless to say, container technology has played a major role in the development of
the serverless paradigm. The use of containers has become increasingly popular, as it
has improved start-up speed, portability and disposability of applications compared to
virtual machines. Moreover, this new trend has brought different technical challenges
together with solutions. In particular, container orchestration platforms have emerged
as a solution to enable multiple container applications to work together for providing
high scalability. The most well-known orchestration platform is named Kubernetes.
Cloud computing providers have rapidly adapted to container orchestration platforms
and provide them as a service in their service portfolios. While these platforms bring
convenience to container management, they also introduced new requirements in
infrastructure management. Container orchestration platforms require advanced cloud
computing infrastructure knowledge and training for their users so that users can
properly configure them to make them work properly. Fortunately, serverless services
eliminate these requirements and enable users to run highly scalable applications on
cloud computing platforms without having advanced infrastructure knowledge.

With the increasing usage of serverless architectures and their adoption by cloud
computing providers, different cloud computing service models have emerged in cloud
computing platforms. Two essential component types are frequently used in the design
of any software system architecture. These component types are called, computation
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and data storage. In this study, serverless service models are also grouped and
examined based on these component types. Thus, component requirements in the
system architectures presented in the study were fulfilled by these groups.

In the study, data storage services are also examined by dividing them into two groups
based on the stored data structure. Structural data storage services, which were
examined in the first group, are also studied in two subgroups based on data querying
capabilities.

It is observed that structured data storage services offer different solutions for data
querying. These solutions differ according to the structure type of the data. Data
structures are categorised as follows: document, column family, key-value, and graph.
In the literature, these data storage types are gathered under the name of NoSQL. The
reason is that the data is queried with specially developed languages or APIs other than
SQL language.

The structured data type should be selected depending on data requirements. For
example, the query performance is relatively slow when a field is used rather than the
key field in key-value data storage services. In the system designs proposed in the
study, it is shown how structured data storage services can contribute to GIS
applications with these data structure types.

Relational data storage services are the second subgroup under the structured data
storage services group. These data storage services provide SQL support for querying
data. Another characteristic feature is that the data is stored in tables and a relationship
can be established between the tables over certain key values. Relational databases are
supported by many existing mature GIS server applications. Therefore, migration of
existing GIS architectures relies on relational databases to serverless architectures can
be considered as possible with these services.

It is observed that serverless relational database services are built on existing well-
known database server applications that were not originally built for cloud
infrastructures. In this study, it is explained how serverless relational database services
are delivered in serverless architecture in a highly scalable manner while using existing
database server applications that are not could native.

Unstructured data storage services, on the other hand, allow data to be stored as binary
objects, regardless of their structure. These binary objects in the literature are called
BLOB. Unstructured data storage services have a different hierarchy compared to file
systems. In unstructured data storage services, objects are stored along with a key
value that is very similar to the key-value database concept. Assigning a key value to
the stored objects provides fast access to objects.

Another feature of unstructured data storage services is that they can serve a static
website from stored HTML pages and asset files such as images and JavaScript files.
In this study, it is also explained how a web GIS application can be served on the
unstructured data storage service by leveraging this feature.

Serverless computational services were also examined by dividing them into two
groups based on their deployment types; function and container. Serverless
computational services based on function deployment are called Function as a Service
(FaaS) and similarly, container deployments are called Container as a Service (CaaS).
Both types of services use container technology at the foundation. The difference
between container and function service type is based on what level users can deploy.
Serverless function services only allow deploying application code and abstract
container management from the user. Depending on the cloud provider, the supported
programming languages vary. Function applications run as event driven. The source
of the events can be either other cloud computing services on the platform or web
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requests. In this study, it is explained with an example that illustrates how the (Internet
of Things) loT sensors, which are frequently used in smart city systems, can be
considered as event-source to trigger the functions as a part of event-driven
architecture. The relationship between unstructured data storage services and
serverless computing services is also examined. In addition, changes in the binary
objects and the new objects on the unstructured data storage services can produce
events that trigger serverless computational services.

Serverless container services, on the other hand, run custom-built container images
that are developed and deployed by the user. In particular, if an application has
dependencies that need to be installed on the operating system before running, they
can be installed on the CaaS model deployments. In contrast, these dependencies are
not allowed to install at the operating system level in FaaS model deployments. The
CaaS model can be preferred when an existing GIS system is migrated to serverless
architectures because it offers the freedom to customize the operating system and run
heavy computational applications. It is also preferred when the application requires
longer runtime that is limited in the FaaS service model.

In the cloud computing world, where everything offers as a service, serverless services
should not be considered only in two groups. Services such as keeping error logs,
storing application settings or message queues are also offered as part of the serverless
paradigm. These services play also important roles in serverless architectures. In the
literature, these supporting services are also called Back-end as a Service (BaaS)
services. In this study, proposed system architectures leverage these services to
demonstrate how they can be useful.

Serverless services offered by two mature and mostly used cloud computing providers
are reviewed from the geospatial point of view in accordance with the serverless
services categorisation presented in this study. Geospatial features offered by these
providers are given together with their usage patterns. The economic model that each
cloud computing provider implements in serverless services is also explained.
Furthermore, the serverless services of these providers are also analysed comparatively
and the differences are discussed.

Proposed system architectures are evaluated with two different evaluation methods
commonly used for cloud system architectures. These evaluation methods are
explained in detail with a serverless perspective. Each evaluation method defines
different evaluation criteria. Thus, each criteria's applicability for serverless
architectures is also discussed.

In this study, vector tile map service, raster tile map service, geospatial artificial
intelligence (GeoAl), event-driven earthquake notification service and geospatial
workflow systems are designed as serverless architectures and applied with a cloud
provider's serverless services. Each design is supported by real-world GIS scenarios,
role definitions and requirement lists. Each design is applied to a cloud provider's
infrastructure by using only serverless services. At the end of each system design
section, the proposed design and its application to a cloud provider are evaluated
according to the evaluation methods described in the study.

As a part of the last system design, workflow and workflow task definition formats are
also defined and explained with validation rules. These definitions are key elements to
define the workflows to be used in the proposed geospatial workflow system. Thus,
users can easily design and define geospatial analysis workflows to run on serverless
architectures.

One important contribution of this study is to provide well-defined and well-evaluated
serverless GIS architecture designs to solve various real-world scenarios. Serverless
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architectures can reduce resource utilization and the carbon footprint of the systems.
Another important contribution is to review serverless services from a geospatial point
of view with extensive examples over generic scenarios. Lastly, another remarkable
contribution is to present the geospatial analysis workflow system and design the
workflow definition models to run complex and long-running geospatial data analyses
on serverless architectures.

One of the goals of this thesis study to demonstrate the use of serverless architectures
in geospatial applications and to increase serverless technologies awareness in the
geospatial community. It is expected that the novel system designs presented in the
study will be a reference to similar studies in the future.
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1. GIRIS

Giliniimiizde gelisen teknolojiyle birlikte buyik veri (big data), nesnelerin interneti
(loT-Internet of Things), makine 6grenimi (machine learning) gibi yeni kavramlar
literatiirde daha ¢ok yer almaya baslamistir. Mekansal bilgi teknolojileri de bu
gelismelerin icerisinde énemli bir konum kazanmstir. Ornegin nesnelerin interneti
kavramu ile i¢ ice gecen akilli sehirler konseptinin bir parcasi olan akilli sensorlerin
tirettigi biliylik verinin analizi ve gorsellestirilmesinde cografi bilgi sistemleri ana
oyuncu olarak karsimiza ¢ikmaktadir (Li ve dig, 2016). Geomatik muhendisligi ile
makine 6greniminin etkilesimine Ornek olarak da uzaktan algilama ve fotogrametri
alaninda yapilan makine 6grenimi ¢alismalar1 verilebilir (D6s ve Uysal, 2019; Atik ve
dig, 2022). Bu calismalar mekénsal bilisim teknolojilerinin giincel teknolojilerle
birlikte geliserek ilerledigini gdsteren 6rneklerden bir kagidir. Bu degisim ayni
zamanda iiretilen ve islenen veri miktarin1 da onemli 6l¢iide arttirmustir. Iletisim
teknolojilerinin ilerlemesi ve veri kaynaklarinin ¢ogalmasi iiretilen veri miktarinin
radikal bir sekilde artisina neden olmustur. Veri depolama maliyetlerinin azalmasiyla
birlikte Uretilen ham veriler zamanla silinmesine de gerek olmadan
saklanabilmektedir. Bu nedenle veri sorgulama i¢in kullanilan klasik yontemler ile
ham ve yapisal olmayan verilerin sorgulanmasi miimkiin olmadigindan “biiyiik veri”
cat1 kavrami altinda yeni sorgulama ve analiz araglari gelistirilmistir. Bu verilerin
icerdigi konum bilgisinin analizinin en optimum sekilde nasil yapilacagi da mekansal

bilisim toplulugu i¢inde ¢6ziilmesi gereken yeni problemler ortaya koymustur.

Bulut bilisim teknolojiler1 yukarida adi gegen teknolojilerin olgunlagsmasinda ve
gelistirilmesinde 6nemli rol oynamistir. Verinin depolanmasi, islenmesi ve sunumu
konularinda bulut biligim teknolojileri ile farkli yaklagimlar ve modeller ortaya
cikmistir. Veri isleme ve analizi i¢in gereken biiylik islem giiciine biiyiik bilisim
altyapisi yatirimlar1 yapmadan bulut bilisim ile ¢ok kisa siirede ulasmak miimkiin hale
gelmis ve bu da bu konuda ¢alisan farkli disiplinlerdeki uzmanlarin sayisini arttirmis

ve yeni akademik ¢aligmalarin 6niinii agmustir.



Gunumuzde mekéansal bilisim teknolojilerinin bulut bilisim ile etkilesimi giderek
artmaktadir. Mekansal bilisim {izerine ¢alisan birgok akademisyen ve uzman
calismalarin1 bulut bilisim altyapilarina tasiyarak bu konuda yeni algoritmalar ve
uygulamalar gelistirmektedirler. Bu ¢alismalar bulut bilisimin sagladig ¢esitli hizmet
modelleri kullanilarak yapilmaktadir. Bulut bilisimin sagladigi hizmet modellerinden
biri de sunucusuz hizmet modelidir. Bu model ile bulut bilisim kaynaklarinin en
verimli sekilde kullanilmasi miimkiin olmaktadir. Bu modelle ¢alisan kaynaklar

kullanicidan sunucu yénetimini tamamen soyutlarlar.

Sunucusuz hizmetlerle gelistirilen sistem ve yazilim mimarilerine sunucusuz
mimariler denmektedir. Heniiz cografi bilgi teknolojileri igerisinde sunucusuz
mimariler etkin sekilde kullanilmamaktadir (Baldini ve dig, 2017). Bu ¢alismada
mevcut cografi bilgi teknolojileri uygulamalari gelistirilen sunucusuz mimariye dayali
sistem tasarimlariyla incelenmistir. Tez ¢aligmasinda sunulan sistem tasarimlari ile
cografi verilerin saklanmasi, sunumu ve analizi igin hem bilisim altyapisinin hem de

insan kaynaginin kullaniminin verimliliginin arttirilmasi hedeflenmistir.

1.1 Tezin Amaci ve Kapsami

Bu tezin bir amaci sunucusuz mimarileri cografi bilgi teknolojileri 6zelinde incelemek
ve bu konuda yeni ¢oziimler sunmaktir. Tez ¢aligmasinda sunulan ¢ozimlerin daha iyi
anlagilabilmesi ic¢in sunucusuz kavrami ve sunucusuz mimarideki hizmet modelleri
smiflandirilarak incelenmistir. Agiklanan hizmet modelleri segilen iki farkli bulut
bilisim saglayicisinin sunucusuz hizmet modelleri Gzerinden incelenmistir. Bulut
bilisim saglayicilarinin sunduklari sunucusuz hizmetlerin mekansal bilisim 6zellikleri

incelenmistir.

Tez calismasinda vektor karo harita servisi, raster karo harita servisi, mekéansal zek3,
olay gudimli deprem bildirim servisi ve mekansal analiz is akisi sistemlerinin
sunucusuz mimaride sistem tasarimlari sunulmustur. Her bir tasarim CBS kullanim
senaryolart, roller ve gereksinimler agiklanarak desteklenmistir. Tasarimlar se¢ilen bir
bulut bilisim saglayicisi lizerinde uygulanarak agiklanmistir. Tasarim ve uygulamalar

tezde agiklanan degerlendirme yontemlerine gore degerlendirilmistir.
Bu tez kapsaminda asagidaki sorulara cevaplar aranmustir.

e Sunucusuz kavrami nedir?



e Sunucusuz mimariye dayal servisler nelerdir ve tirleri nedir?

e Bulut bilisim saglayicilarinin sundugu sunucusuz hizmetler nelerdir ve hangi

mekansal bilisim 6zelliklerini sunmaktadirlar?
e Sunucusuz mimariye dayali sistemler nasil degerlendirilmelidir?

e Bir raster karo harita servisi sistemi sunucusuz mimari ile nasil tasarlanir?
Bulut bilisim saglayicis1 {izerindeki sunucusuz servisler (zerinde nasil
uygulanir? Bu tasarim tizerinde OGC (Open Geospatial Consortium) WMTS
(Web Map Tile Service) standardi nasil uygulanir?

e Bir vektor karo harita servisi sistemi sunucusuz mimari ile nasil tasarlanir?
Bulut bilisim saglayicist tizerindeki sunucusuz servisler lizerinde nasil
uygulanir? Bu tasarim iizerinde MVT (Mapbox Vector Tiles) standardi nasil

uygulanir?

e Bir mekansal zeka sistemi sunucusuz mimari ile nasil tasarlanir? Bulut bilisim
saglayicisi lizerindeki sunucusuz servisler lizerinde nasil uygulanir? Bu tasarim

uzerinde OGC WPS (Web Processing Service) standardi nasil uygulanir?

e Bir olay gudimli mekénsal veri isleme servisi sistemi sunucusuz mimari ile
nasil tasarlanir? Bulut bilisim saglayicisi iizerindeki sunucusuz servisler
izerinde nasil uygulanir? Bu tasarim iizerinde OGC API (Application

Programming Interface) — Processes (Is-stirecleri) standard: nasil uygulanir?

e Bir mekansal analiz is akis1 sistemi sunucusuz mimari ile nasil tasarlanir? Bulut

bilisim saglayicisi lizerindeki sunucusuz servisler lizerinde nasil uygulanir?

e Bir mekansal analiz is akis1 sisteminde is akislar1 ve goérev tanimlari nasil

modellenmelidir?

1.2 Tez Igerigi ve Kurgu

Bu tez sunucusuz kavrammin detayl bir sekilde acgiklanmasi ve g¢esitli mekansal
bilisim servislerinin tasarimlariin sunucusuz mimarilerle tasarlanarak uygulamalarla

incelenmesinden olugsmaktadir (Sekil 1.1).



On Bilgi ve Benzer Literatiir Calismalarinin incelenmesi

\ 4

Sunucusuz Kavrami ve Hizmet Tirlerinin Agiklanmasi

\ 4

Aciklanan Sunucusuz Hizmet Tirlerinin Bulut Bilisim Saglayicilart Uzerinde
Mekansal Bilisim Ozellikleri ile incelenmesi

\ 4

Cesitli Cografi Bilgi Sistemi Servislerinin Sunucusuz Mimariyle Tasarimlari ve
Uygulamalari ve Degerlendiriimeleri

\ 4

Sunucusuz Sistem Mimarilerinin Degerlendirme Yéntemlerinin incelenmesi

\ 4

Elde Edilen Sonuclarin Tartisiimasi ve Gelecek Yol Haritasinin Ortaya Konmasi

Sekil 1.1 : Tez kapsaminda uygulanan arastirma metodolojisi.

Birinci bolimde (Giris) tez konusu, amaci ve igerigi hakkinda ayrintili bilgi
verilmistir. Ayrica literatiir incelemesi yapilarak benzer ¢alismalar incelenmis ve bu

caligmalar degerlendirilmistir.

Ikinci béliimde (Sunucusuz Kavrami ve Sunucusuz Hizmet Trleri) sunucusuz
kavrami a¢iklanmistir. Ardindan sunucusuz mimarideki hizmet tiirleri siniflandirilarak
incelenmis ve agiklanmistir. Bu bolimde bir sonraki bélimlerde kullanilan sunucusuz
hizmetler hakkinda kavramlarin anlagilmasin1  kolaylastiran ayrtili  bilgiler

verilmektedir.



Uclincti bolimde (Bulut Bilisim Saglayicilariin  Sunucusuz Hizmetleri) ikinci
boliimde aciklanan sunucusuz hizmet tiirlerinin secilen iki farkli bulut biligim

saglayicisi Uzerindeki sunumlari mekansal bilisim 6zellikleriyle birlikte incelenmistir.

Dordiincii boliimde (Sunucusuz Cografi Bilgi Sistemi Yazilimi Tasarimlar1 ve
Uygulamalar1) sunucusuz hizmet tirleri ve gesitli Cografi Bilgi Sistemi standartlar
kullanilarak sunucusuz sistem mimarileri tasarlanarak uygulanmistir. Sunucusuz
sistem tasarimlar1 verilmeden Once tasarimlarin degerlendirmesinde kullanilan
yontemler verilerek agiklanmustir. Her tasarim bir CBS senaryosu, gereksinimler ve
kullanict rolleri verilerek desteklenmistir. Bolimin son kisminda verilen tasarim
(Sunucusuz Mekansal Analiz Is Akis1 Sistemi Tasarmmi, Uygulamasi Ve
Degerlendirmesi) ile yeni bir is akisi ve is akisi gorevi tamimi modeli ortaya
konulmustur. Gelistirilen bu tamimlara gore o6rnek mekansal analiz is akislar

tasarlanmgtir.

Besinci boliimde (Sonug ve Oneriler) tezde yer alan tiim bolimler biitiinsel olarak ele
alinarak degerlendirilmistir. Ayrica sunucusuz yazilim mimarileri ile mekansal bilisim
konusunda ileride yapilabilecek ¢alismalara iliskin yol haritasi da gelistirilerek

sunulmustur.

1.3 Literatiir incelemesi

Baldini ve dig. (2017) yayinladiklar1 ¢alismada sunucusuz kavramini tanimlamis ve
bu kavrama dayali gelistirilen yazilim mimarileri ve bulut bilisim servislerinin
giiniimiizdeki kullanim alanlarini incelemislerdir. Bununla birlikte bu sunucusuz
yazilim ve servislerin karakteristik 6zelliklerini tanimlamiglardir. Calismada ayrica
sunucusuz mimarilerin avantajlari ve dezavantajlart da agiklanarak teknik zorluklar ve

halen ¢6zllmeyi bekleyen problemlerden de bahsedilmistir.

Bebortta ve dig. (2020) yaptiklar1 ¢aligmada sunucusuz mimarilerle biyik mekénsal
verilerin analizini farkli ve iyi bilinen sunucusuz bilisim servis saglayicisi platformlari
Uzerinde  incelemistir. ~ Sunucusuz ~ mimariler  performans,  glvenilirlik,
Olgeklenebilirlik, giivenlik ve hiz parametreleri ile ele alarak diger mimarilerle
karsilastirmiglardir. Calismada sunduklari gergeve yapi ile mekansal verinin analizinin

sunucusuz hizmetlerle yaparak elde ettikleri sonuglar1 paylasmislardir. Sunucusuz



mimarilerin cografi bilgi teknolojilerinde daha baskin olarak kullanilacagini

degerlendirmistirler.

Jain ve dig. (2020) calismalarinda, AWS (Amazon Web Services) bulut bilisim
saglayicisi lizerinde sunulan sunucusuz hesaplama hizmet modellerinden olan HoF
(Hizmet olarak Fonksiyon) ve HoK (Hizmet olarak Konteyner) modelleri ile HoP
(Hizmet olarak Platform) modelini karsilastirmak i¢in 6rnek bir uygulamay: g
modeldeki servisle galistirarak performans analizleri yapmislardir. Sonug olarak bulut
bilisim kullanacak miihendislerin daha fazla bilgi islem gucu ihtiyaci oldugunda ve
Ozellestirilmis bir ortamda uygulama calistirmalar1 gerektiginde HoK modelinin bu

ihtiyaglar karsilayabilecegi belirtilmistir.

Anand ve dig. (2019) yaymladiklar1 ¢alismada gelistirdikleri ger¢ek zamanli konum
takip sistemini sunucusuz mimari ile nasil uyguladiklarini agiklamiglardir. Sunduklar
sistem mimarisini gelistirdikleri bir takip cihazi donanimi ve yazilim ile bir bulut
bilisim saglayicisinin sunucusuz hizmetleri (zerinde uygulayarak incelemislerdir.
Uygulamada yasadiklar1 teknik zorluklar1 paylagarak bu zorluklarin sunucusuz bulut

bilisim servisleri ile ¢oziildiigiint belirtmislerdir.

Mete ve Yomralioglu (2021a) ¢alismalarinda bir arazi degerlemesi uygulamasini
sunucusuz mimaride farkli sunucusuz hizmet tirlerini kullanarak sunmuslardir. Bu
calisma yazarlarin daha once sunduklari bulut bilisim tabanli sistem mimarisinin
(Mete ve Yomralioglu, 2021b) sunucusuz mimaride yeniden tasarlanarak nasil

olusturulabilecegini de gostermektedir.

Pakdil ve Celik (2021a) yayinladiklar1 ¢alismada sunucusuz mimarilerle mekansal veri
analizleri icin is akislar1 calistirabilecek bir sistem tasarimi sunmusturlar. Bu tasarimda
veri igleme ve web servislerin yaymi i¢in HoF ve HoK modelindeki servisler birlikte
kullanilmistir. Calismada OGC API Processes standardinin sunucusuz mimarilerle

calisabilirligi de literatirde ilk kez incelenmistir.

Kim ve Lin (2018) ¢alismalarinda AWS bulut bilisim saglayicisinin sundugu HoF
modelindeki AWS Lambda isimli servisle gelistirdikleri Flint ismindeki sistemi
sunmuglardir. Bu calismada Java ve Python programlama dillerinin AWS Lambda
Uzerindeki soguk baglatma surelerinin farkliligi vurgulanarak Python dilinin daha hizli

bagladig1 belirtilmistir. Sonu¢ kisminda biiyiik veri analizlerinin ortaya koyduklari



Flint gibi sistemlerin tasarimlartyla sunucusuz mimarilerde miimkiin oldugu

vurgulanmigtir.

Malawski ve dig. (2017) calismalarinda sunucusuz mimarileri bilimsel analiz
streclerine uygulamislardir. A¢ik kaynak kodlu HyperFlow yazilimin1t HoF modelinde
sunucusuz hesaplama hizmeti olan AWS Lambda ve Google Cloud Functions
servisleri Uzerinde calistirarak sonuglar1 incelemislerdir. Sonug¢ olarak yiksek
hesaplama gucii gerektiren bilimsel hesaplamalar icin HoOF modelinin uygun olmadigi
ancak yiiksek ¢iktili bilimsel hesaplamalara daha uygun oldugu belirtilmistir. Diger
yandan bilimsel analiz uygulamalarinin HOF modelinde maksimum ¢aligma suresi ve

sunulan gecici depolama alaninin limitlerinin sorun olabilecegi de vurgulanmustir.

Lee ve dig. (2018) calismalarinda AWS, Microsoft Azure, Google Cloud ve IBM bulut
bilisim saglayicilar1 (zerinde HoF modelindeki sunucusuz hesaplama servislerini;
depolama alani performansi, islem giicii performansi, kosut zamanlilig1 (concurrency),
ag kullanimi, esneklik ve uygulama yaymlama (deployment) parametrelerine gore
incelemistir. Sonug olarak sunucusuz HoF modelinin yiksek hesaplama ve veri okuma
glicii isteyen uygulamalar igin uygun olmadigi belirtilmistir. Bununla birlikte
calismanin yapildig: tarihlerde denenen servislerin heniiz tam olarak olgunlagmadigi

da vurgulanmustir.

Ji ve dig. (2012) galismalarinda bulut bilisimi kullanarak mekénsal veri analizi is
akiginin - ¢alistirilmast ig¢in  sunduklart sistem mimarisinin uygulanabilirligini
degerlendirmistirler. Calismanin sonu¢ kisminda ol¢eklenebilirligin bulut bilisim
tizerinde bir avantaj oldugu ve bliyiik is akislarinin ¢alistirilmasinda katki sagladigi

belirtilmistir.

Krdmer ve dig. (2021) calismalarinda mikro servis mimarisine uygun bir is akis
yonetimi sistem tasarimi gelistirmislerdir. Bu tasarimda is akiglarini tanimlamak igin
yeni bir is akis tanimlama modeli de gelistirilmistir. BOylece blylk veri analizi is
akiglarmin kolayca tasarlanabilir ve is akis1 tasarimlarinin kolayca okunabilir olmasi

hedeflenmistir.

Bu tez ¢alismasinda da sunulan mekansal analiz is akisi sisteminde de 6zgiin is akisi
tanimlama modelleri benzer kaygilarla bu tez galismasindaki sisteme 6zel olarak

gelistirilmistir.






2. SUNUCUSUZ KAVRAMI VE SUNUCUSUZ HiZMET TURLERI

Sunucusuz kavrami incelenmeden 6nce bulut bilisimdeki diger hizmet modellerine
bakmak gerekmektedir. Boylece sunucusuz kavrami diger hizmet tiirleri arasindan
ayristirilarak konumlandirilabilir. Bulut bilisim teknolojileri ortaya ¢iktig1 glinden bu
yana farkli hizmet modelleri ile karsimiza ¢ikmistir. TUm bu modellerin ortaya
¢ikmasindaki O6nemli motivasyon ise Olgeklenebilirligin daha kolay bir sekilde
saglanmasidir. Ayrica mikro servis mimarisi gibi yeni uygulama mimarilerinin de daha
yaygin kullanilmasi bulut bilisimdeki hizmet modellerinin farklilagmasinda
yonlendirici olmustur. Her hizmet modelinin digerine gore farklilagsmasinin en temel
nedeni altyapt yoOnetiminin hangi derecede soyutlastirildigina dayandirilmaktadir

(Sekil 2.1). Bu yonden incelendiginde bugine kadar sunulan (¢ hizmet modeli

hakkinda bilgi vermek sunucusuz hizmet modelinin anlagilmasinda katki
saglayacaktir.
Hizmet olarak Altyapi | Hizmet olarak Platform | Hizmet olarak Yazilim
Uygulama Uygulama Uygulama
Veri Veri Veri
isletim Sistemi isletim Sistemi isletim Sistemi

[ Kullanici ]{ Saglayici

Sekil 2.1 : Bulut bilisim hizmet tiirlerinin yonetimsel farkliliklari.

Hizmet olarak Altyapi (HOA, Infrastructure as a Service) modelinde kullanict fiziksel
altyap1 lizerinde kurulu isletim sistemi, veri katmani ve uygulama katmanim
yonetmekle sorumludur. Saglayici ise tiim bunlarin ¢alismasini saglayacak fiziksel

sunucu bilgisayari ve a§ donanimlarini yonetmekten sorumludur.

Hizmet olarak Platform (HoP, Platform as a Service) modelinde HoA’dan farkli olarak
isletim sisteminin yonetimi de hizmet saglayici tarafindan yapilir. Bu nedenle kullanici

sadece uygulama ve veri katmanlarini yonetir.



Son olarak Hizmet olarak Yazilim (HoY, Software as a Service) modelinde kullanici
sadece hizmet saglayicinin sundugu yazilimdan belirlenen yetkiler cercevesinde
hizmet alir. Uygulamanin performansindan, saglhigindan, veri giivenliginden ve

bakimindan hizmet saglayici sorumludur.

Sunucusuz kavrami ise bir sunucunun yonetilme ihtiyact olmadan sunucu
uygulamalarinin ¢alistirilmasinin saglanmasi olarak agiklanabilir. Bu paradigmaya
verilen isim ortamda bir sunucu olmadigini diisiindiirse de aslinda sunucu yonetimini
kullanicidan tamamen soyutlayarak bu operasyonun hizmet saglayici tarafindan

saglanmasina karsilik gelmektedir.

Sunucusuz hizmetlerin farkli tiirleri olsa da paylastiklart ortak o6zellikler

bulunmaktadir. Bu ortak dzellikler sunlardir;
1. Olay gudimli (event-driven) olmalari
2. Otomatik 6lgeklenebilir (auto-scaleable) olmalari
3. Hata toleransl (fault-tolerance) olmalari

Olay gidimli olmalar1 sayesinde sunucusuz uygulamalar ¢alismaya baslamak igin bir
olayin tetiklemesine ihtiya¢ duyarlar (Lee ve dig, 2018). Ornegin veri depolama
alanina yeni kaydedilen bir dosyanin bilgisi hesaplama hizmetindeki bu olay1 dinleyen
uygulamay1 tetikleyebilir. Bu senaryo bir mekansal veri dosyasmin (Shapefile,
GeoPackage, File Geodatabase vb.) sunucusuz veri depolama alanina yiiklendiginde
meta verisinin otomatik olarak okunarak veri tabanina yazilmasi istendiginde
uygulanabilir (Sekil 2.2). Meta veriyi okuyacak ve veri tabanina yazacak yazilim her
yeni dosyada tetiklenerek g¢alistirilir.

Yeni Dosya Yklendi Yeni Dosya Olaylarinin
Olayinin Yayincisi Abonesi
Sunucusuz r— Sunucusuz

Metadata

—Dosya Yukle—p> \Veri Depolama — Hesaplama Veri
N Hizmeti el Hizmeti Tabani
Kullanici m Yeni Dosya
Yiklendi Olay
Mekansal Veri Mesaji

Yeni Dosyayi Cek

Sekil 2.2 : Sunucusuz hizmetlerin birbirlerini olay tizerinden tetiklemeleri.

Sunucusuz hizmetlerin otomatik 6lgeklenebilir olmalar1 sayesinde kaynak tiiketim

optimizasyonu saglanmaktadir. Kullanicilar ©6nceden bir kaynak provizyonu
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yapmasina gerek kalmaz. Otomatik Ol¢eklendirme diger bulut bilisim hizmet
tlrlerinde de sunulmaktadir fakat sunucusuz hizmet turlerinde otomatik 6lgeklendirme
ile sifir sunucu sayisindan ihtiyaca gore artabilirken diger hizmet tiirlerinde en az bir

calisan sunucu her zaman bulunmaktadir (Castro ve dig, 2019).

Sunucusuz hizmetlerde c¢alisma aninda herhangi bir hata olmasi durumunda siire¢
yeniden belirli sayida basarili olana kadar tekrar ettirilir (Jangda ve dig, 2019). Bu
nedenle sunucusuz mimari igin gelistirilen uygulamalarin bu duruma uygun olarak
gelistirilmesi beklenmektedir. Ornegin daha onceki ¢alismanin ortasinda hata veren
islemin 0 ana kadar veri tabanina yazdig1 veriyi bir sonraki tekrar ¢alismada tekrar

yazmamasi i¢in uygulama gelistirilirken bu senaryo dikkate alinmalidir.

Sunucusuz hizmetler iki farkli tirde smiflandirilabilir. Bunlar veri depolama ve

hesaplama hizmetleri olarak siniflandirilmaktadir.

Cizelge 2.1 : Sunucusuz hizmet tiirlerinin siiflandiriimasi.

Yapisal (structured) ve iliskisel
(relational) veri depolama

Yapisal olmayan (unstructured) veri
depolama

Fonksiyon (Hizmet olarak Fonksiyon)
Konteyner (Hizmet olarak Konteyner)

Veri Depolama

Hesaplama

Veri depolama tiiriindeki hizmetler yapisal ve yapisal olmayan veri tiirlerine gore iki
alt grupta incelenmektedir (Ruparathna, 2019). Hesaplama tirindeki hizmetler de
caligma ortamlarina gére fonksiyon ve konteyner olarak iki alt grupta incelenmektedir
(Schachar, 2019; Chowhan, 2018).

2.1 Veri Depolama Hizmetleri

Bulut bilisimde HoP modelindeki veri depolama sistemleri en az bir tane aktif veri
depolama sunucusunu devamli olarak ¢alistiracak sekilde tasarlanmiglardir. Ayrica bu
servislerin saglikli ¢alisabilmesi icin dogru sekilde yapilandirilmalart da
gerekmektedir. Aksi halde yogun istek altinda istenen performansi veremeyebilir veya
tamamen durabilirler. Ek olarak bakim ve yedekleme takibinin de kullanici tarafindan
yapilmasi gerekmektedir. Sunucusuz bir sistem tasarimi eger HoP modelindeki veri

depolama hizmeti bilesenini kullanirsa bu sistemin zayif noktasi olarak karsimiza
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¢ikacaktir. Bu nedenle sunucusuz sistemlerde veri depolama bileseninin de sunucusuz

hizmet modelinde olmasi tutarlilik saglayacaktir.

Sunucusuz veri depolama hizmetleri yapisal ve yapisal olmayan verilere gore iki ana

grupta incelenmektedir.

2.1.1 Yapasal ve iliskisel veri depolama hizmetleri

Yapisal ve iliskisel veri depolama hizmetleri genel olarak belirli bir semada ve kuralla
verileri saklayan ve SQL (Structured Query Language) veya diger 6zel sorgulama
dilleri ile sorgulama destegi veren hizmetlerden olusmaktadir. Yapisal ve iliskisel veri
depolama servisleri halihazirdaki veri tabani yazilimlarmin bulut bilisim saglayicist
tarafindan Ozellestirilmesi ya da bulut bilisim saglayicisinin gelistirdigi 6zel veri
tabani yazilimlar1 Uzerinden sunulmaktadir. Yaygin olarak kullanilan bir veri tabani
sunucusu yaziliminin sunucusuz hizmet modeli (izerinden sunulmasi kullanicilar i¢in
sunucusuz modele gegiste kolaylik saglamaktadir. Oregin geleneksel sistemlerde
calisan bir CBS yaziliminin kullandig1 agik kaynak kodlu PostgreSQL veri tabani
sunucusu yazilimini degistirmeden sunucusuz hizmet modelinde kullanmaya devam

edebilmesi sunucusuz modele gogii kolaylastiracaktir.

Mliskisel veri taban1 sunucularmin sunucusuz hizmet modeli ile sunumu icin bir istek
yonlendirici yazilimin veri tabani istemcisi ile veri tabani1 sunucusu arasindaki iletisimi
yonetmesi gerekir. Bdylece gelen isteklerin g¢okluguna gore yeni veri tabani
sunucularini calistirabilir veya tam tersi durumda g¢alisan veri tabani sunucusunu
yeniden kullanilmak tizere beklemeye alabilir (Solanki, 2021). Boyle bir durumda bu
hizmeti kullanan uygulamalar arasinda veri tabani sunucusu havuzunda hazirda
kullanilmay1 bekleyen veri tabani sunuculari paylastirilir. Bu da veri tabani sunucusu
kaynaklarinin verimli sekilde kullanilmasi ile kaynak optimizasyonunu saglar. Sekil
2.3’te gosterildigi gibi Uygulama A’dan gelen istekler arttig1 igin “Istek Yonlendirici”
yazilim hazirda bekleyen bir veri tabani sunucusunu Uygulama A’nin verilerine
baglayarak yiikii iki sunucuya paylastirarak otomatik 6l¢eklendirmeyi saglamis olur.
Bununla birlikte Uygulama B ise veri tabanin1 kullanmadig: igin “Istek Yénlendirici”
tarafindan Uygulama B igin bir veri tabani1 sunucusu ¢alistirilmaz. Ancak yine de

Uygulama B’nin verileri her an tekrar kullanilmak tizere saklanir.
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‘ Uygulama A ‘ ‘ Uygulama B ’

A
[ istek Yonlendirici }

Hazir Bekleyen Veri Tabani Sunuculari

( ]
| |
Uygulama A I Uygulama A | Veri Veri
Veri Tabani I Veri Tabani = Tabani Tabani
Sunucusu : Sunucusu : Sunucusu Sunucusu
1 2

_____

Veri

Uygulama B Tabani
Verileri Sunucusu

Uygulama A
Verileri

Sekil 2.3 : Sunucusuz iliskisel veri taban1 hizmetinin ¢alisma aninda
olgeklendirilmesi (Solanki, 2021).

Sunucusuz yapisal ve iliskisel veri tabanlarinin bir diger 6zelligi ise bulut bilisim
saglayicisinin hizmet verdigi birden fazla cografi bolgeye kopyalanip ¢cogaltilarak tek
bir veri taban1 sunucusu gibi calisabilmeleridir. Boylece birgok iilke veya kitada
kullanilmasi beklenen bir CBS uygulamasina veri tabani kaynakli gecikme problemini

Onleyeceginden erisim daha hizli olacaktir.

Sunucusuz yapisal veri tabanlarmin verileri sorgulanirken kullanilan sorgulama dili
veri tabani teknolojisine gore degismektedir. Yapisal veri tabanina sorgulama
yapilirken HTTP (Hypertext Transfer Protocol) protokolu Gzerinden sunulan web
servisleri kullanilmaktadir. Sorgulama yapilirken genel olarak SQL dilinin
kullanilmadigi bu tiirdeki veri tabanlarina literatirde “NoSQL” veri tabani da
denilmektedir. Uygulama gelistiriciler yapisal veri tabani ile olan sorgulama ve
yonetimsel iglemler ig¢in bulut bilisim saglayicisinin veya veri tabani yaziliminin

kendisinin sundugu 6zel yazilim kiitiiphanelerini kullanmaktadirlar.

Sunucusuz yapisal veri tabanlar1 sakladiklar1 veri tiirlerine gore giiniimiizde dort ana

grupta incelenmektedir (Hecht ve Jablonski, 2011).
e Belge veri tabanlari
e S(tun ailesi veri tabanlar1

e Anahtar-deger (key-value) veri tabanlari
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e Cizge (graph) veri tabanlari

Her bir veri tird kullanim senaryosuna bagl olarak bir digerine gore avantajlar veya
dezavantajlar icermektedir. Eger uygulama i¢in dogru veri tiirii se¢imi yapilmazsa hem
tiketilen veri tabani kaynaklari artacaktir hem de uygulama performansi diigiik
olacaktir (Kleppmann, 2017).

Yapisal veri tabani sunucusu yazilimi mimarileri bulut bilisim teknolojileri tizerinde
calismak tizere veya dagitik sistemlerle ¢aligmak tizere tasarlandigindan sunucusuz bir
hizmet olarak sunumu daha geleneksel yaklasimla tasarlanan iligkisel veri tabani
sunucusu yazilimlarina gore daha kolay olmaktadir (Grolinger ve dig, 2013). Baralis
ve dig. (2017) yaptiklar1 ¢calismada iliskisel ve yapisal iki farkli veri tabani1 hizmetinin
bir bulut bilisim saglayicis1 ilizerinde performanslarini karsilagtirmistirlar. Elde
ettikleri sonuca gore cografi verilerin sorgulanmasinda yapisal veri tabani hizmetinin

bulut bilisim altyapis1 lizerinde daha iyi sonug¢ vermekte oldugu belirtilmistir.

Yapisal ve iliskisel veri depolama hizmetlerinin birgogu eklentiler veya dahili
mekéansal veri islemcileriyle mekansal sorgulara ve veri tlrlerine destek

vermektedirler.

2.1.2 Yapisal olmayan veri depolama hizmetleri

Yapisal olmayan veri depolama hizmetleri verileri obje olarak saklamaktadir. Bu
objelere BLOB (Binary Long Objects) da denmektedir. Ikili (binary) bicemde
(formatta) olan her sey obje seklinde saklanabilir (Amirian ve dig, 2014). Bir yapisal
olmayana veri depolama hizmeti hesabina ait mantiksal organizasyon Sekil 2.4’te

gosterilmektedir.

Yapisal Olmayan Veri Depolama Hesabi

Kova Kova Kova

Obje A
Obje N
Obje A
Obje N
Obje A
Obje N

Sekil 2.4 : Yapisal olmayan veri depolama hizmetinin veri saklama yapisi.
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Objelerin bir arada gruplanarak depolandigi varlik kiimeleri kova (bucket) veya
konteyner (container) terimi ile ifade edilmektedir (Sekil 2.5). Bu g¢alismada varlik
kiimeleri i¢in ‘kova’ teriminin kullanimi, hesaplama teknolojileri igin kullanilan
‘konteyner’ terimi ile kavramsal olarak karistiritlmamasi igin tercih edilmistir. Bir kova
icerisindeki objelere erisim bir anahtar deger iizerinden olmaktadir. Bir hesap i¢indeki

kova isimleri ve bir kova igerisindeki anahtar degerler benzersiz olmaktadir.

Kova
. : Obje
Anahtar; /x/y/z.tif —_—
~_ —
Anahtar: /t.gpx | Obe

~_

Anahtar: /w/h/kkml —— |  Obje

~_

Sekil 2.5 : Yapisal olmayan depolamada kova yapisi.

Yapisal olmayan verileri ortak 6zelliklerine gore bolimlendirerek ¢ok sayida obje
saklayan kova igerisindeki erisim kolaylastirilabilir. Anahtar degerinde “/” sembolii
kullanilarak bolimlendirme yapilmaktadir (Kapadia ve dig, 2015). Ornegin ayni giin
ve aya ait veriler saklanirken anahtar degerin bagina “/05/21/” eklenirse Mayis ayinin
21. giliniine ait veriler gruplandirilabilir. Bu sayede 21 Mayis verilerine tiim verilerin
kontrol edilmesine gerek kalmadan hizlica erisilmis olur. Her ne kadar bir kovanin
alabilecegi en fazla veri miktari bulut saglayicinin kurallarina gore degisebilir olsa da

veriye erisim hizi kovanin biiyiikliigiine gére degismemektedir

Kovalar igin bulut saglayicilari tarafindan koyulan limitler bulunabilmektedir. Ornegin
bir bulut bilisim kullanicist hesabinda en fazla yiiz adet kova olusturabilmesine izin

verilebilir.

Saklanan objelere erisim yapisal olmayan veri depolama hizmeti {izerinden sunulan
REST (Representational State Transfer) API’lar araciligi ile olmaktadir. Bununla
birlikte uygulama gelistiricilerin yazilim gelistirmesini kolaylastirmak i¢in farkl

programlama dilleri igin SDK’ler (Software Development Kit) de sunulmaktadir.

Saklanan objelerin giivenligi ise dahili izin kontrol yapilariyla saglanmaktadir. Objeler
herkese erisime acik olarak saklanabilirken sadece bir kullanici, kullanic rolii veya

kullanic1 grubu icin de erisim izni verilerek saklanabilmektedir. Giivenli erisim igin
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modern web teknolojilerinde yaygin olarak kullanilan jeton (token) tabanli
yetkilendirme teknolojileri kullanilmaktadir. Bununla birlikte istenen gecici adresler
de Uretilerek sistemin disindaki istemcilere veya kullanicilara belirli streler icin erisim

verilebilir.

Yapisal olmayan veri depolama hizmetlerinde saklanan veriler eger kendi iginde tutarl
bir sekilde belli bir semaya sahipse sunucusuz veri analiz servisleri sorgulama ve
kiimeleme (aggregation) islemlerini bu veriler Uzerinde yapabilmektedir. Bu servisler
ise Hizmet olarak Sorgu (HoS — Query as a Service) olarak adlandirilmaktadir
(Marroquin ve dig, 2018). Oncelikle verilerin semas1 kullanilan sunucusuz veri analiz
hizmetine tanitilmasi gerekmektedir. Bu amagla CSV (Comma-Separated Values),
JSON (JavaScript Object Notation) ve Apache Parquet gibi sema tutan bicemler

objeler saklanirken yaygin olarak tercih edilmektedir.

Mekéansal indeksleme (spatial indexing) yapisal olmayan verilerin uygulama
gelistirme ara yiizleri lizerinden hizlica sorgulanmasini miimkiin kilmaktadir (Moten,
2019). indekslemenin tutulmasi ve sorgulanmasi i¢in yapisal sunucusuz veri depolama
hizmetleri kullanilabilmektedir. Ornegin bu sayede bilyik bir cografi alana ait raster
karo verileri igcinden bir cografi alana diisen raster karolar kolayca bulunabilmekte ve

erisilebilmektedir.

Yapisal olmayan veriler {izerindeki veya depolama alanindaki degisiklikler birer olay
(event) Uretmektedir. Bu Uretilen olaylari1 dinlemek ve buna gére islem yapmak lizere
ayn1 bulut bilisim saglayicisi lizerinde baska diger sunucusuz hizmetler kullanilabilir.
Boylece bir yapisal olmayan veri depolama hizmeti tizerinde bir obje degisikligi veya
yeni bir objenin eklenmesi halinde hangi islemlerin yapilacagi ve hangi hizmetlerin bu
duruma kars1 aksiyon alacagi bir is akisgi olarak tasarlanabilmektedir (Sampé ve dig,
2017). Ornegin yeni yiiklenen bir CAD (Computer-aided Design) dosyasinin
olusturacagi olay bir sunucusuz hesaplama hizmeti istiindeki uygulamayi
tetikleyebilir. Bu uygulama da yiiklenen dosyayi1 CBS veri tabanina uygun bir sekilde
dontistiirerek kaydedebilir (Sekil 2.6).

Sunucusuz | T
Yapisal Olmayan Hesaplama
—_— : .—l E I—p - CBS Veri
cad VenHDijggll?ma Hizmeti Taban
Olay
{Yeni Obje Eklendi}

Sekil 2.6 : Yapisal olmayan depolama hizmetindeki bir olayin hesaplama hizmetini
tetiklemesi ornegi.
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Son olarak sunucusuz yapisal olmayan veri depolama hizmeti eger destekliyorsa statik
internet sayfalari i¢in bir web sunucusu olarak kullanilabilir. Bunun i¢in yiiklenen
dosyalarin “herkese erisime agik” olarak yuklenmesi ve hizmet Uzerindeki ilgili
ayarlarin yapilmasi gerekmektedir (Nadon, 2017; Soueidi, 2015). Ornegin QGIS isimli
masaiistii CBS yazilimi ve QGIS2Web eklentisi kullanilarak olusturulacak bir statik
web CBS uygulamasi yapisal olmayan veri depolama hizmetleri tzerine yuklenerek
dogrudan yaymlanabilir. BOylece Sekil 2.7’de gosterildigi gibi bir CBS kullanicisi
herhangi bir sunucu kurulumu yapmadan ve ileri bulut bilisim sistem yonetimi
konularin1 hakim olmadan da yuksek Olceklenebilir bir CBS web uygulamasini
kolaylikla yayina alabilmektedir (Gandhi, 2021).

‘ \
> Sunucusuz Yapisal CBS
| QG?SG;\/SVeb k>1 L[ijglllalma —»  Olmayan Veri Web Uygulamasi
| =osyeall Depolama Hizmeti Adresi
CBS B ‘ CBS Web
Kullanicisi Uygulamasi
Kullanicilari

Sekil 2.7 : Yapisal olmayan depolama hizmetindeki statik bir CBS web
uygulamasinin yayinlanmasi drnegi.

2.2 Hesaplama Hizmetleri

Bulut bilisimin beraberinde getirdigi en biiyiik avantaj kullanicilardan fiziksel altyapi
yonetimini soyutlamak olsa da yine de platform (zerindeki sanal kaynaklarin
yonetimini kullanicilardan istemektedir (Jonas ve dig, 2019). Bulut bilisim tizerinde
HoA (Hizmet olarak Altyap1) ve HoP (Hizmet olarak Platform) tirtindeki hizmet
modelleri sanal makinelerin, sanal ag adaptorlerinin (virtual network adapter), sanal
sabit surdictlerin (virtual disk) veya sunucu yazilimlarinin ayarlarini kullanicilardan
yapmalarini isterler. Bununla birlikte bu sanal kaynaklarin yedeklenmesi ve bakiminin
da kullanici tarafindan takip edilmesi beklenmektedir. Bir uygulamanin bulut biligim
altyapisi1 lizerinde saglikli ve Olceklenebilir yayin yapmast icin gerekenler sdyle

siralanabilir (Jonas ve dig, 2019);

1. Fazladan hazir yedek sunucu bulundurmak. Bir sunucu ¢alismadiginda yedek

sunucu Uzerinden uygulama hizmet vermeye devam edebilir.

2. Fazladan birkag farkli cografi bolgede sunucu bulundurmak. Bir bolgedeki tim
veri merkezleri hizmet dis1 kaldiginda uygulama baska bir cografi bolgeden

veri merkezinden hizmet vermeye devam edebilir.
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3. Trafik yuki dagitim sisteminin kurulmasi. Gelen istekler en az yiik altindaki

sunucuya iletilir.

4. Otomatik 6l¢eklendirmenin kurulmasi. Uygulamaya gelen isteklerin ¢oklugu
veya azligina gore gerektiginde uygulama ek sunucular Uzerinde birlikte
calisarak performans kaybi olmadan ¢alismaya devam edebilir. Tam tersi

durumda da sunucu eksiltilebilir.

5. Izleme (monitoring) sisteminin kurulmasi. Uygulama veya sistemin saglig

takip edilebilir.

6. Gulnluk\Kay1t (logging) sisteminin kurulmasi. Uygulama icerisindeki hatalar

ve performans sorunlari takip edilebilir.

7. Isletim sistemlerinin ve destek yazilimlarinin giincel tutulmasi. Boylece

guvenlik tehditlerine karsi1 uygulama ve sistem korunmus olur.

8. Yeni sunuculara uygulamanin otomatik yiiklenebilmesi: Otomatik
Olgeklendirme sirasinda uygulama elle midahale gerekmeden kendiliginden

eklenen yeni sunucu Uzerinde ¢alismaya baslayabilir.

Tum bu ayarlamalar ve kurulumlarin yapilmasi ve bakim prosediirlerinin
belirlenmesinden sonra bulut bilisim kullanicis1 gelistirdigi uygulamay1 platforma
yiikleyerek saglikli ve performansli bir sekilde calismasini saglayabilmektedir. Bu
sorumluluklarin kullanici lizerine yiiklenmesi nedeniyle bulut bilisim kullanicilarinin
calisilan platform ve kullanilan teknolojiler hakkinda ileri diizey bilgi sahibi olmasi

gerekmektedir.

Sunucusuz hesaplama hizmetleri fonksiyon ve konteyner tabanli altyapi tiiriine gére
iki modelle “Hizmet olarak Fonksiyon” ve “Hizmet olarak Konteyner” olarak
incelenmektedir (Schachar, 2019; Chowhan, 2018). Her iki grubun da ortak 6zelligin
yukarida verilen sekiz maddenin yapilandirilmasimi kullanicidan soyutlamasidir.
Boylece kullanici sadece c¢alisirmak istedigi uygulama veya konteynere
odaklanabilmektedir. Geri kalan altyapt yonetiminin sorumlulugu bulut bilisim

saglayici tizerinde olmaktadir.

HoK modeli HoF modeline gore uygulama gelistiriciler i¢in daha fazla 6zgur bir ortam
saglandigindan HoF Uzerindeki kisitlamalarindan etkilenen uygulamalar igin HoK

modeli alternatif olmaktadir (Kiener ve dig, 2021).
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2.2.1 Hizmet olarak fonksiyon

Sunucusuz hesaplama modellerinden biri olan HoF modeli belli bir amag¢ igin
gelistirilmis uygulamay1 ¢alistirmak i¢in kullanilmaktadirlar. Baz1 durumlarda eger
bulut bilisim saglayici da izin veriyorsa daha karmasik birden fazla amac¢ igin

gelistirilmis uygulamalar1 da -6rnegin web API’lar1 gibi- calistirabilmektedirler.

Bulut bilisim saglayicis1 HOF servisi lizerinde ¢alisabilen programlama dillerini ve o
dillerin hangi siiriimlerinin  desteklendigini yayinladiklar1 dokiimantasyonla
aciklamaktadir. Uygulama bu dillerden birini kullanarak gelistirilebilir. HOF servisinin
kullanicist uygulamasint bu kistaslara gore hazirlamasi gerekmektedir. Bununla
birlikte uygulama gelistiricinin uygulamada kullanilmas1 gereken bir catki
(framework) kiitiiphanesi veya diger kitlphaneler olabilir. Uygulama gelistiricinin bu
kiitiiphanelerin HoF servisleri ile uyumluguna dikkat etmesi gerekmektedir ve

gerekiyorsa ek gelistirmelerle bunlart uyumlu hale getirmelidir.

Temelde birer konteyner yonetimi olarak c¢alisan HOF mimarileri, 6zel olarak
gelistirilen konteynerlerin sisteme yiiklenen kod parcalarini istek alindigi anda
olabilecek en hizli sekilde calistirilmast {izerine tasarlanmislardir. ilk istek geldikten
sonra uygulamanin gelistirildigi programlama diline gore uygun konteyner segilir. Bu
konteyner igine uygulama yiiklenerek “soguk baglatma” denen siire¢ baslatilmaktadir.
Siire¢ sonunda uygulama ¢aligsmaya baslar ve gelen istek uygulamaya islenmek iizere
iletilir. Uygulama gelen istegi isledikten sonra iirettigi sonucu geri dondiirerek ¢alisma
stireci tamamlanir. Eger bir sonraki istek platform tarafindan belirlenen siire igerisinde
gelirse daha onceki istek icin ¢alistirilmis ve bekleyen konteyner yeniden kullanilarak
daha hizli sekilde cevap Uretilebilmektedir. Bu sekilde baslayan siirece de “sicak
baglatma” adi verilmektedir. Eger uzun siire istek gelmezse bekleyen konteyner
kapatilir. Bu nedenle uzun siire calismamis veya ilk kez ¢alisacak olan bir fonksiyonun
ilk cevap donme suresi ardi sira gelen isteklere cevap donme siirelerine gore uzun
olmaktadir. Chowhan (2018) c¢alismasindan yararlanilarak fonksiyonlarin g¢aligma

dongiisiinii agiklamak i¢in Sekil 2.8 olusturulmustur.

Soguk Baslatma Sicak Baslatma
- —
r \
\ Uygulamay! .
Konteyner't Konteynera Uygulamay1 Uygulamay! Konteyner'i
Baslat Yiikle Calistir ¢ Galistir o Sil
Zaman [ L A s
istek Bekle istek Bekle

Sekil 2.8 : Bir fonksiyona ait soguk ve sicak baslatma siiregleri.
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Bir fonksiyon platformun belirledigi oOlgiitlerde Olgeklenebilir. Bir yiik dagiticisi
bilesen gelen veya bekleyen isteklere gore fonksiyonun anlik olarak ¢alistigi konteyner
sayisina karar verir. Bir fonksiyon c¢alistigi konteynerlerin hesaplama kapasitesinin
idare edebileceginden fazla istek almaya baslarsa yiikk dagiticis1 bileseni otomatik
olarak yeni bir konteyner daha galistirarak gelen istekleri dengeli olarak dagitir ve
islem yiikiini paylastirmis olur. Bunun saglanabilmesi igin fonksiyonlar i¢in
gelistirilen kodlarin ek olarak elle bir miidahale gerekmeden calismaya baslamasi
beklenmektedir. Aksi halde otomatik olarak baslatma ve buna dayali olan

Ol¢eklenebilirlik saglikli olarak uygulanamayacaktir.

Fonksiyonlarin uzun stirelerle ¢alisma beklenmez. Bir olay kaynakli olarak ¢alismaya
baglarlar ve programlanan islemleri basarili veya basarisiz olarak tamamlandiktan
sonra ¢alismalarini sonlandirmalari beklenir. Bununla baglantili olarak fonksiyonlarin
calistiklar1 platform tizerindeki kaynak tiiketimlerinin optimizasyonu saglanir ve bu
sayede donanim kaynaklar1 devamli olarak tek bir fonksiyon icin ¢alismaz. Calismasi
sonlanan fonksiyondan bosalan donanim kaynagi bir baska ¢alisacak fonksiyon icin

ayirilmis olur. (Adzic ve Chatley, 2017).

Fonksiyonlar olay giidiimlii olarak c¢aligabildikleri gibi kendileri de ¢aligma sorununda
yeni olaylar tireterek bagka bir sunucusuz hizmetin ¢aligmasina neden olabilirler. Bu
sayede fonksiyonlar ve diger sunucusuz hizmetler sirali veya es zamanli olarak
calisarak bir akis halinde g¢alisabilirler. Barbieri ve Bonanni (2019) c¢alismasindan
yararlanilarak fonksiyonun diger servislerle olan iligkisini agiklamak iizere Sekil 2.9

olusturulmustur.

~,

N A —d
Internete

Bagh
Cihaz

Sunucusuz _
loT Servisi Fonksiyon A

s

Veri Deposu

Grafik Sunucusuz
Araylzli  |—HTTPistek—» API Yonetimi Fonksiyon B
Uygulama Uygulamasi

Kullanici

Sekil 2.9 : Sunucusuz hizmetlerin olay giidiimlii olarak birbirlerini calistirmalari.
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Fonksiyonlarin ¢alistigi konteynerler tizerinde tutulan veriler ¢alisma siiresi sonunda
silinirler, bu nedenle fonksiyonlar durum saklamazlar (Jonas ve dig, 2019). Calisma
zamanlarinda kalict veri saklamak (zere bir sunucusuz veri depolama ¢dzimi
kullanilabilir. Bu sayede ardisik olarak calisan fonksiyonlar birbirlerine veri
aktarabilirler. Ayrica bu saklanan veriler baska sistemler tarafindan da kullanilmak

Uzere de tutulabilir.

Calisma zamaninda fonksiyonlarin irettikleri giinliik kayitlart ve performans
metrikleri bir izleme araci tarafindan toplanarak saklanir (Lynn ve dig, 2017). Boylece
platform kullanicisinin fonksiyonun tirettigi hata kayitlarina, kaynak tiketim ve

yonetim metriklerine ulasmasi ve izlemesi saglanmig olmaktadir.

2.2.2 Hizmet olarak konteyner

Hizmet olarak Hizmet olarak
Fonksiyon Konteyner
Uygulama Uygulama
Konteyner Konteyner

[ Sunucusuz Hesaplama Platformu ]

[ Kullanici J [Satjlaylm J

Sekil 2.10 : HoF ve HoK modellerinde kullanic1 ve saglayict sorumluluklart.

Sunucusuz hesaplama modellerinden bir digeri olan HoK servisleri fonksiyon
servislerine gore daha 6zgur bir ¢alisma ortami sunar. Bunun nedeni ise Sekil 2.10’da
gosterildigi gibi platformun kullaniciya fonksiyonlarin aksine sadece uygulama
tizerinde degil uygulamanin ¢alistig1 konteynerin {izerinde de yetki alan1 sunmasidir
(Léger ve Broshar, 2021). Boylece bir uygulama gelistirici uygulamanin ¢alisacagi
konteynerde uygulamanin 0zel bagimhiliklarimmi da yukleyerek uygulamay1

calistirabilir.

Bu baglamda, fonksiyon ortamlarinda istenen bagimliliklarin veya ayarlarin eksik
olmasi nedeniyle calismayan mevcut CBS uygulamalarini calistirmak igin de
konteyner teknolojisi kullanilabilir (Zaragozi ve dig, 2020). Ornegin MapServer isimli

acik kaynak kodlu CBS sunucu uygulamasi1 HoF servisleri {lizerinde c¢alisamazken
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uygulama gelistiriciler tarafindan sunulan konteyner imaji1 sayesinde HoK servisleri

tizerinde galisabilmektedir (MapServer, 2022).

Literatiir incelemesi yapildiginda birgok farkli konteyner mimarisi oldugu
gorulmektedir (Siddiqui ve dig, 2019). Bu mimariler icerisinde Docker isimli
konteyner mimarisi birgok farkli bulut bilisim saglayicisi tarafindan desteklendigi i¢in
one ¢ikmaktadir. Bu mimari incelendiginde bir konteynerin hangi isletim sistemiyle,
hangi bagimliliklarla ¢alisacagi ve hangi uygulamayi ¢alistiracagi bir sablon olarak
hazirlanir. Hazirlanan sablon derlenerek imaja ¢evrilir. Hazirlanan sablon istenirse
baska bir kullanici ile paylasilabilir ve bu kullanici da bu sablonu derlediginde yine
ayni imaj dretilir. Bu nedenle Docker teknolojisi tasmabilirlik yonlinden de
avantajhidir. Kullanic1 isterse rettigi imaji bir ortak imaj deposuna yikleyebilir
(Nickoloff ve Kuenzli, 2019; Poccia, 2020). imaj konteyner olarak calisacagi zaman
yeniden derlenmez ve dogrudan ¢alismaya baslar. Eger konteynerin galisacagi sunucu
Uzerinde yoksa imaj ortak depodan imaji ¢ekilerek ¢aligtirilir (Sekil 2.11). Bu galisma
prensipleri Docker teknolojisi kullanan bulut bilisim platformlar1 Gzerinde de bu

sekilde uygulanmaktadir.

imaj Deposu

[

Sablon Konteyner

Sekil 2.11 : Bir Docker konteynerin olusturulma streci.

Docker teknolojisini kullanan HoK servisleri ilgili konteynere ait imaji imaj
deposundan c¢ekerek uygulamayr calistirirlar. HOF servisinden farkli olarak
konteynerin calismasi igindeki uygulamanin isgini bitirmesi ile bitmeyebilir. Bu
durumda konteyner siiresiz bir sekilde disaridan durdurma talebi gelene kadar
caligmaya devam eder. Bu nedenle HoK servisleri konteynerlerin yasam dongiilerinin
kontroli icin araglar sunarlar. Bunun yaninda konteyner imaji igerisindeki
uygulamanin ¢aligmasini  bitirdiginde kendiliginden kapanacak sekilde de

tasarlanabilir. Devamli ¢alisan konteyner uygulamalarina 6rnek olarak CBS sunucusu
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uygulamalari gosterilebilir. Bu uygulamalar bir internet iletisim protokolii {izerinden
gelecek olan istegi devamli olarak beklerler. Istek geldigi anda ise isleyip cevap

donerek bir sonraki istek icin beklemeye devam ederler.

HoK servisi eger ayn1 anda gelen istek veya bekleyen islem sayisi artarsa gelen talebi
daha hizli karsilamak {izere c¢alisan konteyner sayisini arttirabilir (Sekil 2.12). Bu
nedenle HoK servisi de HoF servisine benzer sekilde otomatik olarak 6lgeklenebilir.
Otomatik Ol¢eklendirmenin dogru calisabilmesi i¢in konteyner imajlart otomatik
olarak baglatilip elle miidahale gerekmeden istek almaya hazir olacak sekilde
uretilmelidirler. Eger sistem iizerindeki ¢alisma yiikii azalirsa HOK servisi ihtiyag
duymadig1 konteynerleri otomatik olarak kapatir. Otomatik 6l¢eklendirmenin nasil ve

hangi kurallarla ¢alisacagi HoK servisinde kullanici tarafindan belirlenmektedir.

—~{LLLLI

Konteyner 1

Bekleyen

istekler
Konteyner 2

Kaldir
Konteyner n

Konteyner t

Sekil 2.12 : HoK servisi Gzerinde otomatik 6l¢eklendirme.

Konteynerler tizerinde galisan uygulamalarin kalic1 veri depolama ihtiyaglar1 platform
Uzerindeki bir veri depolama biriminin konteynere dosya sistemi (zerinden
baglanmasi (mount) ile karsilanabilmektedir. Konteyner ¢aligmasini tamamladiginda
veri depolama birimi serbest birakilarak yeniden bagka bir konteynere baglanmak
uzere bekleyebilir. Kullanicidan veri depolama alanini segerken ve kullanirken bazi
konulara dikkat etmesi beklenir. Ornegin birden fazla konteyner ayni veri iizerine ayni
anda yazmak isterse veri bir konteyner i¢in ulagilamaz olabilir ve yazilmak istenen veri
de kaybedilebilir. Bu nedenle veri depolama ¢oziimii dikkatli secilmelidir. Ornegin

HoK iizerinde ¢alisan CBS sunucusunda kalict veri depolamada raster veriler icin
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dosya sistemi ¢6zimu kullanilabilir. Buna karsin kalici depolama olarak veri tabani

sunucusunda ise eszamanli okuma ve yazma yetenegi ile vektor veriler saklanabilir.
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3. BULUT BIiLiSiM SAGLAYICILARININ SUNUCUSUZ HiZMETLERIi

Baldini ve dig. (2017) yaptiklari1 calismada AWS, Azure, Google ve IBM bulut bilisim
saglayicis1 firmanin sunucusuz hizmetler verdiginden bahsetmistirler. Sekil 3.1°de bu

dort bulut bilisim firmasinin pazar paylari verilmistir.

IBM %4

Sekil 3.1 : AWS, Azure, Google ve IBM bulut bilisim saglayicilarinin 2021 son
¢eyregindeki pazar paylari (Richter, 2022).

Sekil 3.2°de ise yine ayni1 dort bulut bilisim firmasinin adi ile “serverless” kelimesinin
son bir yil i¢inde ne kadar ¢ok arandigi analizi Google Trends araci yapilarak

gosterilmistir (Google Trends, 2022).

GoogleTrends  Compare < m

© google serverless
Search term

® azure serverless
Search term

® ibm serverless
o +
Search term

® aws serverless
Search term

Worldwide Past 12 months v All categories v Web Search v

Interest over time * <

Average Apr 18,2021 Aug 22,2021 Dec 26, 2021

Sekil 3.2 : Google Trends’e géore AWS, Azure, Google ve IBM bulut bilisim
saglayicilarinin sunucusuz konusunda son bir sene i¢indeki aranma popiilerligi.



Bu iki grafige gore AWS ve Azure bulut bilisim saglayicilarinin digerlerine gore daha
fazla tercih edildigi ve ayni sekilde sunucusuz mimariler igin de daha fazla arandigi

gorulmektedir.

Bu bolimde AWS ve Microsoft Azure bulut bilisim saglayicilarinin sundugu
sunucusuz hizmetler 2. Boliim’de verilen siiflandirmay1 takip ederek depolama ve
hesaplama tlrlinde ele alinmigtir. Bu hizmetlerin ayrica sundugu mekansal bilisim

Ozellikleri de incelenmistir.

3.1 Amazon Web Services (AWS) Tarafindan Sunulan Sunucusuz Hizmetler ve
Mekansal Bilisim Ozellikleri

3.1.1 Sunucusuz veri depolama hizmetleri

AWS bulut bilisim saglayicisinin yapisal ve iliskisel veri depolama hizmetleriyle

birlikte yapisal olmayan veri depolama hizmetlerini de sunmaktadir (Cizelge 3.1).

Cizelge 3.1 : AWS sunucusuz veri depolama hizmetleri.

Amazon DynamoDB
Amazon Aurora Serverless

Yapisal ve iliskisel veri depolama

Yapisal olmayan veri depolama | Amazon S3

AWS bulut bilisim saglayicisinin yapisal olmayan veri depolama i¢in sundugu
sunucusuz hizmeti Amazon S3 olarak isimlendirilmektedir. Amazon S3 hizmeti
verileri BLOB tiiriinde saklamaktadir (Gulabani, 2015). Amazon S3 uizerinde saklanan
objelerin igerdigi cografi verilerin sorgulanmasi icin platform (zerindeki bir baska
sunucusuz sorgulama servisi Amazon Athena kullanilabilmektedir. Bununla birlikte
bu servis {izerinde agik olarak sunulan raster ve vektor veriler platform Gzerinde
gelistirilecek sunucusuz uygulamalar igin hizli ulasilabilir birer cografi veri deposu
olarak da kullanilabilir (URL-1).

Yapisal ve iligkisel verilerin saklanmasi icin Amazon Aurora Serverless ve Amazon
DynamoDB servisleri sunulmaktadir. Amazon Aurora Serverless servisi agik kaynak
kodlu PostgreSQL ve MySQL veri tabani sunucusu yazilimlarinin AWS tarafindan
Ozellestirilmis siiriimleri iizerinden sunulmaktadir (Zois, 2021). PostgreSQL eklenti
ekosisteminde mekansal verinin saklanmasi ve analizi i¢in gelistirilmis olan PostGIS

eklentisi Amazon Aurora Serverless ile ¢alisabilmektedir. PostGIS eklentisi ile birgok
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farkli tirden mekansal veri saklanabilmektedir ve SQL sorgulari ile gelismis mekansal
analizler yapilabilmektedir. Bu sayede mekansal verilerin saklanmasi ve ileri diizeyde

sorgulanmas1 miimkiin olmaktadir (Mete ve Yomralioglu, 2021a).

Amazon DynamoDB anahtar-deger belge turi verilerin saklanmasini saglayan
servistir (Kalid ve dig, 2017). Amazon DynamoDB veri sorgulama islemlerini SQL
dili destegini kisith bir sekilde vererek ve sagladigi API iizerinden sunmaktadir. Bu
hizmet cografi verilerin saklanmasina ve sorgulanmasina kisith olarak destek
vermektedir. Sadece nokta tiirtindeki cografi verilerin GeoHash kodlamasi ile
saklanarak sorgulanmasi miimkiin olmaktadir. Bu amagla gelistirilen Amazon
DynamoDB GeoHash kituphaneleri ile uygulama gelistirici gelistirdigi uygulama

uzerinden kolayca mekansal analizler yapabilmektedir (Beswick, 2020).

3.1.2 Sunucusuz hesaplama hizmetleri

AWS bulut bilisim saglayicisinin sundugu sunucusuz hesaplama hizmetleri Cizelge

3.2’de de gosterildigi gibi fonksiyon ve konteyner tiirtinde ikiye ayrilmaktadir.

Cizelge 3.2 : AWS sunucusuz hesaplama hizmetleri.

Fonksiyon — HoF AWS Lambda

Konteyner — HoK AWS Fargate

HoF modelindeki servisin adi AWS Lambda olarak adlandirilmaktadir (Chapin ve
Roberts, 2020). AWS Lambda fonksiyonlarimin kullanabilecekleri maksimum bellek
kapasitesi kullanici tarafindan belirlenir. Bu nedenle uygulamanin ihtiyaci olan bellek
miktarinin 6nceden dogru tespitini yaparak yapilandirmak Onem arz etmektedir.

Verilebilecek maksimum bellek miktari ise konteyner bagina 10GB’dir.

AWS Lambda fonksiyonlari olay giidiimlii olarak ¢aligmaktadirlar. Olaylarin kaynagi
diger AWS servislerindeki durum ve veri degisimleri ile HTTP (zerinden gelen
istekler olabilir. Fonksiyonlar olay giidimlii olmalar1 sayesinde diger AWS
servisleriyle birlikte galisabilirler. Ornegin, Amazon DynamoDB’de meydana gelen
veri degisimleri AWS Lambda Uzerindeki uygulamay tetikleyerek caligtirabilir.

AWS Lambda servisinin ¢alisma siiresi 15 dakika ile limitli oldugundan, ¢aligsmasi
uzun stiren mekansal blyuk veri analizi veya mekansal zek& uygulamalari i¢in uygun

olmayabilir. Bununla birlikte bir fonksiyonun ayni anda en fazla bin istege cevap
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verebilme limiti bulunmaktadir. Ozellikle herkese acik ve ¢ok sayida kullaniciya
hizmet vermesi beklenen internet servisi mimarileri igin bu limit bir engel olabilir.
Istenirse AWS destek hattindan bu limitin arttirilmasi talep edilebilir. AWS Lambda
uygulamasimin g¢alistigi gecici her bir konteyner basina verilen depolama alani ise

maksimum 10GB’dir.

AWS Lambda servisi baglica Java Script, Python, Ruby, Java, Go ve C# programlama
dillerini desteklemektedir, ancak, servis ayrica konteyner imaji ¢alistirma destegi de
sundugu i¢in uygulamada konteyner tizerinde ¢alisabilen her dille ¢alisma imkan1 da
sunmaktadir. Her ne kadar bu yaklasim HoK modeline benzetilse de AWS Lambda
iizerinde her konteyner imajina izin verilmez. Izin verilen konteyner imajlarinin AWS
tarafindan hazirlanmis baz (base) imajlardan veya Lambda Runtime API’nin kKurulu
oldugu 6zel imajlardan Uretilmesi gerekmektedir (Poccia, 2020). HoF modeli ile
calisamaya uygun olmayan bir CBS sunucusu yazilimi konteyner olarak hazirlanarak
calistirlabilir. Bu imkan ile ayrica halihazirdaki bir uygulamanin da sunucusuz mimari

servislerinden faydalanmasi saglanmis olmaktadir.

HoK modelindeki servis AWS Fargate olarak adlandirilmaktadir (Vohra, 2018). AWS
Fargate, Docker teknolojisi ile konteyner yonetimini sunucusuz olarak saglamaktadir.
Bu servis iizerinde calistirilmak istenen konteyner imajlari bir konteyner imaj

deposunda gekilir. Bu imaj deposuna AWS Fargate erisim i¢in yetkilendirilir.

AWS Fargate lzerindeki her bir Windows isletim sistemi tabanli konteyner 20GB,
Linux isletim sistemi tabanli konteyner ise 200 GB (gigabyte) gecici depolama alani
tizerinde ¢aligmaktadir. Eger kalic1 bir depolama ihtiyaci varsa bunun igin platform
Uzerinde sunulan sunucusuz veri depolama hizmetleri kullanilabilecegi gibi sanal disk
servisinden de faydalanilabilir. Servis ayni anda bin adet konteyner calistirabilir.
Istenirse AWS destek hattindan bu limitin arttirilmas: talep edilebilir. Bir diger limit
ise AWS Fargate servisinin grafik islem birimi (GPU — Graphical Processing Unit)
destegi sunmamasidir. Bu nedenle grafik islem birimine ihtiya¢ duyan mekansal zeka

uygulamalar1t AWS Fargate tizerinde ¢alisamamaktadir (URL-2).

Platform tizerinde servisler arasindaki etkilesimin giivenligi i¢in AWS iizerine kimlik
ve yetki erisim sistemi (IAM-Identity Access Management) bulunmaktadir. Bu servis

uzerinde AWS Lambda veya AWS Fargate uygulamasina rol atamasi yapilarak
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platform Uzerindeki diger kaynaklara hangi yetkilerle erigebilecegi belirlenir ve
denetlenir (Pothecary, 2021).

3.1.3 Ekonomik model

Amazon S3 hizmeti saklanan verinin ve depolama alanina yapilan veri trafiginin
biiyiikliigiine bagli olarak iicretlendirme politikasi izlemektedir (Hashimoto, 2015).
Amazon Aurora Serverless servisinin iicretlendirilmesi saatlik aktif olan veri tabani
sunucusunun sayisi, saklanan veri miktar1 ve yapilan sorgulama sayisi {izerinden
yapilmaktadir (Weaver, 2021). Ornegin, saklanan veriler higbir zaman sorgulanmazsa
sadece depolama fticreti 6denmektedir. Bir diger 6rnek ise; veri tabaninda verilerin
ayda bir kez bir saat boyunca sorgulanmasi durumunda, yapilan sorgunun kullandigi
sunucularin bir saatlik kullanim {icreti ve saklanan veri miktar1 ve slresi Uzerinden
ucretlendirilir. Amazon DynamoDB’nin iicretlendirilmesi ise veri okuma ve yazma

tizerinden kullanim miktarina gore yapilmaktadir (Astrova ve dig, 2017).

AWS Lambda fonksiyonlar1 ¢aligma siiresi boyunca atanan bellek miktaria ve toplam
calisma siiresine gore lcretlendirilirler (Sbarski, 2022). AWS Fargate servisinin
ucretlendirilmesi de benzer sekilde atanan islemci sayisi ve bellek miktarinin kullanim
stirelerine gore hesaplanmaktadir (Vohra, 2018). Konteyner icin sunulan gegici veri
depolama alanindan daha biiyiik bir depolama alanina ihtiya¢ duyuldugunda Amazon
Elastic File System (Amazon EFS) adli sunucusuz disk hizmeti kullanilabilir. Bu
hizmet ise kullanilacak diskin kapasitesi ve yapilan yazma ve okuma sayisina gore
ucretlendirilmektedir (Wittig ve dig, 2018).

3.2 Microsoft Azure Tarafindan Sunulan Sunucusuz Hizmetler ve Mekansal
Bilisim Ozellikleri
3.2.1 Sunucusuz veri depolama hizmetleri

Microsoft Azure (izerinde sunucusuz veri depolama hizmetleri yapisal ve iligkisel veri

depolama ile yapisal olmayan veri depolama seklinde iki grupta incelenmistir.

(Cizelge 3.3).
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Cizelge 3.3 : Microsoft Azure sunucusuz veri depolama hizmetleri.

Azure Cosmos DB
Azure SQL Database Serverless

Yapisal ve iliskisel veri depolama

Yapisal olmayan veri depolama | Azure Blob Storage

Microsoft Azure bulut bilisim saglayicisinin yapisal olmayan veri depolama igin
sundugu sunucusuz hizmeti Azure Blob Storage olarak isimlendirilmektedir. Bu servis
Uzerinde istenen herhangi bir dosya ikili bicemde obje olarak saklanabilmektedir
(Ahmed ve dig, 2018). Saklanan veriler tizerinde dogrudan mekansal analizler yapmak
icin bir hazir ¢6ziim bulunmamaktadir. Tomey (2017) yaptig1 ¢alismada sunucusuz
Azure Data Lake Analytics hizmetinin sorgulama yeteneklerini genisleterek Azure

Blob Storage tizerinde bulunan yapisal olmayan verileri sorgulamustir.

Yapisal ve iliskisel veri depolama hizmeti olan Azure Cosmos DB (izerinde yapisal
anahtar-deger, belge, sutun ailesi ve cizge veri turlerine destek verilmektedir (Paz,
2018). Microsoft Cosmos DB (izerinde saklanabilen her veri tipine gore bir APl ismi
verilmistir (Vemula, 2019).

Anahtar-deger turtindeki verileri tutmak icin Table API servisi kullanilmaktadir. Bu

servis mekéansal verilerin sorgulanmasina destek vermemektedir.

Belge tiirindeki verilerin saklanmast i¢in SQL API hizmeti kullanilmaktadir. Bu
hizmet mekansal sorgular1 desteklemektedir. Bununla birlikte mekansal verileri
adresleyerek (geospatial indexing) daha hizli sorgulanmasi da desteklenmektedir
(Microsoft, 2022a). Her ne kadar NoSQL tabanli bir veri tabani hizmeti olsa da SQL
API adindan da anlagsilacagi gibi SQL dilindeki sorgulara da destek vermektedir. OGC
Simple Features standartlarmma uygun sekilde bazi mekansal sorgu metotlarini da
desteklemektedir (Microsoft, 2022b).

Sutun ailesi tipindeki verilerin saklanmasi ve sorgulanmasi i¢in Azure Cosmos DB
Cassandra API sunulmaktadir (Paz, 2018). Bu isim arka planda kullandig1 agik kaynak
kodlu veri tabani yazilimi olan Apache Cassandra’dan gelmektedir. Bu servis

mekansal verilerin sorgulanmasi i¢in bir destek saglamamaktadir.

Son olarak cizge verileri saklamak ve sorgulamak igin sunulan servisin adi Gremlin
API olarak gecmektedir. Bu servis de Cassandra API gibi kullandig1 agik kaynak kodlu
Apache TinkerPop yaziliminin Microsoft Azure tarafindan Ozellestirilmis bir

sUrlmiiniin sunumudur. Yapilan sorgulama diline Gremlin dendigi i¢in adin1 buradan
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almigtir. Bu servis tizerinde dogrudan mekansal sorgulama yapilamamaktadir. Ancak
mekansal bilisimde en ¢ok kullanilan rota analizleri igin tercih edilmektedir. Ferreira
(2014) yaptig1 calismada ¢izge veri tabani tizerinde mekansal bilisim uygulamasi
gelistirmistir. Bu ¢alismada ayrica bir iliskisel veri tabani ve ¢izge veri tabaninin en
kisa yol analizi karsilagtirmas1 da yapilmistir. Bu karsilagtirmaya gore ¢izge veri tabani

en kisa yol analizi i¢in iligkisel veri tabanina gore daha hizli sonu¢ vermektedir.

Microsoft Azure iizerinde iliskisel sunucusuz veri tabani hizmeti i¢in Azure SQL
Database Serverless isimli servisi sunmaktadir. Bu servis Microsoft tarafindan
gelistirilen SQL Server veri tabani sunucusu teknolojisinin bulut bilisim igin
Ozellestirilmis bir stirimiine dayanmaktadir. Bu servis zerinde OGC’nin Simple
Feature Access standardina gore mekansal veri sorgulama ve saklamaya destek
verilmektedir (Microsoft, 2022c).

3.2.2 Sunucusuz hesaplama hizmetleri

Microsoft Azure firmasinin sundugu sunucusuz hesaplama hizmetleri Cizelge 3.4’te

de gosterildigi gibi fonksiyon ve konteyner tiiriinde ikiye ayrilmaktadir (Yusuf, 2021).

Cizelge 3.4 : Microsoft Azure sunucusuz hesaplama hizmetleri.

Fonksiyon — HoF Azure Functions

Konteyner — HoK Azure Container Instances

Platformda HoF modelinde sunulan servisin adi Azure Functions olarak ge¢cmektedir
(Satapathi ve Mishra, 2021). Bu servis C#, JavaScript, F#, Java, Python gibi
programlama dillerinde yazilmis uygulamalar galistirabilmektedir. Azure Functions

sunucusuz ¢alisma plani lizerinden konteyner ¢alistirma destegi sunmamaktadir.

Azure Functions birden fazla ¢alisma plan1 sunmaktadir. Bu ¢alisma planlarina gore
ticretlendirme ve sunulan 6zellikler degismektedir. Bu tez kapsaminda bu ¢aligmalar
planlarindan sunucusuz ¢alisma plani (Consumption Plan) lizerinden Azure Functions

incelenmistir.

Bu servise ait fonksiyonlar platformdaki diger kaynaklardaki durum degisiklikleri ve
HTTP istekleri kaynakl: olaylarla olay giidiimlii olarak ¢alisabilmektedirler. Ornegin
ayni platform {izerinde bulanan Azure Maps isimli servis ve loT c¢oziimleri

kullanilarak takip edilen bir cihazin belirlenmis cografi alanlara (geofence) girmesinin
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analizini yaparak bunlarin kayitlarini tutan bir uygulama gelistirilebilir (Microsoft,
2022d).

Azure Functions ¢alisan fonksiyonlara 5 TB gecici veri depolama alan1 sunmaktadir
(Maslov ve Petrashenko, 2021). Her ¢alisma sonunda konteynerler birlikte bu gegici
depolama alan1 da yok edildiginden kalic1 veriler icin platformdaki sunucusuz
depolama alan1 hizmetleri kullanilabilir. Azure Blob Storage uzerindeki bir saklama
alan1 fonksiyonun konteynerindeki dosya sistemi Uzerine baglanabilmektedir. Bu
sayede bulut tabanli veri depolama hizmetlerini desteklemeyen bir uygulamay: dosya
sistemi kullanarak yine sunucusuz mimari ile kullanmak miimkiin olmaktadir. Ornegin
bir raster karo harita servisi uygulamasi hiyerarsik bir sekilde tiretilmis ve Azure Blob

Storage Uzerinde saklanmis karolar1 dosya sisteminden okuyarak servis edebilir.

Azure Functions Uzerindeki fonksiyonlar Azure Application Insight servisi ile ortak
calisarak fonksiyonlarda Uretilen hata gunlukleri ve performans metriklerini tutarak
kullanicinin analiz edebilmesi saglanir. Bununla birlikte kullanici tanimlayabilecegi
alarmlar ile kosullarin saglanmasi durumunda e-posta ve kisa mesaj gibi yollarla uyari

alabilir.

Sunucusuz c¢alisma planindaki fonksiyonlar maksimum 10 dakika c¢aligsma siiresine
sahiptirler. Ayrica sunucusuz plan Uzerindeki bir fonksiyon ayni anda Windows
isletim sistemi tabanli ise 200 konteynere kadar veya Linux isletim sistemi tabanli ise
100 konteynere kadar 6lceklenebilir (Microsoft, 2022e). Her bir konteyner icin
maksimum ayrilan bellek miktari ise 1.5 GB’dir (Maslov ve Petrashenko, 2021).

Microsoft Azure, HOK modelindeki konteyner ¢alistirma servisini Azure Container
Instances (ACI) adiyla sunmaktadir (Satapathi ve Mishra, 2021). Bu servis (izerinde
kullanic1 hazirladigi Windows veya Linux isletim sistemi tabanli konteyner imajini

sunucusuz mimariyle calistirabilir.

ACI tizerinde ¢alisan konteynerlerin kalict depolama alani olarak sunucusuz dosya
saklama hizmeti Azure Files kullanilabilir. Konteynerdeki bir dosya sistemi yolu bu
hizmete baglanarak (mount) uygulamanin bu alanda saklanan dosyalara erigimi

saglanir.

Bir ACI hesabinda biri ana olmak izere maksimum 60 tane farkli Linux isletim sistemi
tabanli konteyner ayn1 anda birlikte ¢alisabilmektedir. Ana konteyner disindakiler

yardimci olmak amaciyla ¢alistirilir. Windows isletim sistemi tabanli ACI hesab1 ise
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maksimum bir tane konteyner ¢alistirabilmektedir. Ayrica maksimum bir hesaptan bes

tane port haberlesmeye agilabilir.

ACI servisi kullanilan grafik islemcisi destegi de verebilmektedir. Makine 6grenimi,
yapay zeka, mekansal zeka (GeoAl) gibi uygulamalar bu 6zellikten faydalanarak daha
hizli sonug iretebilirler. Bir ACI hesabi maksimum 16 GB bellek ve 4 gekirdekli
islemciye sahip olabilir (Ifrah, 2020). Aynmi hesap iginde ¢alisan konteynerler bu
kaynaklar1 paylagimli olarak kullanirlar. Kaynak paylagimi servis tarafindan otomatik

olarak yapilmaktadir.

ACI konteynerleri istenirse Azure Functions ile entegre edilerek konteyneri baglatma,
durdurma ve kapatma gibi yasam dongiileri kontrol edilebilir. Béylece dolayli yoldan
konteynerler olay giidiimlii olarak galistirilabilirler. Bu senaryo Azure Functions
hizmetinin ¢aligma siirelerinin veya islem giiciiniin uygulama i¢in yeterli olmadigi
durumda da tercih edilebilir. Bu entegrasyonun bir diger faydas: da 6l¢eklenebilirligin
bu yolla saglanmasidir. ACI hizmeti otomatik 6lgeklendirme sistemi sunmamaktadir

ancak Azure Functions kullanilarak bu saglanabilmektedir (Kerkhove, 2021).

3.2.3 Ekonomik model

Azure Blob Storage hizmeti saklanan verinin ve depolama alantyla yapilan veri
trafiginin biiyiikliigiine bagl olarak iicretlendirme politikas: izlemektedir (Daher ve
Hajjdiab, 2018). Azure Cosmos DB servisinin dcretlendirilmesi servise yapilan her bir
milyon sorgu istegi bagma ve saklanan veri miktarina gore Ucretlendirilmektedir
(Piancazzo, 2022). Azure SQL Database Serverless ise secilen veri tabani islem giicii
kaynagina ve kaynaklarin saniye zaman birimindeki kullanimina gore
ucretlendirilmektedir. Ayrica Azure SQL Database Serverless i¢in kullanilan veri

miktar1 da aylik olarak veri miktar1 bagina gore iicretlendirilmektedir.

Azure Functions fonksiyonlar1 galigma siiresi boyunca atanan bellek miktarina ve
toplam calisma siiresine gore iicretlendirilirler. ACI servisinin Gcretlendirilmesi de
benzer sekilde atanan islemci sayis1 ve bellek miktarinin kullanim siirelerine gore
hesaplanmaktadir Her iki hizmet igin de kullanilacak kalici depolama alanlarinin
ticretlendirilmesi  ayrica  yapilmaktadir. ACI hizmetinde grafik islemcisi
kullanildiginda ayrica onun da kullanim siiresi ve islemci tirtine gore ucretlendirme

yapilmaktadir.
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3.3 AWS ve Microsoft Azure Sunucusuz Hizmetlerinin Karsilastirilmasi

AWS ve Microsoft Azure bulut bilisim saglayicilarinin bir 6nceki bélimde sunucusuz
hizmetleri incelenmistir. Bu bélimde ise bu iki saglayici tarafindan sunulan sunucusuz

veri depolama ve hesaplama servisleri karsilastirilacaktir.

Sunucusuz yapisal olmayan veri depolama hizmetleri Amazon S3 ve Azure Blob
Storage igin karsilastirildiginda gozle gorulir bir fark goriilmemektedir. iki servis
arasinda terminoloji farki bulunmaktadir. Amazon S3’te veri objelerinin varlik
kiimesine kova (bucket) adi verilirken Azure Blob Storage hizmetinde konteyner
(container) ad1 verilmektedir. Amazon S3 {izerinde hali hazirda bulunan agik mekansal

veriler ise bu verilerin kullanilacagi bir uygulama senaryosu i¢in avantajli olmaktadir.

Sunucusuz yapisal ve iligkisel veri tabani hizmetleri NoSQL ¢o6zumleri izerinden
karsilagtirildiginda Azure Cosmos DB’nin hem destek verdigi veri tipleri hem de
mekansal yetenekleri agisindan Amazon DynamoDB’den avantajli  oldugu

gorilmektedir (Cizelge 3.5).

Cizelge 3.5 : Amazon DynamoDB ve Azure Cosmos DB Kkarsilastirmasi.

Ozellik Adi Amazon DynamoDB Azure Cosmos DB
e g Anahtar-Deger, Belge,
Veri Tipleri Anahtar-Deger Cizge, Siitun Ailesi
Mekansal Veri Saklama Var (Sadece Nokta) Var
Mekénsal Sorgulama Var Var

Sunucusuz yapisal ve iliskisel veri tabani hizmetleri iliskisel ve SQL dilini destekleyen
¢oziimler lizerinden karsilastirildiginda ise Azure SQL Database Serverless servisi ile
Amazon Aurora Serverless servisinin farkli iki veri tabani sunucusu teknolojisi
kullandig1 goriilmektedir. Amazon Aurora Serverless ¢oziimii PostgreSQL ve PostGIS
destegi ile Azure SQL Database Serverless ¢ozumiine gore daha fazla mekénsal

sorgulama yetenekleri sundugu goriilmektedir.

Cizelge 3.6’te sunucusuz HoF modeli ile hesaplama hizmetlerinin karsilastiriimasi
yapilmistir. AWS Lambda iizerinde Windows isletim sistemi tabanli konteynerler
calistirllamamaktadir. Bu nedenle karsilastirma tablosu her iki servisinde Linux

isletim sistemi tabanli konteyner calistiracagi senaryosu iizerinden yapilmaistir.
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Cizelge 3.6 : AWS Lambda ve Azure Functions Kkarsilastirmasi.

Ozellik Ad1 AWS Lambda Azure Functions
C#, JavaScript, Java,  C#, JavaScript, Java,
Programlama Dilleri Python, PowerShell Python, PowerShell
Core, Go, Ruby Core, TypeScript
Konteyner Calistirma Destegi Var Yok
Maksimum Calisma Siiresi 15 dakika 10 dakika
Olceklenebilirlik 1000 100
Maksimum Bellek Miktar1 10 GB 1.5 GB
Gegici Veri Depolama Alani 10 GB 5TB

AWS Lambda ve Azure Functions arasinda gegici veri depolama alani, maksimum
caligma siiresi, maksimum bellek miktar1 ve gecgici depolama alaninda belirgin
farkliliklar oldugu goriilmektedir. Desteklenen dillere bakildiginda AWS Lambda’nin
farkli olarak Go ve Ruby dillerine destek verdigi goriiliirken Azure Functions’in da

farkli olarak TypeScript diline destek verdigi goriilmektedir.

HoK modelindeki servislerin AWS ve Microsoft Azure bulut saglayicilar tizerindeki
karsilastirilmasinda AWS Fargate ve Azure Container Instances servisleri

kullanilmistir (Cizelge 3.7).

Cizelge 3.7 : AWS Fargate ve Azure Container Instances karsilastirmast.

Ozellik Ad1 AWS Fargate Azure Container
Instances
Isletim Sistemi Destegi Windows ve Linux Windows ve Linux
Grafik Islemcisi Destegi - GPU Yok Var
Otomatik Olgeklendirme Var Yok
Ayni Anda Caligan Konteyner 1000 60
Maksimum Bellek Miktar1 30GB 16 GB
Maksimum Islemci Cekirdegi 4 4
g Windows: 100 GB
Gegici Veri Depolama Alani Linux: 200 GB 50 GB

Azure Container Instances servisinin GPU destegi sunmast AWS Fargate servisine
gore grafik islemciyi kullanan yapay zeka ve makine O6grenimi uygulamalarinda
avantaj saglamaktadir. AWS Fargate ile gelen dahili otomatik 6l¢eklendirme hizmeti
ve bin konteynere kadar 6lgeklenebilme Azure Container Instances karsisinda avantaj

olarak gorilmektedir.
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4. SUNUCUSUZ COGRAFI BIiLGi SISTEMi YAZILIMI TASARIMLARI VE
UYGULAMALARI

Gunumuzde bircok web CBS uygulamas: raster karo veya vektor karo harita
servislerini altlik olarak kullanmaktadirlar (Netek ve dig, 2020). Bu servisler tiretilmis
statik karo verilerinin belirli ayrinti seviyelerine gore bir sema dogrultusunda
sunulmasini saglamaktadir. Bu boliimde bu iki harita servisi tiiri sunucusuz mimari

ile tasarlanarak her biri segilen bir bulut bilisim saglayicisi iizerinde uygulanmistir.

Akalli sehir, nesnelerin interneti, biiyiik veri gibi uygulamalar ve paradigmalar tretilen
ve saklanan veri miktarini biiytik 6l¢iide arttirmistir. Bu verilerin igerdigi mekansal
bilgi ile gelistirilen mekansal zekd uygulamalarinin da giinimiizde giderek 6nemi
artmaktadir (Kamel Boulos ve dig, 2019). Bu bdlimde bir mekansal zeka sistemin
sunucusuz mimariye uygun olarak tasarimi, bir bulut saglayici iizerindeki uygulamasi

ve degerlendirmesi de paylasilmistir.

CBS uygulamalarinin verilerinin bulut bilisim {izerine taginmasi ile mekansal veri
isleme ve analizi is akislar1 da bulut bilisim sistemleri iizerinde yapilabilmektedir. Bu
bélimde sunucusuz bir akis bazli mekansal veri isleme sistemi tasarimi gelistirilmistir.
CBS kullanicilarmin bulut bilisim hakkinda ileri diizey teknik bilgi gerektirmeden bu
sistemi kullanabilmeleri i¢cin de is akist tamimlama modelleri de gelistirilerek
sunulmustur. Gelistirilen is akigi tanimlarinin daha iyi anlasilabilmesi i¢in de 6rnek

mekansal is analizi senaryolar1 verilerek tasarim desteklenmistir.

Sunulan her sunucusuz sistem mimarisinin tasarim ve uygulamasi 12 Faktor
yontemine ve bulut bilisim saglayicilarimin gelistirdigi bulut bilisim mimarisi

degerlendirme oSlgtitlerine gore degerlendirilmistir.

4.1 Mimari Tasarimlarin Degerlendirmesinde Kullanmilan Yontemler

Sunucusuz bulut bilisim {izerindeki sistem mimarilerinin degerlendirilmesinde iki
farkli yontem kullanilmistir. Bu yontemler sadece sunucusuz mimariler i¢in degil ayni

zamanda diger tiim bulut Dbilisim altyapist1 kullanan mimariler igin
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uygulanabilmektedir. Bu tez kapsaminda bu yontemler sunucusuz mimariler 6zelinde

incelenmis ve uygulanabilirlikleri degerlendirilmistir.

Kullanilan yontemlerdeki prensipler haricinde tez kapsaminda sunulan sunucusuz

mimari tasarimlar asagidaki hususlar da dikkate alinarak gelistirilmistir.

e Sistem tasarimlarindaki tiim uygulamalar HoK ve HoF modelleri izerinde

calisacak sekilde tasarlanmali ve gelistirilmelidir.

e Uygulamalarn ihtiyaci olan tiim destek servisleri yine sunucusuz hizmetlerle

karsilanmalidir.
e Sistem tasarimi ve uygulamalar otomatik dlgeklendirmeye uygun olmalidir.

e Uygulamalar asenkron ¢alismalidir. Boylece sistem kaynaklari tek bir islem

icin bekletilmeden diger islemler igin de kullanilabilir kilinmalhidir.

e Uygulamalar hatalara dayanikli olmalidir. Herhangi bir hata olusmasi
durumunda yarim kalan siire¢ yeniden denenmelidir. Belli bir sayidan sonra
stire¢ yeniden deneyerek devam edemiyorsa sureg ile ilgili durum bilgileri hata
olusturan kok neden ¢oziildiikten sonra yeniden isleme devam edebilmek igin

kaydedilmelidir.

e Veri depolama kaynaklar1 hari¢ hicbir uygulama veya veri tabani sunucusu igin
donanim kaynagi bosta bekletilmemelidir. HoK ve HoF modelindeki
uygulamalar gorevlerini tamamladiktan sonra kapanarak galisma siireleri

sonunda kullanilan kaynaklar tekrar serbest birakabilmelidir.

4.1.1 12 Faktor yontemi

Gilinltimiizde uygulama gelistiriciler uygulamalarini bulut bilisim altyapilarina tagimak
i¢cin ¢alismaktadir. Bu gelisim igerisinde yeni yaklasimlar ve prensipler de beraberinde
gelistirilmektedir. 2012 yilinda Heroku bulut bilisim saglayicisinda ¢alisan bir grup
miithendis 12 Faktor isimli bir manifesto yaymlamistirlar (Wiggins, 2012). Bu
manifestoda bir bulut bilisim uygulamasmin en dogru sekilde yapilandirilmast igin
kilavuz olacak on iki temel madde gelistirmistirler. Bu maddelere dayanarak
gelistirilecek uygulamalarin klasik yerinde (on-premise) bilisim altyapilarinda ¢alisan

uygulamalara gore daha tasinabilir ve hatalara dayanikli olmasi hedeflenmistir.
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Bu tez ¢alismasinda 12 Faktor yontemindeki on iki maddenin sunucusuz bulut bilisim
uygulamalari {izerinde uygulanabilirligi incelenmistir. Daha sonra sunucusuz bulut
bilisim i¢in uygun bulunan maddeler ile tezde sunulan sistem tasarimlari

degerlendirilmistir.

Kod deposu (Codebase)

Uygulama gelistirme siireclerinde {iretilen kodlar bir revizyon sistemi lizerinde
tutularak arsivlenmektedir. Bu arsivlerin her birine kod deposu denir. Kod depolar1
sayesinde birden fazla uygulama gelistirici ayn1 uygulama iizerinde ortak calisarak
calismalarini birlestirebilirler. Bu yontem her bir kod deposu bir uygulamanin kaynak
kodunu tutacagimi belirtmektedir. Bu kod deposu uygulamanin test ve yayin

ortamlarina yapilan giincellemeler i¢in tek kaynaktir (Sekil 4.1).

Sunucusuz mimariyle uygulama gelistirilirken de bu yontem kullanilabilir. HOF ve
HoK hizmet modellerine gore gelistirilecek uygulamalarin kaynak kodlar1 her bir
konteyner veya fonksiyon uygulamasi igin ayri bir kod deposunda olacak sekilde

tutulmalidir.

Test ‘

Uygulama A

Yayin ‘

Uygulama A

%/ Kod Deposu A

Uygulama
Gelistiriciler

Test ’

Uygulama B

Kod Deposu B Yayin <@

Uygulama B

Sekil 4.1 : Uygulama gelistirici, kod deposu ve uygulama ¢alisma ortami iligkisi.

Bagimhliklar (Dependencies)
Bagimliliklar prensibine gore bulut bilisim uygulamasi hi¢bir zaman bir bagimliligin
ortam tarafindan sunulacagina giivenmez ve kendisi bagimliliklarini ¢alismadan 6nce

yuklenmesini saglar.
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Bu prensip HoK modeli i¢in tamamen uygulanabilir olsa da HoF modeli igin her
platform iizerinde uygulanamayabilir. Ornegin raster verilerin islemesi i¢in gereken
bir uygulama kiitiiphanesinin kurulabilmesi i¢in isletim sisteminde kurulmasi gereken
bagka bir yardimci uygulama HoOF modelinde konteyner platform tarafindan
yonetildigi i¢in kurulamamaktadir. Bu nedenle bu prensip HoF modeline dayali

sunucusuz mimariler igin uygulanabilir olmamaktadir.

Ayarlar (Config)

Bu prensip uygulamaya ait yapilandirma ayarlarinin nasil saklanmasi gerektigini
belirtmektedir. Bir bulut bilisim uygulamasi ihtiyact olan yapilandirma parametrelerini
uygulamanin kodlar1 igerisinde tutmamalidir. Bu parametrelerin degerleri uygulama

yeniden yaymlanmadan degistirilebilmelidir.

Sunucusuz hesaplama servislerinde uygulamanin ihtiya¢ duyabilecegi degiskenlerinin
tutulmasi i¢in ¢dziimler bulunmaktadir. Bir ¢6zim olarak ¢alisan konteynerin isletim
sisteminin ortam degiskenleri diizenlenerek bu parametreler saglanmaktadir. Bununla
birlikte bulut bilisim saglayicilar1 veri tabani sifresi gibi gizli bilgilerin sifrelenerek
daha giivenli bir sekilde saklanabilecegi ve uygulamalarin kullanabilecegi hizmetler
sunmaktadirlar.  AWS bulut bilisim saglayicis1 gizli uygulama yapilandirma
parametreleri icin Key Management Service (KMS) sunucusuz hizmetini sunmaktadir.
Benzer sekilde Microsoft Azure ise Key Vault sunucusuz hizmeti ile bu ozelligi

sunmaktadir.

Destek servisleri (Backing services)

Destek servisleri uygulamanin ihtiya¢ duyabilecegi veri tabani, mesaj kuyrugu veya
Onbellek yazilimlar1 gibi ag tizerinden ulasilan servisleri kapsamaktadir. Bu prensibe
gore bu servisler uygulama ile ayn1 ortamda ¢alismamalidir. TUm destek servislerine
ag tlzerinden erisilmeli ve destek servisi baska bir sunucu iizerinde olmalidirlar.
Ornegin bir CBS sunucusu uygulamasi ile CBS veri taban1 sunucusu ayn1 konteyner

tizerinde ¢calismamalidir (Sekil 4.2).

40



'Konteyner >@
‘ Konteyner

Veri Tabani
/- ‘ Sunucusu
@ CBS Uygulama
Sunucusu
Veri Tabani CBS
__Sunucusu Sunucusu

Sekil 4.2 : Destek servislerinin dogru sekilde kullanima.

HoF modeline dayali sunucusuz hesaplama hizmetlerinde konteyner bulut bilisim
saglayicis1 tarafindan yonetildigi i¢in c¢alisacak uygulama disinda baska bir
uygulamanin birlikte ¢alistirilmasina izin verilmez bu nedenle HoF modeli bu prensibi
dogal olarak karsilamaktadir. HoK modelinde ise konteyneri kullanict kontrol
edebileceginden konteynerde birden fazla uygulama caligtirilabilir. Bu nedenle bu

prensip HoK modelinde ihlal edilebileceginden dikkat edilmelidir.

Derle, yayinla ve ¢cahstir (Build, release, run)

Bu prensibe gore derleme, yaymlama ve calistirma siiregleri birbirlerinden ayri
fazlarda olmalidir. Her bir yayin bir siiriim numarasi almalidir ve istenirse bir hata
durumunda bir 6nceki surime donilebilmelidir. Bunun igin Gretilen 6nceki strimler
yeniden yayinlanabilecek sekilde saklanmalidir. Derleme fazi uygulama gelistirici

tarafindan istendigi zaman ¢alistirabilmelidir.

Sunucusuz hizmetler bu prensibe uygun olarak surekli entegrasyon (continuous
integration) ve strekli dagitim (continuous deployment) araglariyla birlikte ¢alisarak
uygulamalar1 yayina alabilirler. Bu araclar kod deposundan uygulamanin son halini
cekerek derler, testlerini ¢alistirir ve testlerde hata yoksa yeni siirimi yayinlarlar.

Ayrica eski stiriimleri de olasi bir durumda geri doniilmek {izere arsivlemektedirler.

Surecler (Processes)

Suregler prensibine gore bir uygulama durumsuz (stateless) olmalidir ve bdylece
calisan birden ¢OK siire¢ birbirleriyle durumlarini paylagsmadan calisabilmelidir.
Ornegin bir uygulama iirettigi verileri dosya sistemine veya hafizaya kaydederek bir
sonraki calisacak siire¢ tarafindan kullanilmasini beklememelidir. Bdyle bir ihtiyac
igin veri taban1 sunucusu, dagitik onbellek (distributed cache) sunucusu gibi destek

servisleri kullanilarak veriler saklanmali ve siiregler arasinda paylagiimalidir.
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Sunucusuz HoF modelindeki uygulamalar olay gudimli olarak durumsuz ¢alisirlar ve
kalict depolama ihtiyaglar1 i¢in destek servislerine ihtiyag duyarlar. Bu nedenle
uygulamanin durumsuz olmasi1 uygulama gelistiricinin kontroliinde degildir.
Sunucusuz HoK modelindeki uygulamalar ise uygulama gelistirici tarafindan istenirse
durum tutabilirler ve bu prensibe aykiri davranabilirler. Bu neden bu prensibin HoK
modelindeki uygulamalar tarafindan uygulanmast uygulama gelistiricinin

kararindadir.

Port baglama (Port binding)

Bu prensibe gore konteyner igerisinde ¢alisan uygulamalarin ihtiya¢ duydugu iletisim
portlarinin baglanmasi (binding) gerekir. Boylece bir uygulama konteyner icindeki
iken calistig1 port iizerinden iletisim kurabilir ve saglikl1 olarak ¢alisabilir. Ornegin bir
CBS sunucusu uygulamasi TCP (Transmission Control Protocol) 8080 portu
Uzerinden HTTP ve TCP 8043 Uzerinden HTTPS (Hypertext Transfer Protocol
Secure) isteklerine cevap veriyorsa bu uygulama HTTP'nin rezerve edilen TCP 80
portu ile HTTPS’in rezerve edilen TCP 443 portlarina baglanmalidir (Sekil 4.3). Bu

sayede uygulamanin istemcilerle iletisimi dogru sekilde kurulabilmektedir.

HTTP HTTPS
[ Port: 80 }[ Port: 443 J

! f

Konteyner [ Port: 8080 N Port: 8043 }_‘

e /

CBS
Sunucusu

Sekil 4.3 : Konteyner lizerinde ¢alisan uygulamanin portlarin1 baglama gosterimi.

Bu prensip HoF modelinde ¢alisan sunucusuz uygulamalar i¢in uygulanamamaktadir
clinkii HoF uygulamalar: olay giidiimlii olarak ¢alismakta ve platform tarafindan
belirlenen portlar izerinden baglanarak iletisim kurmaktadirlar. HOK modelinde ise
port baglama ayarlari kullanict sorumlulugunda oldugu ig¢in bu prensip

uygulanabilmektedir.

Es zamanhlik (Concurrency)
Uygulamalar gerektiginde birden fazla siirecte calisarak ayni anda birgok bekleyen

islemi tamamlayabilmelidirler. Ornegin bir uygulama raster verisi tzerinde filtre
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uygulamak tiizere gelistirilmigse, gerektiginde platformun izin verdigi Olglide es
zamanli olarak calisarak bekleyen on farkli raster verisini on ayri siiregle isleyerek
filtreyi uygulamalidir. Surecler prensibinde de belirtildigi gibi es zamanli ¢alisan
strecler birbirleriyle veri paylasimimi dogrudan degil destek servisleri Uzerinden

yapmalidirlar.

Sunucusuz mimariye dayalt tiim uygulamalar bu prensibe uymaktadirlar. Her
uygulama ayri bir siire¢ olarak stirece ait konteyner i¢inde galisarak yasam dongiisiinii
tamamlar. Birden fazla silire¢ gerektiginde birden fazla konteyner ile uygulama

platformun izin verdigi limitler icerisinde dlgeklenerek es zamanli olarak ¢alisabilir.

Kullamlabilirlik (Disposability)

Uygulamalar ¢ok kisa siirede ¢alismaya baslamali ve kapanabilmelidirler. Eger isletim
sisteminin sure¢ yoneticisi tarafindan uygulamaya sonlandirma sinyali gonderilirse
uygulama en zararsiz sekilde ve kisa siirede kapanmalidir. Bununla birlikte
uygulamalar ani kapanmalara hazir olmalidir. Herhangi bir donanim veya konteyner
sistemi hatasi durumunda uygulamalar ani sekilde kapanabilirler. Bu nedenle
uygulama gelistirici siirecin tekrar kaldigr yerden devam edebilmesini saglayacak

gelistirmeleri de yapmalidir.

Sunucusuz mimariler kaynaklarin ideal kullanilmasini hedefledigi i¢in uygulamalarin
hizli baglamasi onemlidir. Ayrica bulut bilisim saglayicilarmin sunucusuz hizmetleri
caligma stiresine bagli ekonomik model gelistirmistirler. Uygulamalarin ¢aligmalarini
kisa siirede tamamlamasi sunucusuz mimariler igin ekonomik olarak da verimlilik

saglar.

Gelistirme, test ve yayin ortamlariin benzerligi (Dev/prod parity)
Uygulamalarm gelistirilme, test ve yayin ortamlarinin birbirlerine olan benzerliginin
en yiiksek seviyede olmasi onemlidir. Bu sayede ortam kaynakli bir sorun yayin
asamasina gelmeden Once goriilerek heniiz test yayinindayken ¢oziilebilir. Ayrica bu
benzerlik sayesinde yeni eklenen bir dzellik daha hizli ve giivenilir bir sekilde yayina
gidebilir.

Sunucusuz hesaplama sistemleri konteyner tabanli olduklari i¢in bu teknolojinin
getirdigi en biiylik avantaj; konteyner igerisindeki ¢alisma ortaminin tizerinde ¢alistigi
donanimdan bagimsiz her ortamda ayni ¢alisabilme yetenegidir. Bu nedenle bu prensip

sunucusuz mimariler icin kolayca karsilanabilmektedir.

43



Gunlik tutma (Logs)

Uygulamalar giinliik kayitlarin1 dosya sistemi tizerinde tutmayarak bir giinlik toplama
sisteminde biriktirmelidirler. Merkezi bir yerde toplanan giinliik kayitlar1 zamana ve
tiirtine gore gruplandirilarak analiz edilebilir. Uygulamalar giinliiklerin nasil ve nerede
tutulacagi ile ilgilenmezler ve giinliik kayitlarini standart yollarla olusturmaya devam
ederler. Uygulamanin ¢alisacagi platform bu giinliik kayitlarin1 toplayarak

biriktirmekle sorumludur.

Sunucusuz mimarilerde giinliik kayitlarinin konteynerlerden toplanarak biriktirilmesi
platform araglarina baglidir. Giinliik kayitlarinin tutulacagi, takip ve analiz edilecegi

servisin sunucusuz mimariyle uyumlu olmasi gerekmektedir.

Yonetim surecleri (Admin processes)

Yonetimsel tek seferlik gorevlerin ¢alismasina destek verilmelidir. Ornegin
uygulamanin ihtiya¢ duyacagi kiitiiphanelerin yiiklenmesi igin ilgili bir komutun
calistirilmas1 gerekebilir. Bu durumla uygulama gelistiricinin sitem {iizerinde tek

seferlik bu gorevi calistirabilmesi gerekmektedir.

Uygulama gelistirici yapilmasi gereken yonetimsel gorevleri platformun destekledigi
dil ve formatta deklare ederek yayin sirasinda ¢alistirilmasini saglayabilir. Bunun i¢in

stirekli dagitim sistemi kullanilabilir.

Yonetimsel sorumluluklar sunucusuz mimariyle calisan sistemlerde soyutlanarak
platform tarafindan yonetilmektedir. Bu nedenle bu prensip sunucusuz mimarilerde

uygulanabilir degildir.

12 Faktor yonteminin sunucusuz sistem mimarilerine uygulanabilirliginin
degerlendirilmesi

Cizelge 4.1°de 12 Faktor’iin sunucusuz hesaplama hizmetlerine uygulanabilirlik
matrisi verilmistir. Bu matrise gore HOK ve HoF modelindeki sunucusuz hizmetlerde
ortak olarak “Yonetim Siiregleri” prensibinin uygulama gelistirici tarafindan dogrudan
uygulanamadigi  goriilmektedir. Sunucusuz sistemlerde yodnetimsel surecler
platformun tarafindan kontrol edilmektedir. Bu prensip disindaki diger prensiplerin
HoK modeli ile uygulanabilir oldugu goriilmektedir. HoF modelinde ise
“Bagimliliklar”, “Siirecler”, “Port Baglama” prensipleri kullanici kontroliinde

olmadig1 i¢in uygulanabilir degildirler.
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Uygulanabilir olmayan prensipler aslinda ihlal edilmemektedir. Bu prensipler
kullanicinin  sorumluluk alaninda olmadigi ve platform tarafindan dogrudan
uygulandig1 icin sunucusuz mimarilerde dogrudan uygulanabilir olmayan olarak
degerlendirilmistir. Bu tez c¢alismasinda verilen sistem tasarimlari kullanilan
sunucusuz hesaplama hizmet modeline gore uygulanabilir prensipler Uzerinden

degerlendirilecektir.

Cizelge 4.1 : 12 Faktor yonteminin HoK ve HoF modelleri ile uygulanabilirligi.

Prensip Adi HoK HoF
Kod Deposu v v
Bagimliliklar v X
Ayarlar v v
Destek Servisleri v v
Derle, Yayinla ve Calistir v N
Sirecler v X
Port Baglama v X
Es Zamanlilik v v
Kullanilabilirlik v v
Gelistirme, Test ve Yayin Y v

Ortamlariin Benzerligi

Gunlik Tutma v v
Yonetim Sirecleri X X

4.1.2 Bulut bilisim saglayicilarinin mimari degerlendirme olgUtleri

Bulut bilisim saglayicilar1 kullanicilarin olusturduklar1 sistem mimarilerini belli
kistaslar tizerinden degerlendirmek ve onlara tavsiyeler sunmak amaciyla kilavuz
uygulamalar gelistirmistirler. 3. Bolim’de incelenen bulut bilisim saglayicilar1 ayrica
tezde sunulan sistem tasarimlarmin uygulanmasinda da kullanilan platformlar
olduklari i¢in sunduklart mimari degerlendirme oSlgiitleri bu bélimde agiklanmistir.
Agiklanan bu Olglitler her bir sunulan sistem tasariminin ve uygulamasinin

degerlendirilmesinde kullanilacaktir.

AWS bulut bilisim saglayicisinin sundugu mimari degerlendirme kilavuzunun adi
AWS Well-Architected olarak ge¢cmektedir. Bu kilavuzda sunulan degerlendirme

Olctitleri alt1 ana baglik altinda toplanmaktadir;

1. Maliyet Optimizasyonu
2. Operasyonel Mikemmellik

3. Performans Verimliligi
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4. Guvenilirlik
5. Guvenlik
6. Surdarulebilirlik

Microsoft Azure bulut bilisim saglayicisinin sundugu degerlendirme kilavuzunun da
adi1 ¢ok benzer sekilde Azure Well-Architected olarak gegmektedir. Bu aracin sundugu

degerlendirme olgtitleri bes ana baslik altinda toplanmaktadir (Sahay, 2020);

Maliyet Optimizasyonu
Operasyonel Mikemmellik
Performans Verimliligi

Guvenilirlik

o w DN

Guvenlik

Iki aracin da basliklar1 karsilastirildiginda AWS mimari degerlendirme aracinin ek

olarak strdurilebilirlik basligini da degerlendirmeye aldig1 goriilmektedir.

Maliyet optimizasyonu

Maliyet optimizasyonu sunucusuz mimarilerde en 6nemli konu bashgidir. Kaynaklar
sadece olay gidiimli olarak ¢alistirildiklar i¢in g¢alisma siiresi boyunca harcanan
kaynak Uzerinden ucretlendirilmektedirler. Maliyet optimizasyonunu arttirmak igin
servis igin atanan bellek ve islemci miktarinin dogru secilmesi énemlidir. Ayrica eger
izin veriliyorsa maksimum es zamanli c¢alisabilecek konteyner veya fonksiyon
sayisinin da smirlandirilmasi otomatik 6lgeklendirme ile olusabilecek beklenmedik

maliyetlerin 6nlenmesini saglamis olmaktadir.

Sistem tasarimlarinda kullanilabilecek gereksiz bilesenler de maliyetleri arttiracaktir.
Bu nedenle sunucusuz mimarilerde bilesenlerin birbirleriyle dogrudan iletisim kurma
yetenekleri degerlendirilmelidir. Eger iki bilesen birbirleri ile dogrudan iletisim

kurabiliyorsa araya fazladan bilesen sokulmamalidir.

Operasyonel mukemmellik

Operasyonel miikkemmelligin saglanabilmesi i¢in sunucusuz bir mimari igerisindeki
tiim bilesenlerin takip edilmesi ve giinliik kayitlarinin tek bir yerden izlenmesi 6nem
tasimaktadir (Obey, 2022). Uygulamalarin yeni siirimlerinin yayinlanmasinin

otomasyonunun saglanmahdir. Bir diger onemli nokta ise sistem Uzerindeki
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kullanicilarin  rolleri dogru sekilde tanimlanmali ve sorumluluklar1 agikca

belirtilmelidir.

Performans verimliligi

Sunucusuz mimarilerde performansa etki eden en Onemli faktor uygulamanin
calismaya baslamasi i¢in gegen suredir. Eger uygulama ge¢ tepki veriyorsa HoF ve
HoK modellerine goére calisan altyapilarda konteyner hazir durumda dahi olsa

uygulamanin ¢alismaya baslamasi beklenecektir.

Eger uygulama ayni istekleri ¢ok sik aliyor ve bu isteklere ayni cevaplari doniiyorsa
Onbellek servisleri kullanilarak cevap verme siiresi diisiiriilerek ¢alisma performansi

arttirtlabilmektedir.

Guvenilirlik

Sunucusuz mimariye dayali bir sistem eger bulut bilisim saglayicis1 Uzerinde
konuslandirilacaksa giivenirligin arttirilmasi i¢in tek bir bolgedeki veri merkezi
Uzerinde degil birgok bolgeye yayilarak konuslandirilabilir. Bu sayede bir bolgede
meydana gelebilecek olas1 kesintilerde etkilenilmemis olunur. Sunucusuz mimariye
uygun gelistirilen uygulamalar olusan hatalara karsi siireci yeniden tekrar edebilir
olarak tasarlanmalidirlar. Sunucusuz mimariye uygun olarak tasarlanan sistemin dogru
sekilde yapilandirilarak Ornegin eger gerekiyorsa es zamanli ¢aligma limitleri de

arttirilmalidir.

Guvenlik

Sunucusuz mimarilerde kullanilan her bir sistem bileseni bir rol ve buna bagli olarak
yetkiler icerisinde gorevini yerine getirmektedir. Bu nedenle sistem bilesenlerine
verilecek yetkiler ihtiyacindan fazlasi olmamalidir. Eger sistem bilesenlerine genis
yetkiler verilirse herhangi bir sistem bileseninin glvenlik zafiyeti tum sistemi
tehlikeye atabilir. Bir diger giivenlik zafiyeti ise uygulamalarin galigirken diger destek
servislerine baglantida ihtiyag duyacagi Kimlik bilgileri gibi bilgilerin guvenli bir

sekilde saklanmas1 gerekmektedir.

Suardardlebilirlik
Sunucusuz mimariye dayali sistemlerdeki bilesenlerin kullandiklari donanim
kaynaklar sadece ¢aligsma siiresinde enerji tiiketirler ve daha sonra bu kaynagi serbest

birakarak diger sistemlerdeki bilesenler i¢in kullanilabilir hale getirirler. Bu yaklasim
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fiziksel donanim kaynaklarindan elde edilen verimliligi en iyi hale getirirken bir diger
yandan da olugsan karbon ayak izini azaltarak siirdiirilebilir bir altyapinin
olusturulmasini saglar. Bulut bilisim saglayicilar1 veri merkezlerinin enerji ihtiyaglar
icin doga dostu teknolojiler kullanabilmektedirler. Ornegin AWS bulut bilisim
saglayicisi bu konuda yaptigr yatirimlart ve gilincel durumunu devamli olarak

paylasmaktadir (Amazon, 2022a).

Stirim yayinlama otomasyonu ile sistemlerdeki bilesenlerin nasil yayinlanacagi
tanimlanir. Ayrica kodlar kod deposunda arsivlenmektedir. Bu iki husus uygulama
gelistiricinin degismesi durumunda yeni gelen uygulama gelistiricin sistemi daha
kolay 6grenmesini saglayarak sistemin siirdiiriilebilirligine katki saglar (Sanchez ve

dig, 2020).

Bulut bilisim saglayicilarinin mimari degerlendirme oélgiitlerinin sunucusuz
sistem mimarilerine uygulanabilirliginin degerlendirilmesi

Bu tez calismasinda surdarllebilirlik prensibi sunulan tim sunucusuz sistem
mimarilerinde kaynak optimizasyonu, siirim otomasyonu ve kod deposu ile ayni

sekilde uygulanmistir ve ayrica sistem mimarisi 6zelinde degerlendirilmemistir.

Tez calismasinda maliyet optimizasyonu prensibi de sunulan tim sistem
mimarilerinde ayni sekilde uygulanmis ve ayrica sistem mimarisi 0zelinde
degerlendirilmemistir. Sunulan sistemler sadece sunucusuz bilesenlerle tasarlanmis ve
uygulanmigtir. Sistem tasarimlarinda gereginden fazla bilesen kullanilmamustir.
Ayrica her sistem tasariminda gunlik tutma servisi ile hatalarin takibi yapilarak

kaynaklarin hata nedeniyle bosuna calismasinin 6niine gecilmistir.

Tezde sunulan tum sistemler igin operasyonel mukemmellik prensibi ayni sekilde
uygulanmis ve ayrica sistem mimarisi 6zelinde degerlendirilmemistir. Bu prensip
kapsaminda tiim sistemlerde suriim otomasyonu kullanilmistir. Ayrica her sistemdeki

kullanicilarin rolleri de detayli sekilde agiklanmustir.

Sonug olarak “Performans Verimliligi”, “Giivenilirlik”, ve “Giivenlik” prensipleri
izerinden tim sunucusuz sistem mimarisi tasarimlari ve uygulamalart 6zel olarak

degerlendirilmistir.
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4.2 Sunucusuz Vektor Karo Harita Servisi Tasarimi, Uygulamasi ve

Degerlendirmesi

Cografi verilerin vektér formatinda web CBS uygulamalar: icin web servisleri
Uzerinden sunulmasi raster verilerin sunumu kadar kolay olmamaktadir (Antoniou ve
dig, 2009). Bu nedenle raster veriler harita web servisleri icin daha gok tercih
edilmektedir ancak raster verilerin de vektor verilere gore dezavantajlari vardir
(Bertolotto ve Egenhofer, 2001). Ornegin raster veri (izerinde web CBS uygulamasi
ile kullanici tarafindan degisiklik yapilmak istendiginde miimkiin olmamaktadir.
Gelisen teknoloji ile vektor verilerin web haritalar1 tizerinde gorsellestirilmesi igin
cesitli yontemler gelistirilmistir (De Beukelaar, 2018). Vektor karo, harita tzerindeki
bir kicuk bdlgenin verisinin vektor olarak paketlenmesi ile olusturulmaktadir.
Olusturulan karolar bir arada gorsellestirildiginde bir bitiin haritay1 olustururlar
(Lopez ve dig, 2017).

OGC’nin “Vector Tiles Engineering Report” isimli raporunda mevcut vektor karo
formatlar1 incelenmistir (OGC, 2018). Bu rapora gore vektor karolar ti¢ farkli formatta
sunulabilmektedir. Bunlardan MapBox Vector Tile (MVT) formati ikili (binary)
formatta saklanmakta ve genis uygulama destegi sunmaktadir. MVT formati
Google’un gelistirdigi Protocol Buffer Format (PBF) kodlamasini1 kullanmaktadir. Bu
kodlama ile verilerin boyutu kictltulerek daha kolay tasinabilmektedir (Li ve dig,
2017).

Bu tez calismasinda vektér karo harita servisinin sunucusuz hesaplama ve veri
depolama hizmetleri kullanilarak olusturulan sistem tasarimi sunulmustur. Bu tasarim

da vektor karo formati olarak MVT kullanilmustir.
4.2.1 Tasarim

Senaryo

Sistem mimarisi tasariminda kullanilan senaryo bir CBS web uygulamasi
kullanicilarinin bir veri tabanindaki cografi vektor verilere ve Ozniteliklerine vektor
karo harita servisi ile giivenli bir sekilde ulasabilmeleri iizerinde kurgulanmistir (Sekil
4.4).
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Sekil 4.4 : Vektor karo harita servisi kullanim senaryosu.

Veri tabanindaki cografi veriler masatisti CBS kullanicilar1 tarafinda da strekli
guncellenmektedir. VVektor karo servisi her zaman veri tabanindaki giincellenen yeni

verileri servis etmektedir.

Gereksinimler
Senaryoda verilen kurgunun sunucusuz bir sistem mimarisi tarafindan
gerceklestirilebilmesi i¢in gereksinimler belirlenmistir. Vektor karo harita servisi

tasarimi asagidaki gereksinimlere gore gelistirilmistir.

1. Vektor karo formatt MVT olmali ve PBF ile kodlanmalidir.
2. Vektor karo sunucusu:

a. Vektor karo sunucusu uygulamasi sunucusuz hesaplama hizmetleri
tizerinde caligabilmelidir.

b. Vektor karo sunucusu MVT formatinda harita yayini yapabilmelidir.

c. Uretilen vektor karolar n bellege aliarak bir sonraki istekte daha hizl
sunulabilmelidir.

3. Veri depolama:

a. Vektor karolara kaynak olan cografi veriler sunucusuz veri depolama
hizmetleri ~ Gzerinde  saklanabilmeli,  sorgulanabilmeli  ve
dizenlenebilmelidir.

b. Cografi verileri depolayan sunucusuz veri depolama hizmeti iliskisel
veri tabani olmalidir.

c. Cografi verileri depolayan sunucusuz veri depolama hizmeti yaygin
olarak kullanilan ArcGIS Pro veya QGIS masaustl uygulamalar:
tarafindan veri dizenleme ve sorgulama icin dogrudan baglantiy
desteklemelidir.
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4. Guvenlik:
a. Masaiistii CBS uygulamasi sunucusuz iligkisel veri tabani1 hizmetine
giivenli ag lizerinden erismelidir.
b. Vektor karo sunucusuna HTTPS protokolii izerinden yetkili kullanicilar
erisebilmelidir.
5. Sistemdeki uygulamalarin siiriimleri dnce test sonra yayin ortamina alinmalidir.
Test ortaminda hata goriilen yeni siiriim yaymlanmamalidir.
6. Gelistirilen kodlar kod deposunda saklanmali ve siiriim yayinlama otomasyonu

kurulmalidir.

Roller

Gelistirilen sistem mimarisinde iKi kullanici rolii bulunmaktadir. CBS kullanicisi rolii
sistem iizerinde CBS web ve masaiistii uygulamalarmin kullanicisidir. Bu roldeki
kullanic1 web veya masaiistli uygulamalarindan sadece birinin de kullanicisi olabilir.
Masaustu CBS kullanicist iligkisel veri tabanina giivenli sekilde baglanmak i¢in VPN
(Virtual Private Network) aracinin da kullanicisidir. Ayni sekilde masaisti CBS
kullanicist iligkisel cografi veri tabani iizerinde dogrudan sorgulama, ekleme ve

guincelleme islemlerini yapabilmek igin gerekli yetkilere sahiptir.

Uygulama gelistiricisi rolii ise vektdr karo servisi tasarimindaki uygulama
bilesenlerini gelistirir. Sistem sunucusuz hizmetlerle calisacagindan bu roldeki
kullanicinin ileri diizey bulut bilisim altyap1 yonetimi bilmesi gerekmemektedir.
Uygulamalar secilen sunucusuz hesaplama hizmetinin destek verdigi tiim dillerde
gelistirilebilir. Uygulama gelistirici kod gelistirmelerini kod deposu iizerinde arsivler.
Uygulama gelistiricinin kod depolarina erisim yetkisi bulunmaktadir. Kod deposundan
yaym platformuna kadar olan siireci kurgulayarak derleme, test ve yaymn
otomasyonlarini saglamalidir. Uygulama gelistirici sistemi test ve yayin ortami olmak
tizere iki farkli ortamda yayinlar. Uygulama gelistirici sistemdeki performans
metrikleri ve giinliik kayitlarinin tutuldugu bilesenin de kullanicisidir. Bu bilesen

tizerinden sistemin performansini ve sagligin takip eder.

Sistem tasarim ve bilesenleri
Sistem tasarimi verilen senaryo, kullanici rolleri ve gereksinimlere gore Sekil 4.5°te

gosterilen sekilde tasarlanmistir.
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Sekil 4.5 : Vektor karo harita servisi sistemi tasarimi ve bilesenleri.

Vektor karo harita servisi bileseni iliskisel cografi veri tabani ve 6n bellek bilesenleri
ile ¢alisarak harita yayin1 yapmaktadir. Web CBS uygulamasindan HTTPS protokolii
uzerinden gelen vektor karo isteklerini iliskisel cografi veri tabani sunucunun
anlayacag1 mekansal SQL sorgularina doniistiirerek istenen bdlgeye ait cografi verileri
sorgulamaktadir. Sorgulama sonucu tabani sunucusu cevabini MVT formatina

doniistiiriir ve PBF olarak kodlayarak bir vektdr karoyu olusturur.

Olusturulan vektor karo verisi 6n bellek depolama alaninda saklanir. Bir sonraki istek
yine ayni bolgeye aitse bu sefer veri tabani sunucu sorgulanmadan veri Onbellek

Uzerinden getirilir. Boylece daha hizli bir sekilde cevap tiretilmis olur.

On bellek bakim fonksiyonu veri tabani iizerindeki degisikliklere bagl sekilde olay
gidumli olarak caligmaktadir. Veri tabaninda yapilan degisikliklerin 6n bellekteki
hangi vektor karolara karsilik geldigini hesaplayarak o vektor karo verilerini siler.
Boylece vektor karo harita servisi sunucusu bir sonraki ayni bdlgeye ait vektor karo
isteginde 6n bellekte bulamadig1 vektor karoyu yeniden giincel veriyle retir. On
bellek temizleme surecinde meydana gelebilecek bir hata durumunda veri tabani
sunucusunda ek bir tabloda hatali islemler kaydedilerek saklanmaktadir. Uygulama
gelistirici hatanin diizeltilmesinden sonra bu tablodaki islemleri 6n bellek temizleyici

fonksiyona tekrarlattirarak veri kayb1 yasanmamasini saglamaktadir.

Web CBS uygulamasi mimari tasarimda vektor karo harita servisi istemcisi olarak
konumlandirilmistir. Bu uygulama MVT formatini ve vektér karo servislerini
desteklemektedir. Boylece CBS kullanicis1 cografi veriye vektor karo servisi

tizerinden ulasarak uygulama tarafindan ekrana ¢izilen haritay1 kullanabilmektedir.
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Web CBS uygulamasi vektor karo harita servisinden gelen cografi objelerin
kartografik gorsellestirilmesini de yapmaktadir. Bunun igin kartografik gorsellestirme
kurallar1 6nceden Web CBS uygulamasina kullanilan istemci teknolojisine uygun

olarak kodlanmalidir.

Masaiistii CBS uygulamasi iligskisel cografi veri tabanina baglanabilmektedir. Bu
uygulama ile CBS kullanicisi cografi verileri goriintiileyebilir, sorgulayabilir, yeni
cografi objeler ekleyebilir ve mevcut cografi objelerin geometri ile dzniteliklerini

guncelleyebilir.

CBS istemci uygulamalarindan gelen isteklere CBS kullanicisinin yetkilerine gore
erigim izini verilir. Kullanicinin yetkisi olmadig: istekler reddedilir. Bu amagla hangi
vektor karo harita servisine hangi kullanici veya kullanici gruplari igin erisim yetkisi
verilecegi bilgisi baska bir servis veya sunucusuz yapisal veri tabani iizerinde
saklanabilir. Bu tasarimda yetkilendirme sisteminin detaylari tasarimi1 yalin ve anlagilir
tutmak i¢in verilmemistir. Literatlrdeki herhangi bir yetkilendirme sistemi bu mimari

uzerinde uygulanabilir.

Uygulama gelistiricinin vektor karo harita servisi ve 6n bellek bakim fonksiyonunu
gelistirmesi ve yayinlamasi beklenmektedir. Bununla birlikte iliskisel veri tabani
Uzerindeki degisikliklerin 6n bellek bakim fonksiyonunu tetiklemesi igin ilgili

gelistirmeleri de veri tabani sunucusu tizerinde yapmalidir.

Gunlik tutma servisi sistem tasarimindaki bilesenlerde meydana gelen hata ve diger
ginlik kayitlarmi  tutar. Uygulama gelistirici hata kayitlarim1  okuyarak
uygulamalardaki hatalarin kok nedenlerini bularak ¢ozebilmektedir. Bu servis ayrica
sistem bilesenlerine ait metrikleri de tutarak performans analizlerinin yapilmasini
saglamaktadir. Uygulama gelistirici bu bilgileri degerlendirerek uygulamalarin

tyilestirilmesi i¢in kararlar almaktadir.

Ayar saklama servisi uygulamalarin veri taban1 ve on bellek destek servislerine
baglanama bilmesi i¢in baglant1 adreslerini ve kimlik bilgilerini glivenli bir sekilde
saklamaktadir. Ayar saklama servisi uygulama gelistiricinin siiriim yayin otomasyonu

uzerinden gerektiginde yeni baglanti parametreleri ile giincellenebilir.
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4.2.2 Uygulama

Sunulan sistem tasarimi Sekil 4.6’te gosterildigi sekilde AWS bulut bilisim

saglayicisina ait sunucusuz hizmetlerle uygulanmstir.

Bu uygulamada kullanilan bulut saglayicisi platformunun seciminde karar verici
olarak AWS ve Microsoft Azure tarafindan sunulan sunucusuz iligkisel veri tabani

teknolojileri rol oynamastir.

Mimari tasarimin gereksinimlerine uygun olarak secilen Tegola isimli vektdr karo
harita servisi uygulamasi sadece iligkisel veri tabani olarak sadece PostgreSQL
yazilimmi desteklemektedir (URL-3). Bu veri tabani teknolojisi AWS Uzerinde
Amazon Aurora Serverless isimli servis ile sunucusuz olarak sunulmaktadir. Bu
servisin platform seciminde karar vermede rol oynayan bir diger 6zelligi de veri
degisikliklerinde {iirettigi olaylarla AWS Lambda sunucusuz hesaplama servisini
calistirmak {izere tetikleyebilmesidir (Amazon, 2022b). Bu o6zellikler Microsoft

Azure’da bulunmamaktadir.
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Tutma

Servisi

Amazon

Amazon CloudWaich
Vektor Karo Harita Servisi

Cognito On Bellek
A Y
f_A_\
- |<¢————MVT Cevabi. -
N = \/ AP Istedi Olayl—p- On Bellek verisi Getir.
or . HTTPS istegi
K I(IDBS Web CBS Amazon API| AWS Lambda Amazon S3
ullanicisi Uygulamasi Gateway
On Bellek Verisi Sil
- . Mekansal SQL AWS Lambda
iizenleme ¥ % Sorgu Cevabi f_\
CBS N VPN Veri Degisti Olay
Kullanicisi Masaiistii CBS Amazon Aurora Serverless
Uygulamasi PostgreSQL Y
- — On Bellek
Iligkisel Cografi Balim

Veri Tabani Fonksiyonu

AWS KMS

Ayar Saklama
Servisi

Sekil 4.6 : Vektor karo harita servisinin AWS bulut bilisim saglayicisi izerindeki
sunucusuz hizmetlerle uygulamasi.

Acik kaynak kodlu Tegola vektor karo sunucusu yazilimi tezde vektor karo sunucusu
olarak kullanilmak (zere secilmistir. Tegola, Go programlama dilinde gelistirilmistir.
Vektor karolarint MVT tanimlamasina gore PBF ile kodlayarak olusturmaktadir.
Tegola yazilimi vektor karolar igin veri kaynagi olarak PostgreSQL iligkisel veri

tabanina ve GeoPackage mekénsal dosya tabanli veri tabani formatina destek
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vermektedir. Yazilimm ayrica 6n bellekleme yetenegi de bulunmaktadir. On bellege
alian verilerin saklanmasi i¢in Amazon S3 sunucusuz veri depolama hizmetini ve
Redis 6n bellek sunucusu yazilimini kullanabilmektedir. Bu yazilim HoF modelinde
calisan AWS Lambda iizerinde ¢alisabilmektedir (Fitzsimmons, 2017). istemcilerden
gelen HTTPS isteklerini alarak AWS Lambda servisine ileten Amazon API Gateway
isimli internet trafigi kontrol ve yonlendiricisi olarak gorev yapan sunucusuz destek
servisine de ihtiya¢ duyulmustur. Bu servis gelen HTTPS isteklerinin birer tetikleyici
olaya doniistiiriilerek AWS Lambda fonksiyonuna iletilmesinde ve fonksiyon ile
istemciler arasindaki trafigin saglikli bir sekilde yonetilmesinde kullanilmaktadir
(Patterson, 2019). CBS kullanicilarinin vektor karo harita servisine yetkilendirilmis
bir sekilde ulasabilmesi i¢in Amazon Cognito sunucusuz kimlik yonetim sistemi

kullanilmistir.

On bellek verilerini saklamak icin AWS (izerinde sunulan sunucusuz veri depolama
hizmeti Amazon S3 kullanilmistir. On bellek Gizerindeki giincelligini yitiren vektor
karo verilerinin tespiti ve silinmesi icin bir baska AWS Lambda (zerinde calisan
uygulama konumlandirilmistir. Bu uygulama veri tabanindan gelen veri
degisikliklerini dinleyerek Amazon S3’tin sundugu API Uzerinden eski vektor karo
verilerini silmektedir. Boylece kaynak veride yapilan degisiklikler gercek zamana

yakin bir sekilde aninda 6n bellekten silinmektedir.

Sistemdeki bilesenler arasinda iletisim igin yetkilendirmeler AWS Identity and Access
Management (IAM) hizmeti lizerinden bilesenlere rol atamasi yapilarak saglanmustir.
Ornegin iliskisel cografi veri tabani bileseni 6n bellek temizleyicisi fonksiyonuna
eriserek onu tetikleyebilmektedir ancak 6n bellek temizleyicisi fonksiyon iliskisel
cografi veri tabani bilesenine erisememektedir. AWS KMS hizmeti uygulamalarin veri
tabanina erisim i¢in kullandiklar1 kimlik bilgilerini giivenli bir sekilde saklamak i¢in
ayar saklama servisi olarak kullanilmistir. GUnlik tutma servisi olarak ise Amazon
CloudWatch hizmeti ile tiim bilesenler takip edilerek ve hata giinliikleri tutularak

izlenmektedir.

4.2.3 Degerlendirme

Uygulanan sistem tasarimi ve uygulamasi Cizelge 4.2°de gosterildigi gibi 12 Faktor
yontemine gore degerlendirilmistir. Sunulan sistemde sadece HoF modelindeki

sunucusuz hesaplama servisleri kullanilmistir. Bu nedenle 12 Faktér yontemindeki
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“Bagimliliklar”, “Slrecler”, “Port Baglama” ve “Yonetim Surecleri” prensipleri

dogrudan uygulanamadigi i¢in degerlendirilmemistir.
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Cizelge 4.2 : Vektor karo harita servisinin 12 Faktor yontemine gore

degerlendirilmesi.
Prensip Ad1 Degerlendirme
Kod Deposu Ejygglama gehsﬂrlcl gfahstlrdlgl uygulamalar1 kod deposu
ilizerinde arsivlemektedir.
Sistem tasarimindaki uygulamalarin gizli ayarlart ayar
saklama servisi tizerinde saklanmustir. Gizli olmayan ayarlar
Ayarlar ise uygulamalarin ¢aligtig1 konteynerlerin ortam degiskenleri

Destek Servisleri

Derle, Yayinla ve
Calistir

Es Zamanlilik

Kullanilabilirlik

Gelistirme, Test ve
Yayin Ortamlarinin
Benzerligi

Gunlik Tutma

tizerinde tutulmustur. Sistem tasariminin uygulamasinda ise
AWS KMS servisi gizli ayarlarin giivenli bir sekilde
saklanmasi i¢in kullanilmastir.

Uygulamalar veri tabani ve yapisal olmayan veri deposu
hizmetlerine ag {izerinden baglanarak ulagsmistirlar.

Uygulama gelistirici  sliriim  yaymlama siireclerinin
otomasyonunu  kurgulamaktan  sorumludur.  Sistem
tasarimindaki uygulamalarin bu otomasyonla yeni slirtimleri
yaymlanmaktadir.

Uygulamalar HoF modelinde calistirilmak  iizere
gelistirildigi i¢in es zamanli ¢aligabilirler. Es zamanlh
caligmanin yonetimi bulut bilisim saglayicis1 tarafindan

yapilmaktadir.

Sistem herhangi bir siirecte hata olmas1 durumunda yeniden
streci tekrar edecek sekilde tasarlanmistir. Ayrica
uygulamalar hizli baslayacak ve kapanacak sekilde

tasarlanmistir. Uygulamada vektor karo servisi i¢in segilen
Tegola yazilim1 Go programlama dili ile gelistirilmistir ve bu
dil AWS Lambda {izerinde en hizli ¢alisan dillerden biridir
(Jackson ve Clynch, 2018).

Uygulama gelistirici sistem tasarimini1 test ve yayin
ortamlarinda birbirlerine benzeyecek sekilde yayinlar.
Gelistirmeler uygulama  gelistiricinin  bilgisayarinda
yapilmaktadir.

Sistem bilesenleri tarafindan iretilen giinlik kayitlar igin
gunlik tutma servisi bileseni kullanilmistir. Uygulamada ise
Amazon CloudWatch sunucusuz ginlik tutma servisi
kullanilmustir.
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Sistem tasarimi ayrica mimari degerlendirme Olcutlerine gore Cizelge 4.3’de

degerlendirilmistir.

Cizelge 4.3 : Vektor karo harita servisinin bulut bilisim saglayicisi mimari
degerlendirme dlciitlerine gére degerlendirilmesi.

Olglit Ad1 Degerlendirme

12 Faktor yonteminin “Kullanilabilirlik” prensibine uygun olarak
uygulamalar en kisa siirede islemleri tamamlamak {iizere
tasarlanmistir.

Performans
Verimliligi

Sistem bilesenleri gunlik tutma servisi ile izlenerek hatalar takip
Guvenilirlik | edilmektedir. Bununla birlikte hatalara kars1  siireglerin
kaybolmamasi i¢in ek dnemler tasarlanmistir.

Sistemde kullanict ve bilesenlerin yetkileri detayli bir sekilde
tanimlanmistir.  Veri tabant sunucusunun masaiistii  CBS
Guvenlik uygulamasi ile iletisimi giivenli ag tizerinden yapilmaktadir. Web
CBS uygulamas1 vektor karo servisi ile yetkilendirilmis HTTPS
istekleriyle iletisim kurmaktadir.

4.3 Sunucusuz Raster Karo Harita Servisi Tasarimi, Uygulamasi ve

Degerlendirmesi

Her ne kadar gunimiz web CBS uygulamalar1 ve web haritalar1 vektor harita
servislerini daha ¢ok tercih etseler de raster veri formatt CBS uygulamalarinda halen
en ¢ok kullanilan veri formatlarindan biridir (Netek ve dig, 2020). CBS sunucusu
yazilimlar raster karo harita servisi sunabilirler. OGC raster harita servisleri icin
WMTS ve WMS (Web Map Service) standartlarini tanimlamistir (OGC, 2010; OGC,
2006). WMS standardina dayanan harita servisleri glincel cografi veriyi kullanarak
raster haritay1 dinamik olarak {iretip sunabilmektedirler (Souissi ve Mainguenaud,
2014). Kaynak veri vektor ise CBS sunucusu tarafindan kartografik gorsellestirme
kurallar1 ile harita Uretilerek raster formatta servis edilmektedir. WMTS ile ¢alisan
raster harita servisleri ise raster karolar halinde onceden iiretilmis haritalar1 servis
etmek i¢in kullanilmaktadirlar. Bu nedenle WMS raster harita servisleri gilincel
verilerin gosterimine ihtiyag olan senaryolarda tercih edilmektedir. WMS raster harita
servislerinin dezavantaji ise CBS sunucusu Ustlinde kartografik Gretimi her istekte
yaparak sunucuya ek is yiikii olusturmasidir (Blower, 2010). Bu nedenle ¢ok sik
degismeyen cografi verilerin raster olarak servis edilmesinde WMTS raster karo harita

servisleri tercih edilmektedir.
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Bu tez ¢alismasinda sunucusuz hesaplama ve veri depolama hizmetleri kullanilarak
raster karo harita servisinin sistem tasarimi gelistirilmis ve sunulmustur. Bu tasarim da

raster karo harita servisi standardi olarak WMTS kullanilmustir.
4.3.1 Tasarim

Senaryo

Sistem mimarisi tasariminda kullanilan senaryo CBS web ve masalstl uygulamasi
kullanicilarinin harita altlig1 olarak bir raster karo harita servisini giivenli bir sekilde
kullanabilmeleri tizerinde kurgulanmistir (Sekil 4.7). Ayn1 zamanda masatsti CBS
kullanicilart yeni raster karo setlerini tiretip raster veri deposuna yukleyerek yeni harita

servisleri olusturabilirler.

2\
Web CBS
Uygulamasi

A

Gdorintileme

Raster Karo _h_agtgr
CBS Harita Servisi Karo Veri
Deposu

Kullanicisi  gariintiileme
&
Yeni Raster Karo Seti Uretme

N
Masalsti CBS

Uygulamasi

A

Yeni Raster Karo Seti Yiikl

Sekil 4.7 : Raster karo harita servisinin kullanim senaryosu.

Gereksinimler

Senaryoda verilen kurgunun sunucusuz bir sistem mimarisi tarafindan
gerceklestirilebilmesi i¢in gereksinimler belirlenmistir. Raster karo harita servisi

tasarimi agagidaki gereksinimlere gore gelistirilmistir.

1. Raster karo harita servisi sunucusu yazilimi sunucusuz hesaplama hizmetleri
Uzerinde ¢aligmalidir.

2. Raster karo harita servisi sunucusu yazilimi OGC WMTS standartlarinda harita
yayin yapabilmelidir.

3. Raster karo dosyalar sunucusuz depolama alaninda depolanabilmelidir.

4. Raster karo harita servisine HTTPS protokolii {izerinden yetkili kullanicilar

erisebilmelidir.
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5. CBS kullanicilart Grettikleri raster karo veri setlerini depolama alanina
yukleyebilmelidir.

6. CBS kullanicilart yiiklenen yeni raster karo veri seti ile yeni WMTS harita
servisi yayini yapabilmelidirler.

7. Sistemdeki uygulamalarin siiriimleri 6nce test sonra yayin ortamina alinmalidir.
Test ortaminda hata goriilen yeni bir siiriim yaymlanmamalidir.

8. Gelistirilen kodlar kod deposunda saklanmali ve siiriim yayinlama otomasyonu

kurulmalidir.

Roller

Gelistirilen sistem mimarisinde iki kullanici rolii bulunmaktadir. CBS kullanicisi rolii
sistem Uzerinde CBS web ve masaisti uygulamalarinin kullanicisidir. Bu roldeki
kullanict web veya masaiistii uygulamalarindan sadece birinin de kullanicisi olabilir.
Masaiistii CBS kullanicisin ayrica raster veri deposuna da erisimi bulunmaktadir.
Masaiistii CBS kullanicis1 kullandigi CBS araclari ile iirettigi raster karo veri setini

raster karo veri deposuna yukleyebilmelidir.

Uygulama gelistiricisi rolil ise raster karo servisi tasarimindaki uygulama bilesenlerini
gelistirir. Sistem sunucusuz hizmetlerle calisacagindan bu roldeki kullanicinin ileri
diizey bulut bilisim altyap1 yonetimi bilmesi gerekmemektedir. Uygulamalar, secilen
sunucusuz hesaplama hizmetinin destek verdigi tiim dillerde gelistirilebilir. Uygulama
gelistirici yaptig1 gelistirme ¢alismalarini kod deposu lizerinde arsivlemelidir ve bu
kod deposuna erigebilmelidir. Kod deposundan yayina kadar olan siiriim yaymlama
streglerini kurgulayarak otomasyonu uygulama gelistirici saglar. Uygulama gelistirici
sistemi test ve yaym ortami olmak iizere iki farkli sekilde yayinlar. Uygulama
gelistirici ayrica CBS kullanicisinin yeni bir WMTS servisini nasil yayina alacagini
adim adim agiklayan bir doklmantasyonunu da olusturmali ve paylasmalidir.
Uygulama gelistirici isterse WMTS servisinin kolayca yayinlanabilmesi i¢in yardimet
bir arag da CBS kullanicilari i¢in gelistirebilir. Boylece CBS kullanicisinin teknik
detaylara h&kim olmasi gerekmeden kolayca yeni harita servisi yayinlayabilir.
Uygulama gelistirici sistemdeki performans metrikleri ve giinliik kayitlarinin
tutuldugu bilesenin de kullanicisidir. Bu bilesen {izerinden sistemin performansini ve

sagligini takip eder.
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Sistem tasarimi ve bilesenleri
Sistem tasarimi verilen senaryo, kullanici rolleri ve gereksinimlere gore Sekil 4.8’te

gosterilen sekilde tasarlanmustir.

Raster karo harita servisi bileseni raster veri deposu bileseninde bulunan verileri
kullanarak harita yayini yapmaktadir. Raster karo harita servisi uygulamasi1 Web CBS
uygulamasindan HTTPS protokolii iizerinden gelen WMTS standardindaki raster karo
istekleri isleyerek raster karo veri deposundan istenen cografi alana diisen verileri
cekerek cevap olusturur. Eger gelen istegi yapan CBS kullanicisinin talep edilen harita
servisine yetkisi yoksa istek reddedilir. Bu amagla hangi harita servisinin hangi
kullanic1 veya kullanici gruplar igin erisim yetkisi verilecegi bilgisi baska bir servis
veya sunucusuz yapisal veri tabani iizerinde saklanabilir. Bu tasarimda yetkilendirme
sisteminin detaylar1 tasarimi yalin ve anlasilir tutmak i¢in verilmemistir. Literatirdeki

herhangi bir yetkilendirme sistemi bu mimari tizerinde uygulanabilir.

=l \/ -« HTTP
L

Webh CBS
Uygulamasi

Uygulama

Gérintiileme Gelistirici

Raster Karo RaistErJ
CBS Harita Servisi Karo Veri
Deposu

Ayar Saklama
Kullanicisi  ggriintileme Servisi
&

Yeni Raster Karo Seti Uretme
Ginlik Tutma

\ \/3 - HTTPS Servisi

Yeni Raster Karo Seti Yiikle

N
Masalstil CBS
Uygulamasi

Sekil 4.8 : Raster karo harita servisi sistemi tasarimi ve bilesenleri.

Web CBS ve masausti CBS uygulamalart mimari tasarimda raster karo harita servisi
istemcisi olarak konumlandirilmigtir. Bu uygulamalar WMTS standardindaki harita
servislerini desteklemektedir. Boylece CBS kullanicisi raster karo servisi lizerinden

harita verilerine ulasarak servis edilen haritay1 kullanabilmektedir.

Masaiistii CBS uygulamasi kullandigi CBS araclari ile iirettigi raster karo veri setini
raster karo veri deposuna dogrudan veya yardimci araglarla yikleyebilmektedir. Yeni
raster veri seti yuklendikten sonra CBS kullanicist ilgili ayarlart yaparak bu verileri

yeni bir WMTS servisi olarak yayinlamaktadir.
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Uygulama gelistiriciden raster karo harita servisi fonksiyonunu gelistirmesi ve yeni
stirimlerini gerektiginde yayinlamasi beklenmektedir. Bununla birlikte uygulama
gelistirici  diger sistem bilesenlerinin yapilandirmalarimin  da dogru sekilde
yapildigindan emin olmak igin ¢esitli testler yiiriitebilir. Bu testlerin sonuglarini

degerlendirmede gunlik tutma servisinden faydalanabilir.

Gilinliik tutma servisi sistem tasarimindaki bilesenlerde meydana gelen hata ve diger
giinliik kayitlarin1 tutar. Uygulama gelistirici bu hata gunlik kayitlarin1 okuyarak
uygulamalardaki hatalarin kok nedenlerini bularak ¢cozebilmektedir. Bu servis ayrica
sistem bilesenlerine ait metrikleri de tutarak performans analizlerinin yapilmasini
saglamaktadir. Uygulama gelistirici bu bilgileri degerlendirerek uygulamalarin
tyilestirilmesi i¢in kararlar almaktadir. Uygulama gelistirici ayrica ayar saklama

servisinde saklanan ayarlarin gizliliginden ve giivenliginden de sorumludur.

Ayar saklama servisi raster karo harita servisinin, raster karo veri deposu ve diger
destek servislerine baglanabilmesi i¢in baglanti adreslerini ve kimlik bilgilerini
giivenli bir sekilde saklamaktadir. Ayar saklama servisindeki bilgiler siiriim yayin

otomasyonu lizerinden gerektiginde yeni baglant1 parametreleri ile giincellenebilir.

4.3.2 Uygulama

Raster karo harita servisi sistem tasarimi Sekil 4.9°da gosterildigi sekilde Microsoft

Azure bulut bilisim saglayicisina ait sunucusuz hizmetlerle uygulanmistir.

Web CBS
Uygulamasi

HTTPS
Uygulama
Gelistirici

Azure Blob Raster Karo
Storage Veri Deposu

Raster Karo Harita Servisi
A

-—API istegi 0Iay|—><

Azure API
Management

Goruntlleme

Azure Active
Directory

Azure
Functions

CBS
Kullanicisl  gariintiileme
HTTPS

&
Yeni Raster Karo Seti Uretme
5 \/3 <—J 9 Gunluk

- Tutma

Yeni Raster Karo Seti Yikle

e Azure Servisi
Masalistii CBS Apphlcanon
Uygulamasi Insights

Sekil 4.9 : Raster karo harita servisinin Microsoft Azure bulut bilisim saglayicisi
Uzerindeki sunucusuz hizmetlerle uygulamasi.

Raster karo harita servisi sunucusu yazilimi i¢in agik kaynak kodlu MapProxy yazilimi

kullanilmigtir (URL-4). Bu yazilim Python programlama dilinde gelistirilmistir ve bu
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dil Azure Functions tarafindan desteklenmektedir. MapProxy yazilimimin sunucusuz
mimaride c¢alistirnlmasi i¢in Azure Functions sunucusuz hesaplama hizmeti
kullanilmistir. Bu hizmet i¢in Linux isletim sistemi se¢ilmistir. Python web sunucusu
uygulamalar1 igin gelistirilen WSGI (Web Server Gateway Interface) standardi
MapProxy tarafindan da kullanilmaktadir. Azure Functions’a gelen HTTPS
isteklerinin  WSGI standardina doniistiiriilebilmesi ig¢in yardimci kiitiiphaneler
kullanilarak MapProxy HoF modeli tizerinde galistirilabilmektedir (Bitner, 2019).

Raster karo veri deposu olarak Azure Blob Storage yapisal olmayan sunucusuz veri
depolama hizmeti kullanilmistir. Raster karo harita servislerinin MapProxy’nin
tanimladig1 formatta saklanabilmesi i¢in Azure Blob Storage Uzerinde “servisler”
isimli konteyner acilmustir. Uretilen raster karo setlerinin saklanabilmesi icin de
“karolar” isimli konteyner agilmistir. Bu iki Azure Blob Storage konteyneri Azure
Functions iizerinde galisan Linux isletim sistemine dosya sistemindeki iki klasorle ayr1
ayrt baglanmistir (Sekil 4.10). Bu sayede MapProxy yazilimi Azure Blob Storage
destegi olmadan da sunucusuz veri depolama hizmetini dosya sistemi Uzerinden
kullanabilmektedir. Microsoft Azure bulut bilisim saglayicisinin bu sistem tasarimi

icin secilmesinde bu 6zellik karar verici olmustur.

—/ Azure Blob Storage 10
MapProxy Konteyneri < >

]
) .| . )
Imapproxy/configs/ — - servisler

Imapproxy/tiles/ —| I
pproxy/ti . karolar ’

Sekil 4.10 : Azure Blob Storage konteynerlerinin Azure Functions konteynerinin
dosya sistemine baglanmasi.

Web CBS ve masaiistii CBS uygulamalari raster karo harita servisine giivenli ve
yetkilendirilmis bir sekilde ulagabilmektedir. Bunun saglanabilmesi i¢in raster karo
harita servisi sunucusu ile istemci uygulama arasinda sunucusuz API yonetimi servisi
kullanilmistir. Microsoft Azure bulut bilisim saglayicisinda sunucusuz API yonetim
servisinin ad1 Azure API Management olarak ge¢cmektedir. Bu servis gelen HTTPS
isteklerini Azure Functions olaylarina doniistiirerek fonksiyonunun HTTP olaylarina

giidiimlii olarak ¢aligmasini saglar.

Microsoft Azure bulut bilisim saglayicisindaki sunucusuz kullanici ve rol yonetimi

servisi Azure Active Directory olarak adlandirilmaktadir. Kullanici oturum agma,
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yetkilendirme ve rol yonetimi islemleri Azure Active Directory Uzerinden
yonetilebilmektedir. Azure APl Management ile Azure Active Directory hizmeti
birlikte kullanilmistir. Istemci uygulamalardan gelen HTTPS istekleri Azure Active
Directory yardimi ile kontrol edilerek yetkilendirilmektedir.

Sistemdeki bilesenler arasinda iletisim i¢in yetkilendirmeler Azure Managed Identities
adli kimlik sistemi ile saglanmistir. Raster karo harita servisinin iizerinde calistigi
Azure Functions’a atanan kimlik bilgisi raster karo veri deposu bilesenine erisim i¢in
yetkilendirilmistir. Bu 6zellik sayesinde sistem tasariminda sunulan ayar servisi

bileseni icin ek bir servisin kullanilmasina gerek kalmamustir.

Giinliik tutma servisi olarak Azure Application Insight servisi kullanilmistir. Bu servis
merkezi bir sekilde giinliikk kayitlarim1 ve performans metriklerini tiim sistem
bilesenlerinden toplayabilmektedir. Sistem bilesenlerinin ve uygulamalarin giinliik ve
metrik toplama ayarlari uygula gelistirici tarafindan yapilarak giinliik tutma servisinin
calismasi saglanmaktadir. Uygulama gelistirici bu servis iizerinden sistemi takip

ederek hata diizeltme ve iyilestirmeler igin gerekli aksiyonlar1 alabilmektedir.

4.3.3 Degerlendirme

Sunulan sistem tasarimi ve uygulamasi Cizelge 4.4’te gosterildigi gibi 12 Faktor
yontemine gore degerlendirilmistir. Gelistirilen sistemde sadece HoF modelindeki
sunucusuz hesaplama servisleri kullanilmistir. Bu nedenle 12 Faktor yontemindeki
“Bagimliliklar”, “Siiregler”, “Port Baglama” ve “Yonetim Siiregleri” prensipleri

dogrudan uygulanamadigi i¢in degerlendirilmemistir.
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Cizelge 4.4 : Raster karo harita servisi sisteminin 12 Faktor yontemine gore

degerlendirilmesi.

Prensip Adi

Degerlendirme

Kod Deposu

Ayarlar

Destek Servisleri

Derle, Yayinla ve
Calistir

Es Zamanlilik

Kullanilabilirlik

Gelistirme, Test ve
Yayin Ortamlarinin
Benzerligi

Gunlik Tutma

Uygulama gelistirici gelistirdigi uygulamalar1 kod deposu
lizerinde arsivlemektedir.

Sistem tasariminda ayarlarin saklanmasi igin ayar saklama
servisi bileseni kullamilmistir. Uygulamada ise ayarlarin
saklanmasi i¢in ek bir servis kullanimina ihtiya¢ olmamustir.
Microsoft Azure bulut bilisim saglayicisinin  sundugu
Managed Identities ile destek hizmetlerine giivenli baglanti
ek parametrelerin bir servis iizerinde saklanmasina ihtiyac
olmadan saglanmaistir.

Sistem tasariminda raster karo servisi yapisal olmayan veri
deposuna ag iizerinden ulagmaktadir. Uygulamada ise
yapisal olmayan veri deposu hizmetine Azure Functions
tarafindan sunulan dosya sistemi baglama iizerinden
ulagilmistir. Boylece bu baglantinin da platform saglayict
tarafindan yonetilmesi saglanarak prensip ihlal edilmemistir.

Uygulama gelistirici ~ siirim  yaymlama siireglerinin
otomasyonunu sistem bilesenlerinin yeni siiriimlerini veya
yeni yapilandirma ayarlarini yiiklemek i¢in kullanir.
Uygulama icin HoF modelindeki sunucusuz hesaplama
hizmeti secilmistir. HoF modelinde ¢alisan uygulamalar es
zamanl olacak sekilde platform tarafindan
calistirilmaktadir.

Raster karo servisi senkron istek-cevap (request-reply)
modeline gore HTTPS protokolii lizerinden ¢alismaktadir.
Istemciden gelen bir istege zaman asimima ugramadan hizl
sekilde cevap verebilmesi i¢in hizli baglamali ve
kapanmalidir. Secilen MapProxy uygulamas: Python ile
gelistirilmistir. Python, Linux tabanli Azure Functions
tizerinde en hizli tepki veren dillerden biridir (Maissen ve
dig, 2020).

Uygulama gelistirici sistem tasarimini test ve yayin olacak
sekilde iki farkli ortamda ve bu ortamlar birbirlerine

benzeyecek sekilde yaymlar. Gelistirmeler uygulama
gelistiricinin bilgisayarinda yapilmaktadir.

Sistem bilesenleri tarafindan iiretilen giinliik kayitlart i¢in
giinliik tutma servisi bileseni eklenmistir. Uygulamada ise
Azure Application Insight ginlik tutma servisi
kullanilmistir.
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Sistem tasarimi ayrica mimari degerlendirme Olgiitlerine gore Cizelge 4.5°de

degerlendirilmistir.

Cizelge 4.5 : Raster karo harita servisinin bulut bilisim saglayicisinin mimari
degerlendirme dlciitlerine gore degerlendirilmesi.

Olgiit Ad1 Degerlendirme

12 Faktor yonteminin “Kullanilabilirlik” prensibine uygun olarak
Performans raster karo servisi i¢in segilen agik kaynak uygulama sistem

Verimliligi mimarisi Uzerinde en kisa sirede ve hizli calisacak sekilde
secilmistir.
L Sistem bilesenleri guinlik tutma servisi ile izlenerek hatalar takip
Guvenilirlik

edilmektedir.

Sistemde kullanic1 ve bilesenlerin yetkileri detayli bir sekilde
tanimlanmistir. CBS kullanicisinin raster karo veri deposu ile
Guvenlik iletisimi yetkilendirilmistir. CBS istemci uygulamalar ile raster
karo servisi ile yine yetkilendirilmis HTTPS istekleriyle iletisim
kurmaktadir.

4.4 Sunucusuz Mekénsal Zeka Sistemi Tasarimi, Uygulamasi ve

Degerlendirmesi

Bulut bilisim teknolojilerinin gelismesi yiiksek hesaplama giicii gerektiren yapay zeka
uygulamalarinin ~ daha  ulagilabilir  olmasini, kolay  gelistirilmesini  ve
calistirilabilmesini saglamaktadir. Bu gelisme farkli disiplinlerin konuya olan ilgisini
de arttirmistir. Yapay zeka uygulamalar1 derin 6grenme ve makine 6grenmesi gibi alt
kollara ayrilmaktadir. Bu alt uygulama alanlar1 verinin bilgisayarlar tarafindan analiz
edilerek veri motiflerinin ¢ikarilmasini ve uygulamalarin davraniglarinin bu motiflere
gore belirlenmesini saglamaktadir. Merkezinde veri olan bir teknoloji ise mekénsal

veriler olmadan diisiiniilemez.

Mekéansal bilisim teknolojileri ¢esitli disiplinler arasinda Onemli gercek diinya
problemlerini analiz etmek, gorsellestirmek ve anlamlandirmak amaciyla
kullanilmaktadir (VoPham ve dig, 2018). Mekénsal bilisim teknolojileri ve yapay zeka
uygulamalarinin  birlikte kullanildigi uygulamalar mekénsal zekd (GeoAl)
uygulamalari olarak literatiire gegmistir. Giiney ve Celik’e (2020) gére mekénsal zeka

su sekilde tanimlanmistir:

66



“Diinya iizerinde agik alanda ve/veya kapali alanda gergeklesen mekansal veriyle
iligkili olgularin ve insan faaliyetlerinin mekansal modellemesinde, analizinde,
gorsellestirilmesinde, mekansal problemlerin ¢6ziimunde ve mekansal karar vermede
yvapay zeka yontemlerinin yukarida ifade edilen ileri teknolojilerle birlikte toplum

yararina kullanimi mekansal zekd olarak tanmimlanabilir .

Mekansal zeka teknolojileri CBS uygulamalar igerisinde de kullanilmaktadir. Ornegin
2007 yilindan beri CBS alaninda yapilan SIGSPATAL konferans1 2017 yilindan bu
yana son bes yildir da mekénsal zeka Uzerine sunulan bildirileri ayri1 olarak
yayimlamaktadir (URL-5).

Bu tez calismasinda 6rnek bir meké&nsal zeké uygulamasinin sistem tasarimi sunucusuz
mimariye uygun sekilde tasarlanmistir. Daha sonra bu tasarim bir bulut bilisim

saglayicisi lizerinde uygulanarak degerlendirilmistir.
4.4.1 Tasarim

Senaryo

Sistem mimarisi tasariminda kullanilan senaryoda CBS web kullanicilari mekansal
analizler yapabilmek Uzere makine 6grenmesi teknolojilerinden faydalanan bir
mekansal zeka analiz sistemi kullanmaktadirlar (Sekil 4.11). Sistem servislerini OGC
WPS iizerinden sunmaktadir. Boylece bu standardi destekleyen farkli CBS
uygulamalari ile de kullanilabilmektedir. Bu senaryoda ayrica veri bilimci makine
ogrenmesine dayali analizlerde kullanilan modelleri gelistirerek yeni verilerle devamli

olarak egiterek sistemin giincelligini ve devamliligini saglamaktadir.

Veri Bilimci

Yeni Modeller Gelistirme

- —
iz ve Gorimtl =|F \/ Mekansal Model ve
. [ . . 2 .
naliz ve Goruntuleme. - Ana_||z Serv|5| Ornek \/er|
CBS Deposu

Kullan Web CBS -
ulanicisi Uygulamasi

Sekil 4.11 : Mekénsal analiz servisi sisteminin kullanim senaryosu.
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Gereksinimler
Senaryoda belirtilen sistemin gereksinimleri belirlenmistir ve bu gereksinimler
sunucusuz mimari ile gelistirilen mekansal analiz servisi tasarlanirken dikkate

alimmustr.

1. Mekansal analiz servisi sistemi kapsaminda gelistirilen uygulamalar sunucusuz
hesaplama servisleri lizerinde ¢aligmalidir.

2. Mekénsal analiz servisi birlikte ¢aligabilirligi artirabilmek i¢in OGC’nin WPS
standartlarinda yayin yapabilmelidir.

3. Mekansal analiz sonuglari kalict bir sunucusuz depolama alani tizerinde gegici
bir sire tutularak CBS kullanicis1 tarafindan indirilebilmesi i¢in hazir
bekletilmelidir.

4. Egitilmis modeller ve 6rnek veriler bir sunucusuz depolama alaninda tutulmal
ve mekansal analiz servisi ve veri bilimci tarafindan ulasilabilir olmalidir.

5. Veri bilimci yeni egitilmis modelleri sisteme yukleyebilmelidir.

6. Mekansal analiz servisi HTTPS protokolii iizerinden yetkili kullanicilar
tarafindan erisilebilmelidir.

7. Sistemdeki uygulamalarin ve egitilmis modellerin suriimleri 6nce test sonra
yaym ortamina alinmalidir. Test ortaminda hatasi bulunan model veya
uygulamanin yeni siriimi yaymlanmamalidir.

8. Sistemdeki uygulamalar icin gelistirilen kodlar kod deposunda saklanmali ve

siiriim yayilama otomasyonu lizerinden yaymlanmalidir.

Roller
Gelistirilen sistem mimarisinde CBS kullanicisi, veri bilimci ve uygulama gelistirici

olmak tzere (¢ kullanici rolii bulunmaktadir.

CBS kullanicist rolii sistem iizerinde CBS web uygulamasmin kullanicisidir. Bu
roldeki kullanict web CBS uygulamasi tizerinden sistemde veri bilimci ve uygulama
gelistirici tarafindan hazirlanmis mekéansal analizleri caligtirabilir. CBS kullanicisi
sadece kendisine yetki verilmis mekansal analizleri gorebilir ve calistirabilir. CBS
kullanicist OGC WPS standardinda sunulan mekénsal analizi servisini dilerse bir
bagka masaiistii veya web CBS uygulamasinda da kullanabilir. CBS kullanicis1 analiz

sonucu ortaya ¢ikan vektdr veya raster formattaki cografi veriyi indirebilir.
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Uygulama gelistiricisi rolii mekansal analiz servisinin gelistirilmesi ve devamliligini
saglamakla sorumludur. Bu roldeki kullanici sunucusuz mimariye uygun uygulama
gelistirir ve yayina alir. Sunucusuz mimarilerde altyapr yonetimi platform saglayicisi
tarafindan yapilmakta oldugu icin uygulama gelistiricinin ileri diizey bulut bilisim
altyap1 yonetimi hakkinda bilgi sahibi olmas1 gerekmemektedir. Uygulama gelistirici
platform iizerinde saglanan sunucusuz hesaplama hizmetlerinin destek verdigi
programlama dillerinden birini secerek uygulamalarini gelistirebilir. Gelistirmeler
sonucu dretilen kodlar kod deposu iizerinde arsivlenmelidir bu nedenle uygulama
gelistiricin kod deposuna erisimi bulunmaktadir. Uygulama gelistirici arsivlenen
kodlarin kod deposundan yayina kadar olan siiriim yayinlama siireglerini kurgulayarak
yayin otomasyonunu saglar. Uygulama gelistirici sistemi test ve yayin ortami olmak
tizere iki farkli ortamda yayimnlar. Uygulama gelistirici sistemdeki performans
metrikleri ve giinlik kayitlarinin tutuldugu bilesenin de kullanicisidir. Bu bilesen

tizerinden sistemin performansini ve sagligin takip eder.

Veri bilimci rolindeki kullanici sistemdeki mekansal analizlerin gincel ve yuksek
dogrulukla c¢alismasi i¢in devamli olarak giincellenen 6rnek verilerle modelleri
gelistirir. Veri bilimci tarafindan gelistirilen yeni modeller ve kodlar da kod deposu
tizerinde arsivlenir. Veri bilimci ayrica gelistirdigi modellerin dogrulugunun testi i¢in
ayrica siirlim otomasyonu sistemine ek gelistirmeleri uygulama gelistirici ile yapabilir.
Boylece dogruluk testleri de otomasyonunun bir pargast olarak yeni gelistirilen
modeller yayin 6ncesi belirlenen 6l¢iitlere gére otomatik olarak test edilmis olur. Veri
bilimci gelistirdigi yeni mekénsal veri analizlerini sisteme ekleyerek CBS kullanicisi
tarafindan kullanilabilmesini saglar. Bu amagla yeni analizlere iligkin dokiimantasyon

caligmasini da yaparak CBS kullanicilari ile paylagir.

Sistem tasarimi ve bilesenleri
Sistem, verilen senaryo, kullanici rolleri ve gereksinimlere gore Sekil 4.12’de
gosterilen sekilde tasarlanmistir. Sistem tasarimi sunucusuz mimaride c¢alisacak

sekilde gelistirilmis ve bilesenleri agiklanmistir.

Sistem tasariminda CBS kullanicisinin web CBS uygulamas: {lizerinden ¢alistiracagi
mekansal veri analizleri mekansal zeka sistemine OGC WPS standardina uygun yayin
yapan OGC WPS servisi bileseni iizerinden iletilmektedir. Bu servis standartlara
uygun bir sekilde istekleri alarak cevaplar Uretir. Sistem mekansal zeka analizlerini

asenkron olarak ¢alistirmaktadir. Bu nedenle OGC WPS’in sundugu senkron ¢alisma
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modeline bu servis Uzerinden destek verilmez. OGC WPS servisi aldig1 analiz
isteklerini siraya koymak lizere sunucusuz mesaj kuyrugu servisine gonderir. Ayrica
servis aldig istege ait bilgileri sunucusuz yapisal veri depolama alanina da gorevlerin
kaydedildigi tabloya gorev takibi icin kaydeder. Sunucusuz yapisal veri depolama
alanindaki gorevler tablosuna yapilan her kayit igin verilen gorev numarasi mekansal
veri analizi servisine iletilmek {izere mesaj kuyruguna eklenen mesajlarin igine de
eklenir. Sistemde Uretilen analiz sonuglar1 bu gérev numaras ile iliskilendirilerek
saklanir. Ayrica bu gérev numarasi kullanici ile paylasilarak kullanicinin analizi takip

edebilmesi saglanir.

&Anaﬁz ve Gériintilleme——j '-\/ | — Ayar Saklama
= Servisi

‘ |?BS Web CBS
ullanicisi Uygulamasi
H

TI-PS Gunlik Tutma
0GC WPS Servisi

0GC WPs %~ N

‘ Servisi —
- Sunucusuz Mesaj

Kuyrugu Servisi

Sunucusuz

Yapisal Veri
Tabani

Analiz Sonucu

Q\ T { > Sunucusuz
Mekansal

»-| Analiz Servisi
Model Cek

Uygulama
Gelistirici

Yeni Analiz Ekle

Model, Ornek Analiz Sonucu
Verive Analiz |la—
Sonucu

Yeni Modeller Gelistirme.

Veri Bilimci
Deposu

Sunucusuz Yapisal Olmayan Veri
Depolama Hizmeti

Sekil 4.12 : Mekansal zeka sisteminin sunucusuz mimaride sistem tasarimi.

Sunucusuz mesaj kuyrugu servisi OGC WPS servisinden aldig1 analiz gorevlerini
sirast 6nemli olmayacak bir sekilde toplayarak sunucusuz mekansal analizi servisi
tarafindan c¢aligtirilmak iizere saklar. Bu mesaj kuyrugu gelen isteklerin mekénsal
analiz servisinde meydana gelebilecek bir hata karsisinda kaybolmasini da onler. Eger
bir gorev galistirilirken hata olusursa yeniden denenmek iizere bu mesaj kuyruguna

geri gonderilir. Mesaj kuyrugunun bir diger 6nemli rolii ise mekansal analiz servisinin
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kuyrukta bekleyen gorevlerin sayisina gore otomatik olarak Olgeklenebilmesini
saglamaktir. Mesaj kuyrugunun uzunlugu otomatik dlgeklendirme i¢in 6l¢ek katsayisi

olarak kullanilabilir.

Sunucusuz mekénsal veri analizi servisinin gorevi gelen analiz isteklerini mesaj
kuyrugundan alip ¢alistirarak sonug iiretmektedir. Sunucusuz mekénsal veri analizi
servisi birden fazla istek ayni anda geldiginde analizleri paralel olarak ¢aligtirir. Grafik
islemcisinden faydalanmak ve uzun ¢alisma siirelerini yonetebilmek icin servisin HoK
modelindeki sunucusuz hesaplama hizmetleri ile ¢calismasi gerekmektedir. Analizleri
yapabilmek i¢in dnceden egitilmis modeller sunucusuz yapisal olmayan veri depolama
alanindan ¢ekilerek kullanilir. Mekénsal veri analizi servisi isleme aldig1 analizlerle
ilgili durum bildirimlerini sunucusuz yapisal veri tabanindaki gorev tablosunda
kaydeder. Boylece CBS kullanicist OGC WPS servisine ¢alistirdig analiz hakkinda
durum bilgisi sordugunda cevap alabilir. Mekansal veri analizi servisi, analiz gérevini
basar1 ile tamamladiginda liretilen sonucu yapisal olmayan veri depolama servisi
uzerinde kaydeder. Bununla birlikte analizin tamamlandig: bilgisi ve iiretilen verinin
sunucusuz depolama alanindaki kayit konumu sunucusuz yapisal veri tabanindaki
gorev tablosunda ilgili kayda yazilir. Bu bilgi ile OGC WPS servisi, analiz sonucuna

ulasarak CBS kullanicisina servis edebilir.

Sunucusuz yapisal veri tabani sistemdeki mekéansal zeka analizlerini ve CBS
kullanicisini tarafindan caligtirilan analiz gorevlerine ait bilgileri saklamak igin
kullanilmistir (Sekil 4.13).

Mekénsal zeka analizleri tablosu sistem iizerindeki ¢alistirilabilecek analizlerin
tanimlandig tablodur. Analiz gorevleri tablosu ise ¢alisan analiz gorevlerinin takibi
icin kullanilmaktadir. Mekansal zek& analizleri tablosu OGC WPS standardini
gozetecek sekilde tasarlanmistir. Bu veritabanina OGC WPS servisi, mekansal analiz
servisi ve veri bilimci ulasabilir. Veri bilimci veri tabanina mekansal zeka analizlerini

eklemek, ¢ikarmak ve gilincellemek tlizere baglanir.
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Mekansal Zeka Analizleri Tablosu ( Analiz Goérevleri Tablosu
Id Metin Id Metin
Version Metin Processld Metin
Identifier Metin Version Metin
Title Metin TimeStart Sayi
Abstract Metin TimeEnd Sayi
Keywords Metin Processldentifier |Metin
Metadata Metin (Format: JSON) Message Metin
Inputs Metin (Format: JSON) PercentDone Sayi
Qutputs Metin (Format; JSON) Status Sayi
ContainerlmageName |Metin k
ContainerlmageTag  |Metin

Sekil 4.13 : Mekansal zeka sistemi yapisal veri tabani tablolar: (Pakdil ve Celik,
2021a).

Web CBS uygulamasi bu mimari tasarimda OGC WPS istemcisi olarak
konumlandirilmigtir. Ancak herhangi bir istemci uygulamasindan HTTPS protokolii
uzerinden gelen OGC WPS standardindaki istekler de yetkilendirme kontroliinde
gecerek servise iletilebilir. Eger gelen istegi yapan kullanicinin talep edilen mekénsal
zeka analizine erisim yetkisi yoksa istek reddedilir. Bu amagla hangi mekéansal zeka
analizine hangi kullanict veya kullanici gruplart igin erisim yetkisi verilecegi bilgisi

baska bir yetkilendirme servisi veya bir veri tabani tizerinde saklanabilir.

OGC WPS servisi ve sunucusuz mekansal analiz servisinin gelistirilmesi ve bakimi
uygulama gelistiricinin sorumlulugundadir. Bunun yaninda sistemdeki bilesenlerin
ayarlarinin ~ dogru  sekilde yapilandirilmast da uygulama  gelistiricinin
sorumlulugundadir. Bu amagla uygulama gelistirici sistemde gesitli testler ylruterek

bu yapilandirmalarin dogrulugunu test edebilir.

Ginliik tutma servisi sistem tasarimindaki bilesenlerde meydana gelen hata ve diger
giinliik kayitlarini tutar. Bu hata kayitlar1 uygulama gelistiricinin uygulamalardaki
hatalarin kok nedenlerini bularak ¢6zmesine yardimci olmaktadir. Bu servis ayrica
sistem bilesenlerine ait metrikleri de tutarak performans analizlerinin yapilmasini
saglamaktadir. Uygulama gelistirici bu bilgileri degerlendirerek uygulamalarin
iyilestirilmesi ig¢in kararlar alabilir. HoK modelinde ¢alisan mekénsal zeka
uygulamalarinin giinliik tutma servisi ile baglantis1 uygulama gelistirici tarafindan

kurulmalidir.

Ayar saklama servisi, OGC WPS servisi ve mekéansal veri analizi servisinin diger

sistem bilesenleri ile olan iletisimi i¢in gerekli baglanti1 bilgilerini tutar. Suriim
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yayinlama otomasyonu ayar saklama servisi ile entegre edilerek sistem bilesenleri

arasindaki baglanti parametreleri otomatik olarak glincellenebilir.

4.4.2 Uygulama

Mekansal zeka sistemi tasarimi Sekil 4.14’da gosterildigi sekilde Microsoft Azure
bulut bilisim saglayicisina ait sunucusuz hizmetlerle uygulanmistir. OGC WPS servisi
icin acik kaynak kodlu PyWPS yazilimi kullanilmistir (De Sousa ve dig, 2019; Pakdil
ve Celik, 2021a). Bu yazilim Python programlama dilinde gelistirilmistir. PyWPS
yazilimin sunucusuz mimaride ¢aligtirmak i¢in Azure Functions sunucusuz hesaplama
hizmeti Linux isletim sistemi tabanli olarak kullanilmistir. Bu konfiglirasyonda Python
uygulamalar1 Azure Functions tarafindan calistirilabilmektedir. PyWPS yazilim1 HoF
modeli Uzerinde olay giidimli olarak ¢alistirilabilmektedir (Pakdil ve Celik, 2021a).

Analiz =1 Ayar U a_ Gunluk
ve o .\\/ Saklama - Tutma
°

— Goriintileme Servisi | Azure Key Azure Servisi
Application
Kullanicisi \Web CBS HTTPS Yault Insights

Uygulamasi 1
0GC W

I OGC WPS Servisi

Sunucusuz Mesaj
A

r N Kuyrugu Servisi
MHPI i OIay'_’< \Azure =I | Azuguzﬁ);age
Azure Active Azure API # |Functions
Directory Management
Konteyner 3
>Cal|§t|r|C|
Azure
. Functions
Analiz
Sonucu Uygulama
Sunucusuz Gelistirici
Yapisal Veri p =g
Tabani A e A
CosmosDB| U ‘
Azure Container
Registry Sunucusuz
Yeni Analiz Ekle Y oy Mekansal
Azure Container Instances "I Analiz

Servisi

= B
Yeni Model Eklem | Egitilmis Modeller > Konteyner - 1
1 9 ¥ y

Veri Bilimci

Azure Blob Storage @ D
]
J
]
J

]
[=- Analiz Sonuglar

Model, Ornek Veri ve m

Analiz Sonucu Deposu Konteyner - n

J

Sekil 4.14 : Mekénsal zeké sisteminin Microsoft Azure bulut bilisim saglayicisi
uzerindeki sunucusuz hizmetlerle uygulamasi.

Web CBS ve masalstu CBS istemcilerinden gelen OGC WPS standardindaki istekler
sunucusuz API yOnetimi servisi iizerinden gegerek OGC WPS servisi uygulamasina

ulasir. Microsoft Azure bulut bilisim saglayicisinda sunucusuz API ydnetim servisinin
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ad1 Azure API Management olarak ge¢cmektedir. Bu servis gelen HTTPS isteklerini
Azure Functions olaylarina doniistiirerek fonksiyonunun olay giidiimlii olarak
calismasini saglar. Ayrica bu servis Azure Active Directory sunucusuz kimlik yénetim

servisiyle birlikte ¢alisarak kullanici yetkilendirilmesinde de gorev yapmaktadir.

Microsoft Azure bulut bilisim saglayicisindaki sunucusuz kullanici ve rol yonetimi
servisi Azure Active Directory olarak adlandirilmaktadir. Kullanicilarin oturum agma,
yetkilendirme ve rol yonetimi islemleri Azure Active Directory iizerinden

yonetilebilmektedir.

Sunucusuz mesaj kuyrugu servisi olarak Azure Storage Queue hizmeti kullanilmistir.
Bu servis Azure Functions servisi ile ¢alisabilmektedir ve yeni bir mesaj geldiginde
Azure Functions hizmetini olay glidiml olarak tetikleyebilir. OGC WPS servisi gelen
analiz isteklerini gérev tanimina doniistiirerek mesaj kuyruguna kaydeder. Kaydedilen
her yeni mesaj Azure Functions iizerinde g¢alisan konteyner calistirici uygulamayi

tetikler.

Konteyner calistirici uygulama mesaj kuyruguna gelen mesajlarla olay giidiimlii olarak
caligmaktadir. Bu uygulamanin gérevi HOK modelinde hizmet veren Azure Container
Instances servisi Uzerinde mekansal analizi gorevini yeni bir konteyner baslatarak
calismasini saglamaktadir. KOpri goérevi goren bu uygulama, normalde olay gudimli
olarak c¢alisamayan Azure Container Instances servisini dolayli yoldan hem olay
gudumli hem de otomatik olgeklenebilir sekilde c¢alistirir. Sunucusuz mesaj
kuyruguna gelen her yeni mesaj konteyner ¢alistirici uygulamay: tetiklemektedir. Bu
sayede platform tarafindan izin verilen es zamanli ¢alisabilen konteyner sayisi kadar
mekansal zeka analizi gorevi paralel olarak ¢alisabilir. Bu uygulamanin diger gorevi
de calismasi sonlanan konteyneri kapatmaktir. Bunun i¢in konteyner uygulamasi
tarafindan islem sonunda konteyner ¢alistirici fonksiyondan kendisini kapatmasi igin
istek gonderilir. Bu istek konteyner calistirict fonksiyonun dahili HTTPS adresi
uzerinden gonderilir. Bu nedenle bu fonksiyonun yalniz mesaj kuyrugu mesajlarina
degil ayrica HTTPS isteklerine olay giidiimlii olarak c¢alismasi gerekmektedir.
Konteyner c¢alistirici uygulama ayni zamanda her yeni gelen analiz isteginde aktif
calisan analizlerin ¢alisma stirelerini kontrol eder. Eger beklenenden daha uzun sire
calisir durumda kalmis bir analiz gorevi varsa buna bagli olan konteyneri de
kapatabilir. Bunun i¢in uygulama gelistirici veri bilimciyle birlikte zaman asimi

suresine birlikte karar verilir.
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Mekansal zeka analizlerinin galistirilmasi i¢in HoK modelinde hizmet veren Azure
Container Insantances servisi se¢ilmistir. Bu servis gelen her bir analiz gérevini yeni
bir konteyner iizerinde ¢alistirmaktadir. Konteynerlerin imajlar1 uygulama gelistirici
tarafindan veri bilimcinin yardimi ile hazirlanarak sunucusuz konteyner imaj deposu
olan Azure Container Registry iizerinde depolanir. Hangi konteyner imajinin hangi
mekansal zekd analizini caligtiracagi bilgisi sunucusuz yapisal veri tabanindaki
mekansal veri analizleri tablosunda belirtilir. Konteyner c¢alistirici gelen analiz
gorevinde hangi imajin calistirilacagi bilgisini bu tablodan okur. Azure Container
Instances hizmeti grafik islemcisi destegi de sagladigindan grafik islemcisini yogun

kullanan yapay zeké uygulamalarinin daha hizli ¢alismasini saglayabilmektedir.

Veri bilimei tarafindan egitilmis modeller sunucusuz yapisal olamayan veri depolama
servisi Azure Blob Storage lizerinde saklanmaktadir. Egitilmis veri setleri ¢aligmaya
baslayan konteynerler tarafindan cekilerek kullanilabilmektedir. Ayrica bu depolama
servisinde mekénsal zeka analizleri sonucu Uretilen ikili formattaki veriler de
saklanmaktadir. CBS kullanicist analiz sonucunu indirmek istediginde OGC WPS

servisi bu depolama alanindan analiz sonucunu ¢ekerek istemciye génderir.

Sunucusuz yapisal veri tabani hizmeti olarak Azure Cosmos DB servisi kullanilmistir.
Bu serviste veriler belge tipinde kaydedilmistir. Bu nedenle SQL API hizmeti tercih
edilmistir. Mekansal veri analizleri ve analiz gorevleri tablosu i¢in iki farkli belge
koleksiyonu olusturulmustur. Veri bilimci bu servise uygun istemci bir uygulama ile

ulagarak yeni mekénsal zeka analizlerini ekleyebilir.

Giinliik tutma servisi olarak Azure Application Insight servisi kullanilmistir. Bu servis
merkezi bir sekilde giinliik kayitlarin1 ve performans metriklerini tiim sistem
bilesenlerinden toplayabilmektedir. Sistem bilesenlerinin ve uygulamalarin giinliik ve
metrik toplama ayarlar1 yapilarak giinliik tutma servisinin ¢aligmas1 saglanmaktadir.
Uygulama gelistirici bu servis lizerinden sistemi takip ederek hata diizeltme ve

tyilestirme i¢in gerekli aksiyonlari alabilmektedir.

Ayar saklama servisi olarak Azure Key Vault servisi kullamilmistir. Bu servis
sistemdeki uygulamalar tarafindan erisilerek sunucusuz yapisal veri depolama ve
sunucusuz yapisal olmayan veri depolama alanlarma erisim i¢in gerekli baglanti
parametrelerine ulagmaktadirlar. Azure Key Vault icin birgok programlama dilinde

kiitliphane bulunmaktadir.
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4.4.3 Degerlendirme

Sunulan sistem tasarimi1 ve uygulama Cizelge 4.6’da gosterildigi gibi 12 Faktor

yontemine gore degerlendirilmistir. Gelistirilen sistemde HoF ve HoK modelindeki

sunucusuz hesaplama servisleri kullanilmistir. Bu nedenle 12 Faktor yontemindeki

“Yonetim Siirecleri” hari¢ diger prensipler uygulanabilmektedir ve bu prensipler

uzerinden degerlendirilmistir.

Cizelge 4.6 : Mekansal zeka sisteminin 12 Faktor yontemine gore degerlendirilmesi.

Prensip Adi

Degerlendirme

Kod Deposu

Bagimliliklar

Ayarlar

Destek
Servisleri

Derle, Yayinla
ve Calistir

Stiregler

Port Baglama

Uygulama gelistirici ve veri bilimci gelistirdigi uygulamalari ve
model algoritmalarini kod deposu iizerinde arsivlemektedir.

Bagimliliklar HoK modeline g¢alisan mekénsal zek& analizi
servisi i¢in degerlendirilmistir. Sistemde bu servis Uzerinde
calisacak konteyner imajlari olusturulurken ¢alisacak kodun
ihtiya¢c duyacag1 kiitliphanelerin yiikklenmesi imaj dosyasi
tamimlanirken belirtilir. Ornegin uygulamada GeoPandas,
TensorFlow gibi konteynerlerde dogrudan gelmeyebilen
kituphaneler yiklenmelidir.

Bu sistemde wuygulamalarin diger destek servislerine
baglanabilmesi igin gereken parametrelerin saklanmasi igin ayar
servisi kullanilmigtir. Uygulamada ise Azure Key Vault servisi
ile ayarlar saklanmustir.

Mekansal zeka analizi servisi ve OGC WPS servisi kapsaminda
gelistirilen uygulamalar destek servislerine ag iizerinden
baglanmislardir.

Uygulama  gelistirici  sliriim  yaymlama  siireglerinin
otomasyonundan sorumludur. Bununla birlikte bu otomasyonu
veri bilimcide kullanarak gelistirdigi modelleri test ederek
sisteme ylklemektedir.

Sistem tasarimi uygulanirken HoK modelinde c¢alisacak
konteynerlerin durumsuz calismasi gerekmektedir. Bir analiz
islemi bir sonraki analiz islemine durum aktarmamaktadir. Bu
amagla Boliim 4.6’da gelistirilen mekansal analiz is akis1 sistemi
tasarimi kullanilabilir.

Sistem tasariminda HoK modeli iizerinde ¢alisan konteynerlere
disardan erisim olmadig1 i¢in port baglama prensibi
uygulanmamustir.
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Cizelge 4.6 (devam) : Mekansal zeka sisteminin 12 Faktor yontemine gore
degerlendirilmesi.

Prensip Ad1 Degerlendirme

Sistem tasarimindaki HoF modelinde calisan bilesenlerin es
zamanlt ¢aligmasi platform tarafindan yonetilmektedir.
Sistemdeki HoK modelinde ¢alisan mekansal zeka servisi ise es
Es Zamanlilik zamanli olarak sunucusuz mesaj kuyrugu servisi yardimiyla es
zamanl olarak calistirilabilir. Uygulamada mesaj kuyrugunu
dinlemek i¢in araci bagka bir fonksiyon kullanilarak mekansal
zeka analizlerinin es zamanli ¢aligmasi saglanmastir.

Uygulamada mekansal zeka analizleri uzun siiriilebileceginden
asenkron c¢alisma modeli se¢ilmistir. Bu sayede kullanicidan
gelen bir istek mesaj kuyrugu tlizerinde siraya konduktan sonra
Kullanilabilirlik | gbrev numarasi ile istege hemen cevap verilir. Ayrica mekansal
zeka analizlerini yapmak iizere gelistirilen konteyner imajlar1 da
calisma zamaninda isi tamamladiktan sonra kapatilmalar1 i¢in
konteyner ¢alistirict fonksiyona istek yapmaktadirlar.

Uygulama gelistirici sistem tasariminin uygulamasini test ve
yayin ortamlarinda birbirlerine benzeyecek sekilde yayinlar.

Geligtirme, Test Gelistirmeler uygulama gelistiricinin bilgisayarinda

gertzr?l}{:;mm yapilmaktadir. Benzer sekilde veri bilimeci de model
Benzerlii gelistirmelerini kendi bilgisayarinda veya baska bir bulut bilisim

servisi yardimiyla yapabilir. Yaptigi model ¢alismalarini yine
test ve yayin ortamlarina yiikler.

Sistem bilesenleri tarafindan iretilen giinliik kayitlar1 i¢in
Gunlik Tutma giinliik tutma servisi bileseni eklenmistir. Uygulamada ise Azure
Application Insight giinliik tutma servisi kullanilmustir.

Sistem tasarimi ayrica mimari degerlendirme Olgiitlerine gore Cizelge 4.7°de

degerlendirilmistir.
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Cizelge 4.7 : Mekansal zeka sisteminin bulut bilisim saglayicisinin mimari
degerlendirme Olciitlerine gore degerlendirilmesi.

Olgiit Ad1 Degerlendirme

Sistemdeki  bilesenlerin  performans verimlilikleri  uygulama
gelistiricinin  sorumlulugundadir. Sistem bilesenleri icin segilen
algoritma ve teknolojiler performans igin belirleyici olmaktadir.
Sistem tasariminda mekansal zekd& analizlerinin hizli sekilde
calisabilmesi i¢in HoK modeli tercih edilmistir. Ayrica birden fazla
istegl es zamanl ¢aligtirarak hizli cevap verebilmek icin de mesaj
kuyrugu bileseni kullanilmistir.

Performans
Verimliligi

Sistem bilesenleri gunlik tutma servisi ile izlenerek hatalar takip
edilmektedir. Hata durumunda sistemin ¢alismaya devam edebilmesi
icin HoF modelindeki uygulamalar istekleri yeniden ¢alistirmaktadir.
HoK modelinde ¢alisan uygulamalarda bir hata olusmas1 durumunda
uygulamalarin giinliik tutma servisine hata kayitlarin1 gondermesinin
yapilandirilmasi uygulama gelistiricinin sorumlulugundadar.

Gavenilirlik

Sistemde kullanict ve bilesenlerin yetkileri detayli bir sekilde
tanimlanmistir. CBS  kullanicisi  bir istemci uygulama ile
yetkilendirme servisinden gecgerek analizleri calistirabilir. Veri
bilimci ise platform Uzerinde bulunan dahili yetkilendirme sistemi ile
yapisal olmayan veri depolama alani ve yapisal veri depolama
alanina ulasarak mekansal zeka analizlerini yonetebilir.

Guvenlik

4.5 Sunucusuz Olay Gudiimlii Mekansal Veri Isleme Servisi Tasarimi,

Uygulamasi ve Degerlendirmesi: Kandilli Deprem Habercisi Ornegi

Sunucusuz mimaride ¢alisan HOF modelindeki hesaplama hizmetleri olay gidimlu
olarak ¢aligmaktadirlar. Genellikle diger platforma servisleri veya HTTP/HTTPS
uzerinden gelen isteklerle olaylarin kaynagi olmaktadir. Bu sistem tasariminda ise ani
gelisen bir dogal afet olan depremlerin sunucusuz mimarideki sistemde olay kaynagi

olarak kullanimi incelenmistir.

Tiirkiye’de deprem olaylarin1 Afet ve Acil Durum Yo6netimi Bagkanligi’na (AFAD)
ve Kandilli Rasathanesi ve Deprem Arastirma Enstitlisii iilkede cesitli yerlere
kurduklar1 sismograf cihazlar1 ile takip etmektedirler. Yaptiklar1 bu izleme
caligmalarinin ¢iktilarimi anlik olarak internet sitelerinden konum bilgisiyle birlikte
yayinlamaktadirlar. Ancak depremlerin aniden meydana gelmesiyle birlikte depremi
hisseden kisiler deprem biiyiikliigii ve konumu hakkinda bilgi almak i¢in kurumlarin

internet sitelerine hep birlikte girerek yiiksek miktarda trafik olusturmaktadirlar. Bu
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nedenle kurumlarin internet siteleri cevap veremez duruma gelmekte ve bu durum
basinda yer almaktadir (Top ve dig, 2011; “4.2'lik deprem yetti: Kandilli'nin sitesi
coktu”, 2015).

Bu tez calismasinda sunucusuz mimari kullanilarak meydana gelen depremleri
kullanicilarin cep telefonlarina bildiren bir sistem tasarimi sunulmustur. Bu sistem
tasarimi ile deprem aninda kurumlarin internet sitelerinin Gzerindeki trafik yUki
azaltilarak operasyonel kalmalar1 saglanabilir. Bu amacla sistem deprem bilgisi
yayinlayan Kandilli Rasathanesi ve Deprem Arastirma Enstitiisii internet sitesini sik
ve diizenli araliklarla kontrol ederek yeni depremleri kullanicilara iletmektedir. Bu

tasarimin uygulamasi agik kaynak kodlu olarak 2019 yilinda yaymlanmaistir.
4.5.1 Tasarim

Senaryo

Sistem mimarisi tasariminda kullanilan senaryoda mobil kullanicilar deprem bildirim
servisine abone olarak Kandilli Rasathanesi tarafindan yayimlanan son depremlerden
anlik olarak haberdar olurlar. Bu senaryoda kullanicilar bildirimleri alabilmek igin
sisteme 0Ozel ek bir mobil uygulama ylklemeden mobil uygulama magazalarinda

mevcut olan populer bir anlik mesajlasma uygulamasini kullanarak bildirimleri alirlar.

iGi ONIVERSITESI

BOGAZIGH
on Depremleri A— KANDiLLi
RASATHANESI VE
DEPREM ARASTIRMA

ENSTITOSO

E B Deprem

Bildirim Servisi

Abone

Anlik Mesajlasma
Uygulamasi

Sekil 4.15 : Deprem bildirim sisteminin kullanim senaryosu.

Gereksinimler
Senaryoda belirtilen sistemin gereksinimleri belirlenmistir ve bu gereksinimler
sunucusuz mimari ile gelistirilen deprem bildirim servisi sistemi tasarlanirken dikkate

alinmistir.

1. Kullanicilar sisteme abone olurken anlik mesajlasma uygulamasim
kullanmalidirlar.

2. Anlik mesajlasma uygulamasi iizerinde sohbet botu 6zelligi bulunmalidir.
Kullanicilar gelistirilecek bit sohbet botu ile deprem bildiri servisi ile etkilesim

kurabilirler.
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3. Anlik mesajlasma uygulamasi deprem bildirim servisi ile glivenli bir sekilde
iletisim kurabilmelidir.

4. Deprem bildirim servisi de anlik mesajlasma uygulamasinin sundugu web
servisleri ile iletisim kurarak abone olan kullanicilara deprem bildirimlerini
gonderebilir.

5. Kullanicilar isterlerse deprem biiyiikliigiine veya konumuna gore kosul koyarak
bu kosullara uyan depremlerin bildirimlerini alabilirler.

6. Kullanicilara ait kisisel bilgiler sistem {lizerinde tutulmamalidir.

7. Sistemdeki uygulamalarin siiriimleri 6nce test sonra yayin ortamina alinmalidir.
Test ortaminda hatasi bulunan uygulamanin yeni surimu yayinlanmamalidir.
Testler icin anlik mesajlasma uygulamasinda test amagli sohbet botu ve
aboneler olusturulmalidir.

8. Sistemdeki uygulamalar icin gelistirilen kodlar kod deposunda saklanmali ve

siirim yayinlama otomasyonu iizerinden yayimlanmalidir.

Roller

Gelistirilen sistem mimarisinde depremlerin takipcisi olan abone ve uygulama
gelistirici olmak tizere iki kullanici rolii bulunmaktadir. Abone roli sistem (izerinde
cep telefonundaki anlik mesajlagsma uygulamasinin kullanicisidir. Bu roldeki kullanict
sistemle etkilesimini sohbet botu araciligi ile yazili mesajlasarak veya konum bilgisi
gondererek yapar. Kullanict sistemdeki aboneligini istedigi zaman sonlandirabilir.
Kullanicr istedigi zaman sistemdeki deprem bildirim kosullarin1 giincelleyebilir, yeni
kosul ekleyebilir veya kosul kaldirabilir. Higbir kosul koymayan aboneler kurum

tarafindan yayinlanan tiim deprem bilgilerini bildirim olarak alirlar.

Uygulama gelistiricisi rolil sistemdeki uygulamalarin gelistirilmesi ve devamliligini
saglamakla sorumludur. Bu roldeki kullanic1 sunucusuz mimariye uygun uygulama
gelistirir ve yayina alir. Sunucusuz mimarilerde altyapr yonetimi platform saglayicisi
tarafindan yapilmakta oldugu i¢in uygulama gelistiricinin ileri diizey bulut bilisim
altyap1 yonetimi bilmesi gerekmemektedir. Uygulama gelistirici platform {izerinde
saglanan sunucusuz hesaplama hizmetlerinin destek verdigi programlama dillerinden
birini secerek uygulamalarimi gelistirebilir. Gelistirmeler sonucu uretilen kodlar kod
deposu Tlizerinde arsivlenmelidir bu nedenle uygulama gelistiricin kod deposuna
erigsimi bulunmalidir. Uygulama gelistirici arsivlenen kodlarin kod deposundan yayina

kadar olan siiriim yayinlama siireglerini kurgulayarak yayimn otomasyonunu saglar. Bu

80



kapsamda uygulama gelistirici sistem uygulamasini test ve yayin ortami olmak iizere
iki farkli sekilde yayinlar. Uygulama gelistirici sistemdeki performans metrikleri ve
glinliikk kayitlarinin tutuldugu bilesenin de kullanicisidir. Bu bilesen iizerinden
sistemin performansimni ve sagligim takip ederek uygulamalarda iyilestirmeler

yapabilir.

Sistem tasarimi ve bilesenleri
Agiklanan senaryo, kullanici rolleri ve gereksinimlere gore Sekil 4.16°da gosterilen
sekilde sistem tasarlanmigtir. Sistem tasarimi sunucusuz mimaride ¢alisacak sekilde

gelistirilmis ve bilesenleri agiklanmistir.

Anlik Mesajlasma
Uygulamasi

Sunucusuz Hesaplama| sonbet Botu E) D
Hizmeti Servisi |

Deprem
Bildirimi
Gonderici

Sunucusuz Yapisal
Veri Saklama Hizmeti

Abone Veri

Sunucusuz Hesaplama
Hizmeti

Uygulama
Gelistirici I

Ayar Saklama

Servisi
gl Bl Gunlikk Tutma
Sunucusuz Mesaj Servisi
Kuyrugu Servisi

Sekil 4.16 : Deprem bildirim sistemi tasarimi ve bilesenleri.

BOGAZICI ONIVERSITES]

KANDILLi —Son Depremleri Al—p-

RASATHANES| VE

DEPREM ARASTIRMA
ENSTITUSU

Deprem Bilgisi
Okuyucu

Zamanlanmis Olarak
Calisan Sunucusuz
Hesaplama Hizmeti

Sistem tasariminda deprem bildirimlerini alan abone ile anlik mesajlasma
uygulamasinin sohbet botu etkilesim kurmaktadir. Anlik mesajlasma uygulamasinin
sohbet botu uygulama gelistirici tarafindan yapilandirilarak, kullanici etkilesimleri

tanimlanir.

Sohbet botuna iletilen istekler anlik mesajlasma uygulamasinin arka plan servisleri
uzerinden sistem mimarisindeki sohbet botu servisine génderilir. Sohbet botu servisi
gelen isteklere gore abone veri tabaniyla birlikte ¢alisarak abone bilgilerini glnceller,
yeni abone kaydeder, abone siler veya aboneye ait kosullar1 veri tabani {izerinde

gunceller. Kullanicinin isteklerine gére yeni sorular sorulmasi gerektiginde sohbet
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botu servisi anlik mesajlagsma uygulamasinin web servislerini ¢agirarak kullanicr ile
yazili iletisim kurulmasini saglar. Sohbet botu servisi anlik Yikselen trafikleri

kaldirabilmek icin otomatik olarak 6lceklenebilir olmalidir.

Abone veri tabant sunucusuz yapisal veri depolama hizmeti {izerinde
konumlandirilmaktadir. Bu servisin indeksleme ve nokta tiirtindeki cografi konum
bilgisi saklama ve sorgulama 0zellikleri sunar. Abone veri tabani iizerinde aboneye ait
sohbet kanal1 bilgisi ve abonenin belirledigi deprem bilgisini alma kosullar1 tutulur.
Abone hakkinda kisisel veriler veri tabaninda tutulmaz. Deprem biiyiikligii kosulu ve
konum kosulu aboneler tablosunda tutulur. Deprem buyukligii kosulu say1 veri
tlriinde olarak saklanir. Konum kosulu ise cografi nokta tiiriinde saklanir. Veri tabani
olarak kullanilan sunucusuz yapisal veri depolama hizmeti eger cografi veri tiplerini
destekliyorsa konum alani i¢in nokta cografi verisi tutan veri tipi segilir. Abone veri
tabani bildirim kosullarina ve abonenin sohbet kanali bilgisine gbre hiz erisim i¢in

indekslenir. Boylece diger bilesenlerin abone verisine erisimleri hizli olmasi saglanir.

Deprem bilgisi okuyucu bilesen belirlenen kisa araliklarla Kandilli Rasathanesi’nin
internet sitesinde yayinlanan son deprem bilgilerini okuyarak yeni deprem bilgisini
kontrol eder. Eger yeni deprem bilgisi eklenmisse bu yeni deprem bilgisine ait
Ozniteliklerle abone veri tabanindaki kosullar karsilastirarak hangi abonelere deprem
bildirimi gidecegi belirlenir. Yeni deprem bilgisini ve bu bilgiyi alacak abone
bilgilerini sunucusuz mesaj kuyrugu servisine her abone i¢in ayr1 ayr1 mesaj olarak

gonderir.

Sunucusuz mesaj kuyrugu servisinde bildirim génderilecek abone ve deprem bilgileri
her bir bildirim basina bir mesaj olacak sekilde kaydedilir. Ornegin bir deprem bilgisi
yliz aboneye gonderilecekse yiiz ayri mesaj kuyruga yazilir. Bu mesaj kuyrugunun
amaci deprem bildirim gdnderici uygulamanin 6l¢eklenerek bildirimleri es zamanl
olarak hizl bir sekilde gonderilmesini saglamaktir. Bu nedenle bildirim sayis1 deprem

bildirimi gondericinin otomatik 6l¢eklendirme katsayisi olarak kullanilmustir.

Gunluk tutma servisi sistem tasarimindaki bilesenlerde meydana gelen hata ve diger
giinlik kayitlarin1 tutar. Uygulama gelistirici bu hata kayitlarin1 okuyarak
uygulamalardaki hatalarin kok nedenlerini bularak ¢cozebilmektedir. Bu servis ayrica

sistem bilesenlerine ait metrikleri de tutarak performans analizlerinin yapilmasini
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saglamaktadir. Uygulama gelistirici bu performans bilgilerini degerlendirerek

uygulamalarin iyilestirilmesi i¢in kararlar alabilmektedir.

Ayar saklama servisi, sohbet botu servisinin anlik mesajlasma uygulamasi ile olan
iletisimi i¢in gereken parametreleri ve abone veri tabanina baglant1 bilgilerini saklar.
Deprem bilgisi okuyucu servisi icin de benzer sekilde abone veri tabanina baglanti
parametrelerini, sunucusuz mesaj kuyrugu servisine baglanti parametrelerini ve

Kandilli Rasathanesi’ne ait internet sitesinin adresini saklar.

4.5.2 Uygulama

Deprem bildirim sistemi tasarim1 Sekil 4.17°de gosterildigi sekilde AWS bulut bilisim

saglayicisina ait sunucusuz hizmetlerle uygulanmistir.

Sohbet Botu Servisi

A

Anlik Mesajlasma

Amazon AP| Gateway Uygulamasi E% E
AWS Lambda . Telegram Abone

[

8->

Amazon Deprem Bildirimi
DynamoDB / Gonderici
Abone 5\_\1
Veri Tabani Uygu\ama k AWS Lambda
Gelistirici [

Zamanlanmis (i) Ayar
Tekleyici Olay Uretici LI Saklama
Servisi

. AWS Lambda AWS KMS
KANDlI_Ll —Son Depremleri Al—p A >

DEPREM AI\A§TIRMA . .
Amazon SQS Giinliik

Deprem Bilgisi Okuyucu Sunucusuz Mesaj Tutma
Kuyrugu Servisi Amazon Servisi
CloudWatch

Sekil 4.17 : Deprem bildirim sistemi tasariminin AWS bulut bilisim saglayicisina ait
sunucusuz hizmetlerle uygulamasi (Pakdil ve Celik, 2023, baskida).

Anlik mesajlagsma uygulamasi olarak Telegram uygulamasi kullanilmistir. Telegram
uygulamas1 sundugu API’larla sohbet botu gelistirilmesine destek vermektedir.
Telegram tizerinde test ve yayin ortamlari i¢in iki farkli sohbeti botu olugturulmustur.
Sohbet botu kullanicidan komutlar1 “/”” sembolii ile baslayan kelimelerle almaktadir.
Cizelge 4.8’te verilen komutlar Tlrkce karakter kullanmadan sohbet botuna

tanimlanmustir.
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Cizelge 4.8 : Telegram deprem bildirim sohbet botunun komutlart

Komut Ad1 | Agiklama

/basla Deprem bildirimlerine aboneligi baslatir.
/siddet Deprem bildirimlerine siddet filtresi uygulanmasi igin kullanilir.
/konumekle | Deprem bildirimlerine konum filtresinin nasil uygulanacagini agiklar.

/konumsil | Deprem bildirimlerinde konum filtresini kaldirir.

/bitir Deprem bildirimlerine aboneligi bitirir.

Sistem tasarimindaki tiim uygulamalar HoF modelindeki sunucusuz hesaplama servisi
olan AWS Lambda {iizerinde calisacak sekilde gelistirilmistir. Uygulamalarin
programlama dili olarak C# programlama dili ve .Net Core ¢atkisinin 3.1 siirimii

secilmistir.

Sohbet botu servisi iki bilesenden olusmaktadir. Istemcilerden gelen istekleri alarak
AWS Lambda servisine HTTP olay1 olarak ileten Amazon API Gateway isimli
sunucusuz hizmet modeli ile calisan internet trafigi kontrol ve ydnlendiricisi
kullamilmistir. Amazon APl Gateway, Telegram sohbet botundan gdnderilen
komutlart sohbet botu uygulamasinin ¢alisgtigit AWS Lambda servisine olay olarak
gondermektedir. Sohbet botu servisi gelen isteklerdeki komutlar1 c¢alistirarak
kullanicilara ek sorular sorabilmektedir. Bunun igin Telegram uygulamasi ile ¢ift
yonlii iletisim kurmaktadir. Sohbet botu servisinin sagladigi internet servisleri agik
olarak yayinlandig1 igin giivenlik nedeniyle abone verileri listeme ve sorgulama

servisleri bu bilesende sunulmamalidir.

Abone veri tabani1 olarak Amazon DynamoDB sunucusuz yapisal veri depolama
hizmeti kullanilmistir. Bu veri taban1 anahtar-de§er veri tabani olarak ¢alismaktadir.
Aboneler tablosu semasi ii¢ alandan olusturulmustur (Sekil 4.18). Burada “chatid”
alan1 Telegram iizerinde sohbet botu ile baslatilan sohbet oturumu i¢in atanan
benzersiz sayisal degerdir ve anahtar olarak kullanilmistir. Bu deger ile Telegram
uzerinden ayni kullaniciyla yeniden iletisim kurulabilmektedir. Konum filtresine ait
nokta bilgisi Amazon DynamoDB tarafindan destek verilen GeoHash formatinda
“location” alaninda saklanmistir. Deprem siddeti kosuluna ait siddet bilgisi de

“magnitude” alaninda sayisal olarak saklanmustir.
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Aboneler Tablosu
Chatld Sayl
Location Metin
Magnitude Sayi

Sekil 4.18 : Aboneler tablosu semasi.

Deprem bilgisi okuyucu servis Kandilli Rasathanesi’nin internet sitesinden son
deprem bilgilerini HTML (HyperText Markup Language) formatinda okur. Bu
uygulamay1 calistiran AWS Lambda servisi Amazon EventBridge Uzerinde
olusturulan zamanlayici tarafindan her dakika ¢alisacak sekilde ayarlanmistir. Amazon
EventBridge, her dakika AWS Lambda servisindeki deprem bilgisi okuyucu
uygulamayi caligtiran tetikleyici olaylar iiretmektedir. Deprem bilgisi okuyucu servisi
abone veri tabanina Amazon DynamoDB’ye baglanarak yeni deprem bilgisini almasi
gereken aboneleri sorgular. Tespit edilen abonelerin her biri i¢in bildirim gonderim
parametreleri olusturularak sunucusuz mesaj kuyrugu servisine JSON formatinda

mesaj olarak eklenir.

Sunucusuz mesaj kuyrugu servisi olarak Amazon SQS adli servis kullanilmustir.
Amazon SQS servisi AWS Lambda servisi ile ¢alisabilmektedir. Bekleyen mesajlar
islenebilmek i¢in deprem bildirimi gonderici servisini es zamanli ¢alismak iizere

tetiklemektedir.

Deprem bildirimi gonderici servisi AWS Lambda sunucusuz hesaplama servisi
tizerinde ¢alismaktadir. Sunucusuz mesaj kuyrugundan gelen her bir abonenin bildirim
mesaj parametrelerini okuyarak Telegram mesajlasma uygulamasima mesaj olarak
iletir. Boylece abone olan kullanicilarin deprem hakkinda en kisa siirede

bilgilendirilmesi saglanir.

Sistemdeki bilesenlerin birbirleri arasindaki iletisimi igin yetkilendirmeler AWS IAM
hizmeti lizerinden bilesenlere rol atamasi yapilarak saglanmigtir. Bunun yaninda AWS
KMS hizmeti ile Telegram uygulamasina baglanti parametreleri uygulamalara guvenli

bir sekilde servis edilmek i¢in ayar saklama servisi olarak kullanilmigtir.

Amazon CloudWatch hizmeti ile tiim bilesenler takip edilerek ve hata giinliikleri
tutularak izlenmektedir. Sistemdeki uygulamalara ait metrikler smir degerler
belirlenerek alarmlar olusturulmustur. Sinir degerler asildiginda uygulama gelistirici
e-posta ile bilgilendirilerek sistemdeki sorunlardan anlik olarak haberdar

olabilmektedir (Sekil 4.19).
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Uygulamada kod deposu olarak GitHub kod paylasim sitesi kullanilmistir. Kodlar agik
kaynak kodlu olarak paylasilmistir. Siiriim yayimlama otomasyonu i¢in de Github

Actions servisi kullanilmistir (URL-6).

ALARM: "Kandilli Deprem Bilgisi Bildirme Hatasi" in EU (Ireland)

5 Reply | % ReplyAll | — Forward

AWS Notifications <no-reply@sns.amazonaws.com:
To mete@pakdil.org Fri 22/04/

You are receiving this email because your Amazon CloudWatch Alarm "Kandilli Deprem Bilgisi Bildirme Hatasi" in the EU (Ireland) region has entered the ALARM state,
because "Threshold Crossed: 1 out of the last 1 datapoints [15.0 (21/04/22 22:58:00)] was greater than the threshold (5.0) {(minimum 1 datapoint for OK -> ALARM
transition)." at "Thursday 21 April, 2022 23:03:18 UTC".

View this alarm in the AWS Management Console:

https://nam12.safelinks.protection.outlook.com/?url=https%3A%2F%2 Feu-west-1.console.aws.amazon.com%2 Fcloudwatch %2 Fdeeplink.js%3Fregion%3 Deu-west-1%
23alarmsV2%3Aalarm%2Fkandilli%2520Deprem%2520Bilgisi%2520Bildirme¥%2520Hatasi&amp;data=05%7C01%7C%7Cff70583d47c64d213ff008da23eb20eh %
7C8adfge7fegfe40afb435 %7C1%7C0%7C637861790020399023%7CUnknown%

7CTWFpbGZsb3dsey)WijoiMCAWL]AWMDAILCIQIjoiv2IuMzIiLCI BTil61k1haWwilCIXVCIEMn0%3D% 7C3000% 7CH7CH%7 C&amp;sdata=KvTIY0liB2[T
2BBAWsPcmgB509wdhlxuGRxRINpUk304%3 D&amp;reserved=0

Alarm Details:

- Name: Kandilli Deprem Bilgisi Bildirme Hatasi
- Description:
- State Change: OK -> ALARM

- Reason for State Change: Threshold Crossed: 1 out of the last 1 datapoints [15.0 (21/04,/22 22:58:00)] was greater than the threshold {5.0) (minimum 1 datapoint for
OK -» ALARM transition).

- Timestamp: Thursday 21 April, 2022 23:03:18 UTC

- AWS Account: 065627307699

- Alarm Arn: arn:aws:cloudwatch:eu-west-1:065627307699:alarm:Kandilli Deprem Bilgisi Bildirme Hatasi
Threshold:

-The alarm is in the ALARM state when the metric is GreaterThanThreshold 5.0 for at least 1 of the last 1 period(s) of 300 seconds.

Monitored Metric:

- MetricNamespace: AWS/Lambda

- MetricName: Errors

- Dimensions: [FunctionName = KEarthquakeNotifier]
- Period: 300 seconds

- Statistic: Sum

- Unit: not specified

- TreatMlissingData: missing

Sekil 4.19 : Amazon CloudWatch servisinden gelen deprem bildirimi génderici
bileseni ile ilgili sorun oldugunu belirten alarm e-postasi.

4.5.3 Degerlendirme

Uygulanan sistem tasarimi Cizelge 4.9’da gosterildigi gibi 12 Faktor yontemine gore
degerlendirilmistir. Sunulan sistemde sadece HoF modelindeki sunucusuz hesaplama
servisleri kullanilmistir. Bu nedenle 12 Faktor yontemindeki ‘“Bagimliliklar”,
“Suregler”, “Port Baglama” ve “YoOnetim Siregleri” prensipleri dogrudan

uygulanamadig1 i¢in degerlendirilmemistir.
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Cizelge 4.9 : Deprem bildirim sisteminin 12 Faktor yontemine gore

degerlendirilmesi.

Prensip Ad1

Degerlendirme

Kod Deposu

Ayarlar

Destek Servisleri

Derle, Yayinla ve
Calistir

Es Zamanlilik

Kullanilabilirlik

Gelistirme, Test ve
Yayin Ortamlarinin
Benzerligi

Ginlik Tutma

Uygulama gelistirici gelistirdigi uygulamalar1 kod deposu
iizerinde arsivlemekte ve acgik kaynak kodlu olarak
yayinlamaktadir.

Sistem tasarimindaki uygulamalarin gizli ayarlar1 ayar
saklama servisi lizerinde saklanmistir. Gizli olmayan ayarlar
ise uygulamalarin calistig1 konteynerlerin ortam degiskenleri
iizerinde tutulmustur. Sistem tasariminin uygulamasinda ise
AWS KMS servisi gizli ayarlarin giivenli bir sekilde
saklanmasi i¢in kullanilmistir. Kandilli Rasathanesi’nin son
depremler internet sitesi ise ortam degiskenlerinde
saklanmistir.

Uygulamalar abone veri tabanina ag tizerinden baglanarak
ulasmustirlar.

Stirim yaymlama siire¢lerinin  otomasyonu uygulama
gelistirici tarafindan kurulmustur. Sistem tasarimindaki
uygulamalarm  bu  otomasyonla  yeni  siiriimleri
yaymlanmaktadir.

Uygulamalar HoF modelinde ¢alistirilmak iizere gelistirildigi
icin es zamanl c¢alisma yoOnetimi bulut bilisim saglayicisi
tarafindan yapilmaktadir. Abonelere bildirim génderiminin es
zamanlligimi saglamak icin bildirim mesajlar1 sunucusuz
mesaj kuyrugu {izerinden bildirim goénderici fonksiyona
iletilmistir.

Sistem herhangi bir siiregte hata olmast durumunda yeniden
stireci tekrar edecek sekilde tasarlanmigtir. Deprem bilgisi
okuyucu kurum sitesine ulasamamasi durumunda yeniden
denemektedir. Deprem bildirimi gonderici hata durumunda
gonderimi  tekrarlamaktadir. ~ Sistemdeki  uygulamalar
durumsuz calisacak sekilde tasarlanmistir. Kalicit veriler
abone veri tabaninda tutulan verilerdir.

Uygulama gelistirici sistem tasarimini test ve yayin

ortamlarinda birbirlerine benzeyecek sekilde yayinlar.
Gelistirmeler — uygulama  gelistiricinin  bilgisayarinda
yapilmaktadir.

Sistem bilesenleri tarafindan iiretilen giinliikk kayitlart igin
glinliik tutma servisi kullanilmigtir. Uygulamada ise Amazon
CloudWatch sunucusuz giinliik tutma servisi kullanilmigtir.
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Sistem tasarimi ayrica mimari degerlendirme Olgltlerine goére Cizelge 4.10°da

degerlendirilmistir.

Cizelge 4.10 : Vektor karo harita servisinin bulut bilisim saglayicist mimari
degerlendirme dlgiitlerine gore degerlendirilmesi.

Olgiit Ad1 Degerlendirme

Sistemdeki uygulamalar yeni deprem bilgisi okunduktan sonra hizl
sekilde abonelere iletecek sekilde tasarlanmistir. Bunu saglamak
icin sistem tek amaca hizmet eden kiiglik bilesenlere boliinmiistiir.
Bdylece HoF modelindeki sunucusuz hesaplama bilesenlerinin
calismalarini hizlica tamamlamalari beklenmektedir.

Performans
Verimliligi

Sistem bilesenleri gunlik tutma servisi ile izlenerek hatalar takip
Guvenilirlik | edilmektedir. Bununla birlikte hatalara kars1  siireglerin
kaybolmamasi i¢in ek dnemler tasarlanmistir.

Sistemdeki servisler dogrudan kullanilamamaktadir. Kullanicilar
anlik mesajlasma uygulamasi lizerinden sistemle iletisim
Guvenlik kurmaktadir. Sistemin disariyla iletisimi sohbet botuna ait arka plan
servisleri zerinden makine-makine iletisimi seklindedir. Abone
veri tabani lizerinde kisisel veriler tutulmamaktadir.

Sistem AWS bulut bilisim saglayicist lizerinde 29 Ekim 2019 tarihinden bu yana
calismaktadir. Sistemde bu slre yapilan kod iyilestirmeleri disinda bulut bilisim
altyapisinin yonetilmesi gerekmemistir. Giincel abone kullanici sayis1 8 Mayis 2022
tarihi itibari ile 3025°dir. AWS bulut bilisim saglayicist HOF modelindeki sunucusuz
hesaplama hizmeti AWS Lambda igin aylik bir milyonuncu ¢alismasindan sonra
ticretlendirmeye baslamaktadir. Sistem bugiine kadar bu kullanim miktarina

erismedigi i¢in herhangi bir ekonomik maliyet olusturmamustir.

4.6 Sunucusuz Mekansal Analiz Is Akis1 Sistemi Tasarimi, Uygulamasi ve

Degerlendirmesi

Mekansal bilgi teknolojileri buyik veri analizi projelerinin giderek énemli bir pargasi
hatta ana konusu olmaya baslamistir. Sunucusuz mimarilerin bu kapsamda
degerlendirilmesi ise teknik zorluklari nedeniyle hentiz yeterince ilgi gorememektedir
(Baldini ve dig, 2017). Her ne kadar sunucusuz mimarilerin mekéansal veri
analizlerinde kullanilmasi literatiirde ¢ok fazla yer almasa da bu konu mekénsal

olmayan veri analizi ¢alismalari igerisinde giderek artan bir ilgi gérmektedir.
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Glinlimiizde halen klasik CBS araglariyla mekansal veri analizi is akislar
tasarlanmakta ve bu is akislart genelde kullanicinin kisisel bilgisayart iizerinde
calistirilmaktadir. Cografi veri kaynaklarimin ¢ogalmasi ve iiretilen veri miktarinin
blylUmesi ile bu klasik yaklagimlarla veri analizinin yapilmasi verinin blytkligi
nedeniyle zorlagsmaktadir. Klasik yaklagimlara aligsmis bir kullanicinin dogrudan bulut
bilisim teknolojileri lizerinde ¢alisan dagitik karmasik veri analizi sistemlerine gegisi
de ileri diizey bulut bilisim egitimi gerektirmekte ve zaman almaktadir. Bu gegisin
kolaylastirilmasi i¢in bulut bilisim altyapisinin yonetimini soyutlayan sunucusuz
mimariler tercih edilebilir. Boylece kullanic1 daha az altyapr yonetimi ile ugrasirken

daha gok veri analizini yapacak uygulamaya veya algoritmaya yogunlasabilir.

Bu tez ¢alismasinda sunucusuz mimariler tizerinde calisan mekansal veri analizi is
akig1 sisteminin tasarimi ve uygulamasi sunulmustur (Pakdil ve Celik, 2021b). Bu
tasarim ile ileri diizey bulut bilisim altyap1 yonetimi bilgisi olmayan kullanicilar veri
analizi gorevlerini bulut bilisim platformlarinda sunulan yiiksek islem giicii hacmi ve
diisiik calistirma maliyetlerinden faydalanarak calistirabilirler. Tasarimda sunulan
mimari ile is akisindaki adimlar sirali veya paralel sekilde bir akis icerisinde

birbirlerine durum aktararak ¢alisabilmektedir.

Sistem tasariminda kullanicilarin is akislarini tasarlayabilecekleri bir is akisi modeli
ve tanimi da sunulmustur. Bu is akisi tanimi hem makinelerin hem de insanlarin
kolayca okuyup yazabilecegi sekilde tasarlanmistir. Boylece kullanicilar karmasik is
akiglarimi kolayca yazarak calistirabilir, diger kullanicilarla paylasabilir veya kod

depolarinda arsivleyebilir.
4.6.1 Tasarim

Senaryo

Sistem mimarisi tasariminda kullanilan senaryoda CBS kullanicilarn tasarladiklari
mekansal veri analizi is akislarin1 sisteme y(ikleyerek ¢alistirirlar. Is akisi sistemi gelen
15 akiglarini gesitli kapali veya acgik cografi veya cografi olmayan veri kaynaklarindan
okuyarak adim adimm calistirir. Uretilen analiz sonuglari da CBS kullanicisinin

indirebilecegi sekilde saklanir (Sekil 4.20).
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Sekil 4.20 : Mekansal analiz is akig1 sisteminin kullanim senaryosu.

Sistemdeki uygulama gelistiriciler de is akislarinda kullanilabilecek is akis1 gorevlerini
sisteme ekleyerek CBS kullanicilarinin mekénsal analiz is akis1 tasarimlarinda birer

adim olarak kullanabilmeleri i¢in yayinlarlar.

Gereksinimler
Mekansal analiz is akisi sistem mimarisinin tasariminda dikkate alinan gereksinimler

asagidaki sekilde belirlenmistir.

1. CBS kullanicilari is akist tasarimlarmi bir is akist tammmina gore
yazabilmelidirler. Olusturulan is akis1 tasarimlart makine ve insan tarafindan
kolay okunabilir, arsivlenebilir ve paylasilabilir bir formatta olmalidir.

2. Is akislarimi calistirilmadan 6nce dogrulamalidir. Dogrulama kurallar:
belgelenerek kullanici ile paylagilmalidir.

3. Isakisi dogrulama hatalari kullaniciya detayl bir sekilde is akisini ¢alistirmadan
once bildirilmelidir.

4. Dogrulamadan gecen is akislar1 kullanicilar tarafindan ¢alistirilabilmek lzere
saklanir.

5. Is akis tasarimlar igerisinde paralel ve tekrarli islemler galistirilabilmelidir.

6. Tekrarli islemler es zamanl olarak calistirilabilmelidir. Ornegin, on kez tekrar
edecek bir islem es zamanli olarak paralel iki koldan ¢alisarak bes dongiide
tamamlanabilmelidir.

7. ls akislarindaki adimlar tasarimdaki siraya gore calistiriimalidir.

8. Bir is akisi admimi ¢iktist sonraki bir is akist adimma girdi olarak
verilebilmelidir.

9. Is akislarinin girdi ve ¢iktilar1 olabilir.
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10. Bir is akis1 girdisi isi akisindaki adimlara girdi olarak verilebilmelidir.

11. Bir is akis1 adiminin ¢iktist is akist adimlariin ¢iktilarindan biri olmalidir.

12. 1s akis1 analizinin ¢alisma sonuglar1 kalici bir depolama alaninda saklanmalidir.

13. Is akis1 adimlar cesitli agik veya dahili veri kaynaklarimi kullanabilmelidir. Bu
nedenle sistemin internet erisimi olmalidir.

14. Is akis1 tasarimlarida kullanilabilecek yeni is akis1 gorevleri sisteme eklenebilir
olmalidir.

15. Istemci uygulamalar OGC API Processes tanimina uygun istek génderip cevap
alabilmelidir.

16. Uygulama gelistiriciler yeni is akis1 gorevleri ekleyip ¢ikarabilmelidir.

17. Uygulama gelistiriciler bir is akisi1 gorevini girdileri ve ¢iktilar1 olacak sekilde
tamimlamalidir. Girdi ve ¢iktilarin tlrleri de tanimlamada belirtilmelidir. Bu
tanimlamalar is akisi sisteminin is akislarin1 dogrulamasinda kullanilmalidir.

18. Sistem sunucusuz mimariye uygun tasarlanmali ve sunucusuz servislerle
calisabilmelerdir.

19. Sistemdeki uygulamalarin siirlimleri 6nce test sonra yayin ortamina alinmalidir.
Test ortaminda hatasi bulunan uygulamanin yeni siiriimii yayimlanmamalidir.

20. Sistemdeki uygulamalar igin gelistirilen kodlar kod deposunda saklanmali ve

sliriim yayimlama otomasyonu iizerinden yayinlanmalidir.

Roller

Uygulama gelistirici rolii sistemin takibi, sistemin bakimi ve yeni is akis1 gorevlerinin
eklenmesi ve guncellenmesinden sorumludur. Bu roldeki kullanicilar sistemdeki
izleme ve yoOnetim bilesenlerine erisim hakkina sahiptir. Uygulama gelistirici ayni
zamanda yeni is akis1 gorevlerinin kod gelistirmesini de yapar. Bu nedenle uygulama
gelistirici bir is akist gorevinin nasil gelistirileceginin egitimini almis ve gerekli arac
ve vasiflara sahip olmalidir. Gelistirilen yeni is akis1 gérevlerinin dokiimantasyonunun
yapilmasi da uygulama gelistiricinin sorumlulugundadir. Bu belgelendirme yapilirken
is akis1 gorevindeki girdilerin ve ¢iktilarin, galisan algoritmanin aciklamalar1 CBS
kullanicilar1 tarafindan anlasilabilecek sekilde sade ve kolay okunabilir olmalidir.
Tasarlanan sistem sunucusuz mimaride oldugundan altyapt yonetimi platform
saglayicisi tarafindan yapilacaktir, bu nedenle uygulama gelistiricinin ileri diizey bulut

bilisim altyap1 yonetimi bilmesi gerekmemektedir.
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CBS kullanicist sistemde tanimli olan is akis1 gorevlerini kullanarak bir is akisi
tanimlar, sisteme ekler ve galistirir. Bu nedenle sistem tarafindan sunulan is akigi
calistirma ve ekleme servislerine erisime sahip olmalidir. Bir CBS kullanicisi sisteme
diger CBS kullanicilan tarafindan eklenen is akislarini yeniden farkli girdilerle
caligtirabilir. CBS kullanicist is akigi gorevlerinde kullanilacak veri kaynaklarinm
belirler ve is akisi gorevlerinin bu veri kaynaklariyla uyumlulugunu kontrol eder.
Ornegin OGC WMS standardindaki bir harita servisi ile uyumlu olmayan bir is akis
gorevinin uyumlu olacak sekilde gelistirilmesi i¢in uygulama gelistiriciyle birlikte
calisabilir. CBS kullanicisi sistemdeki is akigi gorevlerini listeleyebilir, bir is akisi

gorevine ait belgelendirmeye ulasabilir.

Sistem tasarimi ve bilesenleri
Sekil 4.21’de sunulan sistem tasarimi Pakdil ve Celik’in (2021) g¢alismasindan
yararlanilarak tasarlanmis ve gosterilmistir. Sunulan sistem tasarimindaki tim

bilesenler sunucusuz mimari ile ¢alisabilir.

| Veri Kaynaklan
1 1
| S —

CBS
Kullanicisi

é is Akisi Yonetim | Konteyner Galistr / Sil
is Akigi Tasanmi Servisi Y
ul
mq
Sunucusuz API [ i ¥l ]
Yonetim Hizmeti -———— Sunucusuz Konteyner
> Hizmeti

Is Akisi
Veri Deposu

- ~— Sunucusuz Yapisal Sugtllcusuz \\’fnp!sal
E ~ |Veri Depolama Hizmeti mayan Veri

Depolama Hizmeti

is Akigi Gorevi Ekle/Sil

Ayar Saklama
Servisi

_|Is Akisi Gorevleri
7| Yonetim Servisi

Gunlik Tutma
J\ Kont imai Servisi
is Akigi Gdrevi Konteyner imaji Ekl onteyner Imaj
Deposu

Uygulama
Gelistirici

Konteyner imaji Kaldir

[}
L}

Sekil 4.21 : Mekansal analiz is akis1 sisteminin tasarimi.

Sistemde kullanicilarin servislere erisim yapabilmesi i¢in bir istemci uygulama
konumlandirilmamustir. Sistemde kullanicilarin kullanimina sunulan tim servisler
REST (Representational State Transfer) mimarisindedir. OGC APl Processes

standardi da REST mimarisine uygundur. Bu nedenle kullanicilarin bu mimariye
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uygun secebilecekleri herhangi bir REST istemci uygulama veya gelistirilebilecek bir

grafik ara yzi uygulamasi sistemdeki servislerle ¢aligmak i¢in kullanilabilir.

Is akis1 yonetim servisi bileseni is akislarmin calistirilmasii ve takibini saglayan
servisler sunar. Bu servis kullanicidan gelen bir is akisini dogrulayarak veri tabanina
kaydeder. Kaydedilen is akisinin daha sonra g¢aligtirilabilmesini saglar. Kullanici
calisan is akisinin durumunu bu servis iizerinden takip edebilir. Calisan is akiginin
ihtiyact olan is akis1 gorevlerine ait konteynerlerin yasam dongiilerini yonetir.
Kullanicilarin ¢alismasi tamamlanan is akisinin artifakt (artifact) ve parametre
¢iktilarina ulasilabilmesini saglar. Sunulan tasarimda is akislarinin isleyecekleri veri
miktarlarinin bilyiikligii ve konteyner yasam dongiilerinin uzunlugu gibi nedenlerden
is akiglarinin uzun sureler ¢alisabilecegi dikkate alinmistir. Bu nedenle is akis1 yonetim
servisi bileseninin sundugu servisler asenkron istek-cevap modeline gore
calismaktadir. Ornegin, bir is akisini galistirma istegini is akis1 yonetim servisi, veri
taban1 ve konteyner servisiyle birlikte ¢aligsarak isi baslatir. Basglayan is akisina ait is
takip numarasi istemciye geri donddruldikten sonra is akisi yonetim servisi
calismasin1 tamamlar. Bu galisma modeli sayesinde is akisi yonetim servisi HoOF
modelindeki hesaplama hizmetlerinde kolaylikla ¢aligabilir. Sekil 4.22’de bilesenler
arasindaki etkilesim Pakdil ve Celik’in (2021) ¢alismasindan yararlanilarak

gorsellestirilmistir.
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Sekil 4.22 : Is akis1 yonetim servisi bileseninin diger bilesenlere calismasi ve OGC
API Processes islemlerinin kullanima.

Is akis1 yonetim servisi is akislarini her calistirmadan 6nce de dogrular. Bu sayede
daha once kaydedilmis bir is akis1 tanim1 ¢caligmaya baglamadan 6nce giincel is akisi
gorevleri ile dogrulanir. Eger is akis1 tanimi sistemde kayitli is akis1 gorevleri ile artik

uyumlu degilse ¢alistirilmayarak kullaniciya bilgi verilir.

Is akist yonetim servisi is akisi tanimi ekleme islemi haric OGC API Processes
standartlarina uyumludur. OGC API Processes standardi mekénsal analiz islemleri igin
OGC WPS 2.0’dan sonra modern web teknolojileri dikkate alinarak gelistirilmistir
(OGC, 2021). Bu standart 2021 yilinin aralik ayinda son haline kavusmustur. Henuiz
yeni oldugu i¢in mevcut CBS istemcileri tarafindan desteklenmemektedir ancak kisa
zamanda genis bir uygulama destegine sahip olacagi diisiiniilmektedir. Bu standart
hem senkron hem de asenkron mekéansal analiz islemlerini tanimlamaktadir ancak
tezde sunulan sistem tasarimi yukarida agiklandigi iizere sadece asenkron galisma

modeline destek vermektedir.
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Is akis1 calismasi tamamlandiginda Gretilen parametre ve artifakt ciktilar veri tabam
ve is akig1 veri deposuna tiiriine gore kaydolur. Parametre ¢iktilar veri tabanina, artifakt
ciktilar ise veri deposuna kaydolur. Is akis1 sonucu eger artifakt ¢ikt1 varsa bu ¢iktinin
gecici indirme adresi, eger parametre ¢iktisi varsa analiz sonucunin cevabi igerisinde

olacak sekilde kullaniciya saglanir.

Konteyner servisi ve is akisi yontem sistemi birlikte calisirlar. Calisma esnasinda is
akist adimlarinin kullandig1 is akisi gorevlerine ait konteyner imajlar1 konteyner
servisi lzerinde c¢alistirilir. Calismasin1 tamamlayan konteyner is akisi yOnetim
sistemine bildirimde bulunarak kapatilmasini talep eder. Is akisi ydnetim sistemi
konteynerleri calistirirken konteynerin ortam degiskenlerini de giinceller. Ornegin
konteyner uygulamasi is akist yoOnetim servisi ile hangi adres {izerinden

haberlesecegini ortam degiskenlerinden okur.

Is akis1 adimlar1 calisma sonunda iirettikleri parametre ve artifakt tiriindeki veriler veri
tabani ve is akist veri deposuna kaydedilir. Bunun i¢in konteynerdan is akisit yonetim
sistemine ¢iktinin kaydi igin istek yapilir. Aritfaktlarin veri deposuna yiiklenmesi icin
yapisal olmayan veri depolama hizmetinin API servisi ile gecici ylkleme adresleri
uretilir. Parametre ¢iktilar ise is akisi yOnetim sistemi araciligi ile veri tabanina

kaydedilir.

Konteyner servisi is akig1 gérevlerine ait konteyner imajlarinin ¢alistirildigi bilesendir.
Sunulan sistem tasariminda konteyner servisi HoK modelinde ¢alisan bir sunucusuz
hizmet olarak segilmistir. Konteyner servisi {izerinde c¢alisan konteynerlerin
gerektiginde ulasilmak istenen harici veri kaynaklarina erisim yetkisi olmalidir. Bu
nedenle ag yapilandirmasi buna izin vermelidir. Konteyner servisi ile is akigi yonetim
servisinin birlikte ¢aligabilmesi i¢in servis tarafindan konteyner yasam dongiisiiniin

yonetilebilecegi servisler APl olarak sunulmalidir.

Is akis1 gorevleri yonetim servisi bileseni sistemdeki bir diger REST mimarisindeki
yonetim servisidir. Bu servis uygulama gelistirici roliindeki kullanicilarin kullanmasi
icin tasarlanmistir. Servis lizerinden sisteme yeni is gorevleri eklenebilir, mevcut
gorevler giincellenebilir veya kaldirilabilir. Is akisi gorevleri birer konteyner imajina
bagl olarak ¢alisirlar bu nedenle is akis1 gorevi eklenmeden 6nce konteyner imajinin
varligi konteyner imaj deposuna sorularak kontrol edilir. Silinen is akis1 gérevine ait

konteyner imaj1 da bu servis tarafindan konteyner imaj deposundan silinir (Sekil 4.23).
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Is akis1 gorevleri yonetim servisi HoF modelindeki hesaplama hizmetlerinde

caligsabilecek sekilde tasarlanmustir.

is Akisi Yénetim Konteyner Servisi Veri Tabant
Servisi

Konteyner imaj
Deposu

| |
' \ \
' \ \
' \ \
' \ \

\ \ |
\
\
\
\
I

Konteyner Baslat

Konteyner imaiji Cek

Durum Giincelle

Veri Tabanini Giincelle

Giris Parametreleri Gek | Is Akist

Veri Deposu

- Giris Parametrelerinin Degerlerini Cek |

| Girig Ikili Objelerini Gek

A

indirme Adresini Génder

|

. N \
Gegici Indirme Adresini Uret |
\

\

\

|

Uretilen Degismezleri Gonder

|
|
- |
Uretilen Degismezleri Sakla |
|
|
|

Uretilen ikili Objeleri Génder

Gegici Yiikleme Adresini Uret

\J

Yiikleme Adresini Gonder

| is Adimi Tamamlandi / Hata Verdi

-¢

Konteyneri Kapat

Veri Tabamim Giincelle

Sekil 4.23 : Konteynerlerin yasam dongiisiiniin is akisinin ¢alismasi ile iligkisi
(Pakdil ve Celik, 2021b).

Konteyner imaj deposu is akis1 gorevlerine ait konteyner imajlarinin depolandig:
bilesendir. Bu depo lizerindeki imajlar konteyner servisi bileseni tarafindan ¢ekilerek
calistirilirlar. Bu depoya ayni zamanda uygulama gelistiricilerin de erisim yetkisi
vardir. Uygulama gelistirici, yeni konteyner imajlarin1 bu deponun sundugu API’lar

aracilig1 veya suriim yonetim sistemi yardimu ile yiikleyebilir.

Sunucusuz API yonetim hizmeti is akisi ve is akis1 gorevleri servisini tek bir API adresi
Uzerinde toplamak ve givenliklerini tek merkezden saglamak {izere kullanilmigtir

(Cizelge 4.11). Bu servis gelen HTTPS isteklerini arkasindaki servislere ileterek
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cevaplari istemcilere geri dondiirtir. Sunucusuz API yonetim hizmeti REST mimarisini

ve servislere istekleri iletmede JSON formatini desteklemektedir.

Cizelge 4.11 : Sunucusuz API y6netimi servisinin adres tablosu ve karsilik gelen
bilesenler (Pakdil ve Celik, 2021b).

Adres Aciklama Bilesen
/processes/*
/jobs/* ) . Is Akis1 Yonetim
iworkflows/* OGC API Processes ve is akist yonetim Servisi
[stepexecutions/*

Is Akis1 Gorevleri

* T .. . .. . .
[tasks/ Is akis1 gorevleri yonetimi Yéntem Servisi

Veri tabani bileseni i¢in herhangi bir sunucusuz yapisal veya iligkisel veri tabani
hizmeti segilebilir. Uygulama tasarimlarinin veri depolama ihtiyaglarina gore veri
depolama hizmeti tlir( secilebilir. Burada dikkat edilmesi gereken bir husus da secilen
veri depolama hizmetinin uygulamanin gelistirildigi programlama dilindeki desteginin

olmasidir.

Gilinliik tutma servisi sistem tasarimindaki bilesenlerde meydana gelen hata ve diger
ginliik kayitlarin1 tutar. Uygulama gelistirici bu servisten faydalanarak hata
kayitlarina erisebilir ve uygulamalardaki hatalarin kok nedenlerini bularak ¢ozebilir.
Bu servis ayrica sistem bilesenlerine ait metrikleri de tutarak performans analizlerinin
yapilmasimi saglamaktadir. Uygulama gelistirici bu bilgileri degerlendirerek

uygulamalarin iyilestirilmesi i¢in kararlar ve aksiyonlar alabilir.

Ayar saklama servisi, iki yonetim servisinin veri tabanina, konteyner servisine ve is
akigt veri deposuna giivenli ulasabilmesi i¢in ayar parametrelerini saklar. Bu

parametreler stiriim saklama otomasyonu tizerinden guincellenebilir.

Bu tez calismasinda ayrica is akisi gorev tanimi ve is akigi tanimi modellenerek
tasarlanmistir. Bu tanimlar YAML (Yet Another Markup Language) dilinde
gelistirilmistir. Bu dilin secilme nedeni ise daha okunabilir ve sade olmasidir. Ornegin
JSON dili ile karsilastirildiginda YAML dilinde {3}, [] ve " isaretlerinin kullanilmadig1
gorilmektedir. Bu da YAML dilini insanlar i¢in JSON’a gore daha kolay okunan ve
yazilan bir dil yapmaktadir. Bunlarla birlikte is akis1 gorevlerinde kullanilacak
konteyner imajlart igin de bir baz konteyner imaji gelistirilmistir. Baz konteyner

imajinin gelistirilmesi i¢in yaygin olarak kullanilan Docker teknolojisi kullanilmistir.
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Is akis1 gorev tanim

Is akis1 gdrevleri is akislari igerisinde birer adim olarak kullanilirlar. Bir is akis1 gorevi
bir konteyner imaji1 ile iliskilidir. Bu konteyner imaj1 igerisinde is akis1 gorevinde
tanmimlanan girdiler kullanilarak ¢alistirilan yazilim kodu ile ¢iktilar iiretilir. Is akist
gorevleri is akiglarmin en kiigiik yapi tasidir. Sekil 4.24’ta bu tez ¢alismasinda

tanimlanan is akis1 gorevi tanimi format1 gosterilmistir.

Mame: #Gorev adi
Description: #Gdrev tanimi
Image: #Konteyner imaji adi

Inputs:

- Name: #Girdi adt

Type: #Girdi tiri: artifact / parameter
Outputs:

- Name: #Cikti1 adi

Type: #Cikti turid: artifact / parameter

Sekil 4.24 : Is akis1 gérev tanimi formati (Pakdil ve Celik, 2021b).

Bir is akis1 gorevini tanimlamak ic¢in kurallar belirlenmistir. Bu kurallar Cizelge
4.12°de verilmistir. Is akis1 gorevleri yonetim servisi yeni bir is akis1 gérevini sisteme

eklemeden 6nce bu kurallari kullanarak dogrulama islemini gergeklestirir.

Cizelge 4.12 : Is akis1 gorev tanimi1 dogrulama kurallar: (Pakdil ve Celik, 2021b).

Ozellik Ad1 Dogrulama Kural(lar)1

e Bos deger olamaz
e Izin verilen karakterler; Alfa numerik, -, _

Name
e Verilen deger baska bir is akis1 gorevi tarafindan
kullanilamaz.
Description Bos birakilamaz
e Bos deger verilemez
Image

e Konteyner imaj1 konteyner deposunda mevcut olmali

e Bos deger olamaz

[zin verilen karakterler; Alfa numerik, -, _

Verilen deger is akisi gorevi tanimi igerisinde bagka bir
girdi veya ¢ikti tarafindan kullanilamaz.

Bos deger olamaz

Izin verilen degerler; "artifact" veya "parameter”

Inputs[n]:Name
Outputs[n]:Name

Inputs[n]:Type
Outputs[n]: Type

Is akis1 tanim
Is akis1 farkli is akis1 gorevlerinin sirayla, paralel ve tekrarli sekilde ¢alismasini
tanimlayan kompoziSyonlardir. Sekil 4.25’te tezde sunulan is akigt modeli taniminda

kullanilan 6zellikler bir arada gosterilmistir.
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Name: #I5 akist adi
Inputs:
Parameters:
- Name: #Parametre girdi adt
Description: #Parametre girdi aciklamast
Outputs:
Parameters:
- Name: #Parametre ¢ikti adt
Value: #Parametre ¢iktinin referans dederi
Artifacts:
- Name: #Artifakt cikti adi
Value: #Artifakt cikti referans degert
Description: #Is akist aciklamast
Steps:
- Id: #Adum adt
Task: #Is akist gérev adi
Inputs:
Parameters:
- Name: #Parametre girdi adi
Value: #Parametre girdi dedert
Description: #Parametre girdi a¢iklamast
Artifacts:
- Name: #Artifakt girdi adi
Value: #Artifakt girdi referans degeri
Description: #Artifakt girdi aciklamast
Outputs:
Artifacts:
- Name: #Artifakt cikti adi
Parameters:
- Name: #Parametre ¢ikti adi
- Id: #Adwm adi
Task: ForEach
Iterate:
Collection: #Referans dedert
MaxConcurrency: #Her dongdde maksimum es zamanli hesaplama sayisi
Steps: #Her dongiide calistirilacak adimlar
- Id: #Adwm adi
Task: Parallel
Branches:
- - #Bir dalda paralel olarak calistirilacak adimlar

- - #Bir dalda paralel olarak calistirilacak adimlar

Sekil 4.25 : Is akis1 tanim1 format1 (Pakdil ve Celik, 2021b).

Is akis1 tanim1 formatinda kullanilan 6zelliklere ait kurallar Cizelge 4.13 te verilmistir.
Bu kurallar is akis1 yonetim servisi tarafindan her ¢alisma oncesinde kullanilarak is

akis1 tanimlar1 dogrulanir.
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Cizelge 4.13 : Is akis1 tanimi1 dogrulama kurallar (Pakdil ve Celik, 2021b).

Ozellik Ad1 Dogrulama Kural(lar)1

e Bos deger olamaz
e izin verilen karakterler; Alfa numerik, -, _

Name
e Verilen deger baska bir is akis1 tarafindan
kullanilamaz
Inputs L o <
Outputs Girdi ve ¢iktilar istege baghdir.
Inputs:Parameters[n]:Name Bos birakilamaz

Outputs:Parameters[n]:Name

Outputs: Artifacts[n]:Name Girdi ve ¢ikt1 isimleri bos deger olamaz

e Bos deger olamaz
Outputs: Parameters [n]:VValue e Verilen deger referans formatinda olmalidir
Outputs: Artifacts [n]:Value e Verilen deger is akis1 igerisindeki bir
parametre veya artifakt adresi olmalidir

Steps Is akisinda en az bir adim tanimlanmalidir.

e Bos deger olamaz

e Izin verilen karakterler; Alfa numerik, -, _

e Verilen deger is akisi igerisinde bagka bir
adim tarafindan kullanilamaz

Steps[n]:Id

e Bos deger olamaz
e Bu degerlerden biri olabilir:
Steps[n]: Task o Kayaitl is akigi gorevi adi
o ForEach
o Parallel

Bu o6zellik Steps[n]:Task degeri
Steps[n]:Iterate “ForEach” olarak verildiginde
kullanilabilir

e Bos deger olamaz

Steps[n]:Iterate:Collection .
psin] e Referans degeri olmalidir

Steps[n]:Iterate:MaxConcurreny 1 veya daha biyuk bir deger olmalidir.

e En az bir is akis1 adimi1 igermelidir

e Verilen diger is adimi kurallar
dongu igindeki kurallar igin de
gecerlidir

Steps[n]:Iterate:Steps
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Cizelge 4.13 (devam) : Is akis1 tanimi1 dogrulama kurallar1 (Pakdil ve Celik, 2021b).

Ozellik Ad1 Dogrulama Kural(lar)1

e Bu 06zellik Steps[n]:Task degeri
“Parallel” ise kullanilabilir

e Cok boyutlu is akis1 adimlar1 matrisi
sekildedir

e Her situn paralel olarak ¢alisacak
adimlar1 igerir

e En az bir is adimlari satir1 olmalidir

e Verilen diger is adimi1 kurallar1
dongu igindeki kurallar igin de
gecerlidir

Steps[n]:Branches

Istege baghdir. Is adiminda girdi

Steps[n]:Inputs verilmeyecekse yok sayilir.

Steps[n]:Inputs:Parameters Istege baglidir. Is adiminda parametre veya
Steps[n]:Inputs:Artifacts artifakt girdi verilmeyecekse yok sayilir.

e Bos deger olamaz
Steps[n]:Inputs:Parameters[n]:Name e Verilen deger iliskili is akis1 gorevi
Steps[n]:Inputs:Artifacts[n]:Name parametre veya artifakt girdi
isimlerinden biri olmalidir

e Bos deger olamaz
Verilen deger kalip deyim (literal)
veya referans deger olmalidir

Steps[n]:Inputs:Parameters[n]: Value

e Bos deger olamaz
Verilen deger referans deger
olmalidir

Steps[n]:Inputs:Artifacts[n]:Value

Steps[n]:Outputs Istege baghdir. Is adiminda ¢ikt1 yoksa

yok sayilir
Steps[n]:Outputs:Parameters Istege baglhdir. Is adimindaki ¢iktilar
Steps[n]:Outputs:Artifacts kullanilmayacaksa yok sayilir

e Bos deger olamaz
Steps[n]:Outputs:Parameters[n]:Name e Verilen deger iliskili is akis1 gorevi
Steps[n]:Outputs:Artifacts[n]:Name parametre veya artifakt ¢ikti
isimlerinden biri olmalidir

Sunulan ig akis1 tanimu sirali, paralel ve tekrarli ¢aligma bigimlerini desteklemektedir.
Paralel ve tekrarli ¢alisma bigimleri igin “Parallel” ve “ForEach” is akis1 gorevi
isimleri sistem tarafindan rezerve edilmistir. Uygulama gelistirici kendi yiikleyecegi
is akist gorevleri icin bu isimleri kullanilamaz. Paralel ve tekrarli is adimlar i¢ ige

calistirilabilir. Ornegin bir paralel is akis1 dali tekrarl is akis1 adimi igerebilir.
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Referans degerler ¢iktilarin ve is akisi girdilerinin is akigi adimlarina girdi olarak

aktarilabilmesi i¢in kullanilir.

Ciktilara referans verilirken Denklem 4.1°¢ gore formiile edilerek yazilir.

{{step.[AdimAdi].[Cikt1Ad1]}} (4.1)

Is akis1 girdilerine referans verilirken Denklem 4.2°ye gore formiile edilerek yazilir.
{{input.[GirdiAd1]}} (4.2)

Baz konteyner imaji ve is akis1 konteyner imajinin yazimi

Is akis1 gorevlerinde kullanilan konteyner imajlar1 Docker konteyner imaji tanimina
gore yazilmalidir. Docker konteyner imajlar1 kalitim ozelliklerini desteklemektedir
(Cito ve dig, 2017). Ornegin bir imaj baska bir veya birkag imajdan tiiretilebilir. Bu
caligmada is gorevi tanimlarinda kullanilacak konteyner imajlari i¢in bir baz konteyner
imaj1 tasarlanmistir (Sekil 4.26). Bu baz imaj icin is akis1 yonetim servisi ve is akisi
veri deposu ile iletisim kuracak bir uygulama gelistirilmistir. Bu uygulama is akist
gorevi igin gelistirilen kodu g¢alistirmadan 6nce kodun ihtiyact olan girdileri geker.
Kodun c¢alismasi sirasinda tiretilen giinliik kayitlarini da is akist yonetim sistemine
iletir. Kodun ¢alismasi tamamlandiginda ise tiretilen ¢iktilari is akisi yonetim sistemi

bileseni ile ¢alisarak ¢ikt1 tiiriine gore veri taban1 ve is akis1 veri deposuna kaydeder.

FROM georchestrator:latest as function

FROM python:3.7

COPY --from=function /function_runner/function_runner fusr/bin/function_runner
RUN chmod +x fusr/bin/function_runner

ENV FUNMCTION_COMMAND="[Calistirilacak Komut]

CMD ["function_runner"]

Sekil 4.26 : Is akis1 gorevi konteyner imaji1 tanimi (Pakdil ve Celik, 2021b).
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4.6.2 Uygulama
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Sekil 4.27 : Mekansal analiz is akisi sisteminin AWS bulut bilisim saglayicisi
iizerinde uygulamasi.

Mekansal analiz is akis1 sistemi tasarimi1 Sekil 4.27°de gosterildigi gibi AWS bulut
bilisim saglayicisina ait sunucusuz hizmetlerle uygulanmistir (Pakdil ve Celik, 2021b).
Bu tez calismasinda AWS bulut bilisim sisteminin secilmesinin nedeni konteyner
yonetimi aracinin dahili otomatik 6lgceklendirme ve Microsoft Azure’daki benzer

servise gore daha fazla bellek sunmasidir.

Sistem tasarimindaki is akisi yonetim servisi ve is akist gérevleri yonetim servisi HoF
modelindeki sunucusuz hesaplama servisi olan AWS Lambda iizerinde calisacak
sekilde gelistirilmistir. Uygulamalarin programlama dili olarak C# programlama dili
ve .Net Core catkist surim 3.1 secilmistir. Bu servislerin ikisi de HTTP istegi

olaylaryla tetiklenecek sekilde calismakta ve dlgeklenmektedir.

Istemcilerden gelen istekleri alarak AWS Lambda servisine HTTP istegi olay1 olarak
ileten Amazon API Gateway isimli servis sunucusuz APl yOnetim hizmeti olarak
kullanilmistir. Servislerin giivenligi ve kullanicilarin rollere gore yetkilendirilmesi igin

Amazon API Gateway ile AWS Cognito hizmeti birlikte kullanilabilir.

Veri tabani hizmeti olarak Amazon DynamoDB servisi kullanilmistir. Bu servis

sunucusuz yapisal veri depolama hizmeti sunmaktadir. Anahtar-deger veri tabani
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oldugu i¢in veri tabant modellemesi de buna gore yapilmaktadir. Tezde sunulan
sistemde OGC API Processes standartlar1 kullanildig1 i¢in bu standardin gerektirdigi

bilgiler de saklanmalidir.

Is akis1 veri deposu olarak Amazon S3 sunucusuz yapisal olamayan veri depolama
hizmeti secilmistir. Bu hizmet gecici URL (Uniform Resource Locator) adresleri
olusturulmasina olanak vererek objelerin ylklenmesine ve indirilmesine imkan
vermektedir. Bu 6zellik sistem tasariminda konteynerler ve kullanicilar ile gtivenli veri
aligverigini saglamistir. Bu hizmet iizerinde is akis1 gorevlerinin ¢alismasi sonucu

olusan artifakt ¢iktilar saklanmistir.

Konteyner imaj deposu olarak Amazon Container Registry kullanilmistir. Bu hizmet
Uzerinde is akis1 gorevi konteyner imajlar1 ve sisteme ait is akisi gorevi baz imaji
saklanir. Saklanan imajlara verilen isimler ayn1 zamanda is akis1 gérevi tanimlarinda

da saklanarak ¢alisma aninda dogru imajin depodan ¢ekilmesi saglanmis olur.

Konteyner servisi olarak Amazon Fargate kullanilmistir. Bu hizmet HoK modelinde
sunucusuz olarak Docker konteynerlerin galistirilmasini ve orkestrasyonunu saglar. Bu
hizmet ag ayarlari dogru yapilandirildiginda konteynerin harici veri kaynaklarina

erismesine de izin verebilmektedir.

Sistemdeki bilesenlerin birbirleri ile olan erisim yetkileri AWS IAM hizmeti iizerinden
bilesenlere rol atamasi yapilarak saglanmigtir. Bunun yaninda bilesenlerin ayar

saklama servisi kullanarak bir destek servisi ile iletisim kurmasi gerekmemistir.

Amazon CloudWatch hizmeti ile tim bilesenler takip edilmektedir. Bu servis
bilesenlerin hata gunluklerini merkezi bir yerde tutarak izlenebilmesini saglamaktadir.
Bunun yaninda sistem bilesenlerine ait performans metrikleri de bu servis iizerinden

takip edilebilmektedir.

Ornek mekansal analiz is akislari

Sistemin c¢alismasinin daha iyi anlasilabilmesi igin iki 6rnek uygulama sunulmustur.
Ik uygulamada sel tagkin analizi yapmak (izere Lawhead, 2019 tarafindan gelistirilen
mekénsal tagskin analizi bu sitem Uzerinde is akisina cevrilerek uygulanmistir.
Calismadaki mekansal analiz ile sayisal yukseklik modelleri (SYM) kullanilarak basit
bir tagkin analizi yapilmaktadir. Bu analiz Sekil 4.28’de gosterildigi gibi bir is akisina

gevrilmistir.
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SYM indirme Taskin Yiikseklik
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Sekil 4.28 : Mekansal taskin analizinin is akis semas1 (Pakdil ve Celik, 2021b).

Calismada verilen Python dilindeki taskin analizi kodu “FloodFill” isimli is akisi
gorevine doniistiirilmiis ve konteyner imaji olarak yayinlanmistir. Analizde girdi
olarak kullanilacak sayisal yukseklik modellerini bir internet kaynagindan indirmek
uzere “DownloadUrl” isimli bir is akisi gorevi gelistirilerek yayinlanmistir. Tasin
analizi sonucu liretilen raster verinin vektor poligon verisine doniistiiriilmesi adimi i¢in
de “Polygonize” isimli is akig1 gorevi ve konteyner imaji yayinlanmistir. Toplamda {i¢
farkli gorev igin ti¢ konteyner imaji olusturulmustur. Calismada girdi olarak kullanilan
veriler ise Lawhead, 2019 calismasindan almmustir. Is akis1 Sekil 4.29°da gosterildigi

gibi is akis1 tanimi1 kurallarina gore yazilmistir.
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1 Name: TaskinAnalizi

2 Inputs:

3 Parameters:

1 - Name: dems

5 Description: Sayisal yikseklik modellerinin adresleri
6 - Name: inundation_level

7 Description: Taskin seviyesi yiksekligi
8 - Name: seed_points

9 Description: Taskin noktalarti

10 Outputs:

11 Artifacts:

12 - Name: flood_polygons

13 Value: '{{step.PoligonaCevir.flood.shp}}"
14 Steps:

15 - Id: SayisalYiukseklikModelleriniDon

16 Task: ForEach

17 Iterate:

18 Collection: '{{input.dems}}"

19 MaxConcurrency: 2
20 Steps:
21 - Id: SayisalYukseklikModeliIndir
22 Task: Downloadurl
23 Inputs:
24 Parameters:
25 - Name: url
26 Value: "{{item}}"’
27 Outputs:
28 Artifacts:
29 - Name: output
30 - Id: TaskinOlustur
31 Task: FloodFill
32 Inputs:
33 Parameters:
34 - Name: inundation_level
35 value: '{{input.inundation_level}}'
36 - Name: seed_points
37 Value: '{{input.seed_points}}'
38 Artifacts:
39 - Name: terrain.asc
40 Value: '{{step.SayisalYukseklikModeliIndir.output}}
41 Outputs:
42 Artifacts:
43 - Name: flood.asc
44 - Id: PoligonaCevir
45 Task: Polygonize
46 Inputs:
47 Parameters:
48 - Name: rasterband
49 Value: 1
50 Artifacts:
51 - Name: flood.asc
52 Value: '{{step.TaskinOlustur.flood.asc}}'
53 Outputs:
54 Artifacts:
55 - Name: flood.shp

Sekil 4.29 : Taskin analizinin i akig1 tanimina gore yazilimi (Pakdil ve Celik,
2021b).
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Bir diger 6rnek uygulamada ise paralel ve dongii islemlerinin birlikte raster analizi i¢in
kullanim1 incelenmistir. Boylece sistemdeki iki farkli tiirdeki dahili is akisi gorevi
birlikte denenmistir (Sekil 4.30).

Hedef
Projeksiyon

e

SYM indirme
Adresleri

Kaynak
Projeksiyon

£
[

Her bir SYM
icin calistir

Sayisal
Yikseklik
Modeli indir

1
Sayisal Yukseklik Modeli

Sayisal
Y tikseklik
Modelini isle

Egim Raster Baki Raster

C 3

Projeksiyon
Degistir

Projeksiyon
Degistir

Farkli Farkli

Projeksiyonda
Egim Analizi
Raster Ciktisi

Projeksiyonda
Baki Analizi
Raster Ciktisi

Sekil 4.30 : Paralel ve tekrarli is akis1 gorevlerinin raster analizi igin is akisi
igerisinde birlikte kullanim1 (Pakdil ve Celik, 2021b).

Bu is akisinda onceki ornekte kullanilan sayisal yiikseklik modelini indirmek igin
kullanilan “DownloadUrl” isimli is akis gorevi yeniden baska bir is akisinda
kullanilabilmistir. Raster verilerine baki ve egim analizi yapabilmek i¢in Lawhead,
2019 calismasinda verilen 6rnek Python kodu bu calismada “ProcessDem” isimi is
akis1 gorevi ve konteyner imaj1 olarak yaymlanmistir. Ayrica is akisina SYM verisinin
projeksiyonunu degistiren bir is akis1 gorevi de yine Python dilinde gelistirilerek is
akis1 gorevi ve konteyner imaj1 olarak “ReprojectRaster” ismi ile yaymlanmigtir. Bu
is akis1 gdrevi is akisi igerisinde paralel olarak ¢alisacak sekilde kullanilmistir. Is akisi

Sekil 4.31°de gosterildigi gibi is akisi tanimi kurallarina gore yazilmistir.
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1 Name: EgimBakiAnalizi 39 Artifacts:
2 Inputs: 40 - Name: dem.asc
3 Parameters: 41 Value: '{{step.SayisalYukseklikModeliIndir.output}}
4 - Name: dems 42 Outputs:
5 Description: Sayisal yilikseklik modellerinin adresleri 43 Artifacts:
6 - Name: source_projection 44 - Name: slope.asc
7 Description: Kaynak projeksiyon 45 - Name: aspect.asc
8 - Name: target_projection 46 - Id: SymProjeksiyonlariDegistir
9 Description: Hedef projeksiyon 47 Task: Parallel
10 Outputs: 48 Branches:
11  Artifacts: 49 - - Id: EgimSymDegistir
12 - Name: projected_aspect_dem 50 Task: ReprojectRaster
13 Value: '{{step.BakiSymDegistir.output_raster}}’ 51 Inputs:
14 - Name: projected_slope_dem 52 Parameters:
15 Value: '{{step.EgimSymDegistir.output_raster}}' 53 - Name: source_projection
16 Steps: 54 Value: '{{input.source_projection}}'
17 - Id: SayisalYukseklikModelleriniDon 55 - Name: target_projection
18 Task: ForEach 56 value: '{{input.target_projection}}’
19 Iterate: 57 Artifacts:
20 Collection: '{{input.dems}}' 58 - Name: source_raster
21 MaxConcurrency: 2 59 Value: '{{step.SymAnalizi.slope.asc}}'
22 Steps: 60 Outputs:
23 - Id: SayisalYukseklikModeliIndir 61 Artifacts:
24 Task: DownloadUrl 62 - Name: output_raster
25 Inputs: 63 - - Id: BakiSymDegistir
26 Parameters: 64 Task: ReprojectRaster
27 - Name: url 65 Inputs:
28 value: '{{item}}' 66 Parameters:
29 Outputs: 67 - Name: source_projection
30 Artifacts: 68 Value: '{{input.source_projection}}’
31 - Name: output 69 - Name: target_projection
32 - Id: SymAnalizi 70 Value: '{{input.target_projection}}’
33 Task: ProcessDem 71 Artifacts:
34 Inputs: 72 - Name: source_raster
35 Parameters: 73 Value: '{{step.SymAnalizi.aspect.asc}}
36 - Name: azimuth 74 Outputs:
37 Value: 315 75 Artifacts:
38 Description: Gines agisi 76 - Name: output_raster

Sekil 4.31 : Sayisal yiikseklik modellerinde egim ve baki analizi is akisinin gelistirilen tanimlama modeline gére yazimi (Pakdil ve Celik,
2021b).
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4.6.3 Degerlendirme

Mekansal analiz is akis1 sistemi tasarimi ve uygulamasi Cizelge 4.14’te gosterildigi
gibi 12 Faktor yontemine gore degerlendirilmistir. Gelistirilen sistemde HoF ve HoK
modelindeki sunucusuz hesaplama servisleri kullanilmistir. Bu nedenle 12 Faktor
yontemindeki “Yonetim Siirecleri” hari¢ diger prensipler dogrudan uygulanmistir ve

degerlendirilmistir.

Cizelge 4.14 : Mekansal analiz is akis1 sisteminin 12 Faktoér yontemine gore
degerlendirilmesi.

Prensip Adi Degerlendirme

Kod Deposu Uygulama gelistirici  gelistirdigi uygulamalar1 ve is akis

gorevlerine ait kodlar1 kod deposu iizerinde arsivlemektedir.
Bagimliliklar prensibi HoK modeline g¢alisan is akisi gorevleri
icin degerlendirilebilir. Sistemde bu servis iizerinde g¢alisacak
konteyner imajlart olusturulurken c¢alisacak kodun ihtiyag
Bagimliliklar duyacagi kiitiiphanelerin yiiklenmesi imaj dosyasi tanimlanirken
belirtilir. Ornegin uygulamada GDAL, Rasterio gibi mekénsal
veri kitliiphaneleri kullanilacaksa bunlarin isletim sistemi
uzerindeki bagimliliklar1 imaja yiklenmelidir.

Bu sistemde uygulamalarin diger destek servislerine
baglanabilmesi i¢in gereken parametrelerin saklanmasi i¢in ayar
Ayarlar servisi kullanilmigtir. Uygulamada ise bir ayar servisine gerek
olmadan AWS IAM servisinden bilesenler rol bazli
yetkilendirilerek birbirleri ile iletisim kurmuslardir.

Gelistirilen is akis1 yonetim servisi ve is akis1 gorevleri yonetim
servisi uygulamasi veri tabani ve is akist veri deposu destek
servislerine ag iizerinden baglanmislardir.

Destek
Servisleri

Uygulama  gelistirici  silirim  yayinlama  siireclerinin
Derle, Yaymla | otomasyonundan sorumludur. Bu otomasyon ayni zamanda is
ve Calistir akis1 gorevlerinin konteyner imajlarinin yayinlanmasi ig¢inde
kullanilabilir.

Sistem tasarimi uygulanirken HoK modelinde c¢alisacak
Surecler konteynerlerin durumsuz caligmasi gerekmektedir. Bir analiz
islemi bir sonraki analiz islemine durum aktarmamaktadir.

Sistem tasariminda HoK modeli iizerinde ¢alisan konteynerlere
Port Baglama disardan erisim gerekmedigi i¢in port baglama prensibinin
uygulanmasi da gerekmemistir.
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Cizelge 4.14 (devam) : Mekansal analiz is akis1 sisteminin 12 Faktor yontemine gore
degerlendirilmesi.

Prensip Adi Degerlendirme

Sistemdeki is akig1 yonetim servisi ve is akigi gorevleri yonetim
servisi bilesenleri es zamanli olarak g¢alismaya uygundur. Bu
bilesenlerin es zamanlt calismasmna katki saglamak igin
sunucusuz APl yonetim hizmeti servisi de kullanilmistir.
Sistemde kullanilan konteyner servisi ise ayn1 anda birden fazla
is akist adimini ¢alistirmasi gerekebileceginden es zamanlh
calismaya uygundur. Uygulamada da AWS Fargate servisi bu
husus dikkate alinarak secilmistir.

Es Zamanlilik

Uygulamadaki yonetim servisi bilesenleri birer istek-cevap
modeli ile ¢alisan uygulamalardir. Cevap iretildikten sonra
calismalar1 sonlanir. Bu siire¢ ise HoF calisma modelinde
Kullanilabilirlik | platform saglayicisi tarafindan yonetilmektedir. Ayrica is akisi
gorevi uygulamalar1 da konteyner icerisinde gorevlerini
tamamladiktan sonra is akist yOnetim servisi bilesenine
kapanmalarinin saglanmasi i¢in istek yollamaktadirlar.

listi Test C e e .
Gelistirme, Tes Uygulama gelistirici sistem tasarimini test ve yayin ortamlarinda

‘(])ertz;}{:;mm birbirlerine benzeyecek sekilde yayinlar. Geligtirmeler uygulama
Benzerligi gelistiricinin bilgisayarinda yapilmaktadir.

Sistem bilesenleri tarafindan {iretilen giinliik kayitlar1 igin ginluk
tutma servisi bileseni eklenmistir. Uygulamada ise Amazon
CloudWatch giinlik tutma ve performans metriklerinin izlenmesi
servisi kullanilmistir.

GuUnlik Tutma
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Sistem tasarimi ayrica mimari degerlendirme oOl¢iitlerine gore Cizelge 4.15°de

degerlendirilmistir (Pakdil ve Celik, 2021b).

Cizelge 4.15 : Mekansal zeka sisteminin bulut bilisim saglayicisi mimari
degerlendirme dl¢iitlerine gore degerlendirilmesi.

Olgiit Ad1 Degerlendirme

Sistemdeki bilesenlerin performans verimlilikleri uygulama
gelistiricinin ~ sorumlulugundadir. Sistem  bilesenlerinin
gelistirilmesi i¢in secilen algoritma ve teknolojiler belirleyici
olmaktadir. Ayni1 durum is akis1 gorevlerinin gergeklestirilecegi
konteyner uygulamalar1 igin de gegerlidir. Bu durumlar haricinde
sistemin uygulamasinda performans verimliligine dezavantaj
olabilecek servisler kullanilmamustir.

Performans
Verimliligi

Sistem bilesenleri glnluk tutma servisi ile izlenerek hatalar takip
edilmektedir. Kullanicidan gelen isteklerde yOnetim servislerinde
gerceklesen hatalarda kullaniciya istek cevabi igerisinde bilgi
verilmektedir. Is akisi gdrevlerine ait uygulamalarda meydana
gelen hatalar ise konteyner baz imajindaki uygulama iizerinden
takip edilmekte ve is akis1 yonetim servisine bildirilmektedir.

Gavenilirlik

Sistemdeki kullanic1 ve bilesenlerin erisim yetkileri detayli bir
sekilde tanimlanmistir. Ornegin CBS kullanicisinin is akislari
gorevleri yonetim servisine erisim yetkisi bulunmamaktadir.
Sistem bilesenlerinde benzer duruma &rnek olarak; is akisi
yonetim servisinin konteyner imaj deposuna erisim yetkisi
bulunmamas: verilebilir.

Givenlik
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5. SONUC VE ONERILER

Sunucusuz bulut bilisim teknolojilerinde yasanan gelisim cografi bilgi teknolojilerini
de etkilemektedir. Bu etkilesimin sonuglar1 bu tez ¢alismasinda detayli olarak farkli
CBS senaryolar1 Uzerinden incelenmistir. Her bir senaryo icin sistem tasarimlari

gelistirilerek benzer uygulamalar igin 6nct sistem mimarileri ortaya konmustur.

Sunucusuz bilgi teknolojileri sunucusuz veri depolama ve hesaplama olarak iki ana
baslik altinda incelenmistir. Her bir veri depolama ve hesaplama hizmet modeli
Ozellikleri Uzerinden agiklanmustir. A¢iklanan hizmet modelleri tezde sunulan sistem
tasarimlarida kullanilmuistir. Ozellikle bu hizmet modellerinin mekansal bilisim

yeteneklerini 6ne ¢ikaran tasarimlar gelistirilmistir.

Sunucusuz veri depolama hizmetleri yapisal ve yapisal olmayan seklinde iki grupta
Boliim 2.1°de incelenmistir. Yapisal veri depolama hizmetlerinde ¢izge, belge, sutun
ailesi, anahtar-deger gibi farkli veri yapilari oldugu goriilmiistiir. Bu veri yapilari igin
yaygin olarak kullanilan SQL yerine kendilerine ait sorgulama yontemleri veya dilleri
oldugu goriilmistiir. Sunucusuz iligkisel veri depolama hizmetleri yapisal veri
depolama hizmetleri baglig1 altinda incelenmistir. CBS uygulamalarinda yaygin olarak
kullanilan SQL dili ve iliskisel veri modelleri icin destek iligskisel sunucusuz veri
depolama hizmetleri tarafindan sunulmaktadir. Yapisal veri depolama hizmetlerinin
iliskisel veri depolama hizmetlerine gore daha Olgeklenebilir oldugu ve bazi
senaryolarda daha iyi performans verebilecegi goriilmiistiir. Bu nedenle sunucusuz
mimarideki CBS uygulamalarinda eger zorunlu degilse iliskisel veri depolama yerine
yapisal veri depolama hizmetlerinin tercih edilmesinin avantaj saglayacagi

diistiniilmektedir.

Tez ¢alismasinda incelenen sunucusuz veri depolama hizmetlerinin mekansal veri
desteklerinin birbirlerinden farkli oldugu goriilmiistiir. Genel olarak OGC’nin
koydugu veri ve sorgulama standartlar1 takip edilmistir. Bulut bilisim saglayicilari
tizerinde sunucusuz veri depolama hizmetlerini kullanarak bir CBS uygulamasi
gelistirilmek istendiginde bu farklar incelenerek platform ve teknoloji se¢imi

yapilmalidir.
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Sunucusuz hesaplama hizmetleri fonksiyon (HoF) ve konteyner (HoK) olarak iki farkli
model (zerinden incelenmistir. HOF ve HoK modelinin birer konteyner yonetimi
modeli oldugu belirtilmistir. HOF modelinin HoK modeline gbre daha fazla altyapi
yonetimini soyutlayan model oldugu goriilmiistir. Buna karsin isletim sistemi
uzerinde ¢alismadan 6nce kurulmasi gereken bagimliliklart olan CBS uygulamalarinin
HoF modelinde calismaya uygun olmadigi degerlendirilmistir. Bu nedenle HoK
modelinin  6zel kurulum gerektiren mekansal uygulamalarda kullanilmasi

onerilmektedir.

HoF modelinde uygulamalarin olay giidiimlii olarak ¢alisabilecegi belirtilmistir. Olay
tizerine tetiklenen HoF modelindeki uygulama c¢alismadan once soguk baslatma veya
sicak baslatma streclerinden gegcmektedir. Bu nedenle HoF modelindeki bir uygulama
cok nadir ¢alistyor ve ¢alisacagl zaman hemen cevap vermesi gerekiyorsa fonksiyonun
belirli araliklarla tetiklenerek sicak tutulmasi gerekmektedir. Bu durumun maliyet

optimizasyonuna etkisinin olumsuz yonde olacagi da dikkate alinmalidir.

Tezde ortaya konan sistem tasarimlarinda iki sunucusuz hesaplama modeli
aralarindaki farklar dikkate alinarak sec¢ilmis ve kullanilmistir. Kullanilma nedenleri
tasarimlar agiklanirken irdelenerek gelecekteki galismalar i¢in yonlendirici olmasi

hedeflenmistir.

Bu tez caligmasinda sunucusuz bulut bilisim saglayicilarinin yaygiliklar1 dikkate
alinarak en ¢ok kullanilan iki saglayicinin sunucusuz mimarideki hizmetleri mekansal
bilisim bakis agistyla incelenmistir. iki saglayicinin da Béliim 2°de verilen sunucusuz
mimarideki hizmet tdrlerinin tamami i¢in ¢oziim sundugu gorilmistir. Verilen

hizmetler karsilastirildiginda birbirlerine gore farklari oldugu goriilmiistiir.

Sunucusuz yapisal veri depolama hizmetlerinde 6ne ¢ikan fark Microsoft Azure bulut
bilisim saglayicisinin daha ¢ok farkli veri tiiriinde hizmet sunmas1 olmustur. Iliskisel
veri depolama alaninda AWS bulut bilisim saglayicisinin sundugu PostgreSQL tabanli
sunucusuz iliskisel veri depolama hizmeti PostGIS eklentisi ile daha fazla cografi veri
tird destegi ve cografi sorgulama yetenekleri sunmaktadir. Sunucusuz yapisal
olmayan veri depolama hizmeti her iki saglayicida da benzer yeteneklerde ama farkli
terminolojilerde sunuldugu goriilmiistiir. Sunucusuz HoF modelindeki hesaplama
hizmetlerinde iki saglayici arasindaki belirgin farklar 6lgeklenebilirlik, bellek miktari

ve caligsma siiresinde oldugu goriilmiistiir. Bir diger 6nemli fark ise AWS firmasinin
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HoF modelindeki sunucusuz hesaplama hizmetinde Windows isletim sistemi

desteginin olmamasidir.

Iki bulut bilisim saglayicisinin sunucusuz hizmetlerde uyguladiklar1 ekonomik
modelin benzer oldugu goériilmiistiir. Her iki saglayicida da kullanilan hesaplama ve
veri depolama kapasitesinin birim Gcreti ile bir zaman birimi tizerinden kullanim

stirelerinin garpimlart ile ¢alisma ticretleri hesaplanmaktadir.

Tezde sunucusuz mimaride bes farkli sistem tasarimi ve uygulamasi sunulmustur. Her
bir tasarim se¢ilen bir bulut bilisim saglayicist iizerinde uygulanarak
degerlendirilmistir. Degerlendirmeler iki farkli metot ile yapilmistir. Degerlendirme
metotlar1 Bolim 4.1’de incelenerek agiklanmistir. LiteratUrde iki metodun birden
kullanildig1 sistem mimari degerlendirmesi yenidir. Tezde sunulan her bir tasarim bir
CBS senaryosu ile desteklenmistir. Senaryolar bir probleme ¢6zim Uretmek ve
tasarimin anlasilmasini kolaylastirmak ic¢in kurgulanmistir. Bu senaryolar sistem
tasarimlarinin karmasik olmamasi i¢in miimkiin oldugunca genel amagh ve basit

tutulmustur.

CBS uygulamalarinda siklikla kullanilan vektor karo ve raster karo servislerinin sistem
tasarimlar1 sunucusuz mimariye dayali olarak Boliim 4.2 ve 4.3’te incelenmistir. Iki
mimari tasarimda uygulamalar icin HoF modelindeki sunucusuz hesaplama hizmetleri
yeterli olmustur. Iki tasarimin uygulamasinda da mevcut agik kaynak kodlu vektdr
karo ve raster karo sunucusu yazilimlar1 kullanilmistir. Bu iki sistem tasarimi ile agik
kaynak kodlu hélihazirdaki uygulamalarin CBS problemlerine sunucusuz mimariler

tizerinde caligarak ¢6ziim tiretebilecegi gosterilmistir.

Mekansal zeka uygulamalarinda kullanilan makine 6grenmesi veya derin 6grenme
kiitiiphaneleri grafik islemcisi yardimiyla daha hizl veri isleyebilmektedirler. Tezde
incelenen iki farkli bulut bilisim saglayicisinin sundugu HoF modelindeki hesaplama
hizmetlerinde grafik islemcisi destegi goriilmemistir. Buna karsin tezde incelenen
bulut bilisim saglayicilarinin sundugu HoK modelindeki sunucusuz hesaplama
hizmetlerinde Azure Container Instances servisinin bu destegi verdigi goriilmistiir. Bu
nedenle mekansal zek& konusunda calisma yapmak isteyen kullanicinin bu konuya
dikkat ederek platform se¢imi yapmasi Onerilmektedir. Gelecekte grafik islemcisi
desteginin sunucusuz mimarideki hesaplama hizmetlerinde giderek artacagi

diistiniilmektedir. Bu destegin artmasiyla birlikte gelecekte Boliim 4.4°te sunulan
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sistem tasariminin tamamen HoF modelindeki sunucusuz hesaplama hizmetlerinde
calisabilmesinin mumkdin olabilecegi diisiiniilmektedir. Gelistirilen mekansal zeka
uygulamas1 OGC WPS 2.0 standardina gore servis verecek sekilde tasarlanmistir. Bu
standardin senkron calisma ydnteminin sunucusuz mimariler i¢in uygun olmadigi

goriilmiistiir.

Sunucusuz hesaplama hizmetlerinin olay giidiimlii olarak calismasi BOlim 4.5te
sunulan sistem tasarimu ile incelenmistir. Sunulan sistem tasarimi olay kaynagi olarak
bir dogal afeti ele almigtir. Sunulan sistem tasariminin senaryosunda iki sonug
hedeflenmistir. Birincisi deprem bilgilerinin kullanicilara hizl, 6l¢eklenebilir ve kolay
bir sekilde ulastiriimasidir. ikincisi ise deprem bilgilerini yaymlayan kurumun internet
sitesi Uzerindeki trafik yiikiiniin azaltilarak hizmet vermeye devam edebilmesinin
saglanmasidir. Calisma yaklasik (¢ sene boyunca bu amaglar i¢in bakim
gerektirmeden galigsmistir. Sistemin bu siire boyunca higbir maliyet olusturmadigi da
gOrulmistiir. Bu sistemin uygulamasi ayni1 zamanda kaynak kodlar1 acik bir sekilde
yayimlanmistir. Bu ¢aligma ile sunucusuz mimarilerin toplum yararina nasil mekansal

bilisim teknolojileriyle birlikte kullanilabilecegi de gosterilmistir.

Mekansal analizlerin bulut bilisim Uzerinde sunucusuz mimarilerle is akis1 seklinde
calistirilmasi i¢in B6liim 4.6°da sistem tasarimi ve uygulamasi sunulmustur. Sunulan
tasarimin CBS kullanicilar tarafindan kullanilabilmesi i¢in ve uygulama gelistiriciler
tarafindan genisletilebilmesi icin is akisi ve is akigi gorevi tanimlama modelleri de
gelistirilerek sunulmustur. Bu yeni tanim modelleri ayrica CBS kullanicisina paralel
ve tekrarli islemler igeren analiz is akiglarini tanimlayarak caligtirabilmesini
saglamaktadir. Bunun saglanabilmesi i¢in konteyner orkestrasyonu uygulamasi ve is
akigt gorevlerinde kullanilmak {izere baz konteyner imaj1 da gelistirilmistir. Sistem

tasarimi iki farkli is akis1 6rnegi iizerinden test edilmistir.

Tez galismasinda mekansal bir is akis1 sistemi tasariminda ve uygulamasinda OGC
API Processes literatiirde ilk kez kullanilmistir. Bu standart OGC tarafindan WPS
standardinin devami olarak modern web teknolojilerine ve mimarilerine uyumlu
olarak yeninden gelistirilmistir. Boliim 4.4’teki tasarimda kullanillan OGC WPS
standardi daha eski olmasi nedeniyle CBS uygulamalar taratinda verilen destek daha
fazladir. Ancak OGC WPS ile modern web CBS uygulamalart OGC API Process’e

gore daha zor gelistirilecektir, ¢linkl yeni nesil web uygulama catkilarinin ¢ogunlugu
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REST mimarisi ve JSON iletisim dili disindaki iletisim mimarileri ve dilleri ile

calismaya dogrudan destek vermemektedirler.

Tezde sunulan tasarimlardaki tim kullanici rollerinin bulut bilisim altyapilar
konusunda ileri dizey bilgi sahibi olmalar1 gerekmemektedir. Bu da tasarimlarin
kullanilabilirligini arttirmakta ve bulut bilisim teknolojilerini ulasilabilir kilmaktadir.
Tezin bu 6zelligi ile mekénsal bilisim konusunda g¢alisan arastirmacilar ve uzmanlar
arasinda bulut bilisim teknolojileri farkindaligin1 ve bu teknolojilere ilgiyi arttiracagi

da diistiniilmiistiir.

Tez ¢alismasinda sunulan sistem tasarimlari iki farkli bulut bilisim saglayicisi Uzerinde
uygulanmistir. Exposito Jimenez ve Zeinzer (2018) calismalarinda bulut bilisim
pazarindaki diger aktorlerin sundugu sunucusuz mimarideki hizmetlerin birbirlerine
¢cok benzer olduklarimi belirtmistir. Bu nedenle bu tez c¢alismasindaki sistem
tasarimlar1 her ne kadar sadece iki bulut bilisim saglayicisinin sundugu sunucusuz
hizmetler tizerinde uygulanmis olsa da diger bulut bilisim saglayicilar1 ile de

uygulanabilir olmas1 beklenmektedir.

Kdse (2020) ¢alismasinda sunucusuz mimarilerin yerinde bilisim altyapilar tizerinde
de uygulanabilir oldugunu belirtmistir. Sunulan sistem tasarimlari yerinde bilisim
altyapilar1 izerinde de uygulanabilir. Boylece verinin bulut bilisim saglayicisi iizerine
tasinmasinin - miimkiin ~ olmadigi  durumlarda da sunucusuz mimarilerden

yararlanilabilecegi diigiiniilmektedir.

Sundugu yenilik¢i sistem tasarimlari, karsilagtirmali incelemeler ve uygulamalar
acisindan bu tez kapsamindaki bu ¢aligmanin amaci; mekansal bilisim diinyasini
sunucusuz bulut bilisim teknolojileri konusundaki bilinci arttirmak ve bu konuda yeni
kapilar agmak Uzere bir kaynak olmaktir. Bununla beraber literatiirde sunucusuz bulut
bilisim sistem tasarimlarinin ve uygulamalarin nasil degerlendirilecegi konusunda yol
haritas1 da verilmistir. Tm bunlara ek olarak CBS teknolojileri, mekansal zeka, buytik
veri gibi bilisim diinyasinda her gegen giin popiilerligi artan teknoloji ve olusumlarin
sunucusuz mimarilerle etkilesimi incelenerek gelecekte katki saglayacagi diisiiniilen

bir referans kaynak olusturulmustur.

117






KAYNAKLAR

Adzic, G. ve Chatley, R. (2017). Serverless computing: economic and architectural
impact. Proceedings of the 2017 11th Joint Meeting on Foundations of
Software Engineering, Paderborn Almanya. s884-8809.

Amazon (2022a). Amazon Around the Globe. https://sustainability.about
amazon.com/about/around-the-globe, erisim tarihi 09.05.2022.

Amazon (2022b). Invoking an AWS Lambda function from an Aurora PostgreSQL
DB cluster. https://docs.aws.amazon.com/AmazonRDS/latest/Aurora
UserGuide/PostgreSQL-Lambda.html, erisim tarihi 09.05.2022.

Anand, S., Johnson, A., Mathikshara, P. ve Karthik, R. (2019). Real-time GPS
tracking using serverless architecture and ARM processor. 11th
International Conference on Communication Systems & Networks
(COMSNETS), Bengaluru, Hindistan, s541-543.

Antoniou, V., Morley, J., ve Haklay, M. (2009). Tiled Vectors: A Method for Vector
Transmission over the Web. Web and Wireless Geographical
Information Systems, Berlin, Heidelberg. 56-71.

Atik, M.E., Glingor, O., Keskin, E. ve Duran, Z. (2022). Fotogrametrik nokta bulutu
verisinin makine Ogrenmesi ile smiflandirilmasi. Jeodezi ve
Jeoinformasyon Dergisi, 9, 137-149.

Astrova, |., Koschel, A., Eickemeyer, C., Kersten, J., ve Offel, N. (2017). DBaaS
comparison: Amazon vs. Microsoft. International Conference on
Information Society (i-Society), Dublin. s15-21.

Baldini, L., Castro, P., Chang, K., Cheng, P., Fink, S., Ishakian, V., ...., Sutter, P.
(2017). Serverless Computing: Current Trends and Open Problems,
Research Advances in Cloud Computing, 1-20.

Baralis, E., Dalla Valle, A., Garza, P., Rossi, C., ve Scullino, F. (2017). SQL versus
NoSQL databases for geospatial applications. 2017 IEEE International
Conference on Big Data (Big Data), Boston, MA. s3388-3397.

Barbieri, L. ve Bonanni M. (2019). Mastering Azure Serverless Computing. Packt
Publishing, Birmingham, Birlesik Krallik.

Bebortta, S., Das, S.K., Kandpal, M., Barik, R.K. ve Dubey, H. (2020). Geospatial
Serverless Computing: Architectures, Tools and Future Directions.
ISPRS International Journal of Geo-Information, 9, 311.

Bertolotto, M. ve Egenhofer, M.J. (2001). Progressive Transmission of VVector Map
Data over the World Wide Web. Geolnformatica, 5, 345-373.

Beswick, J. (2020) Implementing geohashing at scale in serverless web applications.
AWS Compute Blog, https://aws.amazon.com/blogs/compute/imple

119



menting-geohashing-at-scale-in-serverless-web-applications/,  erisim
tarihi 08.05.2022.

Bitner, D. (2019). Lambda MapProxy. GitHub, https://github.com/bitner/lambda-
mapproxy/, erisim tarihi 08.05.2022.

Blower, J.D. (2010). GIS in the cloud: implementing a web map service on Google
App Engine. Proceedings of the 1st International Conference and
Exhibition on Computing for Geospatial Research & Application -
COM.Geo ’10, Washington, D.C., 1.

Castro, P., Ishakian, V., Muthusamy, V., ve Slominski, A. (2019). The rise of
serverless computing. Communications of the ACM, 62, 44-54.

Chapin, J. ve Roberts, M. (2020). Programming AWS Lambda. O'Reilly Media, Inc,
Amerika Birlesik Devletleri.

Cito, J., Schermann, G., Wittern, J.E., Leitner, P., Zumberi, S., ve Gall, H.C.
(2017). An Empirical Analysis of the Docker Container Ecosystem on
GitHub. 2017 IEEE/ACM 14th International Conference on Mining
Software Repositories (MSR), Buenos Aires, Arjantin. s323-333.

Cumhuriyet Gazetesi (2015) “4.2'lik deprem yetti: Kandilli'nin sitesi ¢okti.”.
Cumhuriyet  Gazetesi, 16 Kasim 2015, Erisim  adresi
https://www.cumhuriyet.com.tr/haber/42lik-deprem-yetti-kandillinin-
sitesi-coktu-420795

Daher, Z., ve Hajjdiab, H. (2018). Cloud Storage Comparative Analysis Amazon
Simple Storage vs. Microsoft Azure Blob Storage. International
Journal of Machine Learning and Computing, 8, 85-89.

De Beukelaar, 1.T.Y. (2018). Cartographic implications of Vector Tile technology.
(Master Tezi). Utrecht Universitesi, Hollanda.

De Sousa, L.M., De Jesus, J.M., Cepicky, J., Kralidis, A.T., Huard, D., Ehbrecht,
C., ..., Eberle, J. (2019). PyWPS: overview, new features in version 4
and existing implementations. Open Geospatial Data, Software and
Standards, 4, 13.

Dos, ML.E. ve Uysal, M. (2019). Uzaktan algilama verilerinin derin 6grenme
algoritmalari ile siniflandirilmast Tiirkiye Uzaktan Algilama Dergisi, 1,
28-34.

Exposito Jimenez, V.J. ve Zeiner, H. (2018). Serverless Cloud Computing: A
Comparison Between “Function as a Service” Platforms. Computer
Science & Information Technology, Academy & Industry Research
Collaboration Center (AIRCC), s15-22.

Ferreira, D. R. G. (2014) Using Neo4J for Geospatial Data Storage and Integration
(Master Tezi). Madeira Universitesi, Portekiz.

Fitzsimmons, S. (2017). Deploying Tegola on AWS Lambda. Medium.
https://medium.com/@mojodna/deploying-tegola-on-aws-lambda-
a7f74ec8f0df/, erisim tarihi 08.05.2022.

Gandhi, U. (2021) Web Mapping with QGIS2Web (QGIS3). QGIS Tutorials and
Tips,

120



http://lwww.qgistutorials.com/uk/docs/3/web_mapping_with_qgis2web
html, erisim tarihi 08.05.2022.

Google Trends (2022) https://trends.google.com/, erisim tarihi 08.05.2022.

Gulabani, S. (2015). Amazon S3 Essentials. Packt Publishing, Birmingham, Birlesik
Krallik.

Guney C. ve Celik R.N. (2020). Harita ve Kadastro Miihendisliginin Dijital
Ekosistemde Hayatta Kalabilmesi icin Paradigma Degisimi: Mekansal
Zeka, 17. Tiirkive Harita Bilimsel ve Teknik Kurultayi, Istanbul,
Tdrkiye.
https://www.hkmao.org.tr/resimler/ekler/3c2e21d6dfb7bea_ek.pdf

Grolinger, K., Higashino, W.A., Tiwari, A., ve Capretz, M.A. (2013). Data
management in cloud environments: NoSQL and NewSQL data stores.
Journal of Cloud Computing: Advances, Systems and Applications, 2,
22.

Hashimoto, N. (2015). Amazon S3 Cookbook. Packt Publishing, Birmingham, Birlesik
Krallik.

Hecht, R. ve Jablonski, S. (2011). NoSQL evaluation: A use case oriented survey.
2011 International Conference on Cloud and Service Computing, Hong
Kong, Cin. s336-341.

Ifrah, S. (2020). Getting Started with Containers in Azure: Deploy, Manage, and
Secure Containerized Applications. Apress, Berkeley, CA, Amerika
Birlesik Devletleri.

Jain, P., Munjal, Y., Gera, J. ve Gupta, P. (2020). Performance Analysis of VVarious
Server Hosting Techniques. Procedia Computer Science, 173, 70-77.

Jackson, D. ve Clynch, G. (2018). An Investigation of the Impact of Language
Runtime on the Performance and Cost of Serverless Functions. 2018
IEEE/ACM International Conference on Utility and Cloud Computing
Companion (UCC Companion), Zurih. s154-160.

Jangda, A., Pinckney, D., Brun, Y., ve Guha, A. (2019). Formal foundations of
serverless computing. Proceedings of the ACM on Programming
Languages, 3, 1-26.

Ji, X., Chen, B., Huang, Z., Sui, Z., ve Fang, Y. (2012). On the use of cloud
computing for geospatial workflow applications. 20th International
Conference on Geoinformatics, Hong Kong, Cin, s1-6.

Jonas, E., Schleier-Smith, J., Sreekanti, V., Tsai, C.-C., Khandelwal, A., Pu, Q.,
..., Patterson, D. A. (2019). Cloud Programming Simplified: A
Berkeley View on Serverless Computing. (Rapor No: UCB/EECS-2019-
3). UC Berkeley

Kalid, S., Syed, A., Mohammad, A., ve Halgamuge, M.N. (2017). Big-data NoSQL
databases: A comparison and analysis of “Big-Table”, “DynamoDB”,
and “Cassandra.”. 2nd International Conference on Big Data Analysis,
Beijing, Cin, s89-93.

121



Kamel Boulos, M.N., Peng, G., ve VoPham, T. (2019). An overview of GeoAl
applications in health and healthcare. International Journal of Health
Geographics, 18, 7.

Kapadia, A., Rajana, K. ve Varma, S. (2015). OpenStack Object Storage (Swift)
Essentials. Packt Packt Publishing, Birmingha, Birlesik Krallik.

Kerkhove, T. (2021). Autoscaling Azure Container Instances with Azure Serverless.
Tom Kerkhove Blog. https://blog.tomkerkhove.be/2021/01/02/autosca
ling-azure-container-instances-with-azure-serverless/, erisim tarihi
08.05.2022.

Kiener, M., Chadha, M., ve Gerndt, M. (2021). Towards Demystifying Intra-
Function Parallelism in Serverless Computing. Proceedings of the
Seventh International Workshop on Serverless Computing (WoSC7)
2021, Sanal Etkinlik, Kanada, s42-49.

Kim, Y. ve Lin, J. (2018). Serverless Data Analytics with Flint. 11th International
Conference on Cloud Computing (CLOUD), San Francisco, CA, 451-
455.

Kleppmann, M. (2017). Designing data-intensive applications: the big ideas behind
reliable, scalable, and maintainable systems. O’Reilly Media, Boston.

Kose, M. (2020). Bilisim Altyapisi Uzerine Sunucusuz Mimari Platformu Insa Etme.
(Master Tezi). Suleyman Demirel Universitesi, Fen Bilimleri Enstitus,
Isparta.

Kramer, M., Wirz, H.M., ve Altenhofen, C. (2021). Executing cyclic scientific
workflows in the cloud. Journal of Cloud Computing: Advances,
Systems, 10, 25.

Lawhead, J. (2019). Learning geospatial analysis with Python. Uciincii Baski. Packt
Publishing, Birmingham, Birlesik Krallik.

Lee, H., Satyam, K. ve Fox, G. (2018). Evaluation of Production Serverless
Computing Environments. 11th International Conference on Cloud
Computing (CLOUD), IEEE, San Francisco, CA. 442-450.

Léger, Y. ve Broshar A. (2021) FaaS vs CaaS: Comparing Use Cases and
Responsibilities. https://www.koyeb.com/blog/faas-vs-caas-
comparing-use-cases-and-responsibilities, erisim tarihi 08.05.2022.

Li, L., Hu, W., Zhu, H., Li, Y., ve Zhang, H. (2017). Tiled vector data model for the
geographical features of symbolized maps. PLoS ONE, 12, e0176387.

Li, S., Dragicevic, S., Castro, F.A., Sester, M., Winter, S., Coltekin, A, ..., Cheng,
T. (2016). Geospatial big data handling theory and methods: A review
and research challenges. ISPRS Journal of Photogrammetry and
Remote Sensing, 115, 119-133.

Lopez, E., Béjar, R., Barrera, J., Lopez-Pellicer, F. J., Rodriguez, A. F. ve Abad
P. (2017). Support for vector tiles in INSPIRE view services
[PowerPoint sunumu]. erisim adresi
https://inspire.ec.europa.eu/sites/default/files/presentations/INSPIRE?2
017_VectorTiles.pdf

122



Lynn, T., Rosati, P., Lejeune, A., ve Emeakaroha, V. (2017). A Preliminary Review
of Enterprise Serverless Cloud Computing (Function-as-a-Service)
Platforms. 2017 IEEE International Conference on Cloud Computing
Technology and Science (CloudCom), Hong Kong. s162—-169.

Maissen, P., Felber, P., Kropf, P., ve Schiavoni, V. (2020). FaaSdom: a benchmark
suite for serverless computing. Proceedings of the 14th ACM
International Conference on Distributed and Event-Based Systems,
Montreal Quebec Canada. s73-84.

Malawski, M., Gajek, A., Zima, A., Balis, B. ve Figiela, K. (2020). Serverless
execution of scientific workflows: Experiments with HyperFlow, AWS
Lambda and Google Cloud Functions. Future Generation Computer
Systems, 110, 502-514.

MapServer (2022). https://hub.docker.com/r/mapserver/mapserver, erisim tarihi
08.05.2022.

Marroquin, R., Mller, 1., Makreshanski, D., ve Alonso, G. (2018). Pay One, Get
Hundreds for Free: Reducing Cloud Costs through Shared Query
Execution. Proceedings of the ACM Symposium on Cloud Computing,
Carlsbad CA, Amerika Birlesik Devletleri. s439-450.

Maslov, V. ve Petrashenko, A. (2021). Distributed Serverless Computing
Orchestration Based on Finite Automaton. Advances in Computer
Science for Engineering and Education IV, Springer International
Publishing, Cham. 290-303.

Mete, M.O. ve Yomrahoglu, T. (2021a). Implementation of serverless cloud GIS
platform for land valuation. International Journal of Digital Earth, 14,
836-850.

Mete, M.O. ve Yomrahoglu, T. (2021b). A¢ik Kaynakli Bulut CBS Yardimiyla
Kitlesel Taginmaz Degerleme Uygulamasi. Harita Dergisi, 165, 28-42.

Microsoft (2022a). Index geospatial data with Azure Cosmos DB. https://docs
.microsoft.com/en-us/azure/cosmos-db/sql/sql-query-geospatial-index,
erisim tarihi 09.05.2022.

Microsoft (2022b). Querying geospatial data with Azure Cosmos DB. https://docs
.microsoft.com/en-us/azure/cosmos-db/sgl/sql-query-geospatial-query,

erisim tarihi 09.05.2022.
Microsoft (2022c). OGC Static Geometry Methods. https://docs.microsoft.com/en-
us/sql/t-sgl/spatial-geometry/ogc-static-geometry-methods, erisim

tarihi 09.05.2022.

Microsoft (2022d). Tutorial: Implement 10T spatial analytics by using Azure Maps.
https://docs.microsoft.com/en-gb/azure/azure-maps/tutorial-iot-hub-
maps, erisim tarihi 09.05.2022.

Microsoft (2022e). Azure Functions hosting options. https://docs.microsoft.com/en-
us/azure/azure-functions/functions -scale, erisim tarihi 09.05.2022.

Nadon, J. (2017). Website Hosting and Migration with Amazon Web Services. Apress,
Berkeley, CA.

123



Netek, R., Masopust, J., Pavlicek, F., ve Pechanec, V. (2020). Performance Testing
on Vector vs. Raster Map Tiles—Comparative Study on Load Metrics.
ISPRS International Journal of Geo-Information, 9, 101.

Nickoloff, J., Kuenzli, S., ve Fisher, B. (2019). Docker in action. Ikinci Baski.
Manning Publications, Shelter Island, NY, Amerika Birlesik Devletleri.

Obey, J. (2022) Best practices for building serverless applications that follow AWS's
Well-Architected Framework. Datadog. https://www.datadoghg.com/
blog/well-architected-serverless-applications-best-practices,  erisim
tarihi 08.05.2022.

OGC (2010). OpenGIS Web Map Tile Service Implementation Standard.
https://www.ogc.org/standards/wmts, erisim tarihi 09.05.2022.

OGC (2006). Web Map Service. https://www.ogc.org/standards/wms, erisim tarihi
09.05.2022.

OGC (2018). Vector Tiles Engineering Report. https://docs.ogc.org/per/17-041.html,
erisim tarihi 09.05.2022.

OGC (2021). OGC API - Processes - Part 1: Core. https://docs.ogc.org/is/18-
062r2/18-062r2.html, erisim tarihi 09.05.2022.

Pakdil, M.E. ve Celik, R.N. (2021a). Design of a Serverless OGC WPS Based
Geoprocessing Service Solution. 6th International Conference on Smart
City Applications, Karablk Universitesi, s425-430.

Pakdil, M.E. ve Celik, R.N. (2021b). Serverless Geospatial Data Processing Workflow
System Design. ISPRS International Journal of Geo-Information, 11,
20.

Pakdil, M. E. ve Celik, R. N. (2023, baskida). Bulut bilisimde sunucusuz mimariler
ile cografi bilgi teknolojilerinin kullanimi iizerine bir inceleme. Jeodezi
ve Jeoinformasyon Dergisi, 10(1), 1-15

Patterson, S. (2019). Learn AWS serverless computing. Packt Publishing,
Birmingham, Birlesik Krallik.

Piancazzo, D. (2022). A comparison between azure cosmos DB and elasticsearch : A
case study on cloud databases (Lisans Bitirme Calismasi).
http://urn.kb.se/resolve?urn=urn:nbn:se:mdh:diva-57444

Poccia, D. (2020). New for AWS Lambda — Container Image Support. AWS News
Blog. https://aws.amazon.com/blogs/aws/new-for-aws-lambda-
container-image-support/, erisim tarihi 08.05.2022.

Pothecary, R. (2021). Running Microsoft Workloads on AWS: Active Directory,
Databases, Development, and More. Apress, Berkeley, CA, Amerika
Birlesik Devletleri.

Richter, F. (2022). Amazon Leads $180-Billion Cloud Market, statista,
https://www.statista.com/chart/18819/worldwide-market-share-of-
leading-cloud-infrastructure-service-providers/, erigim tarihi
08.05.2022.[1]

Sahay, R. (2020). Microsoft Azure Architect Technologies Study Companion: Hands-
on Preparation and Practice for Exam AZ-300 and AZ-303. Apress,
Berkeley, CA, Amerika Birlesik Devletleri.

124



Sampé, J., Sanchez-Artigas, M., Garcia-Lopez, P., ve Paris, G. (2017). Data-driven
serverless functions for object storage. Proceedings of the 18th
ACM/IFIP/USENIX Middleware Conference, ACM, Las Vegas
Nevada. s121-133.

Sanchez, J., Nothstein, M., Neic, A., Huang, Y.-L., J. Prassl, A., Klar, J., ..., Axel,
L. (2020). openCARP: An Open Sustainable Framework for In-Silico
Cardiac Electrophysiology Research. 2020 Computing in Cardiology,
1-4.

Satapathi, A. ve Mishra, A. (2021). Hands-on Azure Functions with C#: Build

Function as a Service (FaaS) Solutions. Apress, Berkeley, CA,
Amerika Birlesik Devletleri.

Sbarski, P., Cui, Y., ve Nair, A. (2022). Serverless architectures on AWS. Ikinci
Baski. Manning Publications, Shelter Island, NY, Amerika Birlesik
Devletleri.

Siddiqui, T., Siddiqui, S.A., ve Khan, N.A. (2019). Comprehensive Analysis of
Container Technology. 4th International Conference on Information
Systems and Computer Networks (ISCON), Mathura, Hindistan. s218—
223.

Solanki, J. (2021). Serverless Database — Everything you Need to Know, Simform
Blog, https://www.simform.com/blog/serverless-databases/, erisim
tarihi 08.05.2022.

Soueidi, C. (2015). Microsoft Azure Storage Essentials. Packt Publishing,
Birmingham, Birlesik Krallik.

Souissia, N., ve Mainguenaudb, M. (2014). Database Server Models for WMS and
WEFS Geographic Web Services. Geographical Information Systems:
Trends and Technologies, s142.

Tomey, S. (2017). Geographic Spatial Analysis with Azure Data Lake Analytics
(ADLA). Adatis. https://adatis.co.uk/geographic-spatial-analysis-with-
azure-data-lake-analytics-adla/, erisim tarihi 08.05.2022.

Top, T., Yildiriom, T., Giiltekin, T., Kusdemir, Y., Yenen, M., Kosak, E.,
Kahraman, F. (2011) 5.9'da bile ¢uvalladik. Hirriyet Gazetesi. Erisim
adresi https://www.hurriyet.com.tr/gundem/5-9da-bile-cuvalladik-
17838905

URL-1 <https://registry.opendata.aws/>, erisim tarihi 08.05.2022.

URL-2 <https://github.com/aws/containers-roadmap/issues/88>,  erisim tarihi
08.05.2022.

URL-3 < https://tegola.io>, erisim tarihi 08.05.2022.
URL-4 <https://mapproxy.org/>, erisim tarihi 08.05.2022.
URL-5 <https://dl.acm.org/sig/sigspatial>, erisim tarihi 08.05.2022.

URL-6 <https://github.com/Geomates/KandilliEarthquakeNotifier>, erisim tarihi
08.05.2022.

125


https://www.hurriyet.com.tr/gundem/5-9da-bile-cuvalladik-17838905
https://www.hurriyet.com.tr/gundem/5-9da-bile-cuvalladik-17838905

Vemula, R. (2019). Integrating Serverless Architecture: Using Azure Functions,
Cosmos DB, and SignalR Service. Apress, Berkeley, CA, Amerika
Birlesik Devletleri.

Vohra, D. (2018). Amazon Fargate Quick Start Guide: Learn How to Use AWS
Fargate to Run Containers with Ease. Packt Publishing, Birmingham,
Birlesik Krallik.

VoPham, T., Hart, J.E., Laden, F., ve Chiang, Y.-Y. (2018). Emerging trends in
geospatial artificial intelligence (geoAl): potential applications for
environmental epidemiology. Environ Health, 17, 40.

Weaver, E. (2021): AWS Aurora Serverless v2: Architecture, Features, Pricing, and
Comparison with Fauna. Fauna. https://fauna.com/blog/compare-aws-
aurora-serverless-v2-architecture-features-pricing-vs-fauna, erigim
tarihi 08.05.2022.

Wiggins, A. (2012). The Twelve-Factor App. https://12factor.net, erisim tarihi
08.05.2022.

Wittig, M., Wittig, A., ve Whaley, B. (2018). Amazon Web Services in action. ikinci
Baski. Manning Publications, Shelter Island, NY, Amerika Birlesik
Devletleri.

Yusuf, S. (2021): CaaS Services Through AWS, Azure, and Google Cloud. Thundra
Blog. https://blog.thundra.io/caas-services-through-aws-azure-and-
google-cloud, erigim tarihi 08.05.2022.

Zois T. (2021). The Evolution of  Serverless Services. doi:
10.13140/RG.2.2.33924.86407.

126



OZGECMIS

Ad-Soyad : Mete Ercan PAKDIL
OGRENIM DURUMU:
« Lisans : 2011, Istanbul Teknik Universitesi, insaat Fakiiltesi, Geomatik

Miihendisligi Bolum
o Yiksek lisans : 2014, istanbul Teknik Universitesi, Fen Bilimleri Enstitiisi,

Geomatik Miihendisligi Yiiksek Lisans Programi

MESLEKIi DENEYIM VE ODULLER:

e 2022 yilinda ISPRS International Journal of Geo-Information dergisine yazdigi
“Serverless Geospatial Data Processing Workflow System Design “ baslikli
makale ile Mott MacDonald MMDYV (Mott MacDonald Digital Ventures) bolgesi
“En Iyi Makale (Best Technical Paper)” 6diiliinii ald.

e 2019 Kasim ayindan bu yana halen ingiltere’de Mott MacDonald firmasinda
Yazilim Uzmani ve Yonetici olarak ¢alismaktadir.

e 2019 Ekim-Kasim aylar1 arasinda Ingiltere’de DCSL Yazilim firmasinda Yazilim
Mimari olarak gorev yapti.

e 2017 -2019 yillar1 arasinda Hollanda’da Exact firmasinda Uzman Yazilim
Mihendisi ve Mimar olarak gorev yapti.

e 2017 yilinda Pegasus Havayollari’nda gelistirilen ugus haritalar1 tiretim ve
dagitim sistemi ile ESRI CBS Ozel Basar1 (Special Achievement in GIS) 6dul
aldi.

e 2014 yilinda istanbul Teknik Universitesi’nde Geomatik Miihendisligi
bolimiinde ylksek lisansini tamamladi.

e 2013 yilinda Bilim, Sanayi ve Teknoloji Bakanlig1 tarafindan yiiriitiilen
SAN-TEZ Programi kapsaminda “Ulusal veUluslararas1 Sayisal Navigasyon
Bilgisi ve Ugus Haritalarinin Uretim ve Yonetim Sisteminin Tasarimi,
Olusturulmasi. I. Uretim Fazi:Kalkis Haritalarinin Uretimi” baslikli proje ile
yuksek lisans tezi projesi igin destek kazandi.

e 2012 -2017 yillar1 arasinda Tiirkiye’de Pegasus Hava Tasimacilig1 firmasinda
Navigasyon Lideri olarak gorev yapti.

e 2011 -2012 yillar1 arasinda Tiirkiye’de Universal Bilgi Teknolojileri firmasinda
Yazilim Uzmani olarak gérev yapti.

e 2011 yilinda Haziran — Eyliil aylari arasinda Amerika Birlesik Devletleri’nde
ESRI firmasimin genel merkezinde dort ay staj yapmak tizere secildi.

e 2011 yilinda istanbul Teknik Universitesi’nde Geomatik Miihendisligi
bolumiinde lisansini1 tamamladi.
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Arastirma Projeleri Destekleme Programi’nda “Internet Tabanli Bir Uzaktan
Egitim Laboratuvari: Geomatik Uygulamalar” baslikl1 proje ile lisans bitirme
Odevi i¢in destek kazandi.
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