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OZET

Isletmeler, giiniimiiz kiiresellesen diinyada artan maliyetler ve dijitallesme sonucu
degisen rekabet kosullarina karsi ayakta kalabilmek i¢in karsilastiklari ¢esitli sorunlara etkin
coztimler tretip karar vermek zorundadirlar. Bu baglamda Tedarik Zincirini dogru yonetmek
cok onemlidir. Siirprizlerle karsilasmamak, maliyetleri dnceden belirleyip 6ngoérmek ve bu
ongoriileri tutarl kilmak tahmin ile miimkiin olur. Talep tahminlerinin yiliksek dogrulukla elde

edilmesi, tiim tedarik zinciri yonetimi siireclerinin basarisi i¢in kilit bir faktordiir.

Yasanan kiiresel pandemi sebebiyle iilkeler arasi seyahat ve ticari faaliyetlere getirilen
kisitlamalar en biiyiik degisikliklerin tedarik zincirinde yasanmasini saglamistir ve tedarik
zinciri yonetimini olumsuz etkilemistir. Bu etkiler otomotiv yedek par¢a sektoriinden gida
sektorline, tekstilden turizme kadar bir¢ok sektorii uzun siire etkilemeye devam etmistir. Bu
yiizden en ¢ok etkilenen sektorlerden biri olan tekstil sektoriinde degisen talebin dogru ve
hizli bir sekilde tahmini isgiicii ve kaynak planlamalarinin etkin bir sekilde yapilmasi

agisindan 6nem arz etmektedir.

Tahminin amact isletmelerin gelecekte karsilasabilecekleri durumlar1i Onceden
ongormek, cesitli veri ve teknikleri kullanarak 6nceden onlemler alinmasini saglamaktir. Bu
sebeple yapilan calismada, istatistiksel talep tahmin yoOntemlerinden yapay sinir aglari

kullanilarak isletmeye bir tahmin modeli 6nerilmistir.

Calismada, tekstil sektoriinde faaliyet gosteren bir isletme ele alinmustir. Tekstil
sektorlinde faaliyet gosteren firmanmn 2018-2021 yillari arasindaki satis verileri alinarak
arastirmaya dahil edilmistir. MATLAB programu ile satis verileri kullanilarak tahmin modeli
olusturulmustur. Egitim verileri ile ¢ikt1 verileri karsilastirilmistir. Uygulama sonras1 yapilan

hata testi sonuglari, modelin yaptig1 tahminlerin giivenilir ve tutarlt oldugunu gostermistir.

Anahtar Kelimeler: Tedarik Zinciri Yonetimi, ABC Analizi, Talep Tahmini, Yapay Sinir
Aglari, MATLAB
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SUMMARY

AI-BASED DEMAND FORECAST IN SUPPLY CHAIN MANAGEMENT:
IMPLEMENTATION IN A TEXTILE COMPANY

In today's globalizing world, businesses have to produce effective solutions and decide
on various problems they encounter in order to survive against the changing competitive
conditions as a result of increasing costs and digitalization. In this context, it is very important
to manage the Supply Chain correctly. It is possible to avoid surprises, to predict and predict
costs, and to make these predictions consistent with forecasting. Obtaining demand forecasts

with high accuracy is a key factor for the success of all supply chain management processes.

Restrictions on international travel and commercial activities due to the global
pandemic have caused the biggest changes in the supply chain and adversely affected the
supply chain management. These effects continued to affect many sectors for a long time,
from the automotive spare parts sector to the food sector, from textiles to tourism. For this
reason, accurate and fast estimation of the changing demand in the textile sector, which is one
of the most affected sectors, is important in terms of effective workforce and resource
planning.

The purpose of forecasting is to predict the situations that businesses may encounter in
the future and to take precautions in advance by using various data and techniques. For this
reason, in this study, a forecasting model was proposed to the enterprise by using artificial
neural networks, one of the statistical demand forecasting methods.

In the study, a business operating in the textile sector is discussed. The sales data of
the company operating in the textile sector between the years 2018-2021 were taken and
included in the research. A forecasting model was created using the sales data with the
MATLAB program. Training data and output data were compared. Error test results after the

application showed that the predictions made by the model were reliable and consistent.

Keywords: Supply Chain Management, ABC Analysis, Demand Forecasting, Artificial
Neural Networks, MATLAB
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ONSOZ

Giiniimtiz kiiresellesen diinyada tedarik zinciri yonetimi, isletmeler arasinda 6nemli bir
rekabet unsurudur. Artan maliyetler ve dijitallesme sonucu degisen rekabet kosullarina karsi
isletmeler ayakta kalabilmek i¢in karsilastiklar: ¢esitli sorunlara etkin ¢oziimler {iretip karar
vermek zorundadirlar. Artik rekabet isletmeler arasinda degil daha ¢ok tedarik zincirleri
arasinda olmaya baslamistir. Bu yiizden tedarik zincirinin dogru yonetmek gerekmektedir.
Tedarik zinciri yonetiminde amag son kullaniciya dogru iiriiniin, dogru yerde, dogru bigimde,
dogru zamanda, dogru miktarda, dogru kalitede ve diisiik maliyetli olarak saglanabilmesidir.
Bu amaca ulagsmak icin tedarik zincirinde siireglerinin dogru ve etkin yonetilmesi

gerekmektedir.

Yasanan kiiresel pandemi sebebiyle iilkeler aras1 seyahat ve ticari faaliyetlere getirilen
kisitlamalar en biiyiik degisikliklerin tedarik zincirinde yasanmasini saglamistir ve tedarik
zinciri yonetimini olumsuz etkilemistir. Bu etkiler otomotiv yedek par¢a sektoriinden gida
sektorline, tekstilden turizme kadar birgok sektorii uzun siire etkilemeye devam etmistir. Bu
yiizden en ¢ok etkilenen sektorlerden biri olan tekstil sektoriinde degisen talebin dogru ve
hizli bir sekilde tahmini isgiici ve kaynak planlamalarinin etkin bir sekilde yapilmasi

acisindan 6nem arz etmektedir.

Bu yiiksek lisans ¢alismasinda ilk olarak tedarik zinciri ve tedarik zinciri yonetiminde
talep tahminin 6neminden bahsedilmistir. Daha sonra literatiirde kullanilan talep tahmin
yontemleri ayrintili olarak incelenmistir. Yapilan talep tahminin dneminden bahsedildikten
sonra, literatiirde yer alan nitel, nicel ve yapay zeka tabanli yontemler sunulmustur.
Uygulamada da kullanilacak olan yapay zeka tabanli talep tahmin yontemlerinden biri olan
yapay sinir aglart yontemi detayli bir sekilde incelenerek, bir uygulama problemi iizerinde

yontemin basarisi test edilmistir.

Uygulamada tekstil sektoriinde faaliyet gosteren bir isletmenin satis verileri ele
alimmistir. Tekstil sektoriinde faaliyet gosteren firmanin 2018-2021 yillar1 arasindaki satis
verileri aragtirmaya dahil edilmistir. MATLAB programi ile satis verileri kullanilarak tahmin
modeli olusturulmustur. Egitim verileri ile ¢ikt1 verileri karsilastirilmistir. Uygulama sonrasi
yapilan hata testi sonuclari, modelin yaptigr tahminlerin giivenilir ve tutarli oldugunu

gostermistir.



GIRIS

Gilinimiizde isletmeler globallesen diinyada ve dijitallesme ile birlikte artan rekabetle
beraber sirketler miisterilerine en iyi hizmeti sunma yarisi1 igerisindedirler. Bunu yaparken
triinlerini istenen zamanda ve miktarda minimum maliyetle miisterilerine ulasgtirmaya

caligirlar. Tedarik zinciri bu dongiide en 6nemli rollerden birini iistlenmektedir.

Tedarik zincirinin dogru yonetimi, isletmeler arasinda 6nemli bir rekabet unsurudur.
Tedarik zincirinin dogru yonetilmesinde 6nemli bir adim olan planlamanin temeli tahmine
dayanmaktadir. Tedarik zincirinde olusacak taleplerin tahmin edilebilmesi, tedarik zincirini

dogru yonetmek icin son derece 6nemlidir.

Yasanan kiiresel pandemi sebebiyle iilkeler, sehirler arasi seyahat etme yasaklari ve
mevcut ticari faaliyetlere uygulanan kisitlamalar en biiyiik degisikliklerin tedarik zincirinde
yasanmasini saglamistir ve tedarik zinciri yonetimini olumsuz etkilemistir. Bu olumsuz etkiler
otomotiv ve gida sektorii basta olmak {iizere, tekstil sektoriinden turizme sektoriine kadar
bircok sektorii uzun siire etkilemistir. Tekstil sektorii bu etkilerden dogrudan etkilenmistir.
Tekstil sektoriinde degisken olan talebin en dogru ve en hizli sekilde tahmin edilmesi tedarik

zinciri yonetimi agisindan oldukg¢a 6nemlidir.

Ulkemizin ekonomi dagilimimda pay1 ve dnemi oldukg¢a fazla olan tekstil sektdriinde
faaliyet gosteren isletmeler giderek cogalan rekabet kosullariyla karsi karsiya kalmaktadir.
Tekstil isletmeleri bu rekabet kosullarinin yaninda maliyetlerini etkileyen pamuk fiyatlarinda
olan artiglar ve doviz kurlarinda yasanan ani degisimlere de hazirlikli olmak zorundadir. Bu
yiizden tedarik zinciri siire¢lerini dogru yonetebilmek i¢in daha net tahminlere gereksinim

duymaktadir.

Bu yiiksek lisans tez ¢alismasindaki temel amag, isletme i¢in gelistirilecek yapay sinir
ag1 tahmin modeli ile satig tahmini yapabilecek duruma gelmesi ve iretim igin tedarik
zincirindeki farkli senaryolara cevap verebilme kabiliyeti kazanabilmesidir. Bu sayede

gereksiz stok maliyetlerinden veya stok yetersizliklerinden kaginilabilecegi diistiniilmektedir.

Birinci boliimde ilk olarak tedarik zinciri kavrami agiklanacaktir. Sonra Tedarik zinciri
yonetimi kavrami agiklanacak ve tedarik zincirinde stok kavrami iizerinde durulacaktir. Stok

gesitleri, stok kontrol yontemlerinden bahsedildikten sonra tahmin konusuna gegilecektir.

Ikinci boliimde tahmin yontemleri anlatilacaktir. Tahmin yontemlerinin temelde iige

ayrildig1 ve bunlarin nitel, nicel ve yapay zeka tabanl yontemler oldugu agiklanacaktir. Ikinci



boliimde son olarak talep tahmininin dogrulugundan ve se¢iminden bahsedilecektir ve ti¢lincii

boliime gecilecektir.

Ucgiincii boliimde yapay sinir aglar1 detayl olarak yer alacaktir. Daha sonra yapay sinir

aglarinin tiirleri hakkinda ayrintili bilgi verilecek ve uygulama boliimiine gegilecektir.

Uygulama boliimiinde ilk olarak g¢alismanin gergeklestirildigi sirket hakkinda bilgi
verilmistir. Calisma, tekstil sektoriinde faal olan bir isletme ile gergeklestirilmistir. Tekstil
sektoriindeki bu firmanin 2018-2021 yillar1 arasindaki satis verileri kullanilarak arastirmaya
dahil edilmistir. Daha sonra ge¢mis yillara ait satig verilerine ABC Analizi uygulanmistir.
Analiz sonucu ¢ikan A grubu satis verilerinden en ¢ok tercih edilen secilmistir. Daha sonra
satiglari etkileyen degiskenler sirket ¢alisanlari ile birlikte belirlenmistir. ABC analizi sonucu
secilen lirlin grubuna belirlenen satis1 etkileyen degiskenler ile birlikte yapay sinir aglar
modeline ait ileri beslemeli geri yayillmli modeli kullanilarak tahmin islemi
gerceklestirilmigti. MATLAB programi kullanilarak satis verileri ile tahmin modeli

olusturulmustur. Egitim verileri ile ¢ikt1 verileri karsilastirilmistir.

Uygulamadan sonra yapilan hata testinin sonuglarina gore, modelin yaptigi

tahminlerin giivenilir ve tutarl oldugunu gostermistir.



BIiRINCi BOLUM
TEDARIK ZINCIRi VE STOK YONETIMi

1.1. Tedarik Zinciri Kavramm

Literatiirde bir¢ok Tedarik Zinciri tanimi mevcuttur. Tedarik Zinciri Konseyi’nin
tanimina gore, kavram olarak Tedarik Zinciri nihai {irliniin tretilmesi ve tedarik¢inin
tedarik¢isinden miisterinin miisterisine kadar olan dagitim ile ilgili biitiin ¢aligmalar1 kapsar

(The Supply Chain Council, 2001).

Tedarik zinciri, hammaddelerin nihai triinlere doniistiiriilmesi ile baslayan ve son
misteriye teslim edilmesi ile son bulan bir {iretim siirecidir. Tedarik zinciri, hammaddelerin
tedarik siireci ile baglayan ve son iiriinlerin son tiiketiciye ulastirilmasiyla biiyiiyen birbiriyle
baglantili bir kaynak ve siirecler kiimesidir. Bu yiizden tedarik zincirinin, hammaddelerin
tirtin haline doniistiiriilmesi ve son kullanictya taginmasi i¢in organizasyonlarin dahil oldugu

slire¢ entegrasyonunun genel bir tanimi oldugu sdylenebilmektedir (JanvierJames, 2012).

Modern tedarik zinciri taniminda ise tedarik zinciri, yalnizca tedarikgiler, ireticiler,
toptancilar, perakendeciler ve miisteriler degil; ayni zamanda tedarik¢inin tedarikgileri,
miisterinin miisterileri de dahil olmak tizere genis ve karmasik birbirine bagli birimler agindan

olusan ¢ok daha karmasik yapilar hale gelmistir (Mari vd., 2015).

Ozetle tedarik zincirini tamimlamak gerekirse, iiriinlerin baslangic noktas: olan
hammadde halinden son halinin tiikketim noktasinda kadar gerceklesen tiim siirecleri kapsayan

dinamik bir yapidir.

Tedarik Zincirinin etkin ve verimli bir sekilde kullanilmasini saglamak ise Tedarik
Zinciri Yonetimidir (TZY). TZY 'nin temel amaci dogru {iriiniin, dogru yerde, dogru zamanda,

dogru miktarda, dogru sekilde ve dogru kalitede tedarik edilmesidir.

Tedarik zinciri yonetiminde, her bir zincir liyesinin amaci, giincel bilgileri zincirdeki
diger isletmelere iletmek ve bu sayede daha dogru arz ve talep dengesi saglamaktir. Tedarik
zincirinin kisa vadede amaci, gereksiz stoklart ortadan kaldirmak ve iretimi dogru
planlayarak miisteriye daha hizli cevap vermeyi saglamaktir. Uzun vadede amaci ise,
miisterilerin beklentilerini dogru yerde teslim edilmis dogru iiriinle karsilamaktir. Bu sekilde
pazar payimi ve karlar1 artmaktadir. Tedarik zinciri yonetiminde, {iriinii kaynagindan tiiketim

noktasina en kisa zamanda ve en diisiik maliyette gotiirmek esastir (Cigek ve Murat, 2007).



Tedarik zinciri yonetimini yapisal olarak degerlendirmek istersek, tedarik zincirinin ve
tedarik zinciri yonetiminin isletmeler i¢in ne kadar onemli oldugunu ve isletmeler igin
basarinin anahtarinin bu zincirin halkalarina bagli oldugunu anlayabiliriz. Tedarik zinciri
yonetimiyle ilgili tanimlar ¢ok fazladir ve hepsi temelde ayni anlami tasir. Tedarik zincirinin
yonetimi, hammaddenin tedarik zincirine girdigi ilk noktadan son kullaniciya teslim edildigi
son noktaya kadar gerceklesen tedarik zincirdeki hareketlerdir. Bu hareketler hem yukari hem
de asagi yonli gerceklesir. Bu hareketler dogrultusunda tiim malzeme ve bilgi akislarinin

kontrol ve koordinasyonunu kapsayan bir faaliyettir (Eymen, 2007).
1.2.  Tedarik Zinciri Yonetiminin Onemi

TZY nin isletmelere sagladigi faydalar arasinda isletmelerin kaynaklarini gereksiz
kullanimindan kaginmasi ve zamandan tasarruf etmek basta gelir. Bunlarin yaninda diger

faydalardan da bahsedebiliriz (The Supply Chain Council, 2001).

Bu faydalardan bazilarin1 Tedarik Zinciri Konseyi su sekilde ifade edilmistir (The
Supply Chain Council, 2001),

1) Teslimat performansinin iyilestirmek.
2) Stoklar1 azaltmak.

3) Cevrim siiresini kisaltmak.

4) Tahmin dogrulugunu artirmak.

5) Zincir boyunca verimliligi artirmak.

6) Zincir boyunca maliyetleri diisiirmek.
7) Kapasite gergeklesme oranini artirmak.

Bunlar ve daha fazla faydalar ayn1 zincirde yer alan isletmelerin (tedarikgi, iiretici,
toptanci, perakendeci, miisteri vb.) arasinda tam bir iletisimin kurulmasi, zincir boyunca
gerceklesen faaliyetlerin koordinasyonu ve kontrolii sayesinde ortak amag olarak belirlenen
zincirin biitiiniinde maliyetlerin azaltilmasi, verimliligin artirilmasi, karlilik ve miisteri tatmini

gibi amaglara ulasmak iizere elde edilebilir (Ozdemir, 2004).

TZY’den beklenen faydalarin gergeklesmesinde 6nemli basar1 faktorlerinden biri de
tedarik zinciri tyeleri arasindaki koordinasyon ve entegrasyonu saglayan bilgi akisidir

(Swaminathan vd., 1998).



Tedarik zinciri tiyeleri arasindaki koordinasyon ve bilgi akisi sayesinde talepte olusan
belirsizlikler azalir, bu sayede zincirdeki isletmelerin stok maliyetleri azalir. Stok
maliyetlerini azaltmak planlamanin daha kolay yapilmasini ve maliyetlerde azalmay1

saglayacaktir.

Ayrica isletmeler arasinda olusacak gliven ve isbirligi sonucunda risklerin
paylasilmasi, isletmeler arasindaki mesafenin azaltilmasi ve esnekligin artirilmasiyla yeni
iirlin gelistirme ve pazara sunma siireleri kisalir. Bu sayede rakiplere karsi biliyiik avantajlar
saglanabilir. Bu sayede miisterin ihtiyaglar1 karsilanacagi i¢in miisterilerin tatmin
diizeylerinde artislar saglanabilir. Biitiin bunlarin maddi karsilig1 olarak da tedarik zinciri
boyunca nakit diizenli akar ve firmalarin maliyetleri diisecegi i¢in karhiliklar: artar (Ozdemir,
2004).

1.3. Tedarik Zincirinde Stok Kavram

Stoklar, genelde talepteki beklenmeyen degisimlere hizli cevap verebilmek ve
tedarikteki belirsizliklere karsi korunmak igin tutulur. Biiyiik miktarlarda tutulan stoklar,
misteri memnuniyetini garantiler ancak tedarik zinciri boyunca etkisi olan en biiyiikk maliyet
kalemleridir (Tanriverdi, 2010).

Tedarik zinciri iiyeleri arasinda is birligi olmadig1 zaman tedarik¢iden miisteriye olan
akista bilgi kaybi olacaktir. Bu bilgi kaybi siparis iiretiminde ve transferinde de gecikmeye
yol agaca@1 gibi, yanlis zamanlarda ve diizensiz teslimatlara da sebep olacaktir. Bu durum
literatiirde Kamg1 Etkisi olarak bilinir. Zincirde tiiketicinin talebinde olusacak kiigiik
dalgalanmalar, iireticiye dogru ilerledikge biiyiik talep dalgalanmalarina sebep olmaktadir

(Tanriverdi, 2010).

Tedarik zincirinde olusan kamg etkisi sebebiyle stoklarin artmasi beklenir. Stoklarin
artmast hem stok maliyetlerin olusmasina hem de gereginden fazla paranin stoklara

baglanmasina sebep olmaktadir.

3.6.1. Stok Cesitleri

Isletmeler tedarik zinciri boyunca dort cesit stok cesidi ile karsilasabilir. Bunlar
hammadde stoklari, yart mamul stoklari, mamul stoklar1 ve tamamlayici stoklaridir (Kobu,
2006). Zincirde stok bulundurulmasi, istenmeyen stok maliyetlerine neden olacagi igin tedarik

zinciri iglemlerinde etkili yonetilmelidir. (Dogar, 2006).



1. Hammadde Stoklar:: isletmelerde iiriinii olusturacak ilk maddelerdir. Uretime

giren ve tizerinde proses uygulanarak deger kazandirilan tiim varliklar hammaddedir (Dogar,
2006).

2. Yar1 Mamul Stoklar1: Uzerlerinde yapilmasi gereken prosesler heniiz bitmemis
devam eden ve is istasyonlari arasindaki ara depolarda biriktirilen varliklardir. Bunlarin yart
mamul durumu, son islemlerin tamamlanmas: ile birlikte son bulur ve mamule doniisiir
(Karahan, M. ve Aslan, S., 2016).

3. Mamul Stoklar: Islemlerin bitmis, iiriiniin son halini almis seklinin stoklaridur.
Tiim proseslerin tamamlanip, miisteriye teslim edilmek tizere depoya konulan varliklardir.
Mamul stoklar, planlanan biitiin prosesleri tamamlayip belirlenen noktada hareketsiz
durduklart i¢in, sayma, degerleme ve kontrol agisindan kolaylik saglarlar. Hammadde ve yar1
mamul stoklarda belirsizlik biraaz daha fazla oldugu i¢in kontrolleri daha giictiir (Dogar,
2006).

4. Tamamlayict Stoklar: Son {iriiniin meydana gelmesinde kullanilan ancak

hammadde ve yar1t mamulden farkli olan malzeme stoklaridir (Kobu, 2006).

3.6.2. Stok Bulundurma Nedenleri

Isletmeler birgok sebepten dolay1 stok bulundurmak zorunda kalirlar. Gelen talep ve
talebi karsilamak i¢in olusan tedarik fonksiyonlarinin senkronize edilmesinin zorlugu

isletmeleri stok tutmaya zorlamaktadir.

Bir tedarik zincirinde hangi asamada ne kadar stok tutulacag ile ilgili li¢ cesit karar
verilebilir. Tlk karar, iiriin i¢in talep edilen satin alma ile ger¢eklesen satin alma arasindaki
talebi dengelemek icin tutulan stok ¢evrimidir. Digerleri ise belirsizlige kars1 tutulan emniyet
stoku ve mevsimsel talep artiglarina karsi tutulan sezonluk stoktur. Bu ii¢ karar tedarik

zincirindeki belirsizliklere karsi tampon goérevi gormektedir (Tanriverdi, 2010).

3.6.3. Stok Maliyetleri

Stok i¢in uygulanacak politikalarinin belirlenmesinde, stok sisteminin iglemesi
sirasinda ortaya ¢ikan maliyetler 6nemlidir. Bu maliyetler, stok politikasini degistirerek

degigsmektedir. Stok maliyetleri temelde ti¢ grup altinda toplanabilir (Gengyilmaz, 1988).
1.Elde bulundurma maliyeti.

2. Elde bulundurmama maliyeti.



3. Siparis maliyeti.

Giliniimiizde bazi isletmeler tam zamaninda ftretim sistemi gibi yalin {iretim
yontemlerini tercih ederek sifir stok bulundurmayi hedeflemektedir. Bu sayede, stok
maliyetlerinden kurtulmayr amaglamaktadir. Isletmeler bu yéntemler sayesinde biiyiik
avantajlar kazanmaktadir. Buna ragmen bu yontemlerin tedarik zinciri yonetiminde
kullanilmasi ¢ok miimkiin degildir. Ciinkii tiretim i¢in tedarik siiresi sifir olsa bile, bir iiriiniin
tedarik zincir elemanlarindan birinden digerine gegmesi i¢in yolda gecen zamani beklemesi
gerekmektedir. Bu zaman bazen iiretim i¢in gerekli olan zamandan bile fazla olabilmektedir.
Bu nedenle tedarik zinciri tyeleri ellerinde mutlaka bir miktar stok bulundurmak

durumundadir (Disney, Naim, Towill, 1997).

Bu yiizden tedarik zinciri elemanlarinin ellerinde bulundurmasi gereken optimum stok

miktarini aragtirmak i¢in ¢esitli calismalar yapilmaktadir.
1.4. Tedarik Zincirinde Stok Yonetimi

Stok yonetimi, isletmelerde hangi tiriinden siparis verilecek, siparis miktar1 ne kadar
olacak, lriine ne zaman ihtiyag olacak ve ne zaman satin alinacak, nerede ve nasil
depolanacak gibi sorularin cevabini bulmak i¢in yapilan ¢aligmalar biitiiniidiir (Tanriverdi,

2010).

Stok y6netiminin temel amaci, stok maliyetlerini azaltmak ve miisteri hizmet diizeyini
arttirmaktir. Amaca ulasmadaki en 6nemli yol ise, tedarik zinciri liyeleri arasinda is birliginin

saglanmasidir.

Stoklar tiim tedarik zinciri boyunca farkli sekillerde gorilebilir. Stoklarla ilgili
alinacak kararlar ve sahip olunan stok politikalar1 siirecin etkinligi i¢in &nemlidir. Uretim
asamasindan, miisteriye lrlinlin teslimine kadar olan stok ve ilgili bilgilerin hareketi tiim
tedarik zincirinin etkinligini ilgilendirmektedir. Stoklar ile ilgili bilgilerin dogrulugu ve bu
bilgilere hizl1 ulagmak ¢ok onemlidir. Tedarik zinciri boyunca depolanan, tasinan ve satilan
stoklarla ilgili bilgiler dogrultusunda gerekli satin alma, iiretim, tahmin ve dagitim islemleri
gerceklesmektedir. Olusan bilgilerin yanlis olmasi veya dogru zamanda dogru birimlere
ulasmamas1 sonucunda bu faaliyetler aksayabilmekte veya yanlis gergeklesebilmektedir
(Dogar, 2006).

Tiim tedarik zinciri bu durumdan etkilenir ve iki farkli sorun yasanabilir. ilk sorun
stok seviyesinin mevcut seviyesinin altinda sanilmasidir. Stok ihtiyaglarini karsilamak igin

firma talepte bulunur. Fakat firmanin gergekte stoka ihtiyaci yoktur ve gereksiz yere stok



istenmis olunur bu yiizden stok bulundurma maliyetleri artar. Ve tedarik zinciri igerisindeKi
stok seviyesinin artisina da sebep olur. Diger sorun ise stok seviyesinin mevcut seviyesinin
iistlinde sanilmasidir. Firma elinde yeterli miktarda stok bulundugunu diistindiigii i¢in gerekli
Onlemleri almaz. Hata oldugu anlasildiginda ise stok ihtiyacini karsilamak igin hizli bir
sekilde eksik stoklarin tarafina ulagmasini saglamaya calisir. Bu da tasimacilik maliyetlerini

arttirir (Dogar, 2006).

1.4.1. Stok Kontrol Yontemleri

Her igletme mali imkanlari, isletme yapisi, yonetim politikalari, biiylikligi, tiretim
tiirleri gibi faktorleri géz oniinde bulundurarak kendine uygun stok kontrol sistemini uygular.
Bu stok kontrol sistemlerinde uygulanan yontemler gozle kontrol yontemi, basit sayma ve
bilgisayar destekli karmasik olasilikli modeller gibi degiskenlik gosterebilir. Isletmeler
uygulayacagi stok kontrol yontemini se¢erken bu faktorlerin yani sira bilgi islem sistemleri,

personel olanaklari ve iletisim yontemlerini de goz 6niinde bulundurmalidir (Kobu, 2006).

Stok tamamlama, stoklarin tedarik zinciri igindeki hareketinde, ihtiya¢ duyuldugu
zaman, depolandigi yerden ya da elde bulunmuyorsa tekrar tedariki saglanarak, ihtiyag
duyuldugu yere ulastirilmas: siirecidir. Isletmenin elindeki bilgiler ve stoka olan talep
dogrultusunda farkli sistemler gelismistir. Stok kararlarin1 verecek olan yetkili, elinde
bulunan bilgiler ve degiskenler iizerine karar vermek durumundadir. Bir iriine olan talebin
sabit oldugu bir durum ile sabit olmadig1 durumlarda ayni sistemi kullanmak saglikli sonuglar
vermeyecektir dolayisiyla bu iki durum i¢in ayr sistemler kullanilmasi dogru bir yaklagim
olacaktir. Buna gore stok sistemlerini bagimsiz talep sistemleri (geleneksel stok kontrol

yontemleri) ve bagimli talep sistemleri olarak siniflandirabilir (Dogar, 2006).

1.4.1.1. Gozle Kontrol Yontemi

Stoklar diizenli olarak tecriibeli bir ¢alisan tarafindan gézden gegirilir. Belirli bir
seviyenin altina diisen stok kalemleri igin hemen siparis verilir. Kii¢iik isletmelerde, isini
bilen bir ¢alisan sorumluluguna birakilan bu yontem kolay ve ucuz bir stok kontrol yontemidir
(Kobu, 2006).

Kiiciik tiretim isletmelerinde, perakende satis magazalarinda, daha ¢ok gida siiper
marketlerinde biiyiik 6l¢iide uygulanan gozle kontrol yonteminin baslica li¢ sorunu vardir
(Tanriverdi, 2010).



1. Gozden gecirme sikligi, siparis diizeyi ve siparis miktar1 kisisel diisiinceye bagl

oldugundan hata olasilig1 yiiksektir.

2. Stoklar depoda sistematik bir diizenle yerlestirilmemisse kontrolii yapan galisan sik

sik yanliglik yapmas1 miimkiindiir.

3. Tiiketim hiz, tedarik siiresi veya baska bir faktoriin degismesi halinde bunun hemen

farkina varilmasi zordur. Bu yiizden gerekli tedbirlerin ge¢ alinabilir.

1.4.1.2. Cift Kutu Yontemi

Cift kutu yonteminde, depodaki her malzeme iki farkli boyutta kutuda tutulur. Biyiik
kutu bitinceye kadar i¢indeki malzeme kullanilir. Biiyiik kutunun en altinda, tekrar malzeme
siparisi i¢in bir talep formu vardir. Kutu tamamen bosalinca yeni siparis talebi gonderilir ve
bu sirada kiigiik kutudaki malzemeler kullanilir. Kiigiik kutuda, yeni siparis teslim edilene
kadar yetecek ve siparisin teslimi geciktiginde veya beklenenden fazla malzeme kullanildigi
durumda yeterli olacak miktarda emniyet stoku bulunmaktadir. Stok yenilendiginde, talep
formu tekrar biiylik kutunun en altina konur, her iki kutu doldurulur ve dongii tekrar baglar

(Dogruer, 2005).

1.4.1.3. Sabit Siparis Miktar1 Yontemi

Stok belirlenen diizeye indiginde, toplam stok maliyetini minimum yapacak sekilde
onceden belirlenmis sabit bir miktar siparis edilir. Bu modelde her stok kalemi i¢in, toplam
stok kontrol maliyetini minimum yapan bir siparis miktari, siparis diizeyi ve emniyet
stokunun hesaplanmasi gerekir. Siparis miktar1 sabit oldugu halde, siparis periyotlarinin
degisken olmasi tedarikte bazi sorunlar yaratabilir. Tiiketim hizinin sabit halde olmas1 bu
sorun ortadan kalkacaktir (Kobu, 2006).

1.4.1.4. Sabit Siparis Periyodu Yoéntemi

Her stok kalemi 6nceden belirlenmis bir siirenin sonunda sayilir ve bu maldan belirli
bir maksimum stok seviyesine ulasacak miktarda siparis verilir. Her sayim periyodunda
tilketim hizi farkli olabileceginden siparis edilen parti biyiikliigii de farkl olacaktir. Cok
sayida stok kalemi bulunan isletmelerde her kalem i¢in farkli siparis periyotlart belirlenmesi
ve bu siirelerde kontrollerin yapilmasi bilgisayar kullanilsa bile zor ve zaman alic1 bir istir.
Ayrica her siparig miktar1 farkli olacagindan satin alma giicliikleri ile karsilasma ve miktara

bagl iskontolarindan faydalanamama gibi sakincalar1 vardir (Negiis, 2010).
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1.4.1.5. ABC Analizi

ABC (Always Better Control) yontemini Italyan ekonomist Vifredo Pareto
gelistirmistir. Pareto Analizi adi ile de bilinmektedir (Ghewari ve Manvar, 2016). Bu
yontemde biitiin elemanlarin kiigiik bir bolimi, her zaman en biiylik etkiye sahiptir. Bu
yontem 80/20 olarak da bilinir, bunun anlami elemanlarin yiizde 20’sinin etkisi ylizde 80

olmasidir.

Stok kontrolinde ABC analizi, stok kalemlerinin toplam i¢indeki kiimilatif
yiizdelerine gore siniflandirilmast anlamina gelmektedir. ABC analizi stok kontroliiniin yani
sira satig, dagitim, kalite kontrol, {iriin ¢esidi, malzeme tedariki ve iiretim planlama

sorunlarina ¢6ziim i¢in de uygulanir (Dogar, 2006).

ABC analizinde kiimiilatif siniflandirma sonucu stoklar ¢ogunlukla 3 gruba ayrilir.

Bunlar:

1. A Grubu: Toplam miktarin % 15-20’sini olustururken, toplam degerin % 75-80’ini

olusturan stok kalemleridir.

2. B Grubu: Toplam miktarin % 30-40’1n1 olustururken, toplam degerin % 10-15’ini

olusturan stok kalemleridir.

3. C Grubu: Toplam miktarin % 40-50’sini olustururken, toplam degerin % 5-10’unu

olusturan stok kalemleridir.

F 3
Kiim % Deger
=]
100
90
70
2 B C
, Kiim % Miktar
20 50 100

Sekil 1.1 ABC Stok Kontroliinde Siniflandirma

Kaynak: (Kobu, 2006)
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ABC analizinin uygulanmasinda 6ncelikle iki kural goz &niine alinmalidir. ilk kural
diisiik degerli kalemlerden bol miktarda bulundurulmasidir. Diger kural ise yiiksek degerli

kalemlerin miktarini diisiik tutup kontroliinii sikilastirmaktir (Kobu, 2006).

1.4.1.6. Maksimum-Minimum Yontemi

Bu yontemde, stoklari kontrol etmek gorevli personel vardir. Bu personel gerekli
durumlarda yeniden siparis vermekle gorevlidir. Bu personeller, siparislerin teslim edilme
sliresini, stoklarm bitme siiresini ve ayrica stoklarin hangi seviyeye indiginde siparigin
yeniden verilmesi gerektigi dnceden belirlemek zorundadir. Stoklar yeniden siparis seviyesine

indiginde, personel daha dnceden belirledigi miktarda siparis verir (Kiigiik, 2011).

1.4.1.7. Ekonomik Siparis Miktar1 Modeli

Stoklar1 kontrol etmek igin gelistirilen ilk model Ekonomik Siparis Miktar1 modelidir.
Klasik Ekonomik Siparis modeli ilk defa Ford W.Harris tarafindan 1915 yilinda
uygulanmistir.  Modelin temelini, siparis maliyetleri ile depolama maliyetleri arasindaki
dengeyi saglama amaci olusturmaktadir (Simchi-Levi vd, 2000). Modelin kurulmasi igin

yapilan varsaymmlar yapilmistir. Bu varsayimlar su sekildedir (Oztiirk, 2005):
« Talep “D” belli ve sabittir.
« Mallar igin siparis, esit araliklarda ve “Q” miktarda verilir.
* Mallarin fiyat1 sabittir ve birim maliyet “C” ile gosterilir.
» Her siparig, verildiginde “S” degerinde sabit bir maliyeti olusur.
* Elde bulundurma maliyeti “H”, mallarin elde bulundugu her giin i¢in gegerlidir.

» Siparis, edilen mallarin hemen isletmeye teslim edildigi varsayilir ve elde

bulundurmamaya izin verilmez.
» Tedarik siiresi kesin olarak bilinmekte sabit veya sifirdir.

Bu varsayimlara gore, stok seviyesinin zamana gore degisimi asagidaki sekli alir ve

sekil 1.2°deki gibi gosterilir. (izzet, 2015).
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Stok 4 Alinan Siparis Stok Azalmasi(Talep Hizi)
Seviyesi
Q) Ortalama

CevrimStogu

: [

N\

1 Cevrim Zaman (t)

Sekil 1.2 Ekonomik Siparis Miktar1 Modeli

Kaynak: (Izzet, 2015)

Sekilden goriildiigii lizere bir isletme i¢in stok kalemlerine ait maliyetler asagidaki

sekilde hesaplanabilir (Oztiirk, 2005):
e Cevrim Stogu (Ortalama Stok) = “Q/2”

e Yillik Malzeme Maliyeti = “C. D”

e Yillik Siparis Sayist = Yillik Talep/Siparis Miktar1 = “D/Q”
o Yillik elde bulundurma maliyeti = “(Q/2).H”

o Yillik siparis maliyeti = “(DI/Q).S”

o Toplam yillik stok maliyeti = “(Q/2).H + (D/Q).S”

Boylece toplam maliyetleri minimum yapan optimum siparis miktarin1 yukaridaki

formiiliin Q’ya gore tiirevinin alinmasi ve ¢oziilmesi ile asagidaki gibi ifade edilebilir.

e Ekonomik Siparig Miktari = Q* = “\(2DS)/H”

Ekonomik siparis modelinde optimum siparis miktarini bulmak i¢in stok seviyesi
zamanin bir fonksiyonu olarak ele alinmistir. Buna gore bir isletme i¢in stok kalemlerine ait
maliyetler asagidaki sekilde hesaplanabilir. Modelin toplam maliyeti, {i¢ maliyet bilesiminin

toplamdir (Oztiirk, 2005).

e Yillik Toplam Maliyet = “Yillik Siparis Maliyeti + Yillik Elde Bulundurma Maliyeti +
Satin Alinan Mallarin Yillik Maliyeti”
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Y

Maliyet Toplam Malivet

_—

Elde Tutma

" Maliyeti

Sipanig Maliveti

Malzeme Maliveti

Ekonomik Siparis Miktar _\Eikta.r

Sekil 1.3 Ekonomik Siparis Modeli

Kaynak: (Izzet, 2015)

Basarili bir stok yonetimi ig¢in stoku olusturan driinlerin 6zelliklerinin bilinmesi
gereklidir. Stok kontroliine yardimci analizler ve analizlerin sonucu ortaya ¢ikan sonuglara
yapilacak siniflandirmalar yardimiyla 6zellikle ¢ok fazla iriin cesitliligine sahip stoklarin
yonetilmesinde zaman ve emek tasarrufu saglamaktadir.  Ayni siniflandirmaya ya da birden
cok analiz sonucu kesisen siniflandirmalardaki iiriinler i¢in benzer stok yonetim kararlari
alinabilir. Bu kararlar verimliligi arttirarak stok yOnetiminin bagarisin1 arttiracak ve

maliyetleri azaltacaktir (Izzet, 2015).

Stok kontrol yontemlerine ek olarak yardimci sistemler bulunmaktadir. Bunlara
malzeme ihtiyag planlamasi (MRP), tam zamaninda firetim (JIT), kurumsal kaynak
planlamas1 (ERP), barkod, kare kod sistemi, RFID gibi giincel stok kontrol sistemleri
verilebilir. (Tengilimoglu ve Yigit, 2013)
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IKiNCi BOLUM
TALEP TAHMINi

2.1.  Talep Tahmini Kavram ve Onemi

Talep temel olarak, tiiketicilerin bir {iriin veya bir hizmeti belirli bir fiyattan almaya
hazir olduklar1 miktara denir (Tekin, 1996). Talep tahminini tanimlamak gerekirse, {iriin veya
hizmet i¢cin gelecekte olusacak talebin hatasiz ve dogru bir sekilde hesaplanmasidir. Gelecek
ile 1lgili talebi belirleyebilmek icin, ge¢misteki verilerden, uzman goriislerinden,
deneyimlerden ve ¢ikarimlardan yararlanilarak bilimsel ve Olgiilebilir tekniklerden
yararlanilmaktadir (Yildiz, 2021).

Isletmeler, miisterin ihtiyag ve isteklerini karsilayabilmek icin mal ve hizmet
tiretmektedirler. Urettikleri mal ve hizmeti pazara sunmaktadirlar. Miisterilerin belirli bir fiyat

karsiliginda pazara sunulan bu mal ve hizmeti alma istegine ise talep denir (Senbas, 2020).

Talep tahmini, isletmelerin yonetimde 6nemli ve stratejik kararlarin alinmasinda,
belirlenen kisa ve uzun dénemli hedeflere ulasmada kullanilacak en temel araglarin basinda

gelmektedir (Bolt, 1994).

Talep tahmini belirli kural ve yontemlere goére yapilir. Tahminde hangi yontem
kullanilirsa kullanilsin, yapilan tiim talep tahminlerinin belli bir dogruluk derecesi soz

konusudur. Higbir tahmin %100’liik bir dogruluk derecesine sahip olamaz (Adiyaman, 2007).

Talep tahminleri tedarik zinciri iginde onemlidir. Tahminler tedarik zincirinde bir
onceki zincirin girdisi olarak kullanilir. Satig tahminlerinden yararlanarak ne kadar hammadde
siparis verilecegini, nereye ne kadar {lirlin tasinacagini, hangi iiriinden nerede ve ne kadar stok

bulundurulacagi belirlenir.

Basaril1 bir tahmin isletmenin stok diizeyini belirlemesinde énemli rol oynamaktadir.
Musterilerin taleplerine zamaninda tepki alinmasi gerekmektedir. Tahminlerdeki basar1 orani
isletmenin bekledigi oranda degil ise stok diizeyi bu riski indirgeyecek giivenlik stoklari
meydana getirilecektir. Dogruluk orani yliksek bir tahminle stok seviyesi azaltilip, stok tasima

maliyeti indirgenebilir (Moon, Mentzer, Smith, & Garver, 1998).
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2.2. Talep Tahmininin Adimlar:

Talep tahmini temelde bes adimda gergeklestirilir. Asagidaki sekilde talep tahmini

adimlar1 yer almaktadir.

1. Talebi Etkileyen Faktorlerin Belirlenmesi: Talep tahmini yapilmadan 6nce isletme
analiz edilmelidir. Isletmenin gevresi, iirettigi iiriinler, mevcut durumu ve gelecekte olmak
istedigi durumu, rakiplerin durumu, fiyat ve talep iliskisi, ekonomik degisimler, endiistriyel
degisimler, teknolojik gelisimler, sosyal degisimler, ulusal ve uluslararasi egilimler gibi talebi

etkileyen etkenler ve agirliklart belirlenmelidir. (Bolt, 1994)

2.Verilerin Toplanmasi: Talebi etkileyen faktorler goz oOniine alinarak planlamaya
girdi olacak veriler toplanir. Veri olarak genellikle gerceklesen gegmis veriler, istatiksel
olasiliklar ve hedef verilerden olusur. Verilerin diizenlenmesinde i¢ kaynaklar, isletme
tarafindan yapilan anket ve tahmin arastirmalari, yaymlanmis istatistik verileri, yayinlanmis

anketler ve iktisadi veriler kullanilabilir (Bolt, 1994).

3. Talep Tahmin Donemlerinin Belirlenmesi: Talep tahmin sonuglarinin kullanilma
amaci ile dénem uzunluklari arasinda yakin bir iliski vardir. Ornegin, aylik yapilan talep
tahminlerinin yillik talep tahmininde kullanilmasi biiyiik 6l¢iide yaniltict sonuglar meydana
getirebilir (Tekin, 1996).

4. Tahmin Yonteminin Sec¢imi: Talep tahmin ydntemleri olarak Nitel ve Nicel
yontemler kullanilabilir. Nicel yontemlerin temeli istatiksel ve matematiksel verilere dayanr.
Nitel yontemler ise matematiksel ve istatistiksel veriler yerine daha c¢ok tecriibelere,
gozlemlere kisisel yargilara ve hislere dayanan yontemlerdir. ideal olan talep tahmini yontemi

ise Nitel ve Nicel yontemlerin birlikte kullanilmasidir (Bolt, 1994).

5. Tahmin Sonuglarinin Dogrulugunun Olgiilmesi: Tahmin yapildiktan sonra elde
edilen sonuglarin gergeklesen sonuglarla arasindaki iligkinin incelenmesi gerekmektedir.
Hesaplanan iliski oraninda sapma yiiksek ise, uygulanan yontemin uygunlugu ve verilerin
dogrulugu kontrol edilmelidir (Tekin, 1996).

2.3. Talep Tahmin Yoéntemleri

Mal ve hizmet ¢esitliligi cok fazladir. Bununla birlikte bu mal ve hizmeti talep eden
misterilerin tutumlart da farklidir. Bu yiizden tek bir talep tahmin yonteminden bahsetmek
dogru olmayacaktir. Talep tahmininde kullanilan yontemler temel olarak Nitel yontemler ve

Nicel yontemler olmak iizere ikiye ayrilir (Bolt, 1994).
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Nitel yontemler genellikle uzman kisilerin goriislerine dayanirken, nicel yontemler
matematiksel ve istatistiksel hesaplamalara dayanmaktadir. Bu iki yontemin yetersiz kaldigi

durumlarda, yapay zeka tabanli yontemler kullanilmaktadir (Sar1, 2016).

2.3.1. Nitel Tahmin Yontemleri

Verilere dayanarak matematiksel ve istatistiksel yontemler yerine daha ¢ok hissi ve
kisisel yargilar1 temel alarak yapilan tahminlerdir. Nitel tahmin yontemi bilimsel verilere

dayanmamasi nedeniyle tahmin performansi diger yontemlere gére daha diisiiktiir (Olgun,

2009).

Nitel tahmin yontemlerinden literatiirde en ¢ok tercih edilenlerden bazilarini asagida
stralanmistir. Bunlar uzman goriislerinin esas alinmasi, kilit personel karari, anket yontemi,

delphi teknigi ve senaryo analizidir.

2.3.1.1. Uzman Goriislerinin Esas Alinmasi

Tahmin yapilmak istenen konu iizerinde muhasebe, satin alma, iiretim ve planlama,
yonetim kurulu gibi departmanlardaki idari gorevlilerin ve yoneticilerin tecriibelerine,
bilgilerine ve sezgilerine dayanarak yapilan tahmin yontemleridir. Zamanin kisith oldugu
cabuk karar verilmesi istenen zamanlarda bu yontem kullanilabilir. Bu sayede verilerle analiz
yapmak i¢in harcanan zamandan tasarruf edilebilir. Uzman goriislerinin esas alinmasi yontemi
diger yontemlere gore basit, uygulanmasi kolay ve diisiik maliyetli oldugu i¢in daha avantajl
oldugu diisiiniilebilir ancak sadece kisisel goriislere dayali oldugundan yanlis sonuglara varma

olasilig1 diger yontemlere gore daha yliksektir (Kogkaya, 2016).

2.3.1.2. Kilit Personelin Karan

Isletme igerisindeki satis ve pazarlama departmaninda ¢alisan personelin tecriibelerine
dayanarak yapilan bu tahminler, isletme yoneticileri tarafindan degerlendirilmekte ve gerekli
oldugunda belli degisiklikler yapilarak son karar verilmektedir. Kilit personel karari

tekniginin avantaji maliyetin diisiik olmasi ve hizli sonug alinmasidir (Heizer vd., 2006).

Talep tahmininde karar merkezi olan kilit personel yani o konu hakkinda uzman
kisinin gorlisii gelecek igin karar vermede kullanilabilir. Tahminin deneyim ve sezgilere
dayaniyor olmasi, karamsar tahminler ile iyimser tahminlerin es deger tutulmasi gibi
sakincalar1 bulunmaktadir. Bu yontemin avantajlar ise; maliyetinin diisiik olmas1 ve hizli

sonu¢ alinabilmesidir.
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2.3.1.3. Anket Yontemi

Hedeflenen miisterilere uygulanan anket yontemi genellikle yeni bir iiriin veya hizmet
pazara sunulurken ya da mevcut iiriin veya hizmet i¢in degisiklik, yenileme gibi ¢alismalar
yapildiginda yeni iriin veya hizmete olusacak talebin tahmin edilmesi i¢in kullanilan

yontemdir.

Anket yoluyla genis kitlelere ulasarak, arastirmayr biiyiik gruplara uygulamak daha
basittir. Anket yontemi harcanacak para, zaman ve enerji bakimindan arastirmaciya avantaj
saglar. Ancak bu teknik ¢ok giivenilir degildir. Anketler yoluyla ayrintili bilgi edinme kolay
olmamaktadir. Anket uygulanan Kisilerin sorular1 ayni sekilde anlayamamalari veya verdikleri
cevaplarda dogru olmamalar1 ve rastgele cevaplar vermeleri yontemin dezavantajlart
arasindadir.  Arastirmacilarin - bu  durumlart  kontrol etme imkadm1i da ¢ogunlukla

bulunmamaktadir (Sari, 2016).

2.3.1.4. Delphi Teknigi

Delphi teknigi, bir iiriine ya da hizmete ait ileriki donemlerde gerceklesmesi beklenen
talebi tahmin etmek i¢in yiiz yiize gorismeler gergeklestirmeden uzman kisiler tarafindan
belirlenmesine olanak veren bir yontemdir. Bu yontem uygulanacak anket formlarinin uzman
kisilere gonderilip feedback ile grupta yer alan kisilerin ortak bir fikirde birlesmelerini
saglamaktadir (Seaton ve Bennet, 1996).

Delphi teknigi 3 temel oOzellige sahiptir. Bunlardan ilki katilimcilarin gizli
tutulmasidir. Gizliligin amaci birbirinden etkilenen fikirlerin istenmemesidir. ikinci 6zellik ise
grup katilimcilarinin tepkilerinin istatistiksel analizidir. Anketler yapildiktan sonra analizi
yapilir. Uglincii  6zellikse kontrollii geri beslemedir. Anketlerin analiz sonuglarinin
katilimeilar ile paylagarak grup iyelerinin tiimiiniin ortak bir goriis birligine varmalarimni

saglamaktir.

2.3.1.5. Senaryo Analizi

Senaryo analizi geleneksel tahmin yontemlerinden farkli olarak alternatif senaryolar
ortaya koymakta ve matematiksel yontemlerin disinda kaldigi konular1 ve nitel arastirmalari
da icine almaktadir. Senaryolar, gelecekte olabilecek gelismeleri dikkate alarak daha net bir
gorlis acis1 saglayabildigi gibi nelerin olabilecegini veya olanlarin ne oldugunu anlamaya

yardimc1 olmaktadir (Erkut ve Akgiig, 1997).
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Senaryo analizi tahmin yontemi igin sezgisel mantik yaklagimi, egilim etki analizi ve

capraz etki analizi olmak iizere ti¢ farkli yontem kullanilmaktadir.

Bu ii¢ yontem arasindan senaryo analizi i¢in kullanilan en yaygin yontem sezgisel
mantik yaklagimidir. Matematiksel modeller icermediginden esnek ve
tutarli senaryolar iretilebilir. Kullanilan ikinci yontem ise egilim etki analizidir. Bu yontem
nitel faktorler ile geleneksel tahmin yontemleri arasinda bag olusturmaktadir. Kullanilan diger
bir yontem ¢apraz etki analizidir. Senaryo olusturulmasinda hesaba katilan durumlarin birbiri

ile olan iliskilerini analiz i¢erisinde dikkate alir (Senbas, 2020).

2.3.2. Nicel Tahmin Yontemleri

Nicel tahmin yontemleri gegmis donemlerde ger¢eklesen talep miktarlarini temel alan
istatistiksel yontemlerdir. Talebin ger¢eklesmesinde etkili olan faktorlerle talep edilen miktar
arasindaki iliskinin gelecek donemler i¢in de ayni sekilde egilim gosterecegi hipotezine
dayanmaktadir. Istatistiksel metotlarda gecmis donemlere ait veriler incelenir ve bunlar esas
alinarak gelecek donemlere ait talep miktarlar: bulunur. Bu yontemler zaman serileri analizi
ve nedensel yontemler olmak iizere ikiye ayrilir. Kullanilan yontemler; incelenen degiskende
gozlenen gelismelerin analiz edilmesi, veri serisinin dinamik 6zelliklerinin belirlenmesi ve bu
ozelliklerin matematiksel bir fonksiyon ile ifade edilerek gelecege iliskin Ongoriilerin

yapilmasini igermektedir (Yazicioglu, 2010).

2.3.2.1. Nedensel Yontemler

Nedensel yontemlerde talebi etkileyen faktorler ile talep arasinda neden-sonug iliskisi
bulunmaktadir. Nedensel yontemlerde genellikle, bir degiskenin gelecekteki degeri tahmin
edilmesinin disinda, bu degiskeni etkileyen faktorler arasindaki iliskinin agiklanmasina
calisilmaktadir. Bagimli degisken ile iliskisi olan degiskenlerin belirlenmesi ve bu iliskinin bir

matematiksel modelinin bulunmasi amaglanmaktadir (Sar1, 2016).

En ¢ok tercih edilen nedensel yontemler arasinda regresyon analizi ve ekonometrik
modeller bulunur.
Regresyon Analizi

Regresyon analizi genellikle bagimli degiskenler ile bagimsiz degiskenler arasindaki
iliskiyi matematiksel modellerle aciklayarak bu degiskenler arasinda baglanti ya da

baglantilar bulmak olarak tanimlanabilir (Alpar, 2017).
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Regresyon analizi, bagimli degiskenin bir veya birden fazla bagimsiz degisken ile
arasindaki iliskinin matematiksel bir fonksiyon seklinde yazilmasidir. Bu fonksiyona
regresyon denklemi adi verilmektedir. Regresyon denklemi yardimiyla bagimli degisken ile
bagimsiz degiskenler arasindaki iliskiyi kuran parametrelerin degerleri tahmin edilir. Bagimli
degiskeni etkileyen bagimsiz degiskenlerin tahmin edilmesi, bu degisken iizerinde
gelistirilecek plan ve politikalarda hangi degiskenlerin 6nem kazandiginin belirlenmesine
yardime1 olmaktadir. Bu teknik sayesinde, hangi faktorlerde nasil bir degisiklik yapilarak
ilgilenilen degiskende artis veya azalis meydana gelecegi ortaya ¢ikarilabilmektedir (Nezcan,
2011).

Bagimli degisken genellikle Y ile gosterilirken bagimsiz degiskenler genellikle X ile

gosterilir.

Basit Dogrusal Regresyon Analizi: Temeli Y bagimli degiskeni ile tek bir bagimsiz
degisken X arasindaki iligskinin dogrusal bir fonksiyonla ifade edilmesine dayanmaktadir
(Orhunbilge, 2002).

Basit dogrusal regresyon denklemi asagidaki formiil ile gdsterilmistir.
“Y=a+bX+e”

a: Dogrusal fonksiyonun sabiti.

b: Dogrusal fonksiyonun egimi.

X: Regresyon dogrusunun dikey ekseni kestigi nokta.

e: Hata terimi

Regresyon katsayisi, bagimsiz degiskendeki bir birimlik artis ya da azalig gosterdigi
durumda bagimli degisken iizerinde, bagimli degisken tiirinden ne kadarlik bir degisme
olusturacagimi gostermektedir. Regresyon katsayisinin isareti pozitif ise bagimsiz degisken
bir birim artirildiginda bagimli degisken “b” kadar artmaktadir. Regresyon katsayisinin isareti
negatif ise bagimsiz degisken bir birim artirildiginda bagimli degisken “b” kadar azalmaktadir

(Orhunbilge, 2002).

Coklu Dogrusal Regresyon Analizi: Bagimli bir degiskeni tek bir bagimsiz degiskenle
aciklamak her zaman miimkiin degildir. Isletmecilik ve ekonomi alanlarinda bu durumla
cokea karsilasilmaktadir. Ciinkii ekonomik degiskenler karmasik degiskenlerdir. Birden fazla
ekonomik degisken bir araya gelerek bir degiskeni etkileyebildikleri gibi birbirlerini de

etkileyebilmektedirler. Boyle durumlarda basit dogrusal regresyon analizi kullanilamaz.
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Birden fazla bagimsiz degiskenli analize ise c¢oklu regresyon analizi denilmektedir

(Orhunbilge, 2002).
Coklu dogrusal regresyon denklemi formiil asagida verilmistir.
Y=a+b X +b,X? ... +b,X"+e
y: Bagimli degisken
x1, x2, ..., xk : Bagimsiz degiskenler

e: Tahmin hatasi

Ekonometrik Modeller
Talep tahmininde yeterli istatistiksel veri saglandigi zaman ekonometrik modeller,

tahmin yapmak igin en giivenilir yontemdir.

Talep tahmini i¢in kullanilan ekonometrik modeller basta basit modeller olmak tizere
cok degiskenli karisik modellere kadar genis bir alanda kullanilmaktadir. Talep tahmini igin
kullanilan ¢ok denklemli ve ¢ok bilinmeyenli girdi-¢ikt1 analizi veya dogrusal programlama
gibi ekonometrik modeller mevcuttur. Bu modeller ¢ogu zaman bilgisayar destegi ile
kullanilabilmektedir. Talep tahmini yaparken ekonomik modelleri kullanmak uzmanlik
gerektirmektedir (Ozsoy, 2006).

2.3.2.2. Zaman Serisi Yontemleri

Zaman serisi yontemleri belirli islemler ile gelecege yonelik tahmin yapilmasidir. ilk
olarak ge¢mis donemlere ait veriler incelenir daha sonra belli bir egilim olup olmadigi
belirlenir. Ge¢mis donem verileri zaman sirasia dizilir. Zaman serisi analizinde, bu gegmis
donem verilerinin degisim bi¢imi arastirilir ve bu siireci temsil eden bir model kurulur. Bu

model ile gelecege yonelik talepler tahminleri yapilir (Sari, 2016).

Zaman serileri analizinin uygulama alan1 gok genistir. Istatistik ve ekonomi alanlari bu
alanlarin basinda gelir. Zaman serisini, zaman iginde gozlenen oOlgiimler dizisi olarak
tanimlayabiliriz. Gegmis verilere ait verilere sahipsek zaman serileri yontemleriyle ge¢cmis

verileri kullanarak gelecek yillara ait tahminlerde bulunabiliriz.

Zaman serileri Trend, Mevsimsel Dalgalanmalar, Ekonomik Dalgalanmalar ve
Diizensiz Dalgalanmalar olarak dort ana bilesenden etkilenir. Egilim, bir zaman serisindeki
uzun vadeli bir harekettir. Zaman serileri artabilir, azalabilir veya durabilir. Mevsimsel
farkliliklar, mevsim boyunca bir yil i¢inde hava ve iklim kosullar1 gibi dalgalanmalardir.

Diizensiz veya rastgele degiskenler, zaman ic¢inde tekrar etmeyen ve diizenli olmayan
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beklenmedik etkilerden kaynaklanir. Beklenmeyen etkiler savas, grev, deprem veya sel
olabilir (Senbas, 2020).
Mekanik Yontemi
Uygulamasi basit talep tahmin yontemlerindendir. Tahmin yapmakla beraber yapilan
tahminin stlinliigiinlin tespitinde de kullanilmaktadir. Mekanik ydnteminde olusturulan
modeller, eldeki en son gozlem degerinin bir sonraki donem i¢in en iyi girdi degeri olarak

alinabilecegi varsayan modellerdir (Cuhadar vd., 2009).
Formiilii;
yt+1: “t+1 donemindeki tahmini degeri”,
yt: “t donemindeki deger”,

yt— yt—1: “bir 6nceki donemle t donemi ile degerleri arasindaki fark”
Trend Analizi
Trend analizi, gegmis donem isletme satiglarin1 kullanarak gelecege dair satis
miktarlari tizerine tahmin yapilmasina dayanir. Gegmiste var olan tiim kosullarin gelecekte de

ayni olmasi durumunda, yontem oldukga saglikli sonuglar verir (Meydan, 2007).
Trend analizi gergeklestirmede dort farkli yontem kullanilir. Bunlar:
1) Elle ¢izme yontemi.
2) Yarim ortalama yontemi.
3) Hareketli ortalama yontemi.
4) En kiiciik kareler yontemi.

Elle Cizme Yontemi: Saptanmis iKi nokta arasinda bir egri veya dogru cizilmesi ile
uygulanir. Egri ya da dogru ¢izilirken, noktalarin ¢izilen egrinin iki yaninda ayni oranda
dagilim gosterecek sekilde olmasina dikkat edilir ve ¢izilen egriye iliskin esitlik hesaplanir.
Yontemi uygulayan Kkisiler birbirlerinden farkli c¢izimler yapabilecegi icin yontemde

farkliliklar meydana gelebilir. Elle ¢izme yontemi basit ve hizlidir (Meydan, 2007).

Yarim Ortalama Yontemi: Incelenen zaman serisi iki esit pargaya ayrilir. Bu iki
parcaya ayrilan zaman serilerinde her iki par¢a igin aritmetik ortalamasi hesaplanir.
Sonrasinda hesaplanan aritmetik ortalamalarin dogrusu ¢izilir. Bunlarin yaninda, serinin
elemanlarinin toplami tek say1 ise ortadaki veri dikkate alinmaz, ¢ift say1 ise sistem tam olarak

ikiye ayrilarak islem yapilir. Bu yontemde trendin dogrusal oldugunu varsayilmaktadir ve
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serinin her iki kismina da mevsimsel dalgalanmalarin ayn1 sekilde oldugunu varsaymaktadir.

Ama bu varsayim her zaman gegerli degildir (Meydan, 2007).

Hareketli Ortalamalar Y o6ntemi: Ekonomik dalgalanmalardan etkilenmek istenilmedigi
durumlarda zaman serisi i¢in uygun yontem hareketli ortalamalar yontemidir. Hareketli
ortalamalar yonteminde dalganin uzunlugu ile uzunluklarin degiskenligi Onemlidir.

Uzunluklar sabit olmadigi durumlarda diger yontemler tercih edilebilir (Meydan, 2007).

En Kiiciik Kareler Yontemi: En kiiciik kareler yontemi hata kareleri minimum yapmak
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tizerine kuruludur. Yani en kiiciikk kareler yontemi hata payr olan “€”’yi minimum yapan

yontemdir. Asagidaki formiilden bulunabilir.

S=YL,ef=N (i — 91)?

Bu fonksiyonun minimum yapilmasi igin “o” ve “B” parametrelerine goére kismi

tiirevlerinin alinmast ve bunlarin 0’a esitlenmesi gerekir. Kismi tiirevler alindiktan sonra

asagidaki denklemler elde edilir (Kilig, 2015).

2yi=aN+pYx;

Y xiyi=ay xi+ B Y x?

Bu denklemlere ‘normal denklemler’ denir. Normal denklemler yardimiyla o ve 3
degerleri bulunduktan sonra “y=o+BX” denkleminde yerine yazilarak, istenen regresyon
denklemi elde edilmis olur (Kilig, 2015).

Hareketli Ortalamalar Yontemi

Talepte meydana gelen mevsimsel dalgalanmalar1 inceleyerek mevsimsel
dalgalanmalarin talep tizerindeki etkisi Ogrenilmek istendigi zaman hareketli ortalama
yontemi kullanilabilir. Gegmis donem satis verileri incelenir ve satiglarin zamanla olusturdugu
satig egilimi bulunur. Egilim dogrusundan faydalanarak gelecek donem talep tahmini yapilir.
Hareketli ortalamalar yontemine gore 3, 4, 6 ve 12 aylik ortalamalar kullanilarak
hesaplamalar yapilabilir. En ¢ok kullanilan ortalama 3 aylik olanlardir (Tekin, 1996).

Yonteme hareketli ortalama denmesinin nedeni ise zaman serisine eklenen her yeni
deger ile yeni bir ortalamanin hesaplanabilmesi ve bunun tahmin olarak kullanilabilecek
olmasidir. Hareketli ortalamalar yontemi {i¢ grupta incelenebilmektedir. Bunlar basit, agirlikli

ve ¢ift hareketli ortalamalardir (Olgun, 2009).

Basit Hareketli Ortalama: Basit hareketli ortalama yonteminde, son gozlem verilerinin
bir miktar1 hareketli ortalamaya dahil edilir ve bu gozlem verilerinin ortalamasi alinarak bir

sonraki donem tahmin edilmeye ¢aligilir (Olgun, 2009).
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Agirlikli Hareketli Ortalama: Basit hareketli ortalama yonteminde belirli gozlem
verilerinin ortalamalar1 alinirken veriler esit agirlik verilmekteydi fakat agirlikli hareketli
ortalama yonteminde her doneme farkli agirliklar verilir. Gozlenen verilerin toplami,
belirlenen agirliklarla carpilir ve ortalama alinirken gozlem sayisina degil, agirliklar

toplamina boliiniir (Olgun, 2009).

Cift Hareketli Ortalama: Segilen verilerin birinci veya ikinci dereceden polinom sekli
olusturdugu trendlerde basit veya agirlikli ortalama yontemleri ise yaramayabilir. Gézlenen
veriler bir trend olusturdugu zaman tahmin edilen degerler, gergeklesen degerleri gecikmeli
olarak takip etmektedir. Elde bulunan zaman serisi, boyle bir trende sahipse ¢ift hareketli
ortalama tahmin yontemi olarak kullanilabilir. Bu yontem, adindan da anlasildig: gibi bir seri
icin hareketli ortalamanin hesaplanmasinin ardindan birinci serinin hareketli ortalamasi olarak
ikinci bir serinin hesaplanmasi temeline dayanmaktadir (Olgun, 2009).

Ustel Diizeltme Yontemi

Uzun bir siiredir kullanilan tistel diizeltme yontemi gliniimiizde pratik oldugu i¢in hala
kullanilan tahmin yontemlerinden biridir. Cok fazla tercih edilen yontemlerden biri olmasinin
nedenleri arasinda yontemin agik ve anlasilir olmasi, seffaf olmasi ve birgok farkli duruma
uyum saglama yetenegidir. Ustel diizeltme yonteminin temel bilesenleri hata, egilim ve

mevsimsellik degiskenleridir.

Yontemin caligma prensibi, yeni gozlemlerin eski gozlemlere gore daha Onemli
olmasidir. Ustel diizeltme yontemi, iistel olarak azalan, agirhikli olarak hareketli ortalama
verilerini kullanir. Bu temel fikirden yola ¢ikarak iistel diizeltme farkli bilesenlerin
modellemesini gelistirmektedir. Bu farkli bilesenler; mevsimsel degisimler, egilimler ya da
serilerin uzun vadeli degisimi, tespit edilen periyotlarda serilerdeki tekrarlayan bilesenler ya
da tahmin edilemeyen diger bilesenler gibi geri kalan degiskenlerdir. Yonteme ait bilesenler,
mevcut kosulun siiresi ve biiyiimesinin kombinasyonudur. Zamana bagli olarak farklilik
gosteren degiskenlere sahip olan ve regresyon egrisi ya da dogrusuna donme potansiyeli
bulunmadigi icin birden ¢ok regresyon egrisi ile agiklanabilen serilere stokastik egilime sahip
seriler denilir. Ustel diizeltme yontemi hem deterministik hem de stokastik trende sahip olan

tiim serilere uygulanabilmektedir (Yagimli ve Ergin, 2017).

Ustel diizlestirme yontemi, temelde dort farkli yontemden olusmaktadir. Bu

yontemler;
eBasit (Tekli) Ustel Diizeltme.

e Brown’un Tek Parametreli Dogrusal Ustel Diizeltmesi Ydntemi.
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e Holt’un iki Parametreli Dogrusal Ustel Diizeltmesi Y éntemi.
eWinters Mevsimsel Ustel Diizeltme Y &ntemi.

Holt Ustel Diizeltme Metodu; mevsimsel dalgalanmalarin olmadig: verilerin
tahminleri i¢in kullamilan bir ydntemdir. Winters Ustel Diizeltme Yontemi ise trend ve
mevsimsel dalgalanmaya sahip zaman serileri degerlendirmeye alir. Basit iistel diizeltme
yonteminde ise herhangi bir trend ya da mevsimsel dalgalanma yasanmamis, sadece bir
ortalama seviye diizeyinde degisim gosteren serilere uygulanir.  Basit iistel diizeltme metodu
ise zaman serisi verilerindeki degisimleri azaltmak i¢in kullanilan piiriizsiizlestirme teknikleri
arasinda ¢ok popiiler, pratik ve genel kabul goren bir yontemdir. Bu yontemde, bir zaman
serisine bagli olarak elde edilen verilerin, esit zaman araliklar1 ele alinarak ortaya ¢ikan
fiziksel veya finansal olarak, zaman igerisindeki siralamalari basitge tanimlanabilir (Yagimli
ve Ergin, 2017). Brown’un Tek Parametreli Dogrusal Ustel Diizeltme yontemi ise zaman
serisi trend gosterip mevsimsel dalgalanma gostermediginde kullanilmaktadr.

Box-Jenkins Yontemi

Bu yontem tek degiskenli zaman serilerinde dogru tahmin modelinin se¢ilmesinde
siklikla kullanilmaktadir. Box-Jeskins yontemi kisa donem igin yapilan tahminlerde
basarilidir. Yontemin uygulandigi zaman Serisinin esit zamanlarda gozlenen degerlerden
olusan kesikli ve duragan bir seri olmasi, bu yontemin 6énemli bir varsayimini olusturmaktadir

(Ilhan, 2015).

Box-Jenkins yontemi, tiim modeller arasindan uygun bir modeli belirleyebilmek igin
dort basamaktan olusan tekrarlamali bir yaklagimi tercih etmektedir. Bu basamaklar;
belirleme, parametre tahminleri, uygunluk testleri ve gelecege yonelik tahmin seklindedir.
Belirlenen modelin yeterli olmamasi durumunda siire¢, orijinal modeli gelistirmek adina
olusturulan bir model kullanilarak tekrar eder. Tatmin edici bir model elde edilene degin bu

stirec tekrar ettirilmektedir (Cuhadar vd., 2009).

2.3.3. Yapay Zeka Tabanh Yoéntemler

Yapay zeka, insanin diisiinme sistemini anlamak ve insan beyni gibi diisiinebilen
bilgisayar islemlerini gelistirme olarak tanimlanabilmektedir. Diger bir tanima gore, insana
Ozgii olan algilama, gérme, diigiinme, karar verme, 6grenme gibi Ozelliklere sahip olan

bilgisayarlardir (Sar1, 2016).

Yapay zecka, bilgisayar ve benzeri insan yapimi araglart kullanarak insanlar ve

hayvanlar gibi dogal sistemleri taklit etmek i¢in gelistirilen yontemlerdir. Bu yontem, kesin
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olmayan belirsiz bilgiler basta olmak iizere diger bilgilerinde bilgisayar hafizasinda
depolanmasi ve bu bilgilerden otomatik olarak ¢ikarimlar yapilmasi amactyla bilginin nasil
temsil edilebilecegini anlamayi icermektedir. Ayrica depolanan bilgileri kullanarak kararlarin
nasil aliabilecegin ve eylem planlarinin nasil olusturulabilecegi i¢ermektedir. Bunlarin
yaninda verilen 6rnek veriden 6grenerek ya da insan uzmanlari sorgulayarak karsiliginda
bilgisayarda islenebilir bilginin nasil olusabilecegini anlamay1 da igermektedir. (Borgelt ve
Kruse, 2002).

Yapay zeka tabanli yontemler 6zellikle diger yontemlerin yeterli olmadigi karmasik
problemlerin ¢6ziimiinde kullanilan giiclii yontemler olarak ortaya ¢ikmaktadir. Literatiirde
cesitli yapay zeka algoritmalari, talep tahmini amaciyla kullanilmistir. Bunlar arasinda en ¢ok
kullanilan yontemler yapay sinir aglari, bulanik mantik ve genetik algoritmalardir. Bu
yontemler yapisal olarak nicel yontemler olabilecegi gibi uzman goriislerinin  de

degerlendirilmeye katilmasini saglayan yontemler de mevcuttur (Olgun,2009).

2.3.3.1. Yapay Sinir Aglari

Yapay sinir aglari, yapay zekd tabanli yontemler arasinda en c¢ok kullanilan
yontemlerin basinda gelmektedir. Yapay sinir aglari verilen 6rneklerden 6grenebilme ve bu
sayede genelleme yapabildigi i¢in YSA esnek ve gii¢lii araglardir. 3. bolimde yapay sinir

aglar1 konusu ayrintili olarak islenecektir.

Talep tahmininde yapay sinir aglari yontemlerinin adimlar ile diger geleneksel tahmin

yontemlerinin adimlarinin kiyaslanmasi asagida Sekil 2.1°de gosterilmistir.
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Sekil 2.1 Yapay Sinir Aglar1 Yontemi ve Geleneksel Yontemlerle Talep Tahmini Adimlart

Kaynak: (Denton, 1995)

2.3.3.2. Bulanik Mantik

Bulanik mantik kavramim ilk kez 1965 yilinda Zadeh tarafindan yapilan calismalar
sonucu ortaya ¢ikmistir. Zadeh yaptigi ¢alismalarda, girdi verilerinin farkli kiimelerdeki
farkli iyelik derecelerinden bahsetmis ve girdinin ¢iktiya doniisiimiiniin bu kiimeler
araciligryla yapilabileceginden soz etmistir. Bulanik mantik yontemi daha ¢ok deneyimlere
dayanan verileri veya sayisal olarak ifadesi zor olan verilerin yorumlanmasinda sikca
kullanilmaktadir (Yazicioglu, 2010).

Bir kavrami agiklayan, bir amaci aktaran veya bir sistemi tanitan ifadelerdeki
belirsizligi veya kesin olmama durumuna bulaniklik denir. insanlarin zihinsel boyuttaki
algilama diizeylerinin farkliliklari, 6znel davraniglari, ifade ve amaglarindaki belirsizlikler

bulaniklik kavrami ile agiklanabilmektedir (Aikeshan, 2014).

Bulanik mantik klasik mantiktan oldukga farklidir. Klasik mantik, sadece 0 ve 1

degerlerini alir. Ornegin evet/hayir, iyi/kotii gibi degerleri almaz. Bulanik mantik ise bulanik



27

kiimelerdeki iiyelik dereceleri 0 ve 1 dahil olmak {izere sonsuz degerler almaktadir. Ornegin,

az/cok, orta/uzun, 0-1 degerleri yerine ara degerleri 0.3-0.6 kullanarak islem yapar.

BULANIK KURAL TABANI
GIRIS CIKIS
VERILER] VERILER]
e —— D1 L ANIKLASTIRICI DURULASTIRICI
\ 4
BULANIK CIKARIM

BULANIE MOTORU BULANIK

GIRIS ) CIKIS

KUMELERI KUMELER{

Sekil 2.2 Genel Bulanik Mantik Yapisi

Kaynak: (Giines ve Incekirik, 2016)

2.3.3.3. Genetik Algoritma

Genetik Algoritma ilk olarak 1970’lerin baslarinda ortaya ¢ikmistir. 1975’te John
Holland’in makine Ogrenmesi Tlzerine yaptigi calismalarda canlilardaki evrimden ve
degisimden etkilenerek, bu genetik evrim siirecini bilgisayar ortamina aktarmasi ve bdylece
bir tek mekanik yapinin 6grenme yetenegini gelistirmek yerine, ¢cok sayidaki bdyle yapilarin
tamamin “giftlesme, ¢ogalma, degisim...” gibi genetik siiregler sonunda iistiin yeni bireylerin
elde edilebilecegini gosteren ¢alismasindan c¢ikan sonuglarin yayinlanmasindan sonra

gelistirdigi yontemin ad1 “Genetik Algoritmalar” olarak taninmustir (Karasoy ve Balli, 2016).

Genetik algoritmalarin amaci, geleneksel olan yontemlerle ¢oziimii ¢ok zor veya

imkansiz olan problemleri sanal ortamda evrimden gegirerek en iyi ¢oziimii elde etmektir.

Genetik algoritmalar, bir ¢6ziim uzayindaki her noktayr kromozom adi verilen ikili bit
dizisi ile kodlamaktadir. Her noktanin bir uygunluk degeri bulunmaktadir. Tek bir nokta
yerine genetik algoritmalar bir popiilasyon olarak noktalar kiimesini muhafaza etmektedir.
Her kusakta genetik algoritma, ¢aprazlama ve mutasyon gibi genetik faktorleri kullanarak

yeni bir popiilasyon olusturur (Emel ve Taskin, 2002).
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Jenerasyon = Jenerasyon + 1 Caprazlama
{Crossover)

Islemini Gerceklestir

Mutasyon
Islemini Gergeklestir

|

Sekil 2.3 Genetik Algoritma Akis Diyagrami

Kaynak: (Kog vd., 2017)

2.4.  Talep Tahmininin Dogrulugu ve Yontem Secimi

Tahmin yontemlerinden higbiri %100 dogru degeri veremez. Zaten gelecekte olacak
talep %100 biliyorsa bu da tahmin olmaz. Bu sebeple yapilan biitiin tahminlerde belirli bir
hata pay1 vardir. Cesitli tahmin modelleri arasinda birini segme siirecinde en yaygin kabul
goren kriterlerden biri de modelin verilere uyum gdstermesi, modelin 6ngorii basarisinin
yiiksek olmasidir. Modellerin 6ngorii basarilarinin karsilastirilmasi amaciyla gesitli kriterler
mevcuttur. Bu kriterlerden en 6nemlisi, tahmin dogrulugudur. Tahmin yénteminin dogrulugu,
tahmin edilen hatalarin analiz edilmesiyle 6l¢iiliir. Tahmin hatasi, gézlenen gercek degerler ile

tahmin edilen degerler arasindaki farktir (Sar1, 2016).
Tahmin hatas1 agsagidaki sekilde hesaplanabilir:
Hata = Gergeklesen Talep-Tahmini Talep
he=Ge - Ty

G, gozlenen gercek deger
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T;, modelin iirettigi deger
h; degeri ise tahmin hatasini1 géstermektedir.

Tahmin hatasinin hesaplanmasmin temel amaci tahmin hatasi sonuglarna gore

kullanilan talep tahmin yontemleri arasinda kiyaslama yapabilmektir.

En ¢ok kullanilan tahmin dogrulugu 6lgme yontemleri asagidaki gosterilmektedir.

Mutlak Hata: |hel = 1G, — Tl
Ortalama Mutlak Hata: 2 ol

n
Hata Kareleri Toplamu: > h?

Hata Kareleri Ortalamast: %Z?zl h?

Tahmin yapilma asamasinda elde edilen verilerin dogru tahmin yoOntemi ile
kullanilmasi tahmin siirecinin en 6nemli asamalarinda birisidir. Bu nedenle var olan veriler ne

kadar anlamli olursa olsun eger yontem yanlis secilirse hatali sonuglar verecektir (Korkut,

2019).

2.5. Tedarik Zincirinde Talep Tahmini

Tedarik zincirinde talep yonetiminde, talep tahmini olduk¢a 6nemli bir konuyu
olusturmaktadir. Isletmeler dogru bir sekilde talep tahminini gergeklestirerek, iiriinlerin ne
kadarlik kisminin stokta tutulacagina ne kadarlik kisminin siparigleri karsilamak ig¢in

ayrilacagini belirlemektedir (Chopra ve Meindil, 2007).

Tedarik zinciri yonetiminde talebin dogru tahmin edilmesi oncelikle stok agisindan
cok Onemlidir. Talep tahminin yanlis yapilmasi, ¢ok fazla stok olusmasina ya da eksik
stoklarin ortaya ¢ikmasina sebep olacaktir. Fazla stok olusmasi durumunda, ek olarak emniyet
stoklar1 da distintildiginde stok maliyetlerinde artiglara sebep olacaktir. Eksik stok
durumunda ise iriin planlanan zamanda islenemeyecektir. Talep tahminin dogru bir sekilde

yapilmas1 durumunda ise emniyet stoklarina gerek kalmayacaktir (Olgun, 2009).

Tedarik zincirinde talep tahmini yapilirken, tiim tedarik zinciri yonetim ag1 tiyelerinin
ortak bir talep tahmini planlamasi uygulamas1 gerekmektedir. Ornegin bir tedarik zinciri
aginda perakendeci bir isletme yaptigi promosyonlar1 esas alarak bir tahmin yaptiginda,

iretici yapilan tahminden haberdar olmazsa bu durum {reticinin dogru iiretim plani
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gerceklestirememesine neden olmaktadir. Boyle bir durumda arz ve talep arasinda uyusmazlik

olmakta ve kotii miisteri hizmeti ortaya ¢ikmaktadir (Chopra ve Meindil, 2007).
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UCUNCU BOLUM
YAPAY SiNiR AGLARI iLE TALEP TAHMINi

3.1.  Yapay Sinir Aglarimin Tanimi

Yapay sinir aglar1 (YSA) temelde, insan beyni igerisindeki sinirlerin ¢aligmasini taklit
ederek insan beyninin 6zeliklerinden 6grenme, kesfetme, genelleme yapma, hatirlama gibi
yetenekleri yardim almadan gergeklestirmeyi amaglayan bir bilgi isleme algoritmalaridir
(Oztiirk ve Sahin, 2018).

Literatiirde ise YSA’nin daha genis ve farkli tanimlart mevcuttur.

YSA, tecriibeye dayanan bilgiyi depolamaya ve bu bilgiyi kullanima sunmaya yonelik
dogal bir egilim i¢inde olan dagitilmig bir islemcidir. YSA, insan beynine iki yonden
benzemektedir. Bilgi, ag tarafindan bir 6grenme siireci ile elde edilmektedir. Sinir hiicreleri
arasinda snaptik agirliklar olarak adlandirilan baglar bilgiyi depolamakta kullanilmaktadir

(Haykin, 1999).

YSA, insan beyninin temel unsuru olan ndronlara benzetilen yapay islem
elemanlarinin farkli yapilarda ve ag modelleriyle birbirine baglanmasiyla olusan karmasik
sistemlerdir. Bir YSA, birbiriyle etkilesim i¢inde olan ¢ok sayida yapay néronun birbirine

paralel olarak bagli hiyerarsik organizasyonudur (Celik, 2003).

YSA’lar, insan beyninin ¢aligma prensibinden esinlenerek gelistirilmistir. Birbiriyle
paralel ¢alisan, birbirine bilgi gonderen ve bilgi alan organizasyondan olugsmaktadir. Problem
¢ozmek icin kullanilan yapay sinir hiicreleri birbirine ag seklinde baglanmistir. Hiicreler
arasindaki bilgi akis1 baglanti degerleri ve iliskilerle gosterilmektedir. Sistemin 6grenme

yetenegi ve zeki davranisi, baglanti degerlerinin kullanilmasiyla saglanir (Karahan, 2011).

Yapay sinir aglari, insanlarin kesfetme, yeni bilgiler 6grenme ve bilgileri ¢ogaltma
gibi ozelliklerinin bilgisayar sistemine uyarlanmasidir. Insan beynine 6zgii olan bu
yetenekleri geleneksel programlama yontemleri ile gerceklestirmek ¢ok zordur. Bu yiizden
YSA, programlamasi ¢ok zor olan olaylar i¢in gelistirilmis uyarlayici bilgi isleme ile ilgilenen

bir analiz ve modelleme teknigidir (Oztemel, 2006).
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3.2.  Yapay Sinir Aglarimin Tarihcesi

Yapay Sinir Aglar1 tarihte ilk kez 1943 yilinda sinir hastalilar1 doktoru Warren
McCulloch ile matematik¢i Walter Pitts tarafindan yayinlanan “Sinir Aktivitesinde
Disiincelere Ait Bir Mantiksal Hesap” adli makale ile ortaya ¢ikmistir. YSA’lar insan sinir
sistemi yapisinin bilgisayar lizerinde taklit edilmesidir. Baska bir ifadeyle bilgisayarda
olusturulan yapay bir sinir ag1 ile verilerin egitilmesi ve 6grenme siirecidir (McCulloch ve

Pitts, 1943).

Gergek anlamda ilk ¢alismalar 1900 yillarin basinda sinir hiicrelerinin varliginin
kanitlanmasi ile baslamistir. 1950 yillarina gelindiginde teknolojinin gelismesiyle birlikte
bilgisayar sistemlerinin gelismesi ile birlikte sinir hiicrelerinin matematiksel yontemler ile
hesaplanabilecegi ortaya atilmistir. Bunu en iyi agiklayan teori ise Walter ve McCulloch
beraber olusturduklar1 sinir hiicrelerine ait mantiksal hesap teorisidir. ilerleyen siirecte bu
teoriye ek olarak Ogrenme algoritmalar gelistirilmistir. Ik zamanlarda tek katmanl
problemlerin ¢6ziimii i¢in kullanilirken bir siire sonra bunun c¢oéziimlemelerde yetersiz
kaldiginin farkima varilmistir. Bu nedenle daha karmagsik problemlerin ¢oziimil icin ¢ok
katmanli problemlerin ¢6ziimii i¢in caligmalar yapilmaya baslanmistir. 1980°li yillara

gelindiginde ise ¢ok katmanli algilayicilar gelistirilerek ilerlemistir (Oztemel, 2006).

Oztemel (2006), yapay sinir aglariyla ilgili calismalar1 1970 6ncesi ve sonrasi olarak
ikiye ayirmigtir. 1970 yilinda YSA’nda 6nemli bir déniim noktasi baglamis ve o zamana kadar

olmaz diye diisiiniilen bir¢ok sorun ¢oziilerek yeni bir siire¢ basladigini belirtmistir.

1990’11 yillardan itibaren bir¢ok calisma ve uygulama gelistirilmistir. Ozellikle yapay
sinir aglarmi egitmek i¢in gerekli stireleri kisaltmak, yeni ve daha verimli &grenme
algoritmalar1 gelistirmek, zamana bagl olarak degisen modellere karsilik verebilen aglar ve
silikon sinir aglar1 gelistirmek, yapilan arastirmalarin en 6nemli amaclarint olusturmustur

(Yiicesoy, 2011).

Giintimiizde ise yapay sinir aglari, diger yapay zeka tahmin ydntemlerinden olan
bulanik mantik ve genetik algoritma ile birlikte daha etkili ¢oziimler sunmaktadir.

Simiflandirma, tahmin Ve Oriintii tanima gibi konularda siklikla YSA kullanilmaktadir.

3.3.  Yapay Sinir Aglarinin Genel Ozellikleri

Yapay sinir aglar1 da diger modeller gibi kendine 6zgii 6zellikler bulundurmaktadir.

Bu ozellikler arasinda hata toleransina sahip olma, genelleme yapabilme ve 6grenebilir olusu,
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dogrusal olmayan yapilar1t modelleyebilme, birbirinden farkli problemler i¢in uyarlanabilme,
hizli analiz ve tasarim Kolayligi, paralel yapisi yer almaktadir. Yapay sinir aglarmin bu

Ozellikleri giinlimiizde kullanilan diger yontemler yerine kullanilmasini saglamistir.

Yapay sinir aglarinin diger modellere gore bazi farkli o6zellikleri olsa da temel

ozellikleri asagidaki gibi siralanabilir (Oztemel, 2006).

¢ YSA’nin kullanima alinmasi i¢in egitilmesi ve test edilmesi gerekmektedir. Mevcut
ornekler egitim ve test kiimesi olarak iki ayr1 sete ayrilir. Ayrilan setlerden egitim kiimesi ile
ag egitilir ve ag biitiin 6rneklere dogru cevaplar vermeye basladiysa egitim isi tamamlanmis
olarak kabul edilir. Ag daha 6nce hi¢ gérmedigi test kiimesindeki verilere kabul edilebilir bir

Olciide dogru cevaplar veriyorsa agin performansi iyi kabul edilir ve kullanima alinir .
e Goriilmemis ornekler hakkinda bilgi tiretebilir.
¢ Algilamaya yonelik olaylarda kullanilabilirler.

e Sekil (Oriintii) iliskilendirme ve siniflandirma yapabilirler. Bir seklin eksik kalan

kismin1 tamamlayabilirler.
¢ Eksik bilgi ile calisabilirler.
¢ Hata toleransina sahiptir.

e Dereceli bozulma gosterirler. Bir hata ortaya ¢ikinca ag biiyiik bir hata ile birden

bozulmaz.
e Dagitik bellege sahiptir. Bilgi tiim aga yayilmis durumdadir.

e Sadece niimerik bilgi ile ¢aligirlar. Sembolik ifadelerin sayisal karsiliklarinin olmasi

gerekmektedir.

3.4.  Yapay Sinir Aglarimin Avantaj ve Dezavantajlari

YSA’lar yapist geregi sahip oldugu oOzellikler sayesinde bir¢cok avantaja sahiptir.

YSA’nim en 6nemli avantajlari asagida siralanmistir.

1. Yapay sinir aglart sahip oldugu genel 6zelliklerden hizli analiz sayesinde problemi

¢ozmede diger yontemlerine gére zamani ¢ok daha verimli kullanir ¢oziime daha hizli ulasr.

2. Yapay sinir aglarmin en biiyiik avantaji 6grenme kabiliyetinin olmasidir. Verilen
ornekler yardimiyla 6grenir ve siirekli kendisini gelistirir. Yeteri miktarda 6rnek igeren ve

YSA’nm yapisina gore diizenlenmis olan giris ve ¢ikis verilerinin saglanmasi gerekir.
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3. Gergek hayatta problemlerin ¢ogu dogrusal olmayan problemlerden olusmaktadir.
YSA dogrusal olmayan problemlerin ¢oziimiinde diger yontemlere gore ¢ok daha basarili

oldugundan bir¢ok alanda kullanilmaktadir.
4. Yapay sinir aglar farkli degisken ortamlara uyum saglayan esneklige sahiptir.

5. Sekil tanima, genelleme, siniflandirma ve iliskilendirme konularinda giiglii bir
yontemdir. YSA, egitim silirecinin ardindan, egitim kiimesi digindaki veriler i¢in de ¢ikis
verileri Uretir. Test verileri ile bu ¢ikislar test edilir. Eger bu ¢ikis degerleri kabul edilebilir

hata degeri icerisinde ise, YSA genelleme yapabilmektedir (Sar1, 2016).

6. YSA yapist insan beynine benzedigi i¢in deneyimleyerek 6grenir. Deneyimleyip

ogrendikleri sayesinde genelleme yaparak sonug ¢ikartabilir.

7. YSA, sisteme yeni bilgilerin eklenmesi ve sistemde degisikliklerin olmasi

durumunda tekrar egitilebilir.

8. Yapay sinir aglar eksik bilgi ile calisabilmektedir. Ayrica belirsiz ve ulasilamayan

bilgiler i¢inde sonug ¢ikartabilir.

9. Yapay sinir aglar1 hata toleransina sahip oldugu i¢in agin herhangi bir hiicresinin
bozulmasi agin timiinii etkilememektedir. Ancak agin bozuk olan hiicresinin etkisine gore,

agin performansinda azalma olusabilmektedir (Sar1, 2016).

10. Yapay sinir aglar1 paralel calisabildikleri i¢in daha hizli ve giivenilir olmasi dogru

sonuglar dogurmaktadir.
Y SA’larin belirtilen avantajlarinin yaninda bazi dezavantajlari da vardir.

1. Yapay sinir agmin yapisinin olusturulmasinda ve modelin segilmesinde belli bir
kural yoktur. Genellikle deneme yanilma yontemi kullanilarak kullanicinin tecriibesine ve
sezgilerine bagli olarak yapilmaktadir. Bu sekilde yapilmasi problem teskil etmektedir. Ciinkii
problem i¢in uygun bir ag yapist olusturulamaz ise problemin ¢dziimiinden istenen sonug
alimamayabilir ve aga duyulacak giiven azalir (Sari, 2016). Uygun yapay sinir ag1 yapisinin

bulunmasi igin ¢ok fazla test yapilmasi gerekmektedir.

2. YSA’lar uygun ¢oziime her zaman ulagsmayabilir. Bu da modelin sonuglarina olan

giiveni azaltmaktadir.

3. YSA lizerlerinde c¢alisacagt donanima bagimli olarak calisirlar. Paralel islem

yaptiklar i¢in ¢ok hizli ¢alisan paralel islemcilere ihtiyag duyarlar.
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4. Yapay sinir aginin egitiminin ne zaman durdurulacag: ile ilgili net bir yontem

yoktur. Mevcut yontemin siirekli en iyi performansi saglayacagi garanti degildir.
5. Bazi1 aglarda, kullanilacak parametrelerin belirlenmesi ile ilgili bir kural yoktur.

6. YSA modeli igerisinde birden ¢ok Ogrenme kurali bulunmaktadir. Kullanilacak

O6grenme algoritmasinin YSA yapisina uygun olmayabilir ve istenilen sonug¢ alinamaz.

7. Sistem igerisinde agmn davraniglar1 agiklanamaz. Bu durum aga olan giiveni

azaltmaktadir.

3.5.  Yapay Sinir Aglarimin Yapisi ve Elemanlari

Yapay sinir aglari, insan beyninin ¢alismasini temel alarak bilgisayar sistemlerine
aktarip islem yapmaya dayanir. YSA’nin isleyisi insan beyninin isleyisi ile benzemektedir. Bu
nedenle 6nce insan beyninin yapisi ve hiicrelerini tanitip daha sonra yapay sinir aglarinin

olusumu yapisina deginilecektir.

3.5.1. Biyolojik Sinir Hiicresi

Insan beyninin galisma sistemi, giiniimiizde bile tam olarak ¢dziilememis bir yapidir.
Ozellikle, insan viicudunun diger organlarinda yer alan hiicrelerin aksine farkli sekilde
yenilenme 6zelligi bulunmayan beyin insana; hatirlama, diisiinebilme ve eski tecriibelere
basvurabilme yetenegini sunan sinir hiicrelerinin igleme prensibi hala biiyiik oranda
bilinememektedir. Bir insan beyninde ortalama 101° sinir hiicresi ve bu hiicrelerin de 6x101°
dan fazla baglantiya sahip oldugu bilinmektedir. insan beyninin giicii ise; hayli ¢ok olan bu
sinir hiicreleri ve aralarinda bulunan baglantilarin genetik yapilar1 yardimiyla 6grenme

yetenegidir (Yiicesoy, 2011).

Biyolojik sinir aglari, insan beyninin ¢alismasi i¢in en O6nemli yapilardan birisidir.
Insanin biitiin davranislarmi ve gevresini anlamasini saglar. Biyolojik sinir aglar1 bes duyu
organindan gelen bilgiler dogrultusunda gelistirdigi algilama ve anlama mekanizmalarini

caligtirarak olaylar arasindaki iligkileri 6grenmektedir (Gtirsoy, 2012).
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Akson
C Diger hicrenin
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Sekil 3.1 Biyolojik Sinir Hiicresi Yapist
Kaynak: (Dogan, 2012)

Biyolojik sinir hiicresi, beyin merkez olmak {izere li¢ katmandan olusmaktadir. Bu
katmanlar; ¢cevreden gelen sinyalleri elektriksel sinyallere ¢eviren alici sinirler, beynin {irettigi
sinyalleri uygun tepkilere doniistiiren tepki sinirleri ve tepki sinirleri arasinda stirekli ileri geri
besleme yaparak uygun sinyaller ilireten merkezi sinir sisteminden olusmaktadir. Sinir
sisteminin temel elemanlari néronlardir. Noronlar; dendritler, hiicre govdesi, aksonlar ve

sinapslardan olusur (Dogan, 2012).

Sinir hiicresi, dendrit ad1 verilen uzantilarla diger sinir hiicresinden aldig1 isaretleri
hiicre govdesine tasir. Hiicre govdesinde toplanan bu isaretler degerlendirilerek bir ¢ikis
isareti Uretilir. Bu isaretler aksonlar araciligiyla diger sinir hiicresine gonderilir. Bir sinir
hiicresinde birden gok giris olmasia ragmen sadece tek bir ¢ikis vardir. Iki sinir hiicresinde,
birinin ¢ikis elemani olan akson ile diger sinir hiicresinin giris elemani dendriti arasinda olan
baglantiya sinaps adi verilmektedir ve sinapstik bag olusturmaktadir. Viicut igerisinde yer
alan milyarlarca sinir hiicresi sinapstik baglarla birbirlerine baglanarak sinir agim

olusturmaktadir (Sar1, 2016).

3.5.2. Yapay Sinir Hiicresi

Biyolojik sinir aglart sinir hiicrelerinden olusurken, yapay sinir aglar1 da yapay sinir
hiicrelerinden olusur. Bu sebeple yapay sinir hiicrelerinin biyolojik sinir hiicreleri ile ayn
yapida oldugunu séylenebilir. Yapay sinir hiicrelerinin farkli adlandirilmalar1 mevcuttur.

Bunlar diigiim (node), birim (unit) veya islemci eleman (processing unit)’dir. Yapay sinir
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aglar1 ¢cok sayida yapay sinir hiicrelerinin birbiriyle bag kurmasiyla meydana gelmektedir
(Akpmar, 1994).

Yapay sinir aglari, temelde bes boliimden olusmaktadir. Bunlar; girdiler, agirliklar,
toplama fonksiyonu (birlestirme fonksiyonu), aktivasyon fonksiyonu (transfer fonksiyonu) ve

¢1kt1 olmak iizere bes bilesen olarak siralanabilir (Oztemel, 2006).

1
x!
x2
E »| @0 >
Girdiler — X Cikt
| Toplama Aktivasyon
i Fonksiyonu Fonksiyonu
| .
' w-
Agirhiklar
X
- wo

Sekil 3.2 Yapay Sinir Hiicresi Yapisi
Kaynak: (Cuhadar, 2009)

Girdiler (Xi): Yapay sinir hiicresine disaridan gelen bilgilerdir. Bilgiler disaridan
geldigi gibi baska hiicrelerden veya hiicrenin kendisinden de gelebilir (Oztemel, 2006).

Girigler sadece verileri bir sonraki agamaya iletmede gorev yapmaktadir.

Agirhiklar (Wi): Yapay sinir hiicresi tarafindan alinan giriglerin sinir iizerinde ne
kadar etkisi oldugunu belirleyen katsayilardir. Her bir girisin kendine ait bir agirligi vardir

(Cuhadar, 2009). Agirlik degerinin kiigiik ya da biiyiik olmas1 6nemli degildir.

Toplama Fonksiyonu (Birlestirme Fonksiyonu): Bir hiicreye gelen net girdileri
hesaplayan bir fonksiyondur ve genellikle girislerin ilgili agirlikla carpiminin toplami
seklinde ifade edilir. Bu fonksiyon hiicreye gelen net girdiyi hesaplar. Toplama
fonksiyonunun farkli fonksiyonlart olmakla beraber, en yaygin kullanilan1 agirlikli toplama
fonksiyonudur (Oztemel, 2006).

Aktivasyon Fonksiyonu (Transfer Fonksiyonu): Aktivasyon fonksiyonu, hiicreye
gelen net girdiyi isleyerek hiicrenin bu girdiye karsilik iiretecegi ¢iktiy1 belirler. Toplama

fonksiyonunda oldugu gibi aktivasyon fonksiyonunda da c¢iktiy1 hesaplamak i¢in degisik
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formiiller kullanilmaktadir. Baz1 modellerde bu fonksiyonun tiirevinin alinabilir bir fonksiyon
olmas1 sart kosulmaktadir. Aktivasyon fonksiyonunda, agin islemci elemanlarinin hepsinin
ayni fonksiyonu kullanmasi gerekmez. Bazi elemanlar ayni fonksiyonu digerleri farkli
fonksiyonlart kullanabilirler. Problem durumuna en uygun fonksiyonu tasarimci yaptigi
denemeler sonucunda kendisi belirleyebilir. Fonksiyonun dogrusal olmasi genelde tercih
edilemez. Transfer fonksiyonu olarak hangi fonksiyonun segilecegi sinir aginin verilerine ve
ne 6grenmek istedigine bagli olarak degismektedir. En ¢ok kullanilan tiirler ise dogrusal,
sigmoid ve tanjant hiperbolik fonksiyonudur. Transfer fonksiyonlari, ¢ikti degerlerinin belli
siirlar igerisinde kalmasini saglarlar. Toplama fonksiyonunda oldugu gibi aktivasyon
fonksiyonunda da islemci elemanlar farkli fonksiyonlar kullanabilirler. Cok Katmanlh

Algilayict modellerde, en ¢ok sigmoid fonksiyonu kullanilmaktadir (Oztemel, 2006).

Cikt1:  Aktivasyon fonksiyonu tarafindan belirlenen ¢ikti degerine denir. Uretilen
cikt1, disartya veya farkli bir hiicreye gonderilir. Hiicre kendi ¢iktisin1 kendisine girdi olarak
da gonderebilir. Aktivasyon fonksiyonundan gegildikten sonra elde edilen sonuca ¢ikt1 degeri
denilir. Cikis islevi; aktivasyon fonksiyonundan alinan “Y= f(vi)” ¢iktisini, agin nihai ¢iktisi
olarak disariya ya da c¢iktiyr olusturan ndéronun bagli oldugu diger néronlara girdi olarak
gonderilmesinden sorumludur. YSA tek bir ndrondan olustugu i¢in bu ag, Y ¢iktisini disariya

nihai ¢ikt1 olarak géndermektedir (Oztemel, 2006).

Biyolojik sinir hiicresi ile yapay sinir hiicresi arasindaki karsilastirma Tablo 3.1.’de

verilmistir.

Tablo 3.1 Biyolojik Sinir Aglar1 ile Yapay Sinir Aglar1 Karsilagtirmasi

Biyolojik Sinir Ag1 Yapay Sinir Ag1 Gorevleri
Sinir Hiicresi (Noron) Yapay Sinir Hiicresi Sistem
Sinaps Agirliklar Verileri hafizada saklar.
Dendrit Toplama Fonksiyonu Cevreden gelen veriyi
alir.
Hiicre Govdesi Aktivasyon Fonksiyonu Gelen veriyi toplayarak
yorumlar ve ¢iktiy1
olusturur.

Akson Cikt1 Olusan veriyi iletir.

Kaynak: (Balli, 2014)

Yapay sinir hiicresi, biyolojik sinir hiicresindeki karsiligi nérondur. Veriler biyolojik
sinir hiicresinde sinapslar ile iletilirken, yapay sinir hiicresinde veriler agirliklar ile ¢arpilarak

iletilmektedir. Dendrit gorevini yapay sinir hiicresinde toplama fonksiyonu, hiicre govdesi
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gorevini ise aktivasyon fonksiyonu iistlenmektedir. Biyolojik sinir hiicresinde aksonlar

yoluyla iletilen bilgiler, yapay sinir hiicresinde ¢ikt1 olarak nitelendirilmistir.

3.5.3. Yapay Sinir Aglarinin Yapisi

Yapay sinir aglari, yapay sinir hiicrelerinin baglanarak bir araya gelmeleri ile olusur.
Yapay sinir aglarimi ii¢ katmanda inceleyebiliriz. Birinci katman giris katmanidir, ikinci

katman ara (gizli) katmadir ve ti¢iincii katman ¢ikis katmanidir.
Bu katmanlar1 asagidaki gibi agiklamak miimkiindiir.

Giris Katmam: En az bir girdi elemaninin bulundugu bdlime giris katmani denir.
Giris katmaninda veriler herhangi bir isleme tabi tutulmadan giris ile ayni1 degerde ¢iktilar
tiretirler (Adiyaman, 2007).

Ara Katmanlar: Girdilere belirli islemlerin uygulandigi bolimdiir. Segilen ag
yapisina gore islem katmaninin, yapisi ve fonksiyonu da degisebilir. Ara katman, tek bir

katmandan olusabilecegi gibi birden fazla katmandan da olusabilir (Adiyaman, 2007).

Cikti Katmani: Cikti1 katmani en az bir ¢iktidan olusur ve ¢ikti ag yapisinda bulunan
fonksiyona baglidir. Bu katmanda islemler gerceklestirilir ve burada iiretilen ¢iktilar disariya

gonderilir (Adiyaman, 2007).
Yapay sinir ag1 sistemine ge¢mise ait verilerin girildikten sonra islemci elemanlar

(noronlar) ve baglanti elemanlar1 (aksonlar) islemi siirecini ¢ikisa dogru siirdiirmektedir.

—  lIslemci elemanlar

Baglanular

Veri Girigleri

Ara Katman

Sekil 3.3 Yapay Sinir Ag1 Yapist

Kaynak: (Oztemel, 2006)
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3.6.  Yapay Sinir Aglarinin Simiflandiriimasi

YSA’nin birgok tiirii vardir. Yapay sinir aglarimi tiplerine, 6§renme yoOntemlerine,

katman sayilarina ve yapilarina gore siniflandirabiliriz.

Yapay Sinir Aglan

l l l l

Tip Ogrenme Katman Sayis: Yap
ileri Beslemeli Yiintemi Tek Katmanh Otoasosyatif
Geri Beslemeli Ogretmenli Cok Katmanh Heteroasosyatif
Ogretmensiz
Destekleyic

Sekil 3.4 Yapay Sinir Agilarinin Siniflandirilmasi

Kaynak: (Hamzagebi, 2011)

3.6.4. Tiplerine Gore Yapay Sinir Aglari

Yapay sinir aglarint noronlar1 aralarinda baglanti yapma tipine gore ikiye ayirabiliriz.

Bunlar ileri beslemeli yapay sinir aglari ve geri beslemeli yapay sinir aglaridir.

3.6.4.1. Tleri Beslemeli Yapay Sinir Aglar

Cok katmanlt sinir aglar1 olarak da tanimlanan ileri beslemeli yapay sinir aglari
modelinde hiicreler katmanlar halinde bulunur. Bir katmanin giris verileri islendikten sonra
diger katmana ¢ikis verileri olarak aktarilirlar. Dis katmandaki veriler bir islem yapilmadan
gizli katmana, orada islendikten sonra da ¢ikti katmanina aktarilir. Bu modelin en 6nemli
ozelligi verilerin ileri dogru akmasi, geriye dogru bir veri aktarimi olmamasidir (Coban,

2019).

Gins Katmam Gizhh Katmanlar Cikis Katmam

Sekil 3.5 ileri Beslemeli Yapay Sinir Aglart

Kaynak: (Hamzagebi, 2011)
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3.6.4.2. Geri Beslemeli Yapay Sinir Aglar:

Geri beslemeli yapay sinir aglar1 (feedback/recurrent) modelinde sadece ileriye dogru
veri akis1 olmaz, geriye dogru da bir veri akisi s6z konusudur. Veriler ¢ikistan girise veya
gizli katmandan girise dogru iletilirler. Dogrusal olmayan dinamik bir yapidir. Geriye dogru
besleme yapmasindan dolayr hatalar1 azaltmaya yonelik ¢aligir. Bu nedenle zaman serileri ve
tahmin problemlerinde makul sonuglar vermektedir (Coban, 2019). ileri beslemeli yapay sinir

aglarina gore dinamik yapidadir.

p  Cikis Hesaplama Y onii

D A Ny
RO

Girig Katman Gizli Katmanlar Cikis Katmam

'

'

X
T

4+ Bulunan Hatayr Gen Yayma Yonii
Sekil 3.6 Geri Beslemeli Yapay Sinir Aglar

Kaynak: (Oztiirk ve Sahin, 2018)

3.6.5. Ogrenme Yontemlerine Gére Yapay Sinir Aglari

Yapay sinir aglarinda aga verilen orneklerle ag 6grenir yani insanlar gibi 6rneklerle
egitilirler.

Ogrenme, YSA nin baslangi¢ aninda rastgele atanan agirlik degerlerinin belirlenmesi
islemidir. Ag, gordiigii her ornek icin agirlik degerlerini degistirmektedir. Bu siire¢ agin
dogru agirlik degerlerine ulasabilmesi, Orneklerin temsil ettigi olaya ait genellemeler
yapabilecek diizeye gelebilmesi ile sonuclanmaktadir. Agirlik degerlerinin degistirilmesi,
kullanilan 6grenme stratejisine bagli olarak degiskenlik gdsteren ve 6grenme kurali olarak

adlandirilan kurallar biitiinii ile yiiriitilmektedir (Olgun, 2009).

Yapay sinir aglar1 Orenme yapilarima gore Ogretmenli (danismanli) G6grenme,
ogretmensiz (danigsmansiz) 6grenme ve destekleyici (takviyeli) 6grenme olarak ii¢ ana gruba

ayrilmaktadir.
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3.6.5.1. Ogretmenli (Damsmanh) Ogrenme

Yapay zeka yontemi kullanilarak yapilan tahminlemenin biiyiik bir ¢ogunlugunda
O0gretmenli veya diger bir adiyla danismanli 6grenme kullanilmaktadir. Burada kullanilan ag
yapisi geregi gerceklesen ve istenilen ¢ikis degerleri karsilastirilarak ilerlenir. Burada hata
degerinin minimum olmas istendiginden dolay1 ag tlizerindeki agirliklar stirekli degistirilerek

agin dogru sonuglar vermesi saglanir (Olgun, 2009).

Danismanli dgrenmede agin egitimi icin bir dgretmen yardimcei olmaktadir. Ogretmen
aga, Ogrenilmesi istenen olayla ilgili 6rnek girdi degerlerinden ve hedef (gercek) ¢ikti
degerlerden olusan bir veri seti verir. Ag verilen girdileri isleyerek kendi ¢iktisini {iretir.
Uretilen ¢ikt1 gercek ciktr ile karsilastirilarak hata (sapma) orami tespit edilir. Buradaki hata
gerceklesen ¢ikti ile agin 6grenmesi sonucunda olusan ¢ikti arasindaki farktir. Bu hatay1 en
aza indirmek i¢in baglantilarin agirliklar1 yeniden diizenlenir. Bu islem hata seviyesi en uygun
seviyeye inene kadar siirer. Hata degeri istenilen diizeye geldiginde egitim islemi bitmis olur

ve tiim agirliklar sabitlenir (Yanik, 2019).

Danigmanli 6grenme algoritmalarinda, genellikle hatalarin hesaplanmasi i¢in Ortalama
Mutlak Hata ve Hata Kareleri Ortalamasinin Karekokii performans olgiitleri kullanilir. Bu
performans Olgiitleri yardimiyla agin, kendi tirettigi ¢iktilar ile hedef ¢iktilar arasinda olusan
hata sinyallerini dikkate alarak kiyaslama yapmasi saglanir. Agin irettigi ¢iktilar ile hedef
ciktilar arasindaki hata sinyallerini minimize etmek amaciyla, islem elemanlar1 arasindaki
baglant1 agirliklar1 diizenlenir. Baska bir ifadeyle, danismanli 6grenme ile yapay sinir agi,
ornek girdiyi isleyerek kendi ¢iktisini iiretir ve gercek ciktr ile karsilastirir. Ogrenme metodu
sayesinde, hatay1 en aza indirgemek i¢in baglant1 agirliklart yeniden diizenlenerek yapay sinir

aginin danismana benzemesi amaclanir (Haykin, 1999).

Bu sayede hedef ¢ikt1 degerlerine en yakin ¢ikti degerleri yapay sinir aglari tarafindan

iiretilebilir. Ogretmenli grenmeye Delta Kurali 6rnek olarak verilebilir.

3.6.5.2. Ogretmensiz (Damsmansiz) Ogrenme

Bu 0Ogrenme yontemine kendi kendine oOgrenme yontemi de denilmektedir.
Danigmansiz 6grenme yonteminde ag yapisinda sadece giris degerleri tanitilarak parametreler
arasindaki baglantiy1 kendisi kurmasi istenmektedir. Burada danismanli 6§renme yonteminde
oldugu gibi herhangi bir 6grenmeye yardimci veriler bulunmamaktadir. Danigsmansiz

ogrenmede girdi verileri ayn1 zamanda ¢ikt1 verileri olarak goriilmektedir (Yanik, 2019).
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Ogretmensiz dgrenme yontemi genellikle siniflandirma problemlerinin ¢dziimiinde
kullanilir. Ogretmensiz 6grenmeye Hebb, Hopfield ve Kohonen dgrenme kurallari drnek

olarak verilebilir.

3.6.5.3. Destekleyici (Takviyeli) Ogrenme

Destekleyici 6grenme sisteme yardimci olan bir danisman oldugu i¢in danigmanli
o0grenmeye benzemektedir. Ancak danisman girdi ve ¢ikti setini sisteme Ogretmek yerine,
tiretilen ¢iktinin dogru ya da yanlis oldugunu gosteren bir sinyal iiretir. Sistem danigmandan
aldig1 bu sinyalleri dikkate alarak 6grenmeye devam eder. Dogrusal vektor pargalama modeli
diye isimlendirilen LVQ (Linear Vektor Quantization) destekleyici 6grenmeyi kullanan

modellere 6rnek olarak gosterilebilir (Oztemel, 2006).

3.6.5.4. Yapay Sinir Aglarinda Ogrenme Kurallar

Yapay sinir aglarinda 6grenme kurallarinda birgok yontem bulunmaktadir. Ancak en
sik kullanilan 6grenme kurallarini; Hebb Kurali, Hopfield Kurali, Kohonen Kurali ve Delta

Kuralt olarak siralayabiliriz.
Hebb Ogrenme Kurah

Hebb Kural1 1949 yilinda Donalt Hebb tarafindan gelistirilmistir. Daha sonra bu kuralt
Hebbin bahsedilen yilda yazmis oldugu “The Organization of Behavior “adli kitabinda yer
almaktadir. Kural 6zetle su seklidedir. Eger Noronlar arasindaki agirliklar ayni isarette ise iki
bag arasinda gii¢lii bir bag bulunmalidir. Durum tam tersi ise arasindaki bag degeri zayif bir

bag olmalidir (Keskenler, 2007).

Hebb kurali ilk kural oldugu ic¢in sonraki tiim kuralarin temelini olusturur. Diger

ogrenme kurallar1 Hebb kuralina bagl olarak gelismistir.
Hopfield Ogrenme Kural

Hopfield 6grenme kuralinin ¢ikis noktasi Hebb kuralidir. Bu yiizden temelde benzer

yonleri bulunmaktadir ancak bazi farkliliklar vardir.

Bu kurala gore, agirlhiklarin giiclendirilmesi isleminde gili¢lendirme veya zayiflatma
i¢in bir biiyiikliik tamimlamak gerekmektedir. Istenen ¢ikti ve girdinin her ikisi de aktif veya
pasifse, baglant1 agirligt 6grenme orani kadar arttirilir. Tersi durumda ise baglant1 agirhigi
O0grenme orani kadar azaltilir. Hebb kuralindan farkli olarak, elemanlarinin baglantilarinin ne

kadar gii¢lendirilmesi veya zayiflatilmasi gerektigini belirler. Agirliklarin giiclendirilmesi
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veya zayiflatilmasi 0grenme katsayist ile yapilmaktadir ve 6grenme katsayisi kullanici

tarafindan belirlenen 0-1 arasinda sabit pozitif bir degerdir (Olgun, 2009).
Kohonen Ogrenme Kurah

Kohonen 1982 yilinda bu kurali gelistirilmistir. Kohonen 6grenme kuralinda sinir
hiicreleri agirliklart degistirmek i¢in birbirleri ile yarigirlar. En biiyiik ¢iktiy1 tireten hiicre
kazanan hiicre olur ve baglanti agirliklarint degistirir. Kazanan hiicre, yakinindaki hiicrelere

gore daha kuvvetli hale gelmektedir (Oztemel, 2006).

Kohonen Ogrenme kuralma gére ag kendi kendini danismana ihtiyag duymadan
egitebilmektedir. Bunun olmasini saglayan ayni anda paralel bir sekilde en optimal sonucu
tiretebilmek icin diiglimlerin yarigmasidir. Sistem girdi verisini gruplandirmak i¢in hangi
ozellikleri kullanacagina kendi kendisine karar verir. Agin baglant1 agirliklar icin baslangi¢

degerlerinin verilmesi ve girdi degerlerinin normallestirilmesi gereklidir (Sar1, 2016).
Delta Ogrenme Kurah

Hebb kuralinin gelistirilmis hali olarak bilinen Delta kurali Widrow ve Hoff tarafindan

ortaya atilmistir. En ¢ok kullanilan 6grenme kurallarindan biridir.

Beklenen cikt1 ile gerceklesen c¢ikti arasindaki farki azaltmak icin agirliklarin siirekli
degistirilmesi gerektigini belirtir. Agin hatasinin minimizasyonu igin, agirliklar stirekli

giincellenmektedir. Bu kural en kiiciik kareler kuralin1 kullanir (Sar1, 2016).

3.6.6. Katman Sayilarina Gore Yapay Sinir Aglar:

YSA, yapay sinir hiicrelerinden olusmaktadir ve yapay sinir hiicrelerinin olusturdugu
kiimeye de katman denmektedir. Burada girdi sinir hiicreleri girdi katmanini olustururken
ciktr sinir hiicreleri ¢ikti katmanini olusturmaktadir. Yapay sinir aglari tek katmandan
olusuyor ise tek katmanli, birden fazla katmandan olusuyor ise ¢cok katmanli yapay sinir ag1

olarak adlandirilir (Hamzagebi, 2011).

3.6.6.1. Tek Katmanh Yapay Sinir Aglar

Literatiirde ilk yapay sinir ag1 calismalar1 ve gelistirilen ilk modeller tek katmanli
yapay sinir aglart ile yapilmistir. Tek katmanli yapay sinir aglarin sadece iki katmandan
olusur. Bunlar girdi ve ¢ikt1 katmanlaridir (Oztemel, 2006). Bu ydéntem daha ¢ok dogrusal
problemlerin ¢dziimiinde kullanilmistir ancak dogrusal olmayan problemlerin ¢6ziimiinde

basarisiz kalmistir.
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Tek katmanli yapay sinir aglari modellerinin en 6nemlileri Basit Algilayict Modeli,

Adaptif Dogrusal Eleman ve Coklu Adaptif Dogrusal Eleman’dir.

Tek katmanli yapay sinir aglar1 sadece girdi ve ¢iktt katmanindan olusmaktadir. Her
agm bir ya da daha fazla girdisi ve ¢iktist vardir. Cikt1 tiniteleri “C” biitiin girdi tinitelerine
“X” baglanmaktadir ve her baglantinin bir agirhigr “W” vardir. Bu aglarda proses
elemanlarinin degerinin sifirdan farkli olmasini dnleyen esik degeri vardir ve bu daima “1”dir

(Oztemel, 2006).

X

/ W2
b ¥

Sekil 3.7 Tek Katmanli Yapay Sinir Aglari

CIKTI

—)

Kaynak: (Oztemel, 2006)

3.6.6.2. Cok Katmanh Yapay Sinir Aglar1

Tek katmanli yapay sinir aglar1 dogrusal problemlerin ¢6ziimiinde kullanildigi igin
girdi ve ¢ikt1 arasinda dogrusal olmayan baglant1 oldugu zaman yetersiz kalmaktadir. Boyle

durumlarda daha gelismis olan ¢ok katmanl yapay sinir aglar1 kullanilmaktadir.

Cok katmanli aglar egitmek tek katmanli aglar1 egitmeye goére daha zordur. Yine de
bir¢cok problemin ¢oziimiinde ¢ok katmanli aglarin egitimi, tek katmanli aglarin egitimine
gore daha basarili olabilmektedir. Bunun sebebi, tek katmanli aglarin problemin ¢6ziimii igin

yetersiz kalmalarindandir (Yiicesoy, 2011).

Cok katmanli aglarda yapay sinir hiicreleri yapay sinir aglarin1 olustururken rasgele bir
araya gelmezler. Yapay sinir hiicreleri ii¢ katman halinde ve her katman kendi i¢inde paralel

olarak yerleserek ¢ok katmanli agi olustururlar.

Cok katmanli yapay sinir aglarmin yapisi asagida verilen Sekil 3.8°de
gosterilmektedir. Sekilden de goriildiigii gibi ¢ok katmanli sinir aglari ileriye dogru baglantili

ve li¢ katmandan olusan bir agdir.
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Girdi Katmani Gizli Katman Ciktr Katmam
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Sekil 3.8 Cok Katmanli Yapay Sinir Aglari

Kaynak: (Oztemel, 2006)

Girdi Katmani: Disaridan gelen girdi verilerini “G1,G2,....,GN” alinarak ara (gizli)
katmana gonderilir. Gelen veri {izerinde herhangi bir islem yapilmadan bir sonraki katmana
iletilir. Katmana birden ¢ok girdi gelebilmektedir. Her siirecte bir girdi ve bir ¢ikt1 vardir. Bu
cikt1 siradaki katmandaki biitiin siirece gonderilir. Girdi katmanindaki tiim siirecler daha

sonraki siireclerin hepsi ile iligkilidir (Y1lmaz, 2018).

Ara (Gizli) Katman: Ara katman girdi katmanindan gelen bilgileri isleyerek bir
sonraki katmana gonderir. Cok katmanli yapay sinir aglarinda birden fazla ara katman ve bu
ara katmanlarda da birden fazla islem bulunabilir. Ara katmanin islemi ve bir sonraki

katmanin iglemleri birbirine baghdir (Yilmaz, 2018).

Cikt1 Katmanm: Girdi katmanindaki girdilerin ara katmana iletilmesinde sonra girdi
katmanindan gelen girdilere karsilik tretilen ¢iktilarin “C1,C2,....,CN” belirlenmesi ile
disartya gonderdigi katmandir. Cikti katmanindan bir veya birden fazla ¢ikti bulunabilir. Her
islem elemaninin bir ¢iktis1 olmakla birlikte her bir islem eleman1 6ncesinde bulunan biitiini

islem elemanlarina baglidir (Yilmaz, 2018).

3.6.7. Yapisina Gore Yapay Sinir Aglari

Yapay sinir aglar1 yapisina gore “otoasosyatif” ve “heteroasosyatif” olmak iizere iki
smifta incelenebilir. Girdi ndéronlarinin ¢ikt1 olarak gdrev yaptig1 aglar otoasosyatif aglardir
ve Hopfield aglar bu tiire aittir. Girdilerin ve c¢iktilarin farkli oldugu aglar heteroasosyatif

aglardir. Khonen, algilayici ve ¢cok katmanl algilayici aglar bu tiire aittir (Hamzagebi, 2011).
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3.7.  Yapay Sinir Aglarimin Tasarim ve Egitimi

Yapay sinir aglarinda hiicre elemanlarinin baglantilarinin agirlik degerlerini belirleme
islemine “agmn egitilmesi” denir. ilk basta bu agirlik degerleri rastgele alinir. Yapay sinir
aglar1 kendine oOrnekler gosterildikce bu agirlik degerlerini yenileyerek amaca ulagmaya
caligirlar.  Agirliklarin siirekli yenilenip istenilen sonuca ulagana kadar gecen zamana
“O0grenme” denir. Agirlik degerlerinin degismesi belirli kurallara gore ylriitiilmektedir. Bu

kurallara “6grenme kurallar1” denir (Yanik, 2019).

Agin dogru agirlik degerlerine ulagmasi, Orneklerin temsil ettigi olay hakkinda
genellemeler yapabilme yetenegine kavusmasi demektir. YSA’nin egitilmesinde iki agama
vardir. Ilki aga sunulan 6rnek igin agin iiretecegi ¢ikis belirlenir. Cikis degerinin dogruluk
derecesine gore ikinci asamada, agin baglantilarinin sahip oldugu agirliklar degistirilir

(Oztemel, 2006).

YSA’ da egitim siireci veri setinin rastgele secimle 3 alt veri setinin olusturulmasiyla
baglar. Bu veri setleri egitim, dogrulama ve test verilerini i¢ermelidir. Genellikle veri
orneklerinin %50-70 aras1 egitim setinde, %50-30 aras1 dogrulama ve test setinde yer alir.
Dogrulama ve test setine de verilerin rastgele ve esit oranlarda dagitilmasina dikkat edilir. Ag
agirliklarinin gilincellenmesi ve nihai degerlerinin kestirimi egitim asamasinda gerceklesir.
Egitim siirecinin ne zaman sonlandiracagina karar vermek ezberleme probleminin Oniine
ge¢mek ve en etkili modeli olusturmak i¢in 6nemlidir. Agirliklarin stirekli yenilenmesi agin
o0grenmeye calistig1 olayla ilgili genelleme yapabilecek diizeye ulagsmasiyla yani en dogru

agirlik degerlerine ulasmasiyla son bulur (Yanik, 2019).

Yapay sinir aglarinin basarisi, uygulanacak yaklasimlar ve deneyimlerle dogrudan
ilgilidir. Uygulamanin basarisinda uygun yontemi belirlemek biiyiik 6nem tasir. Yapay sinir
aginin gelistirilmesi siirecinde agin yapisina ve isgleyisine iligkin asagidaki kararlarin verilmesi

gerekir (Balli, 2014):
e Yapay Sinir Aglar1 Ag Yapisinin Se¢imi.
e Ogrenme Algoritmasmnin Se¢imi.
¢ Ara Katman Sayisinin Belirlenmesi.
e Noron Sayisinin Belirlenmesi.
e Normalizasyon.

¢ Performans Fonksiyonun Secimi.
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YSA’nin uygun parametrelerle tasarlanmasi durumunda yapay sinir aglart devamli
olarak kararl ve istikrarli sonuglar liretecektir. Ayrica sistemin tepki siiresinin yeterince kisa
olabilmesi i¢in de ag biiyiikliigiiniin yeterince kiigiik olmas1 gerekir. Ihtiyag duyulan toplam
hesaplama da bu sayede saglanmis olacaktir (Balli, 2014).

3.7.1. Yapay Sinir Aglar1 Ag Yapisimin Se¢imi

Yapay sinir aglarinin tasarimi siirecinde ag yapisinin secilmesinde énemli olan faktor
uygulama problemidir. Bu probleme uygun olarak seg¢ilmelidir. Bu yiizden hangi problem i¢in
hangi agin daha uygun oldugunun bilinmesi onemlidir. Asagidaki tablo 3.2°de aglarin

kullanim amaci ve o alanda basarili olan ag tiirleri gosterilmistir.

Tablo 3.2 Ag Tiirleri ve Kullanim Amact

Kullamim Amaci Ag Tiirii Agin Kullanimm
Tahmin Afin girdilerinden bir
CKA ¢iktr degerinin tahmin
edilmesi.
Simiflandirma LVQ Girdilerin hangi simifa ait
ART olduklarimin belirlenmesi.
Counterpropagation

Olasiliklr Sinir Aglan

Veri Iliskilendirme Hopfield Girdilerin i¢indeki hatal
Boltzman Makinesi bilgilerin bulunmasi ve
Bidirectional Associative | eksik bilgilerin
Memory tamamlanmasi.

Kaynak: (Oztemel, 2006)

Uygun yapay sinir aglar1 yapisinin se¢imi, biiyiik 6l¢iide agda kullanilmas diisiiniilen
O0grenme algoritmasina da baghdir. Agda kullanilacak 6grenme algoritmasi segildiginde, bu
algoritmanin gerektirdigi mimaride zorunlu olarak segilmis olacaktir. Ornegin geri yayilim

algoritmasi ileri beslemeli ag mimarisi gerektirir (Balli, 2014).

Yapay sinir aglarinda karmasiklik azaltilmak istediginde en etkin arag, dogru ag

yapisini segerek ag yapisini degistirmektir.

3.7.2. Ogrenme Algoritmasinin Secimi

Yapay sinir aglarinin ag yapisini segtikten sonra uygulamanin basarisini belirleyen en

onemli faktor Ogrenme algoritmasini dogru se¢mektir. Secilen ag yapist 6grenme
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algoritmasinin se¢iminde belirleyicidir. Bu yiizden kullanilacak 6grenme algoritmasinin

se¢imi ag yapisina baglhidir.

Ogrenme algoritmalarin uygun olduklar1 uygulama alanlarina gore siniflandirilmasi

asagidaki tabloda 6zetlenmistir.

Tablo 3.3 Uygulama Tiplerine Gore Kullanilabilir Yapay Sinir Aglar

Uygulama Tipi Yapay Sinir Af

Ongorii Tamma Gerl yayihm

Delta Bar Delta

Gelistirilmis Delta Bar Delta

Y onlendirilmis Rassal Tarama

Geri Yayihm Iginde Self Organizing Map
Higher Order Neural Networks
Smiflandirma Learning Vektor Quantization
Counter-Propagation

Olasihikh Yapay Sinir Aglan

Veri iliskilendirme Hopfield

Boltmann Makinesi

Bidirectional Associative Memory
Spantion-Temproal Pattern Recogniation
Veri Kavramlastirma Adaptive Resonance Network

Self Organizing

Kaynak: (Oztemel, 2006)

Yapay sinir aglar1 belki de en ¢ok ongdrii amaciyla kullanilmaktadir. Ongorii igin
kullanilan yapay sinir aglari i¢cinde de en yaygin olarak kullanilan1 geri yayilim algoritmasidir.
Geri yayilim algoritmasi ileri beslemeli ve ¢ok katmanli bir ag mimarisini gerektirmektedir

(Ball1, 2014).

3.7.3. Ara Katman Sayisinin Belirlenmesi

Yapay sinir aglarinin tasariminda diger bir konu ara katman sayisinin belirlenmesidir.
Katmanlar ayni1 dogrultu iizerinde bir araya gelmesiyle olusur. Genellikle problemlerde 2
veya 3 katman yeterli olmaktadir. Coziimlenmek istenilen problemde yer alan girdi ve ¢ikti
katmanlari farklilasabilmekte ve katman sayisinin belirlenmesi esnasinda aragtirmaci deneme-

yanilma teknigiyle en uygun katman sayisini ve en uygun ag yapisini belirleyebilmektedir
(Atasoy, 2012).

3.7.4. Noron Sayisinin Belirlenmesi

Agin yapisal ozelliklerinden birisi her bir katmandaki noron sayisidir. Katmandaki

noron sayisinin tespitinde de genellikle deneme yanilma yontemi kullanilir. Bunun ig¢in
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izlenecek yol, basglangictaki noron sayisini istenilen performansa ulasincaya kadar arttirmak
veya tersi sekilde istenen performansin altina inmeden azaltmaktir. Bir katmanda kullanilacak
noron sayisi olabildigince az olmalidir. Noron sayisinin az olmasi yapay sinir aginin
genelleme yetenegini arttirirken, gereginden fazla olmasi agin verileri ezberlemesine neden
olur. Ancak gereginden az noéron kullanilmasinin verilerdeki Oriintiiniin ag tarafindan

ogrenilememesi gibi bir sorun yaratabilir (Oztemel, 2006).

3.7.5. Normalizasyon

Yapay sinir aglarimin en belirgin 6zelliklerinden olan dogrusal olmama o6zelligini
anlamli kilan yaklasim, verilerin bir normalizasyona tabi tutulmasidir.  Verilerin
normalizasyonu i¢in se¢ilen yontem yapay sinir aglar1 performansin1 dogrudan etkileyecektir.
Ciinkii normalizasyon, giris verilerinin transfer edilirken fonksiyonun aktif olan bdlgesinden
aktarilmasini saglar. Veri normalizasyonu, islemci elemanlarini verileri kiimiilatif toplamlarin
olusturacagt olumsuzluklarin engellenmesini saglar. Veri normalizasyonu, islemci
elemanlarin1 verileri kiimiilatif toplamlarla koruma egilimleri nedeniyle zorunludur ve asir1
degerlenmis kiimiilatif toplamlarin olusturacagi olumsuzluklarin engellenmesini saglar.
Genellikle verilerin [0,1] veya [-1,+1] araliklarindan birine 6lgeklendirilmesi 6nerilmektedir.
Olgekleme verilerin gegerli eksen sisteminde sikistirilmasi anlami tasidigindan veri kalitesi
asir1 salinimlar iceren problemlerin yapay sinir aglart modellerini olumsuz yonde etkileyebilir.

Bu olumsuzluk, kullanilacak 6grenme fonksiyonunu da basarisiz kilabilir (Balli, 2014).

Eldeki veri kiimesinin [0,1] arasinda bir 6l¢eklendirilebilmesi i¢in o kiimenin Xmin-

Xmax araligi bulunur. Asagidaki formiile gére 6l¢eklendirme yapilabilir.

X—Xmin

Xyeni =
eni
Y Xmax—Xmin

3.7.6. Performans Fonksiyonu Secimi

Ogrenme algoritmasim1 etkileyen en onemli maddelerden biri de performans
fonksiyonudur. Ileri beslemeli aglarda genellikle kullanilan performans fonksiyonu hata

kareleri ortalamasidir.

3.8.  Yapay Sinir Aglarimin Uygulama Alanlari

Yapay sinir aglar1 genel olarak, dogrusal olmayan, karmasik ve hata olasilig1 yiiksek
verilere sahip olunan durumlarda ve problemin ¢6ziimii i¢in herhangi bir matematik modelin

olmadigi durumlarda kullanilmaktadir. Yapay sinir aglarinin baslica uygulama alanlari
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siiflandirma, tahmin ve modelleme olarak ele alinabilir. Giinliik hayatta, finansal konulardan

miihendislige ve tip bilimine kadar bir¢ok uygulamadan bahsetmek miimkiindiir. Bunlardan

bazilar1 sdyle siralanabilir (Oztemel, 2006):

3.9.

* Veri madenciligi.

* Optik karakter tanima ve ¢ek okuma.

* Bankalardan kredi isteyen miiracaatlar1 degerlendirme.

» Uriiniin pazardaki performansinin tahmin etme.

* Kredi kart1 hilelerini saptama.

* Zeki araglar ve robotlar i¢in optimum rota belirleme.

* Giivenlik sistemlerinde konusma ve parmak izi tanima.

* Robot hareket mekanizmalarinin kontrol edilmesi.

* Mekanik parcalarin dmiirlerinin ve kirilmalariin tahmin edilmesi.
« Kalite kontrolii.

« Is cizelgeleme ve is siralamast.

« {letisim kanallarindaki gecersiz ekolarin filtrelenmesi.

« {letisim kanallarindaki trafik yogunlugunu kontrol etme ve anahtarlama.
* Radar ve sonar sinyalleri siniflandirma.

« Uretim planlama ve ¢izelgeleme.

» Kan hiicreleri reaksiyonlar1 ve kan analizlerini siniflandirma.

* Kanserin saptanmasi ve kalp krizlerinin tedavisi.

* Beyin modellenmesi ¢aligsmalari.

Literatiir Arastirmasi

Literatiir incelendiginde bulunan yapay sinir aglar ile gerceklesen bazi talep tahmini

caligmalar1 asagida 6zetlenmistir:

e Ringwood vd. (2001), yaptiklart c¢alisma incelendiginde, yapay sinir
aglarinin bir elektrik tedarik¢isinin yasadigi elektrik talebinin tahmini

modellemesinin uygulanmasi goriilmektedir.
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Alon vd. (2001), yaptiklar1 ¢alisma incelendiginde, ABD perakende sektorii
icin gerceklestirdikleri uygulamada, fazla egilim ve mevsimsellik iceren
satig verilerini kullanarak yapay sinir aglarin1 ve Winters iistel yumusatma,
Box-Jenkins ARIMA modeli ve ¢ok degiskenli regresyon dahil geleneksel
yontemleri karsilastirilmistir. Sonuglar, ortalama olarak YSA'larin daha
geleneksel istatistiksel yontemlere ve ardindan Box-Jenkins modeline gore

daha olumlu sonug verdigini gostermektedir.

Frank, Garg vd. (2003), yaptiklari ¢alisma incelendiginde, kadin giyim
sektoriindeki satislarini tahmin etmek, istatistiksel zaman serisi modellemesi
ve YSA kullanarak modelleme yapmak ic¢in iki yaklasim arastirilmastir.
Modelde geriye doniik veri olarak dort yillik satig verileri (1997-2000)
kullanilmis ve 2000 yilinin 2 ay1 i¢in bir tahmin yapilmistir. Modellerin
performansi karsilastirilmistir. Tek mevsimsel iistel diizeltme ve Winters'in
lic parametreli modeli icin sirasiyla 0.75 ve 0.90'lik bir R2 bulunmustur.

YSA'ya dayali model, 0.92 ortalamayla daha yiiksek bir R2 vermistir.

Adiyaman (2007), yaptig1 yiiksek lisans tez ¢alismasi incelendiginde, yapay
sinir aglar1 kullanilarak altin iiriin satislar1 ile ilgili bir tahmin modelinin
kuruldugu goriilmiistiir. Yapay sinir aglar1 yonteminin yaninda regresyon
analizi ve egri uydurma yontemlerini de kullanmistir. Bu yontemler ile altin
tirtinlerine olan talep tahmini yapmis ve sonuglari kiyaslamistir. Uygulama
sonucunda yapay sinir ag1 yonteminin etkin bir talep tahmini yontemi

oldugu gosterilmistir.

Cuhadar vd. (2009), yaptiklar1 calisma incelendiginde, zaman serisi
yontemlerinden Ustel Diizlestirme ve Box-Jenkins yontemlerini kullanarak
farkli  yapay sinir agt  modellerinin  tahmin  dogruluklarini
karsilagtirmislardir. Antalya ilinin aylik dis turizm talep tahmini igin Ocak
1992- Aralik 2005 doneminde Antalya iline gelen aylik yabanci turist sayisi
verilerinden yararlanilmigtir. Yapilan denemeler sonucu yapay sinir agi
modelinin en yiiksek dogrulugu sagladigir goriilmiis ve elde edilen model
yardimiyla 2009 yili icin Antalya iline yonelik aylik dis turizm talebi

tahminleri yapilmistir.

Yazicioglu (2010), yaptigi ¢alisma incelendiginde, yapay sinir aglarin1 Mart
2001- Haziran 2009 arasindaki aylik otomobil satiglart kullanilarak bir
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tahmin modeli kurulmus ve uygulanmistir. Yapay sinir aglar1 yonteminin
yaninda regresyon analizi kullanilmis ve sonuglar kiyaslanmistir. Sonug
olarak yapay sinir aglar1 analizlerinin, klasik yontemlere giiclii bir alternatif

olabilecegi goriilmiistiir.

Karahan (2011), yaptig1 doktora tez ¢alismasi incelendiginde, istatistiksel
talep tahmin yontemlerinden yapay sinir ag1 modelini kullanilarak, Malatya
ilinden ihra¢ edilen kuru Kayisi iriiniiniin gelecekteki talep miktarlar
tahmin edilmistir. Ik olarak talebe etki eden faktorler belirlenmistir.
Gelistirilen yapay sinir ag1 modeli tarafindan iiretilen tahminler lizerinde
yapilan hata testi sonuglari, modelin {irettigi tahminlerin gilivenilir ve tutarl

oldugunu gostermistir.

Yicesoy (2011), yaptig1 calisma incelendiginde, yapay sinir aglar
kullanilarak tahmin modeli gergeklestirilmistir. Uygulama bdliimiinde
Tiirkiye'de yillik temizlik kagidi satis tahmin modeli olusturulmustur. YSA
modelinin yaninda basit ve ¢oklu regresyon modelleri de olusturulmustur.
Sonuglar karsilastirilarak yapay sinir aglarinin tahmin igin etkili bir arag
oldugu gozlenmistir. 1981-2010 yillar1 arasindaki 29 adet verinin, 24
adedini ag1 egitmek icin 5 adedini ise test i¢in kullanmistir. 7 bagimsiz
degisken, 1 ara katman ve 3 gizli hiicre sayisiyla modelledi ag mimarisi,
basit ve ¢oklu regresyon yontemine gore daha etkin bir tahmin basarisi

saglamistir.

Serttas (2011), yaptig1 c¢alisma incelendiginde, bir siipermarkette bulunan
bir {irlin i¢in gilinliik ve mevsimsel satiglar1 dikkate alarak bir talep tahmini
gerceklestirmistir. Talepler yapay sinir aglart ile tahmin edilmistir. Secilen
en uygun ag modeliyle parametreleri kaldirarak yeni bir tahmin yapmustir.

Bu iki tahmin sonunda iki tahmin sonucunu karsilastirmistir.

Kaynar vd. (2011), yaptiklari ¢alisma incelendiginde, Ankara ili i¢in dogal
gaz tiiketim tahmini ¢alismasi yapilmistir. Bu amagla klasik zaman serileri
(ARIMA) analizi ile ileri beslemeli yapay sinir aglar1 kullanilarak tahmin
modelleri olusturulmustur. Gunliikk ve haftalik veriler kullanilarak kisa
dénemli tahmin sonuglar1 elde edilmistir. Her iki yontem igin tahmin

degerleri ile gercek degerler karsilagtirilmistir.
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Sevgi  (2012), yaptigt ¢alisma  incelendiginde, hazir  giyim
perakendeciliginde faaliyet gosteren bir isletme igin 6 yillik haftalik satig
verilerini kullanarak talep tahmin gergeklestirmistir. 2011 yil1 satis tahmini
i¢in bir sinir ag1 tiirii olan NARX (nonlinear autoregresif exogenous) modeli
belirlenmistir. Ayrica zaman serisi yontemi ARIMA modeli kullanarak
tahmin sonuclar1 karsilastirmistir.  Sonuglart  kiyasladiginda NARX

modelinin daha az hata orani ile daha iyi sonuglar verdigini gézlemlemistir.

Boltiirk (2013), yaptig1 ¢alisma incelendiginde, tahmin modelleri i¢in veri
yapisina gore en uygun yontemi bulmak ya da karma modeller olusturmanin
en dogru yontem oldugunu savunmustur. Verileri ayirdig: ti¢ ayri doneme
uyguladigi analizler sonucu en iyi yontemin bulanik mantik oldugunu
sOylemistir. “Kisa donemli elektrik tiiketim talebini bulmada Bulanik
Mantik yaklasimlari, Holt Modeli, Hareketli Ortalama ve YSA’lar; orta
donemli elektrik tiikketim talebini tahmin etmede Singh’in Bulamik
Mantik Yaklasimi, Holt Modeli, YSA’lar, Ustel Diizeltme Yoéntemleri ve
Coklu Regresyon Modelleri, uzun dénemli elektrik talebini tahmin etmede
UstelDiizeltme, Singh’in Bulanik Mantik Yaklasimi, Hareketli Ortalama ve

Holt Modeli’nin” uygun oldugu sdylemistir.

Ball1 (2014), yaptigi calisma incelendiginde, gida endiistrisinde hizli
tilketim mal1 olan sarkiiteri iirlinleri iizerinden talep tahmini uygulamasi
yapilmistir. Hata testi sonuglarina gore modelin tahminlerinin giivenilir ve
tutarli oldugunu gozlemlemistir. Diger yontemlerle de talep tahminleri
gerceklestirmis ve sonuglar karsilagtirmistir. Yapay sinir aglarinin diger

yontemlerden daha iyi oldugunu gostermistir.

Es vd. (2014), yaptiklar1 ¢alisma incelendiginde, Tirkiye’nin net enerji
talebinin tahmini i¢in yapay sinir aglarini kullanmiglardir. 1970-2010 yillar
arasindaki GSYH, niifus, ithalat, ihracat, bina yiiz 6l¢limii ve tasit sayisi gibi
bagimsiz degiskenler YSA modeline girdi olarak kullanilmigtir. Ayni
zamanda ¢oklu dogrusal regresyonu ile de tahmin yapilmustir. iki tahmin
performansi karsilastirilmistir. Karsilastirma sonucu YSA’nin iistiinliglinii

gorilmiistir.

Oziidogru ve Gérener (2015), yaptiklari calisma incelendiginde, Istanbul’da
faaliyet gosteren bir hastaneden aldiklar1 2010-2014 yillarindaki veriler ile,
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temel medikal malzemelerin talep tahmini uygulamasini yapmislardir.
Minitabl17 istatistik programi kullanilarak mevcut verilere zaman serisi
yontemleri uygulanmistir. En uygun tahmin yonteminin tespiti ile 2015

yilina ait talep aylik olarak tahmin edilmistir.

Sar1 (2016), yaptig1 ¢alisma incelendiginde, yapay sinir aglar1 kullanilarak
motor yataklarinin satig talep tahminini yapmaya ¢alismistir. Satist etkileyen
faktorler olarak dolar kuru, GSYH, ara¢ parki sayisi, iiretilen arag sayisi,
ihracat sayisi, faiz oram, Tiife ve Ufe’yi almistir. Elde ettigi sonuglart
regresyon analizi ve zaman serileri ile yapilan tahmin sonuglariyla

karsilagtirilmis. Y SA tekniginin daha basarili oldugunu gézlemlemistir.

Silva vd. (2017), yaptiklar1 ¢alisma incelendiginde, simiile edilmis bir
tedarik zincirinin gelen siparigleri yerine getirme kapasitesini tahmin etmek
ve bir sonraki donem i¢in hangi tedarik zinciri diiglimlerinin bir siparis

alacagini tahmin etmek i¢in yapay sinir aglarinin kullanmislardir.

Ulucan ve Kizilirmak (2018), yaptiklari ¢aligma incelendiginde, Istanbul
faaliyet gosteren bes yildizli bir otelin 2013-2016 yillar1 arasinda satilan oda
verilerini  kullanmiglardir. Bu verilere yapay sinir agi ile bir model
olusturmuslardir. Model sonucu elde edilen verilerin ger¢ek degerlere ¢ok
yakin sonuglar verdigi goriilmiistiir. Bunun tizerine 2017-2018 yillar1 i¢in

satilan oda sayilarina tahmin edilmistir.

Yanik (2019), yaptig1 ¢alisma incelendiginde, is makineleri yedek parcalari
ireten bir {retim tesisinde stok yonetiminde etkin bir olmak igin YSA
kullanilarak talep tahmini uygulamasi yapmistir. Bagimli degisken 9 yila ait
satig verileri, bagimsiz degiskenler ise diinyada satilan is makinasi sayisi,
dolar kurudur. Ayn1 zamanda ¢oklu regresyon analiziyle de tahmin yapilip
sonuglar karsilastirilmistir. Yapay sinir aglarinin daha iyi sonuglar verdigi

gozlenmistir.

Soylemez (2020), yaptig1 ¢alisma incelendiginde, yapay sinir aglar ile altin
fiyatlarinin bir giin 6nceki cesitli girdi degiskenleriyle tahmin edilebilmesini
amaglamigtir. Uygulama 03.11.2014-31.10.2019 tarihleri arasinda olusan
altin fiyatlari, Brent petrol fiyatlari, VIX endeksi, Dow Jones Endeksi ve
ABD Dolar endeksi degiskenleri kullanilarak ¢ok katmanli yapay sinir
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aglari ile tahmin edilmektedir. Sonu¢ kisminda altin fiyatlarini en iyi tahmin
eden modelin %98,44 dogruluk oraniyla yapay sinir aglar1 oldugu

belirtilmistir.

Yildiz (2021), yaptig1 c¢alisma incelendiginde, yap1 sektoriinde faaliyet
gosteren isletmenin gecmisteki kayitli verileri kullanilarak talep tahmini
yapilmigtir. Uygulamada trend analizi, basit tstel diizeltme, cift istel
diizeltme, winters yontemleri ve bulanik zaman serisi yOntemi
kullanilmigtir. Tahmin sonucu hata degerleri hesaplanmistir. Bulunan
sonuglar kiyaslandiginda en iyi talep tahmin yonteminin, en diisiik ortalama
mutlak yilizde hata degerine (%3,6) sahip olan Toplamsal Holt-Winters

yontemi oldugu belirlenmistir.
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DORDUNCU BOLUM
YAPAY SiNiR AGLARI iLE TALEP TAHMINi UZERINE BiR UYGULAMA

Firmalar bulunduklar1 pazarlarda one ¢ikmak, olusabilecek belirsizlikleri minimuma
indirmek, miisterilerin talebini eksiksiz karsilamak ve iriiniin tretiminden teslimine kadar
planlamasin1 verimli bir sekilde gerceklestirmek icin talep tahmini yontemini kullanirlar.

Isletmelerin talep tahmin uygulamalar1 gelecegini dngdrebilmek icin dnemlidir.

Tekstil sektoriinde iiretilecek iiriin ve bu iiriine ait miktar oldukc¢a dnemlidir. Uriinler
birbirlerinden ¢okga farklilik gosterebilir. Her ne kadar iiretilecek {iriin adina olusacak talebin
ya da satigin bilinememesi sorunu olsa da bu talebin tahmin edilmeden iiretim agamasina
gecilmesi gelecekte farkli sorunlar1 da beraberinde getirebilir. Her sektorde oldugu gibi tekstil
sektorlinde de bir {iriin adina yapilan tahminin dogrulugu sirketin karliligi bakimdan yiiksek
onem tasimaktadir. Talep tahmini c¢alismalar1 firmanin kapasitesinin ne kadarmi
degerlendirebildigi, sezonluk trendlerde nelerle karsilasilacagi, pazarlama stratejilerinin

belirlenmesi ve iiretim planlarinin verimli sekilde yapilmasi adina 6nemlidir (Odabas, 2019).

Tekstil sektoriinde miisterilerin taleplerini etkileyen bir¢ok degisken olabilir. Miisteri
taleplerini etkileyen degiskenlerin belirlenmesi igsletmenin tasarim, pazarlama ve tiretim basta
olmak tizere biitiin departmanlarina katki saglayacaktir. Talep tizerinde etkisi olan degiskenler
g0z Oniine alinarak yapilan iiretim ve planlama miisterinin isteklerinin karsilanmasinda aktif
rol alacaktir. Bu onemli etken de isletmeyi pazardaki rakiplerinden daha iyi bir noktaya

getirecektir.

Bu caligmada bir tekstil entegre terbiye isletmesi olan ismini vermek istemeyen firma
adina talep tahmini uygulamasi yapilmustir. {lk olarak firmanin ge¢mis yillara ait Ocak 2018 -
Aralik 2021 aylar1 arasindaki satis verileri alinmistir. Bu veriler ¢ok fazla islem igerdigi i¢in
ve her islem sonucu farkli bir iirtin grubu olustugu i¢in ilk olarak ABC Analizi uygulanmustir.
Uygulanan ABC Analizi sayesinde en ¢ok talep edilen iiriin grubu segilmistir. Ge¢mis yillarin
verileri kullanilarak gelecek yillarin satig tahmini yapilmaya calisirken satis1 etkileyen diger
faktorlerin belirlenebilmesi i¢in uzun siiredir sektorde olan sirket calisaninin goriislerine
bagvurulmugtur. Satis tahmini yapilirken satiglar1 etkileyen dig faktorler dikkate alinarak

yapay sinir aglart modeli ile MATLAB programinda ¢oziilmiistiir.



58

4.1. Firma ve Sektor Bilgileri

Uygulama yapilan tekstil firmas1 1980 yilinda Usak ilinde kurulmus olup, gerek i¢
piyasanin ihracat¢1 firmalarina fason lretim yapan, gerckse ev tekstili konusunda AB

tilkelerine kendi iiriinlerini ihra¢ eden Tiirkiye'nin 6nde gelen tekstil fabrikalarindan biridir.

Tekstil triinlerine deger kazandirma (terbiye) islemleri ¢ok eskiye dayanir. Tekstil
sektoriinde terbiye islemlerini agiklamak gerekirse, materyallerinin (elyaf, iplik, kumas, giysi
vb) niteliklerini kullanim alanina veya tliketici istegine gore degistirmek i¢in uygulanan

islemlerin tiimiine tekstil terbiye islemleri denir.

Uygulama yapilan tekstil firmasi1 entegre bir terbiye isletmesidir. Bu tekstil terbiye
isletmesinde her tiirlii pamuklu dokuma ve 6rgii iiriinleri ile pamuk/sentetik elyaf karigimlari

en son teknoloji ile tiretilmektedir.

On Terbiye

l

Boyama

|

Yikama

|

Kurutma

l

Bitim islemleri

Kaplama ve

Laminasyon

Sekil 4.1 Terbiye Islemleri Akis Semasi

Kaynak: (Cevre ve Sehircilik Bakanligi Tekstil Kilavuzu, 2017)

Tekstil sektoriinde tiretim siireci birkag temel proses asamasini biinyesinde barindiran
karmasik siiregleri igermektedir. Uretim siireci genelde dort temel siiregten olusur: iplik

iretimi, kumas iiretimi, boyama/terbiye/bitirme islemi ve nihai iiriin tiretimi.

Terbiye islemleri olarak adlandirilan islemler, tiretim siirecinin farkli basamaklarinda
kumas, iplik veya acik elyaf halindeki tekstil materyallerine uygulanabilmektedirler. Bu

yiizden tekstil terbiyesi standart sirali islemler olarak tanimlamak dogru degildir. Daha ¢ok
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nihai kullanicinin gereksinimlerine bagli olarak, tekstil {rlinlerinin iretilmesi sirasinda

uygulanabilen temel islemlerin kombinasyonlaridir.

Yapay Lif Dogial Lif
l Elyafin Hazwrlanmas: ‘
Acik elyaf/stok J
:}ﬁi
) iplik Oretimi
Terbiye Islemleri
+  (n terbiye l
. Boysres = iPLiK
* 'Yikama —l’
* Kurutma PR
+ Bitim islemleri Kumas Uretimi
# Kaplama ve * Dokuma
laminasyon o Orme
+ Tafting
+  |gneleme
— EUMAS

o

Mihai Orlindn imalat

(Giyimn, drgi, hal,
vb.)

Sekil 4.2 Tekstil Sektorii Proses Asamalari

Kaynak: (Cevre ve Sehircilik Bakanligi Tekstil Kilavuzu, 2017)

4.2. Uygulamada Ele Alinan Tekstil Uriinleri

Uygulama calismasi s6z konusu tekstil igletmesinin Ocak 2018 ile Aralik 2021 yillart

arasindaki dort yillik siirecin aylik bazda satis verilerini kullanmistir.

Gelen siparisler kumas tlizerine yapilan ¢esitli islemler sonucu farklilik gostermektedir.

Firmanin kumas tipi 6nemsenmeden yapilan islem tiirleri iizerinden tahmin yapilmaktadir.

Ciinkii kumas iizerine yapilan her farkli islem sonucu farkli bir {iriin elde edilmektedir.

Uygulanan islem tiirleri; AB, AB+PB, D, DB, DB+KY, DB+PB, DB+RB,
DB+DIGITAL, DIGITAL, DISPERS, DIS+DB, DIS+IND, IND, K, K+KY, PB, RB, PB+KY

ve RB+KY’ dir.

e AB = Akar Boya
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e AB+PB = Akar boya + Pigment Baski

e D =Diger Islemler

e DB =Diiz Boya

e DB+KY = Diiz Boya + Kenar Yazi

e DB+PB = Diiz Boya + Pigment Baski1

e DB+RB = Diiz Boya + Reaktif Baski

e DB+DIGITAL = Diiz Boya + Dijital Bask1
e DIGITAL = Dijital Baski

e DISPERS = Dispers Baski

e DIiS+DB = Dispers Bask1 + Diiz Boya

e DIS+IND = Dispers Bask1 + Indantren Boya
e IND = indantren Boya

o K=Beyaz

e K+KY = Beyaz + Kenar Yazi

e PB = Pigment Baski

e RB = Reaktif Baski

e PB+KY = Pigment Baski + Kenar Yazi

e RB+KY = Reaktif Baski + Kenar Yazi

4.3.  ABC Analizi ile Uriin Grubu Se¢imi

ABC analizi isletme kaynaklarini, elde tutulan stoklar: ya da satis1 arttirtlacak tiriinleri
Oonem derecelerine gore siniflandirilabilmis ve analiz dénemleri icerisinde daha dogru karar

almayi kolaylagsmistir. ABC analizi, oldukga kolay ve anlasilir bir karar verme teknigidir.

Miisteri taleplerinin miktar ve karakteristigine gore gruplandirilmasini amaglayan bu

yontem triinleri talep miktarina gore biiyiikten kii¢iige ve A, B, C tipi olarak siralar.

Yapilan ABC analizinde ele alinan islem tiirlerinin 4 yillik toplam satis miktarlarina

gore siralanmis buna gore Uiriin gruplar1 arasindaki 6nem sirasi olusturulmustur.



Tablo 4.1 ABC Analizi Veri Tablosu
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ISLEM YILLAR TOPLAM
2018 2019 2020 2021
PB 9722240 12537475 10224851 12824419 45308985
RB 5945815 6487848 6875703 7100137 26409503
DB 3281433 4511057 4678108 6522032 18992630
K 2847194 2608722 2782616 2903928 11142460
D 1759839 1378809 928398 1005526 5072572
DIiGITAL 430024 606221 755237 1083526 2875008
DB+KY 238284 139258 290802 345604 1013948
AB 221562 178229 55920 44209 499920
IND 96801 103031 30657 30353 260842
AB+PB 138554 22214 8142 9036 177946
DB+RB 17399 38715 27980 23553 107647
DB+PB 31339 38137 16830 4269 90575
K+KY 35107 14687 15490 2493 67777
DIiS+IND 28170 3147 3025 0 34342
PB+KY 0 30138 0 0 30138
DiS+DB 26400 382 0 0 26782
RB+KY 0 0 25291 0 25291
DB+DIGITAL 0 1954 0 0 1954
DISPERS 1954 0 0 0 1954
TOPLAM 24822115 28700024 26719050 31899085 112140274

Firmada toplamda 19 adet islem tiirii bulunmaktadir. Bu islem tiirlerinin yillik satig

miktarlart metre cinsinden yukaridaki tabloda verilmistir. 4 yilin toplam satis miktar

tizerinden her bir islemin toplam satis miktar igerisindeki yiizde belirlenmistir. Daha sonra

ABC analizini net gézlemleyebilmek i¢in kiimiilatif yiizdeleri hesaplanmustir.

Tablo 4.2 ABC Analizi Sinif Tablosu

YUZDE

KUMULATIF YUZDE

SINIF
40,404% 40,404% A
23,550% 63,954% A
16,936% 80,891% A
9,936% 90,827% B
4,523% 95,350% B
2,564% 97,914% C
0,904% 98,818% C
0,446% 99,264% C
0,233% 99,497% C
0,159% 99,655% C
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0,096% 99,751% C
0,081% 99,832% C
0,060% 99,893% C
0,031% 99,923% C
0,027% 99,950% C
0,024% 99,974% C
0,023% 99,997% C
0,002% 99,998% C
0,002% 100,000% C

Tablo ve grafikte 19 adet iriiniin 4 yillik bazda satis rakamlarindaki yilizdesel ve

kiimiilatif dagilimlarini igeren ABC Analizi goriilmektedir.
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Bu analize gore ilk 3 islem (A grubu), toplam kalem sayisinin yaklagik %15’ini

olustururken toplam talebinin %80’nini olusturmaktadir.

Onu takip eden 2 islem (B Grubu), toplam kalem sayisinin yaklasik %210’nunu

olustururken toplam talebin %15’ini olusturmaktadir.

Geriye kalan 14 islem (C Grubu), toplam kalem sayisinin yaklasik %75’ini

olustururken toplam talebin sadece %5’ini olusturmaktadir.

Yapilan ABC analizi sonucunda en ¢ok satig yapilan islem grubu A grubu oldugu

belirlenmistir. A grubunu kendi i¢inde incelendiginde en ¢ok kar getiren islem olan PB islemi

talep tahmininde kullanilmak {izere se¢ilmistir.
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4.4. YSAile Secilen Uriin Grubu Talep Tahmini Uygulamasi

Uygulamada kullanilan PB isleminin talebi {izerinde etkisi oldugu diisiiniilen
bagimsiz (agiklayici) degiskenler sirket calisam1 ile gorisiilerek belirlenmis ve bu
degiskenlerle ilgili veriler toplanmistir. Sonra, ¢alismada kullanilan yapay sinir aglar1 modeli
tanitilmis ve gelecek bir donem i¢in PB islemlerinin aylik talep miktarlarini tahmin etmek

lizere bir yapay sinir ag1 modeli tasarlanmustir.

Daha sonra, yapay sinir aglar1 modelinin tahmin performansini tespit etmek amaciyla

MSE hata analizi yapilmis ve modelden elde edilen sonuglarin yorumlamalar1 yapilmistir.

4.41. Tahmin Siireci Tasarimi

Yapilan uygulamada tahmin araci olarak digerlerine gore daha avantajli ve basarili

sonugclar {ireten yapay sinir aglar1 yontemi tercih edilmistir.

4.4.2. Veri Setinin Hazirlanmasi

Sirket calisan1 goriisleri dikkate alinarak belirlenen islem tiirtine olan talebi
etkileyecek ¢ok sayida faktor oldugu belirlenmistir. Ancak bu verilerin tamamu i¢in aylik veri

elde edilemeyecegi i¢in, aylik veri elde edilebilecek sayisal faktorler se¢ilmistir.

Bagimli degisken tekstil firmasina ait Ocak 2018 — Aralik 2021 dénemi PB islem
tiirline ait satis rakamlar1 olurken, bagimsiz degiskenler ise yapay sinir aglar ile kurulacak
olan modelin dogru tahmin yapabilmesi igin sirket ¢alisani tarafindan goriis alinip literatiirde

arastirilmig ve satig rakamlarina etki edebilecek bagimsiz degiskenler se¢ilmistir.

Bu bagimsiz degiskenler; doviz kuru, tiiketici fiyat endeksi, iiretici fiyat endeksi,
Amerikan pamuk fiyat endeksi, tekstil ve hammaddeleri ihracat miktarlar1 ve tekstil tirtinleri

ithalat miktarlar1 olarak belirlenmistir.
Talep tahmini i¢cin kullanilacak degiskenler asagidaki tabloda belirtilmistir.

Tablo 4.3 Bagimli — Bagimiz Degiskenler

DEGISKENLER KAYNAK

BAGIMLI |1 |SATIS VERILERI (AYLIK) TEKSTIL FIRMASI
BAGIMSIZ |1 |DOVIZ KURU (DOLAR/TL) (AYLIK) TCMB

2 | TUKETICI FIYAT ENDEKSI (AYLIK) TUIK

3 | URETICI FIYAT ENDEKSI (AYLIK) TUIK

4 | AMERIKAN PAMUK FiYAT ENDEKSI (AYLIK) INVESTING

5 | TEKSTIL VE HAMMADDELERI ITHRACAT VERILERI (AYLIK) |TiM

6 | TEKSTIL URUNLERI ITHALAT VERILERI (AYLIK) TUIK
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4.4.2.1. Bagimh Degiskenler

Uygulamanin bagimli degiskeni PB islem gurubunun aylik satis miktarlaridir.
Uygulamada kullanilan veriler firmanin tuttugu GENEL SATIS EXCEL veri tabanindan elde
edilmistir. Belirlenen islem gurubuyla ilgili satis verileri aylik olarak sorgulanmis ve Ozet
tablolar olusturulmustur. Tahmin ¢aligsmasi i¢in 2018-2021 yillar1 arasindaki 48 aylik veriler

toplanmistir. Degiskenlerin se¢im nedenleri ve 6zet veri setleri asagidaki gibidir.
1. Aylik Satig Miktar1 Verileri:

Firmaya ait 2018-2021 yillar1 arasinda ger¢eklesen PB islem tiiriiniin satis miktarlar
asagidaki tabloda gosterilmistir.

Tablo 4.4 Aylik PB Islem Grubu Satis Verileri

AYLIK SATIS VERILERI (METRE)

AYLAR PB PB PB PB
Ocak 845522 1067429 809975 1032394
Subat 945992 1148787 791803 1006224
Mart 815632 1147506 728577 1304748
Nisan 946219 880069 344973 1441109
Mayis 935693 918589 421549 691481
Haziran 643331 917698 976102 1292452
Temmuz 2018 599392 2019 1202608 2020 976638 2021 1058760
Agustos 456212 917588 810216 936889
Eyliil 687260 1322306 732373 994050
Ekim 919977 1014741 1109746 848797
Kasim 1099177 1041278 868713 1025335
Arahk 827833 958876 1654186 1192180
Genel Toplam 9722240 12537475 10224851 12824419

4.4.2.2. Bagimsiz Degiskenler

Uygulamada kullanilacak bagimsiz degiskenler belirlenirken ilk olarak literatiire
bagvurulmustur. Literatiir taramasi ile elde edilen bagimsiz degiskenler tekstil firmasinda
calisan uzman personel ile birlikte incelenmistir. incelenen bagimsiz degiskenler arasindan
tekstil sektoriinde talebi etkileyecek degiskenler secilmistir. Tekstil firmasi ¢alisani yapilan
goriismeler ve incelenen literatiir sonucunda PB islem gurubunun talebini etkileyen bagimsiz

degiskenler asagidaki gibi belirlenmistir.

1. T.C. Merkez Bankas1 Aylik Déviz Kuru (Dolar/TL):
Veriler, TCMB veritabinindan alinmistir. Dolar kurunda yasanabilecek artislarin

tekstilin ~ sektoriinde girdi maliyetlerini  ylikseltecegi ve satislarin  azalacagi




distiniilmektedir.

Tablo 4.5 Aylik D6viz Kuru Verileri
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DOViZ KURU (DOLAR/TL)

AYLAR DOLAR/TL DOLAR/TL DOLAR/TL DOLAR/TL
Ocak 3,78 5,38 5,93 7,41
Subat 3,78 5,27 6,06 7,09
Mart 3,89 5,45 6,33 7,64
Nisan 4,06 5,75 6,83 8,17
Mayis 4,42 6,06 6,96 8,36
Haziran |15 464 2019 82 2000 282 2021 251
Temmuz 4,76 5,68 6,86 8,63
Agustos 5,74 5,63 7,27 8,49
Eyliil 6,38 5,72 7,52 8,53
Ekim 5,87 5,79 7,89 9,16
Kasim 5,38 5,74 8,02 10,54
Aralik 5,32 5,85 7,73 13,55

TCBM- (USD) ABD Dolar1 (Déviz Satis)

Kaynak: (TCMB, 2022)

2. Tiiketici Fiyat Endeksi (TUFE):

Tiiketici tarafindan satin alinan mal ve hizmetlerin fiyatlarindaki degisimleri 6lgen

endekse tiiketici fiyat endeksi denir. Yillik enflasyon degerindeki degisimi Olgmek igin

kullanilir. TUFE miisterilerin satin alma giiciiyle dogrudan iligkili oldugu

tizerinde etkili olacag diisiintilmiistiir.

Tablo 4.6 Aylik TUFE Verileri

igin satiglar

Tiiketici fiyat endeksi ve degisim oranlari, 2018-2021

[2003=100]

Yil Ocak | Subat| Mart| Nisan| Mayis | Haziran | Temmuz | Agustos | Eyliil| Ekim | Kasim | Aralik

Endeks

2018 | 330,75| 333,17 | 336,48 | 342,78 | 348,34 | 357,44 359,41 367,66 | 390,84 | 401,27 | 395,48 | 393,88
2019 | 398,07 | 398,71 | 402,81 | 409,63 | 413,52 | 413,63 419,24 422,84 | 427,04 | 435,59 | 437,25 | 440,50
2020 | 446,45 | 448,02 | 450,58 | 454,43 | 460,62 | 465,84 468,56 472,61 | 477,21 | 487,38 | 498,58 | 504,81
2021 | 513,30 | 517,96 | 523,53 | 532,32 | 537,05| 547,48 557,36 563,60 | 570,66 | 584,32 | 604,84 | 686,95

Kaynak: (TUIK, 2022)

3. Uretici Fiyat Endeksi (UFE):

Uretici fiyat endeksi, belli dsnemlerde iilke ekonomisinde iiretimi yapilan ve yurt igine

satiga konu olan iirlinlerin, {iretici fiyatlarin1 zaman i¢inde karsilastirarak fiyat degisikliklerini
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olcen fiyat endeksidir. Enflasyonun belirlenmesinde kullanilir. UFE’nin artmasi ile girdi

maliyetlerinin artacagi bu sebeple satis fiyatlarinin artip satiglarin azalacag diisiiniilmiistiir.

Tablo 4.7 Aylik UFE Verileri

Yurt ici iiretici fiyat endeksi ve degisim oram, 2018-2021 ‘ ‘ ‘ ‘ ‘

[2003=100]

Yil Ocak ‘ Subat ‘ Mart l Nisan l Mayis ‘ Haziran | Temmuz | Agustos ‘ Eyliil | Ekim ‘ Kasim ‘ Arahk

Endeks

2018 | 319,60 | 328,17 | 333,21 | 341,88 | 354,85 | 365,60 372,06 396,62 | 439,78 | 443,78 | 432,55 | 422,94

2019 | 424,86 | 425,26 | 431,98 | 444,85 | 456,74 | 457,16 452,63 449,96 | 450,55 | 451,31 | 450,97 | 454,08

2020 | 462,42 | 464,64 | 468,69 | 474,69 | 482,02 | 485,37 490,33 501,85 | 515,13 | 533,44 | 555,18 | 568,27

2021 | 583,38 | 590,52 | 614,93 | 641,63 | 666,79 | 693,54 |710,61 730,28 741,58 | 780,45 | 858,43 | 1022,25

Kaynak: (TUIK, 2022)
4. Amerikan Pamuk Fiyat Endeksi :

Amerikan Ulusal Pamuk Konseyi (NCC) tarafindan belirlenen pamuk satig fiyatlari
baz alinmigtir. Uluslararasi piyasalarda pamuk talebinin degiskenligi yiiziinden pamuk
fiyatlarinda inis ¢ikislar meydana gelmektedir. Bu inis c¢ikislar hammadde fiyatlarina

yansimaktadir. Bu degisimin iireticinin maliyetlerini artiracag: diisiiniilmektedir.

Tablo 4.8 Aylik Amerikan Pamuk Fiyat Verileri

ABD PAMUK FiYATLARI ENDEKSI

AYLAR PAMUK PAMUK PAMUK PAMUK
Ocak 77,19 74,24 67,42 80,61
Subat 82,88 72,77 61,8 89,02
Mart 81,58 77,58 51,14 80,77
Nisan 83,88 76,77 57,42 88,34
Mayis 93,09 68,17 57,24 82,09
Haziran 2018 85,38 2019 65,73 2020 60,98 2021 85,05
Temmuz 89,55 63,88 62,74 89,59
Agustos 82,29 58,88 65,26 92,52
Eyliil 76,38 60,74 65,81 105,59
Ekim 76,86 64,38 68,98 115,03
Kasim 78,83 65,3 72,24 106,41
Arabk 72,27 68,98 78,24 113,63

Kaynak: (Investing, 2022)
5. Tekstil ve Hammaddeleri Thracat Verileri:

Thracat, bir malin diger iilkelere déviz karsihign satilan satis islemleridir. Tekstil ve
hammaddelerinin ihracat miktar1 tekstil iretimini etkileyecegi ic¢in, PB islem grubunun

satigini da etkileyecegi diislintilmektedir.




Tablo 4.9 Aylik Tekstil ve Hammaddeleri Ihracat Verileri
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2018-2021 TARIHI ITIBARIYLE SEKTOREL BAZDA AYLIK IHRACAT KA
RAKAMLARI (1000 $)

Yir

Yull Hazira | Temmu | Agusto
ar | Ocak |Subat | Mart Nisan |Mayis | n z S Eylil | Ekim | Kasim | Aralik
A. TARIMA DAYALI iSLENMiS URUNLER Tekstil ve Hammaddeleri

201

8 695.250 | 698.403 | 791.183 | 706.287 | 747.263 | 659.460 | 699.663 | 616.081 | 717.101 | 760.086 | 747.409 | 623.298
201

9 675.590 | 639.693 | 727.809 | 690.700 | 786.329 | 509.869 | 662.374 | 572.663 | 677.696 | 704.752 | 673.997 | 598.257
202

0 673.013 | 645.869 | 584.618 | 306.250 | 368.575 | 553.321 | 655.113 | 568.069 | 687.453 | 769.646 | 705.037 | 769.597
202

1 730.139 | 744.960 | 868.486 | 877.323 | 743.336 | 898.791 | 723.634 | 828.181 | 943.613 | 917.487 | 936.663 | 933.219

Kaynak: (TiM, 2022)
6. Tekstil Uriinleri Ithalat Verileri:

Ithalat, yurt disinda iiretilen mallarin iilkedeki i¢indeki alicilar tarafindan satin alinma

islemleridir. Asagidaki tabloda standart uluslararasi ticaret siniflamasina gore ithalat

islemlerinden sektorle ilgili olan 26. ve 65. maddelerin toplami1 ¢ekilmistir.

26. Madde: Dokuma elyafi ve bunlarin artiklari, 65. Madde: Tekstil trtinleri

(iplik,

kumas, yer kaplamalari, hazir esya)’dir. Bu maddeler girdi hammadde vb. iiriinler oldugu i¢in

fiyat ve satis konusundan dogrudan etkili olacag: diisiinilmiistiir.

Tablo 4.10 Aylik Tekstil Uriinleri Ithalat Verileri

Standart uluslararasi ticaret siniflamasina (SITC, Rev. 4) gire ithalat, 2018-2021 (genel ticaret sistemi)

(Deger: Bin ABD $)
Smm Hazir | Temm | Agust Arah
Yil f Ocak |Subat |Mart | Nisan | Mayis |an uz 0s Eyliil | EKim | Kasim | K
2018
26 283 278 292 311 322 289 273 252 214 141 160 140
392 103 314 711 653 265 119 759 858 665 054 851
65 615 553 600 591 676 568 584 444 457 441 426 428
614 649 854 159 298 858 210 205 017 970 625 999
TOPL 899 831 893 902 998 858 857 696 671 583 586 569
AM 006 753 168 869 950 123 329 964 875 635 680 849
2019
26 181 193 239 277 335 236 312 258 213 218 237 243
305 599 427 444 624 434 223 442 625 150 490 052
65 477 479 476 535 569 478 580 492 510 545 529 554
069 626 112 745 821 625 955 552 469 783 973 548
TOPL 658 673 715 813 905 715 893 750 724 763 767 797
AM 374 225 539 189 444 059 178 994 094 932 463 600
2020
2| 251 234 275 236 231 195 190 211 191 183 212 250
6 | 156 947 654 724 587 948 661 393 587 338 398 407
6| 539 535 512 397 390 322 361 419 438 434 438 475
51091 253 883 020 892 927 284 603 011 996 362 198
TOPL 790 770 788 633 622 518 551 630 629 618 650 725
AM 247 201 537 744 480 875 945 995 597 334 761 606
2021
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2| 202 234 304 370 359 370 315 310 281 258 402 380

6 | 595 054 275 940 463 224 256 522 325 365 718 326

6 | 394 433 512 529 594 628 511 520 530 506 618 669

5 [ 220 843 737 113 117 770 733 066 440 346 133 007
TOPL 596 667 817 900 953 998 826 830 811 764 1020 1049
AM 815 897 011 053 579 994 989 589 765 711 851 333

26 = Dokuma elyafi ve bunlarin artiklari- Textile fibres (other than wool tops) and their wastes

65 = Teksitil iiriinleri (iplik, kumas, yer kaplamalari, hazir esya)- Textile yarn,fabrics,made up articles,etc.

Kaynak: (TUIK, 2022)

4.4.3. Yapay Sinir Ag1 Modelinin Secimi

Onceki béliimde de anlatildig iizere yapay sinir aglari ile yapilan talep tahmininde en
¢ok kullanilan yontemlerden biri ¢ok katmanli ileri beslemeli geri yayilimli algoritmasidir. Bu
nedenle yapilan ¢alismada ¢ok katmanli ileri beslemeli geri yayilim algoritmasi kullanilmaya

karar verilmistir.

Ocak 2018 — Aralik 2021 yillar1 arasindaki 48 adet veri kullanilmaktadir. Verilerin
yaklagik %70’i olan Ocak 2018 — Haziran 2020 yillar1 arasindaki 30 adet veri agin egitim
verisi olarak kullanilirken geri kalan yaklasik %30’luk kismi1 Temmuz 2020 — Aralik 2021

yillar1 arasindaki 18 adet veri agin performansini test etmek amactyla kullanilmugtir.

Normalizasyon teknigi olarak en ¢ok tercih edilen Min-Max yontemi kullanilarak, tim

veriler [0,1] arasinda normalize edilmis ve programa aktarilmistir.

Belirlenen 6 adet bagimsiz degisken yapay sinir agi modelinin giris katmanini
olugturmaktadir. Cikti katmanini ise tahmini yapilacak bagimli degisken olan PB isleminin
satig degerleri olusturur. Girdi ve ¢ikt1 katmanlar1 kullanilarak ileri beslemeli geri yayilim
algoritmas1 sec¢ilmistir. Tek gizli katmandan olusan ¢ok katmanli algilayicilar problemleri
cozmede daha 1yi sonuglar verdigi icin gizli katman sayisinin bir olarak belirlenmesine karar

verilmistir.

Yapay sinir aglarinda ka¢ adet gizli katman kullanilacagina dair net bir bilgi
bulunmamaktadir. Yapay sinir aglari modelinde genelde gizli hiicre sayisini belirlemede
“geometrik piramit kural1” olarak bilinen bir yontem kullanilabilmektedir. Bu kuralin iki ana

maddesi vardir. Bunlar;
1. Gizli hiicre say1s1 girdi hiicre sayisinin iki katin1 gegmemelidir.

Bu kurala gore uygulamada girdi sayis1 6’dir. Gizli katman sayis1 “6x2=12" adeti

gecmemelidir.

2. Gizli hiicre sayis1 girdi hiicre sayisi ile ¢ikti hiicre sayisinin carpiminin

karekokiinden az olmamalidir.
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Girdi hiicre sayisi 6, ¢ikt1 hiicre sayis1 1°dir. “6x1=6 ve V6 = 2.44 tiir. Bu durumda

gizli katman sayis1 ayn1 zamanda 3 adetten de az olmamalidir.

Yukaridaki islemler sonucu gizli katman sayisinin “3 <gizli katman <12” oldugu
belirlenmistir. Ayni1 zamanda literatiirde tahmin islemlerinde en etkili olan ve 1-10 arasinda
yapilan denemeler neticesinde en iyi sonucu veren gizli katman hiicre sayis1 8 oldugu bilindigi

icin gizli katman sayisi1 8 olarak tercih edilmistir.

GIiRDi KATMANI GIiZLi KATMAN CIKIS KATMANI

DOVIZ KURU

s )O\
RS /;o [@I}
:.’":\_.z“.""" y SO.—-
R
O

PAMUK FIYATLARI

TEKSTIL IHRACAT

TEKSTIL ITHALAT

BAGIMSIZ BAGIMLI
DEGISKENLER | NORONLAR DEGISKEN

Sekil 4.4 Uygulamada Kullanilan Yapay Sinir Ag1 Modeli

4.4.3.1. Modelin Tasarimi ve Matlab Uygulamasi

Uygulamada kullanilan yapay sinir agi literatiirde de sikga bahsedilen ileri beslemeli
geri yayllmali yapay sinir agidir. Ileri beslemeli geri yayimali yapay sinir agmin
kullanilmasinin sebebi tahmin uygulamalarinda ¢ok¢a kullanilmast ve tahminlerdeki
basarisidir. Yapay sinir ag1 modeli MATLAB R2022b programi kullanilarak olusturulmustur.
NN Toolbox yapay sinir ag1 alt programi kullanilmigtir.

Verilerin normalizasyon isleminin Excel’de tamamlanmasinin ardindan kullanilan
MATLAB programinda tahmin edilmeye ¢alisilmistir. 2018 — 2021 yillar1 arasinda toplam 30

veri agin egitimi icin 18 adet veride test asamasinda kullanilmistir. ilk olarak talep tahmini
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yapmak icin toplanan ve Microsoft Excel programina kayithh olan veriler Matlab’a

yiiklenmistir.
Y apay sinir aginin 6grenebilmesi i¢in asagidaki islemler gergeklesecektir:
1. Bagimsiz degisken verileri egitim ve test verileri olarak ayrilir.
2. Bagimli degisken verileri egitim ve test verileri olarak ayrilir.
3. Egitim girdileri ve ¢iktilar1 kullanilarak ag egitilir.

4. Test girdileri ve ¢iktilar1 aga verilerek egitilmis agdan ¢ikan ¢iktilarla gergek ciktilar

karsilastirilir.

Modelde 6 adet girdi 1 adet ¢ikt1 kullanilmakla beraber tek ara katman kullanilmistir.
Normalize edilen veriler egitilmeden 6nce modelde kullanilmasi gereken parametrelerin

belirlenmesi gerekmektedir.

Bu parametreler 6grenme katsayisi, momentum Kkatsayisi ve iterasyon sayisidir.
Tahmini yapilan her model i¢in tiim parametreler belirlenen aralik degerleri arasinda deneme
yanilma yontemi ile agin egitimi yapilmaktadir. Modeli en iyi agiklayan parametreler ile test

verisinin tahmini yapilmaktadir.

Tablo 4.11 Yontem Parametreleri

PARAMETRELER
AG Tiri Feed- Forward backprop
EGITiM FONKSiYONU TRAINLM

OGRENME FONKSIYONU LEARNGDM

PERFORMANS FONKSiYONU | MSE

KATMAN SAYISI 2
NORON SAYISI 8
TRANSFER FONKSIiYONU TANSIG
ITERASYON SAYISI 1000

Veriler aga sunulmus ve 1000 iterasyonlu bir 6grenme modeli uygulanmistir. Burada
O0grenmenin yeterli bir sekilde gerceklestigini anlamak ic¢in hata kareleri ortalamasi (MSE)

secilmistir.

Oncelikle tahmin yapacagimiz tiim verileri Excel’de diizenlememiz gerekmektedir.
Toplam 48 adet verinin test edecegimiz 18 farkli Excel’de farkli bir sayfada kalan 30 egitim
verisi farkli bir sayfada olmak tizere ayr1 ayri incelenmelidir. Egitim verisi “Import Data”
kismindan MATLAB programina normalize edilen degerler yiiklenir. Daha sonra “New

Variable” kismindan verilen tablolara aktarilir. MATLAB programina tanimlanan degerlerin
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Transpoze edilmesinin ardindan program calistirilir. Verilerin transpoze edilmesi asagida

gosterilmistir.

Command Window

>> bagimli=bagimli’;
>> bagimsiz=bagimsiz';

Sekil 4.5 Transpoze Formiilleri

Transpoze edilmesinin sebebi Excel’den aldigimiz verilerin satir ve siitun degisimini
yapmaktir. Bu sayede uygulama verileri tanimlayabilmektedir. Verilerin transpoze

edilmesinden sonra command window’a “nntool” yazilarak NNToolBox ¢alistirilir.

L Neural Network/Data Manager (nntool)

B Input Data 2 Networks #8l Output Data:
bagimsiz

@ Target Data: 3 Error Darta:

bagimli

>} Input Delay States: >} Layer Delay States:

2 Import.. ¢ New... ) oper & Export... M De D Help € Close
-

Sekil 4.6 NNToolBox Arayiizi

Cikan bu ara yiizde Import sekmesinden tanimladigimiz bagimsiz veriler Input
Data’ya bagiml veriler Target Data’ya atanir. Daha sonra New sekmesine tiklanarak yapay

sinir ag1 olusturulmaya baslanir.
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[ ] Create Network or Data

Data
Name

network 1

Network Properties

Network Type: Feed-forward backprop a
Input data: bagimsiz a
Target data: bagimli (2]
Training function: TRAINLM @
Adaption learning function: LEARNGDM a
Performance function: MSE a8
Number of layers: 2

Properties for:  Layer 1

Number of neurons: 8

Transfer Function: TANSIG

™) view ¥ Restore Defaults

D Help W crigre . @ Close

Sekil 4.7 Parametre Arayiizii

Programda literatiirde en c¢ok tercih edilen tahmin etme agi olarak FeedForward
Backprob kullanilmistir. Egitim girdisi “bagimsiz”, egitim ¢iktis1 “bagimli” verileri, egitim ve
o0grenme algoritmalari, performans fonksiyonu, katman sayisi, gizli hiicre sayisi, néron sayisi
ve aktivasyon fonksiyonu girisleri yapilip sonrasinda “Create” butonuna basilarak ag yaratma

islemi gergeklestirilir.

Hidden Layer Output Layer

Input

Sekil 4.8 MATLAB Yapay Sinir Ag1 Modeli

Calisilan agda alti girdi verisi sekiz sinir hiicresi ve iki katman bulunmaktadir.
Olusturulan agm egitimi i¢in “Train” sekmesinden agin egitim islemi gergeklestirilmistir.
Asagidaki Train sekmesine ait ekran goriintiisii verilmistir. Burada agin egitimi ic¢in gerekli

parametreler secildikten sonra “Train Network™ ile modelin egitimi yapilmaktadir.
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® <3 Metwork: network1

View Simulate  Adapt  Reinitialize Weights = View/Edit Weights

Training Info

showWindow true mu 0.001
showCommandLine false mu_dec 0.1

show 25 mu_inc 10

epochs 1000 mu_max 10000000000
time Inf

goal 0

min_grad le-07

max_fail 1000|

‘:‘_j Train Network

Sekil 4.9 MATLAB Yapay Sinir Ag1 Egitim Ekrani

MATLAB programinda o6grenme islemi gergeklestirildikten sonra elde edilmis
performans grafigi asagidaki gibidir. Performans grafigi agin egitimi sonucunda her
iterasyondaki egitim dogrulama ve test kiimelerinin ne sekilde degistigini gosterir. Grafikten
goriildiigl iizere 15 iterasyonda optimum sonuca ulasilmistir. Heniiz ezberleme yapmamis

olmasi genelleme yapmasi agisindan olumlu olacaktir.

[ ] @ Neural Network Training Performance (plotperform), Epoch 50, Training fi...
File Edit View Insert Tools Desktop Window Help e

Best Validation Performance is 0.0057629 at epoch 15

=3 — [R——
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50 Epochs
Sekil 4.10 MATLAB Yapay Sinir Ag1 Performans Grafigi

Ogrenme isleminin ardindan Regression sekmesinden egitilen modelin basarist

asagidaki gibidir.
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Training: R=0.98773 Validation: R=0.9205
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Sekil 4.11 MATLAB Yapay Sinir Ag1 Regresyon Degerleri
Egitilen agin regresyon degerleri sekildeki gibidir. Egitim regresyon degerinin R? =
0,99773 gibi yiiksek bir degere sahip olmasi egitim asamasindaki basarty1 gostermektedir.

Regresyon katsayilari test i¢in 0,87885, dogrulama icin 0,9205 ve toplam regresyon igin ise
0,9196 olarak tespit edilmistir.

Regresyon degeri 1’e ne kadar yakinsa s6z konusu asama o kadar basarilidir.
Dogrulama ve test asamalarindaki regresyon degerleri de oldukca iyi olmasi agin egitim

stirecinin bagarili gectigini gostermektedir.

Yapay sinir ag1 modelinde egitim esnasinda liretilen talep degerleri asagidaki tabloda

verilmektedir.

Tablo 4.12 MATLAB Egitim Ciktilari

AYLAR SATIS NORMALIZE SATIS | NORMALIZE EGITiM CIKTI | EGIiTiM SATIS
2018-1 845522 0,382328162 0,3478800000 800422,018
2018-2 945992 0,459068922 0,4581600000 944802,028
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2018-3 815632 0,359497652 0,3603100000 816695,536
2018-4 946219 0,459242308 0,4523200000 937156,224
2018-5 935693 0,451202364 0,4563000000 942366,892
2018-6 643331 0,227891107 0,2225600000 636351,445
2018-7 599392 0,194329723 0,1900600000 593802,023
2018-8 456212 0,084966312 0,0143180000 363718,312
2018-9 687260 0,261444853 0,2601300000 685538,578
2018-10 919977 0,439198205 0,4081600000 879341,378
2018-11 1099177 0,576074329 0,5762600000 1099420,08
2018-12 827833 0,368816992 0,4093800000 880938,618
2019-1 1067429 0,551824646 0,5588600000 1076639,78
2019-2 1148787 0,613967322 0,5739100000 1096343,43
2019-3 1147506 0,612988872 0,6083000000 1141367,27
2019-4 880069 0,40871577 0,3009000000 738915,192
2019-5 918589 0,438138026 0,4410600000 922414,486
2019-6 917698 0,437457465 0,4323500000 911011,241
2019-7 1202608 0,655076752 0,6878500000 1245515,16
2019-8 917588 0,437373445 0,4341000000 913302,363
2019-9 1322306 0,746504198 0,6036100000 1135227,06
2019-10 1014741 0,511580621 0,5112300000 1014281,96
2019-11 1041278 0,53185005 0,4725900000 963693,972
2019-12 958876 0,468909948 0,4829000000 977191,958
2020-1 809975 0,355176736 0,3259100000 771658,609
2020-2 791803 0,341296642 0,3369400000 786099,228
2020-3 728577 0,293003507 0,2929500000 728506,948
2020-4 344973 0 0,0104580000 358664,75

2020-5 421549 0,058490101 0,1483500000 539194,749
2020-6 976102 0,482067471 0,5476200000 1061924,22

Ag ciktilar1 1le gercek degerleri ayni grafikte gosterimi asagida goriilmektedir. Gergek

degerler ile ag ¢iktisinin arasindaki fark ag ¢iktilarindaki bagariyr ortaya koymaktadir.

1500000

1000000

500000

0

MATLAB EGITIM CIKTILARI ve GERCEK

DEGER KARSILASTIRMA

NN\

1 3 5

N

7

9
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11 13 15 17 19 21 23 25 27 29

e EGITIM SATIS

Sekil 4.12 MATLAB Egitim Ciktilar1 Karsilagtirma

SATIS
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4.4.4. YSA ile Elde Edilen Tahmin Sonuclar

Model egitildikten sonra test i¢in olusturulan test verileri segilerek tahmin sonuglarinin
iiretilmesi istenmektedir. Egitim ekrani iizerinde “Simulate” tiklanip gelip bu sefer “Inputs”
yerine test i¢in ayrilan verinin segilmesinin ardindan “Simulate Network” e tiklandiginda test

verileri i¢in sonuglar ¢ikarilmis olacaktir.

@ [ ] Network: network1
View  Train Adapt  Reinitialize Weights  View/Edit Weights
Simulation Data Simulation Results
Inputs bagimsiz_test Outputs tahminl|

Supply Targets

Targets ZEro Errors

Simulate Network

LS

Sekil 4.13 MATLAB Yapay Sinir Ag1 Test Ekrani

Test isleminden sonra agin tahmin olarak verdigi test c¢ikti verileri ile gergek
degerlerin karsilagtirillmasi gerekmektedir. Buna gére MSE (Ortalama Kare Hata) degeri
0,01227813 olarak bulunmustur. MSE degerinin sifira yakin olmasi iyi bir performans
gosterdigini soylenebilir.

Tablo 4.13 MATLAB YSA Tahmin Performansi

Tahmin Deger (Toplam) Gercek Deger (Toplam) Toplam Sapma %

18976291,00 18358291,83 3,26

Tahmin islemi yapildiktan sonra gercek veriler ile tahmini yapilan test verileri
birbirleri ile karsilagtirilmistir. Asagidaki tahmini ve gergek degerlerin toplam miktarlar1 yer
almaktadir. Test verilerinin toplami ile tahmin verilerinin toplam: arasinda %3.26°1ik bir

sapma vardir.

Tablo 4.14 YSA Tahmin Degerleri ile Gergek Degerlerin Karsilagtirilmasi

TEST KUMESI
AYLAR TEST TEST (normalize) TAHMIN TAHMIN (normalize)
2020-7 |976638 0,482476877 446628,681 0,076464036
2020-8 |810216 0,355360816 803161,6101 0,349972548
2020-9 |732373 0,295902958 742563,0027 0,303686262
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2020-10 | 1109746 |0,584147117 1284316,986 0,717487518
2020-11 | 868713 0,400041857 852359,1626 0,387550507
2020-12 | 1654186 |1 1396148,513 0,802906412
2021-1 |1032394 |0,525064294 1026487,67 0,520552935
2021-2 |1006224 |0,505075186 1008541,677 0,506845469
2021-3 | 1304748 |0,733093087 1307387,157 0,735108922
2021-4 |1441109 |0,837248026 1448439,028 0,842846831
2021-5 691481 0,264668927 701015,0434 0,271951198
2021-6 |1292452 |0,723701185 1291588,322 0,723041493
2021-7 |1058760 |0,545203111 1062534,492 0,548086134
2021-8 | 936889 0,452115889 923479,8559 0,441873748
2021-9 |994050 0,49577647 998393,6238 0,499094207
2021-10 | 848797 0,384829665 845407,1691 0,382240452
2021-11 1025335 |0,519672506 1027965,18 0,521681483
2021-12 | 1192180 |0,647111662 1191874,657 0,646878436

Tabloda tahmini yapilan 18 verinin ger¢eklesen degerleri ve tahmin degerlerin bir

arada verilmistir. Tahmin degerleri incelendiginde gercek degerlere yakin bir tahmin yapildig:

goriilmektedir.
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TAHMIN

Sekil 4.14 YSA Tahmin Degerleri ile Ger¢ek Degerlerin Karsilagtirilmasi

Tahmin sonuglari ile gergek degerleri ayni grafikte gosterimi yukarida gériilmektedir.

Gergek sonuglar ile YSA tahmin sonuglarinin benzerligi ag ciktilarindaki basariyr ortaya

koymaktadir.
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SONUC

Isletmeler, giiniimiiz kiiresellesen diinyada artan maliyetler ve dijitallesme sonucu
degisen rekabet kosullarina karsi ayakta kalabilmek i¢in karsilastiklari ¢esitli sorunlara etkin
coztimler tretip karar vermek zorundadirlar. Bu baglamda Tedarik Zincirini dogru yonetmek
cok onemlidir. Siirprizlerle karsilasmamak, maliyetleri dnceden belirleyip dngérmek ve bu
ongoriileri tutarl kilmak tahmin ile miimkiin olur. Talep tahminlerinin yiliksek dogrulukla elde

edilmesi, tiim tedarik zinciri yonetimi siireclerinin basarisi i¢in 6nemli bir faktordiir.

Her gecen giin artan rekabet kosullar1 sektorleri farkli arayislara itmistir. Isletmeler
arasindaki iliskiler karmasiklastik¢a ve tedarik zincirleri biiylidiik¢e tedarik zinciri yonetimi
daha da 6nem kazanmustir. Glinlimiizde ise rekabet, isletmeler arasinda olmaktan ¢ikip tedarik

zincirleri arasinda olmaya dogru yonelmistir.

Yasanan kiiresel pandemi sebebiyle iilkeler aras1 seyahat ve ticari faaliyetlere getirilen
kisitlamalar en biiyiik degisikliklerin tedarik zincirinde yasanmasini saglamistir ve tedarik
zinciri yonetimini olumsuz etkilemistir. Bu etkiler otomotiv yedek parca sektoriinden gida
sektorline, tekstilden turizme kadar bir¢ok sektorii uzun siire etkilemeye devam etmistir. Bu
yiizden en ¢ok etkilenen sektorlerden biri olan tekstil sektoriinde degisen talebin dogru ve
hizli bir sekilde tahmini isgiici ve kaynak planlamalarinin etkin bir sekilde yapilmasi

acisindan onem arz etmektedir.

Isletmeler gelecekte neyin nasil olacagini éngdérmek isterler ve bu yiizden birgok
konuda gesitli talep tahmin yontemlerine bagvururlar. Bu talep tahmin yontemlerinde biri olan
ve son yillarda sik¢a kullanilan yeni yontemlerden birisi de yapay sinir aglaridir. Yapay sinir
aglar1 ¢ok farkli alanlarda hem tahmin yapabildiginden hem de gercege daha yakin sonug

vermesinden birgok arastirmada kullanilmaktadir.

Bu ¢aligma yapay zeka teknolojilerinden olan yapay sinir aglarinin tahmin yapmadaki
basarisin1 gostermek amaciyla hazirlanmistir. Verilerin dogrusal olmadigr ve talebi etkileyen
birden fazla degiskenin oldugu tahmin problemlerinde YSA’nin nasil etkin sonuglar verdigi

gosterilmistir.

Tekstil sektoriinde hizmet veren bir firmaya ait 2018 - 2021 arasindaki aylik satis
veriler kullanilarak bir yapay sinir ag1 tahmin modeli olusturulmustur. Ulkemiz ekonomisinde
onemli rolii olan tekstil sektoriinde faaliyet gdsteren firmalar her gegen giin giderek artan

rekabet kosullarina maruz kalmaktadir. Bu sektoriin bir pargasi olan tekstil isletmeleri de
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pamuk fiyatlarinda, doviz kurlarinda ve yasanan ani degisimlere daha hazirlikli olmak ve

tedarik zinciri siiregleri dogru yonetebilmek i¢in daha net tahminlere gereksinim duymaktadir.

Isletmeye ileri beslemeli geri yayilmal1 yapay sinir aglar1 kullanilarak tahmin eden bir
model 6nerilmistir. Onerilen model, gercek verilerle test edilmis ve sonuclar1 verilmistir.
Gelistirilen YSA tahmin modeli ¢aligmanin yapildigi isletmenin satis verilerini yiiksek
dogruluk ile tahmin edebilecegi belirlenmistir, dolayisiyla modelin performans bakimindan
olduk¢a iyi oldugunu ortaya ¢ikmistir. Isletme, gelistirilen YSA tahmin modeli ile satis

tahmini yapabilecek ve iiretim i¢in tedarik senaryolarini belirleme kabiliyeti kazanacaktir.

Elde edilen sonuglar dogrultusunda, yapay sinir aglarinin ger¢ek sonuglara yakin
degerler verdigi ortaya cikmistir. Yapay sinir aglari, veriler arasindaki dogrusal olmayan
iligkileri Ogrenip genelleme yapabilmekte ve bu sayede daha oOnce hi¢ karsilasmadigi
orneklere kabul edilebilir bir hatayla cevap bulabilmektedir. Bu 6zellikleri nedeniyle yapay

sinir aglari, tahmin etmede etkili bir yontem olarak kullanilmaktadir.

Uygulamada 2018-2021 yillar1 arasinda gergeklesen satis verilerine ABC Analizi
uygulanarak en ¢ok talep edilen islem tiiriinden secilmistir. Satislar1 etkileyen faktorler,

calisma dncesinde goriisiilen uzman kisilerin goriisleri alinarak belirlenmistir.

Bu faktdrlere ait bilgiler, TCBM, TUIK vb. kurum kaynaklarindan elde edilmistir.
Egitim verileri olarak satisini etkileyen 6 ana faktor oldugunu diisiiniilmiistiir. Bunlar; doviz
(dolar) kuru, TUFE, UFE, Amerikan pamuk endeksi fiyatlari, tekstil ve hammaddeleri ihracat

verileri ve tekstil tirtinleri ithalat verileridir.

Bu veriler (0,1) araliginda normalize edilerek egitim ve test amaciyla aga sunulmustur.
Yapilan ¢aligmalar sonucunda YSA modelinin basarili oldugu goriilmiis ve test verilerine ait
degerler i¢in tahmini degerler bulunmustur. Bu degerler gercek verilerle karsilastirilmis ve
gercek degerlere ne derece yaklastigi hesaplanmistir. MSE Degeri: 0,01227813, Tahmin ve
Gergeklesen Satig tutarlar1 arasindaki Sapma: 3,26 olarak bulunmustur. Bu degerler en diisiik

hata degerini veren yapay sinir aglar1 ile bulunan degerdir.

YSA ile olusturulan tahmin modellerinin etkili sonuglar vermesine ragmen, geleneksel
metotlar ile bulunan deney sonuglar1 YSA’y1 desteklemede yardimci olarak kullanilabilir.
Nitel ve nicel yontemlerin bir arada kullanildigi melez yontemlerle yapilan talep tahminleri
¢ok daha fazla dogruluk gosterebilir. Calismanin bir sonraki asamasinda, farkli tasarima sahip

Y SA modelleri kullanilarak tahminler onerilebilir.
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EK 1- YILLARA GORE ISLEM TURLERININ SIPARIS MIKTARLARI (metre)

ISLEM TURU YILLARA GORE SiPARI$S MIKTARLARI (metre)
2018 2019 2020 2021
AB 221562 178229 55920 44209
AB+PB 138554 22214 8142 9036
D 1759839 1378809 928398 1005526
DB 3281433 4511057 4678108 6522032
DB+KY 238284 139258 290802 345604
DB+PB 31339 38137 16830 4269
DB+RB 17399 38715 27980 23553
DB+DIGITAL 0 1954 0 0
DIGITAL 430024 606221 755237 1083526
DISPERS 1954 0 0 0
DiS+DB 26400 382 0 0
DiS+IND 28170 3147 3025 0
iND 96801 103031 30657 30353
K 2847194 2608722 2782616 2903928
K+KY 35107 14687 15490 2493
PB 9722240 12537475 10224851 12824419
RB 5945815 6487848 6875703 7100137
PB+KY 0 30138 0 0
RB+KY 0 0 25291 0
TOPLAM 24822115 28700024 26719050 31899085
EK 2- 2018- 2021 YILLARI ARASI BAGIMSIZ VERILERIN DEGERLERI
AYLAR DOLAR TUFE UFE PAMUK IHRACAT ITHALAT
2018-1 3,78 330,75 319,60 77,19 695250,15 | 695327,34
2018-2 3,78 333,17 328,17 82,88 698403,16 | 698486,04
2018-3 3,89 336,48 333,21 81,58 791182,52 | 791264,10
2018-4 4,06 342,78 341,88 83,88 706286,53 | 706370,41
2018-5 4,42 348,34 354,85 93,09 747262,96 | 747356,05




89

2018-6 4,64 357,44 365,60 85,38 659459,94 | 659545,32
2018-7 4,76 359,41 372,06| 89,55 699662,71 | 699752,26
2018-8 5,74 367,66 306,62| 82,29 616081,45 | 616163,74
2018-9 6,38 390,84 439,78| 76,38 717101,18 | 717177,56
2018-10 5,87 401,27 443,78| 76,86 760085,95 | 760162,81
2018-11 5,38 395,48 432,55| 78,83 747408,99 | 747487,82
2018-12 5,32 393,88 422,94| 72,27 623297,84 | 623370,11
2019-1 5,38 398,07 424.86| 74,24 675589,90 | 675664,14
2019-2 5,27 398,71 42526 72,77 639693,47 | 639766,24
2019-3 5,45 402,81 431,98 77,58 727808,60 | 727886,18
2019-4 5,75 409,63 44485| 76,77 690699,96 | 690776,73
2019-5 6,06 413,52 456,74| 68,17 786328,83 | 786397,00
2019-6 5,82 413,63 457,16| 65,73 509869,39 | 509935,12
2019-7 5,68 419,24 452,63| 63,88 662373,68 | 662437,56
2019-8 5,63 422,84 449,96| 58,88 572662,83 | 572721,71
2019-9 5,72 427,04 450,55| 60,74 677695,64 | 677756,38
2019-10 5,79 435,59 451,31| 64,38 704751,84 | 704816,22
2019-11 5,74 437,25 450,97| 65,30 673997,06 | 674062,36
2019-12 5,85 440,50 454,08| 68,98 598256,98 | 598325,96
2020-1 5,93 446,45 462,42| 67,42 673012,54 | 673079,96
2020-2 6,06 448,02 464,64| 61,80 645868,96 | 645930,76
2020-3 6,33 450,58 468,69| 51,14 584618,18 | 584669,32
2020-4 6,83 454,43 474,69| 57,42 306249,94 | 306307,36
2020-5 6,96 460,62 482,02| 57,24 368574,71 | 368631,95
2020-6 6,82 465,84 48537| 60,98 553321,32 | 553382,30
2020-7 6,86 468,56 490,33| 62,74 655113,32 | 655176,06
2020-8 7,27 472,61 501,85| 65,26 568069,16 | 568134,42
2020-9 7,52 477,21 515,13| 65,81 687453,07 | 687518,88
2020-10 7,89 487,38 533,44| 68,98 769646,11 | 769715,09
2020-11 8,02 498,58 555,18| 72,24 705036,89 | 705109,13
2020-12 7,73 504,81 568,27| 78,24 769596,95 | 769675,19
2021-1 7,41 513,30 583,38| 80,61 730139,00 | 730219,61
2021-2 7,09 517,96 590,52| 89,02 744960,00 | 745049,02
2021-3 7,64 523,53 614,93 80,77 868486,00 | 868566,77
2021-4 8,17 532,32 641,63 8834 877323,00 | 877411,34
2021-5 8,36 537,05 666,79| 82,09 743336,00 | 743418,09
2021-6 8,61 547,48 69354| 85,05 898791,00 | 898876,05
2021-7 8,63 557,36 710,61| 89,59 723634,00 | 723723,59
2021-8 8,49 563,60 730,28 92,52 828181,00 | 828273,52
2021-9 8,53 570,66 741,58| 105,59 | 943613,00 | 943718,59
2021-10 9,16 584,32 780,45| 115,03 | 917487,00 | 917602,03
2021-11 10,54 604,84 858,43| 106,41 | 936663,00 | 936769,41
2021-12 13,55 686,95| 1022,25| 113,63 | 933219,00 | 933332,63




EK 3- BAGIMSIZ VERILERIN NORMALIZE HALI

90

AYLAR DOLAR TUFE UFE PAMUK iHRACAT ITHALAT
2018-1 0 0 0 0,40773204 | 0,61032751 | 0,6103124
2018-2 0 0,00679394 | 0,01219668 | 0,49679136 | 0,61527447 | 0,61526791
2018-3 0,01125896 | 0,01608647 | 0,01936953 | 0,47644389 | 0,76084198 | 0,76082239
2018-4 0,02865916 | 0,03377316 | 0,03170853 | 0,51244326 | 0,62764319 | 0,62763727
2018-5 0,06550665 | 0,04938237 | 0,05016722 | 0,65659728 | 0,69193376 | 0,69193743
2018-6 0,08802456 | 0,07492981 | 0,06546645 | 0,53592111 | 0,55417394 | 0,55417593
2018-7 0,10030706 | 0,08046042 | 0,07466021 | 0,60118954 | 0,61725066 | 0,61725442
2018-8 0,20061412 | 0,10362156 | 0,10961361 | 0,48755674 | 0,48611463 | 0,48611691
2018-9 0,26612078 | 0,16869736 | 0,17103821 | 0,395054 0,644611 | 0,64459203
2018-10 0,21392016 | 0,19797866 | 0,17673095 | 0,40256691 | 0,71205257 | 0,71202926
2018-11 0,16376663 | 0,18172375 | 0,16074859 | 0,43340116 | 0,69216288 | 0,69214416
2018-12 0,15762538 | 0,17723189 | 0,1470718 | 0,33072468 | 0,49743689 | 0,4974226
2019-1 0,16376663 | 0,18899495 | 0,14980431 | 0,36155893 | 0,57948127 | 0,57946387
2019-2 0,15250768 | 0,19079169 | 0,15037359 | 0,33855063 | 0,52316105 | 0,52314559
2019-3 0,17093142 | 0,20230208 | 0,15993738 | 0,41383628 | 0,66141056 | 0,66139221
2019-4 0,20163767 | 0,22144862 | 0,17825375 | 0,40115824 | 0,60318843 | 0,6031732
2019-5 0,23336745 | 0,23236946 | 0,19517541 | 0,26655189 | 0,75322672 | 0,75318666
2019-6 0,20880246 | 0,23267827 | 0,19577314 | 0,22836125 | 0,31947169 | 0,31946058
2019-7 0,19447288 | 0,24842785 | 0,18932612 | 0,19940523 | 0,55874549 | 0,5587134
2019-8 0,18935517 | 0,25853453 | 0,18552622 | 0,12114572 | 0,41799236 | 0,41796306
2019-9 0,19856704 | 0,27032566 | 0,1863659 | 0,15025826 | 0,58278511 | 0,58274627
2019-10 0,20573183 | 0,29432903 | 0,18744752 | 0,20723118 | 0,62523532 | 0,62519899
2019-11 0,20061412 | 0,29898933 | 0,18696364 | 0,22163093 | 0,57698216 | 0,57695092
2019-12 0,21187308 | 0,30811342 | 0,19138974 | 0,27922993 | 0,45814867 | 0,45813218
2020-1 0,22006141 | 0,32481752 | 0,20325909 | 0,25481296 | 0,57543749 | 0,5754097
2020-2 0,23336745 | 0,32922515 | 0,20641856 | 0,16684927 | 0,53285018 | 0,53281678
2020-3 0,26100307 | 0,33641213 | 0,21218245 0 0,43674988 | 0,43670702
2020-4 0,31218014 | 0,34722066 | 0,22072155 | 0,09829394 0 0

2020-5 0,32548618 | 0,36459854 | 0,23115349 | 0,0954766 | 0,09778534 | 0,09777767
2020-6 0,3111566 | 0,37925323 | 0,23592116 | 0,15401471 | 0,38764622 | 0,38762251
2020-7 0,31525077 | 0,38688939 | 0,24298015 | 0,18156206 | 0,54735425 | 0,54732123
2020-8 0,35721597 | 0,3982594 | 0,25937522 | 0,22100485 | 0,41078505 | 0,41076631
2020-9 0,3828045 | 0,4111735 | 0,2782751 | 0,2296134 | 0,59809417 | 0,59806213
2020-10 0,42067554 | 0,43972487 | 0,30433359 | 0,27922993 | 0,72705214 | 0,72701533
2020-11 0,43398158 | 0,47116788 | 0,33527361 | 0,33025513 | 0,62568255 | 0,62565852
2020-12 0,40429887 | 0,48865806 | 0,35390308 | 0,42416654 | 0,726975 | 0,72695272
2021-1 0,37154555 | 0,51249298 | 0,37540739 | 0,46126154 | 0,66506688 | 0,665053
2021-2 0,33879222 | 0,52557552 | 0,38556892 | 0,59289404 | 0,6883205 | 0,68831806
2021-3 0,395087 | 0,5412128 | 0,42030883 | 0,46376585 | 0,88212841 | 0,88209837
2021-4 0,4493347 | 0,56588995 | 0,45830783 | 0,58225074 | 0,89599334 | 0,89597414
2021-5 0,46878199 | 0,57916901 | 0,49411514 | 0,48442636 | 0,6857725 | 0,68575938
2021-6 0,49437052 | 0,60845031 | 0,5321853 | 0,53075599 | 0,92967587 | 0,92964896
2021-7 0,4964176 | 0,63618754 | 0,55647904 | 0,60181562 | 0,65486076 | 0,65486174
2021-8 0,48208802 | 0,65370578 | 0,58447307 | 0,64767569 | 0,81889129 | 0,81888447
2021-9 0,48618219 | 0,67352611 | 0,60055504 | 0,85224605 1 1
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2021-10 0,5506653 | 0,71187535 | 0,65587419 1 0,95900923 | 0,95902714
2021-11 0,69191402 | 0,76948344 | 0,76685405 | 0,86508061 | 0,9890957 | 0,98909781
2021-12 1 1 1 0,97808734 | 0,98369218 | 0,98370603
EK 4- 2018-2021 YILLARI ARASI BAGIMLI VERILER VE NORMALIZE
DEGERLERI

AYLAR SATIS NORMALIZE SATIS

2018-1 845522 0,382328162

2018-2 945992 0,459068922

2018-3 815632 0,359497652

2018-4 946219 0,459242308

2018-5 935693 0,451202364

2018-6 643331 0,227891107

2018-7 599392 0,194329723

2018-8 456212 0,084966312

2018-9 687260 0,261444853

2018-10 919977 0,439198205

2018-11 1099177 0,576074329

2018-12 827833 0,368816992

2019-1 1067429 0,551824646

2019-2 1148787 0,613967322

2019-3 1147506 0,612988872

20194 880069 0,40871577

2019-5 918589 0,438138026

2019-6 917698 0,437457465

2019-7 1202608 0,655076752

2019-8 917588 0,437373445

2019-9 1322306 0,746504198

2019-10 1014741 0,511580621

2019-11 1041278 0,53185005

2019-12 958876 0,468909948

2020-1 809975 0,355176736

2020-2 791803 0,341296642

2020-3 728577 0,293003507

20204 344973 0

2020-5 421549 0,058490101

2020-6 976102 0,482067471

2020-7 976638 0,482476877

2020-8 810216 0,355360816

2020-9 732373 0,295902958

2020-10 1109746 0,584147117

2020-11 868713 0,400041857

2020-12 1654186 1

2021-1 1032394 0,525064294

2021-2 1006224 0,505075186

2021-3 1304748 0,733093087

2021-4 1441109 0,837248026

2021-5 691481 0,264668927
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2021-6 1292452 0,723701185
2021-7 1058760 0,545203111
2021-8 936889 0,452115889
2021-9 994050 0,49577647

2021-10 848797 0,384829665
2021-11 1025335 0,519672506
2021-12 1192180 0,647111662

EK 5- MSE HESAPLAMA TABLOSU

AYLAR normalize TEST normalizeTAHMIN MSE
2020-7 0,482476877 0,076464036 0,164846427
2020-8 0,355360816 0,349972548 2,90334E-05
2020-9 0,295902958 0,303686262 6,05798E-05
2020-10 0,584147117 0,717487518 0,017779663
2020-11 0,400041857 0,387550507 0,000156034
2020-12 1 0,802906412 0,038845882
2021-1 0,525064294 0,520552935 2,03524E-05
2021-2 0,505075186 0,506845469 3,1339E-06
2021-3 0,733093087 0,735108922 4,06359E-06
2021-4 0,837248026 0,842846831 3,13466E-05
2021-5 0,264668927 0,271951198 5,30315E-05
2021-6 0,723701185 0,723041493 4,35194E-07
2021-7 0,545203111 0,548086134 8,31183E-06
2021-8 0,452115889 0,441873748 0,000104901
2021-9 0,49577647 0,499094207 1,10074E-05
2021-10 0,384829665 0,382240452 6,70402E-06
2021-11 0,519672506 0,521681483 4,03599E-06
2021-12 0,647111662 0,646878436 5,43944E-08
TOPLAM
0,221964997
MSE

0,012331389




EK 6- MATLAB YAPAY SiNiR AGI PERFORMANS VERILERIi

W Neural Network Training (nntraintool)

Neural Network

Hidden Layer Output Layer

Input

Qutput

Algorithms

Data Division: Random (dividerand)
Training: Levenberg-Marguardt (trainlm)
Performance: Mean Squared Error (mse)
Calculations: MEX

Progress
Epoch: o [ 50 iterations | 1000
Time: | 0:00:00 |
Performance: 0.0120 [ 77e-15 | 0.00
Gradient: 0.146 | 9.89e-08 | 1.00e-07
Mu: 0.00100 | 1.00e-15 | 1.00e+10
Validation Checks: 0 E 35 | 1000
Plots

Performance (plotperform)

Training State (plottrainstate)

Regression (plotregression)

Plﬂt Intewal: QIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIl 1 Epﬁchs

v Opening Training State Plot

. Stop Training . Cancel
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