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3-BOYUTLU ARTIK AG EYLEM TANIMA MODELI iLE SUPERMARKET
VIDEO GORUNTULERINDE HIRSIZLIK TESPIiTI

OZET

Son zamanlarda, stipermarketlerde hirsizlik tespiti i¢in yapay zekd modellerine ilgi
artmaktadir. Siipermarket hirsizliklari, siipermarketleri finansal agidan marketleri
zarara sokmaktadir. Bu zararlarin 6niine gegmek icin insan hirsizlik eylemine yonelik
modeller gelistirilmektedir.

Glindelik olarak gerceklestirilen insan eylemlerini siniflandirmak i¢in 2-B CNN ve 3-
B CNN eylem tanima modelleri kullanilmaktadir. insan eylemi gergeklestirilirken hem
gorsel hem de hareket bilgisi icermektedir. Gorsel ve hareket bilgisi, uzam-zamansal
bilgiyi ifade etmektedir. Eylem tanima modelleri ile uzam-zamansal eylem bilgisi
¢ikarilmaktadir.

Bu tez calismasinda, hirsizlik ve hirsizlik olmayan eylem video veri Seti
olusturulmustur. Olusturulan hirsizlik ve hirsizlik olmayan eylem veri seti videolar
3’er eylemden olusmaktadir. Hirsizlik eylemleri: esyalari; cebe koymak, ¢antaya
koymak ve el cantasina koymak seklindedir. Hirsizlik olmayan eylemler:
siipermarkette; yliriimek, sabit durmak ve raftan esya almak seklindedir.

Egitim veri seti Youtube’den toplanmis ve test veri seti ise bir siipermarket giivenlik
kamerasindan toplanmigtir. Egitim veri seti, 161 hirsizlik olmayan eylem, 139 hirsizlik
eylemi olarak 300 videodan olusmaktadir. Test veri seti, 140 hirsizlik olmayan eylem,
130 hirsizlik eylemi olarak 270 videodan olugsmaktadir.

3-B CNN modellerini sifirdan optimize etmek i¢in biiyiik olgekli veri setleri
gerekmekte aksi halde agin dogruluk orani hizla diismektedir. Olusturulan hirsizlik
egitim veri seti kiigiik 6lgekli oldugu i¢in biiyiik 6l¢ekli Kinetics-700 veri setinde
onceden egitilmis olan 18 katmanli 3-B Artik Ag modeli transfer 6grenme ile
kullanilmistir. Temel alinan 3-B Artik Ag modelinin FC katmani digindaki agirliklar
kullan1lmis ve model sadece FC katmani agirliklar: glincellenerek egitilmistir.

Hirsizlik eylemini daha detayli incelemek ve simiflandirmak i¢in modele ait 12
versiyon olusturulmustur. Olusturulan versiyonlar, parametre olarak birbirinden
farklidir. Versiyonlar, girdi goriintiisii boyutu, ger¢eve uzunlugu ve parti biiytikligi
olarak farklilik gostermektedir. Versiyonlar; RGB girdi gorlintiisii almakta ve 200
adimda egitilmistir. Elde edilen egitim ve test sonuglar1 dogruluk oranlar1 bakimindan
karsilastirilmistir.

Egitim ve test sonuglar1 neticesinde Versiyon 1 sirasiyla, %88,0 ve %77,0 dogruluk
oranlar1 ile en iyi sonuca sahip modeldir. Versiyon 1: 224x224x3 RGB girdi
goriintiisii, 32 g¢erceve uzunlugu ve 12 parti biiylikliigline sahiptir. Siipermarkette
hirsizlik tespiti yapabilen 18 katmanli 3-B Artik Ag modeli gelistirilmistir.

Anahtar kelimeler: Hirsizlik Tespiti, Yapay Zeka, Evrisimsel Sinir Aglari, Eylem
Tanima.
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THEFT DETECTION IN SUPERMARKET VIDEOS WITH 3-
DIMENSIONAL ACTION RECOGNITION RESIDUAL NETWORK MODEL

SUMMARY

Recently, there has been increasing interest in artificial intelligence models for theft
detection in supermarkets. Supermarket thefts are making to lose money for
supermarkets financially. In order to prevent these losses, models for human theft
action are being developed.

2-D CNN and 3-D CNN action recognition models are used to classify daily human
actions. It contains both visual and movement information while performing human
action. Visual and motion information refers to spatio-temporal information. Spatio-
temporal action information is extracted with action recognition models.

In this thesis study, theft and non-theft action video dataset are generated. The
generated theft and non-theft action dataset videos consist of 3 actions each. Acts of
theft: belongings to; put in a pocket, put in a bag, and put in a handbag. Non-theft acts:
in the supermarket; walking, standing still, and picking up items from the shelf.

The training dataset was collected from Youtube and the test dataset was collected
from a supermarket security camera. The training dataset consists of 300 videos as 161
non-theft actions and 139 theft actions. The test dataset consists of 270 videos as 140
non-theft actions and 130 theft actions.

Optimizing 3-D CNN models from scratch requires large-scale datasets, otherwise, the
accuracy of the network drops rapidly. Since the generated theft training dataset is
small-scale, the 18-layer 3-D Residual Network model, which was pre-trained in the
large-scale Kinetics-700 dataset, was used with transfer learning. The weights of the
underlying 3-D Residual Network model except the FC layer are used and the model
is trained by updating only the FC layer weights.

In order to examine and classify the act of theft in more detail, a deep model is trained
12 times with different parameters. The versions created are different from each other
in terms of parameters. Versions differ in input image size, frame length, and batch
size. Versions; takes an RGB input image and is trained in 200 epochs. Obtained
training and test results were compared in terms of accuracy.

As a result of the training and test results, Version 1 is the model with the best results
with 88.0% and 77.0% accuracy rates, respectively. Version 1 has, 224x224x3 RGB
input image, 32 frame length and batch size of 12. As aresult, an 18-layer 3-D Residual
Network model has been developed, capable of detecting theft in the supermarket. A
18 layer 3-D Residual Network model has been developed that can successfully
classify the theft action in supermarket.

Keywords: Theft Detection, Artificial Intelligence, Convolutional Neural Networks,
Action Recognition.
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1. GIRIS

Stipermarketler insanlarin giinliik ihtiyaglarini karsilamak i¢in bir gerekliliktir ancak
bu ihtiyag ile siipermarketlerde hirsizliklar da goriilmekte ve finansal agidan marketleri
zarara sokmaktadir. Amerika Birlesik Devletleri'nde (ABD) her yil yaklasik 27 milyon
kisinin hirsizlik yaptig1, sonug olarak her yil en az 13 milyar ABD dolar1 degerinde
malin ¢alindig1 ve diinya ¢apinda da yilda 100 milyar dolar tutarindan fazla malin
calindig1 bildirilmistir [1]. Ayrica, baz1 slipermarketler dnlem olarak etiket alarm
(paper alarm tag) kullanmaktadir. Ancak, bu etiketler kolayca sokiilebilecegi icin
hirsizligin  online tam anlamiyla gegememektedir. Cogu slipermarket hirsizligi
onlemek i¢in giivenlik kameralar1 kullanmakta ve kameralar gorevliler tarafindan
izlenmektedir. Ancak kamera sayisinin fazla olmasi ve bu durumda, insan goriisiiniin
sinirli olmasi ve ¢alismadan dogan yorgunluk ile hirsizlik tespitinin 6niine ¢ogu zaman
gecilememektedir. Boylece, siipermarketlerdeki hirsizlik olaymin aninda tespiti
¢coziilmesi gerekli bir problem haline gelmektedir. Yapay zekanin gelismesiyle
birlikte, stipermarketlerdeki hirsizliklar1 6nlemek i¢in bu alandan faydalanilabilir. Bu
yiizden, bu tez caligmasinda, yapay zekanin konusu olan insan eylem tanima (ET)

modeline dayanan hirsizlik tespiti konusuna odaklanilmistir.

ET videodaki eylemi anlama ile ilgilidir ve onlarca yildir arastirilmakta ve
calisilmaktadir. ET, kamera sistemleri, insan-bilgisayar etkilesimi ve robotik sistemler
gibi bir¢ok alanda uygulanmaktadir. ET insanligin bir parcasi olmus ve genellikle
giinliik yasantidaki insan eylemlerini igeren veri setlerini [2-5] siniflandirmak ig¢in
kullanilmistir. ET, 6nceden tanimlanmis veya etiketlenmis kisa video kliplerindeki (bu
calisma icin hirsizlik videolar: i¢in kisa video uzunlugu 1-2 saniye aralifindadir)
etkinlikleri hem uzaysal hem de zamansal olarak inceleyerek siniflandirmaktadir. Bir
video klip, ET i¢in iki 6nemli bilgi icermekte ve bunlar da uzay ve zaman bilgileridir.
Uzaysal bilgi, bir video klibindeki tek bir ¢ergevedeki (frame) statik bilgiyi ifade
ederken, zamansal bilgi ise farkli zamanlara ait sirali goriintiileri temsil etmektedir.
Bagka bir ifadeyle uzaysal bilgi, algilanmak istenen nesnenin gorsel bilgisini

Ogrenmek i¢in ise yaramaktadir. Stipermarketteki insanin gorsel bilgisinin ET modeli



ile islenmesiyle, insanin tespiti uzaysal bilgiye ornek verilebilir. Zamansal bilgi ise,
nesnenin zamandaki degisimini inceleyerek, sisteme Ogretilmis olan eylemler
arasindan en dogru tahmini yapmaya c¢alismaktadir. Siipermarketteki insanlarin
davraniglari ele alinildiginda, insanin siipermarkette yiiriimesi, raftan esya, mal almasi
veya hirsizlik yaparken ki hareketlerinin bir sira igerisinde zamanda incelenmesi,
zamansal bilgiye ornek verilebilir. Sonu¢ olarak ET, video Klibindeki nesnenin
dinamik degisliklerini izleyebilmektedir. Boylece, ET modelleri siipermarketlerdeki
hirsizlik eylemlerini  gézlemlemek ve belirlemek icin kamera sistemlerinde

kullanilabilir.

Bu calismada, stipermarketlerdeki hirsizlik eylemini siniflandirmada yeni bir yaklagim
onerilmistir. Onceden egitilmis (pre-trained) bir ET 3-Boyutlu (3-Dimensional)
Evrisimsel Sinir Ag1 (Convolutional Neural Network) modelini transfer 6grenim
(transfer learning) yaparak kullanilmistir. Egitim veri seti i¢in hirsizlik ve hirsizlik
olmayan eylemler, YouTube’dan toplanmistir. Ayrica, test veri seti Bursa’daki bir
siipermarketten, kisiler sanki hirsizlik yapiyormus seklinde davranarak, hirsizlik test
veri seti olusturulmus ve hirsizlik olmayan eylemler igin ise marketteki normal
davraniglar toplanarak, hirsizlik olmayan test veri eylemleri olusturulmustur. Hirsizlik
ve hirsizlik olmayan eylemlerde, modellerin parametre etkilerini incelemek i¢in on iki
farkli model egitilmistir. Hirsizlik eylemlerini siniflandirmak i¢in derin 6grenme (deep
learning) literatiirinde 2-Boyutlu (2-B) ve 3-Boyutlu (3-B) Evrisimsel Sinir Agi
(CNN) modelleri kullanilmistir [6-8]. Ayrica, ¢calismada hazirlanan veri seti diger
hirsizlik veri setlerine benzer ornekler icermektedir. Ornegin; hirsizlik olmayan
eylemler i¢in silipermarkette: sabit olarak durmak, esyalari (mal) raftan almak,
yiirtimek. Hirsizlik olan eylemler i¢in siipermarkette esyalar1: cebe sokmak, ¢antaya

sokmak. Bahsedilen 6rnekler Sekil 1.1°de verilmistir.



Sekil 1.1 : Siipermarket veri seti 6rnekleri [8].

1.1 Uzam-Zamansal Kavrami

Uzam-zamansal kavrami, uzaysal veri serisinin zamandaki degisimidir. Bu kavram
hem uzaya hem de zaman bagimlidir. Uzam-zamansal 3-B’dir. 3-B olan bu
kavramdaki uzay bilgisi 2-B ve zamansal bilgi ise 1-Boyutlu’dur (1-B). Buradaki
uzay-zamansal veriye, hareket eden nesneler 6rnek gdosterilebilir [9]. Bu tezde ele
alinan uzam-zamansal bilgi, video goriintiisiinde hareket eden nesnedir. Buna bagh
olarak, bir videodaki ardisik goriintiiniin herhangi bir goriintiisii 2-B uzay1 temsil
etmektedir. Bu 2-B goriintii ise nesnenin gorsel bilgisini icermektedir. 1-B olan
uzaysal bilgi ise siiflandirilmak istenen eylemin zamana bagli degisimini ifade

etmektedir.

1.2 Derin Ogrenmeden Once Eylem Tanima Calismalari

Video kliplerindeki eylemleri tanimak i¢in derin 6grenme Oncesinde, matematiksel
veya algisal modellere dayali olarak gelistirilmis formiil ve algoritmalar araciligiyla
siiflandirma galismalar1 yapilmistir. Calismalar, 3-B uzam-zamansal dedektor ve
tanimlayicilar [10-15] ve Trajectory-Tabanl dedektor ve tanimlayicilar [16-21] olarak
iki baglik altinda incelenmistir. Bu ¢alismalarda, uzam-zamansal bilginin ¢ikarilip

islenmesi on plana ¢ikmaktadir.

Derin 6grenme oncesi ET akis diyagrami Sekil 1.2°de gosterilmistir. Sisteme, ilk
olarak girdi videosu verilirmistir. Daha sonra, el yapimi (hand-crafted) dedektorler
(detectors) ile uzam-zamansal ilgi noktalar1 (interest points) cikartilmistir. Ilgi

noktalart1 ile uzam-zamansal tanimlayicilar  (spatio-temporal  descriptors)



olusturulurmustur. Daha sonra, uzam-zamansal tanimlayicilar kodlanmis ve eylem

siiflandirilmstir.

Dedektorler ile Uzam-Zamansal Ilgi Noktalar: I¢in Uzam-Zamansal

flgi Noktalarmin Cikarilmas: Tammlayicilarin Olugturulmasi

Tammlayici ilgi Noktalarinm
Kodlanmas:

Sekil 1.2 : Derin 6grenme Oncesi eylem tanima akis diyagrama.

flgi noktalarinin 3-B dedektorler ile ¢ikarilmas islemi, uzaysal dedektorlerin zamansal
boyutta genisletilmesiyle gerceklesmektedir. Bu genisleme ile dedektorler, video
goriintiisinde 3-B damlalar (blobs) ve koseler (corners) bulmaktadir [10-15].
Trajectory-tabanli dedektorler de ilgi noktalarmin bulunmasi ise optik akis (optical
flow), KLT ve SIFT gibi izleyici algoritmalar ile gerceklestirilmistir [16,17]. Ilgi
noktalari i¢in uzam-zamansal tanimlayicilarin olusturulmasi ise Bag of Visual Words
(BoVW), Bags of Key Points (BoKP) [18], Fisher Vectors (FV) [19], Vector of
Locally Aggregated Descriptors (VLAD) [20] gibi modeller ile kodlanarak
gerceklestirilmistir. Bu modeller genel olarak lokal tanimlayicilari bir kiimeye kodlar.
Buradaki kodlanan kiime frekans histgorami olabilir. BoKP’da kiimeleme islemi i¢in,
Naive Bayes ve Support Vector Machine (SVM) kullanilmis ancak SVM’nin daha iyi
sonug verdigi gorilmistiir [18]. FV’de olasiliksal Gaussian Mixture Model (GMM)
ile yerel tanimlayicilar olusturulmustur. FV’nin BoVW’a gore avantajlart; gradyan
hesaplamas1 GMM nin karisim agirlig1 parametrelerine bagli olmasiyla ek gradyanlar
ile dogruluk agisindan daha iistlin oldugu ve FV lineer siniflandiricilarla basarili bir
sekilde calistigi i¢in genis Olgekli siniflandirma islemlerinde daha basarili oldugu
gosterilmistir [19]. VLAD, FV’nin basitlestirilmis haline benzetilmistir. SIFT
tanimlayicilar kullanilmig, tanimlayicinin kodlama islemi ise komsu noktalarin
kestirimi ile yapilmig ve kestirim igin Euclidean Locality-Sensitive Hashing
kullanilmistir [20].

1.2.1 3-Boyutlu uzam-zamansal dedektor ve tanimlayicilar

2004°’te Laptev, uzaysal boyutta tespit edilen ilgi noktalarini1 uzam-zamansal boyuta

genigleterek yeni bir kavram ortaya ¢ikarmistir [10]. Uzam-zamansal boyutta ilgi



noktalarinin tespiti i¢in uzaysal ilgi noktasi tespit eden Harris ve Forster operatorleri
temel alinmigtir. Bu operatorler, goriintii 6lgek uzayinda, Gaussian penceresi iizerine
entegre edilmis ikinci moment matrisi kullanmaktadir. Ikinci moment tanimlayicisi,
bir noktanin yerel komsulugundaki 2-B goriintiiniin, yonelimlerinin ve dagiliminin
kovaryans matrisi olarak diisiiniilebilir. Kovaryans matrisi, yerel Olgekte birinci
mertebeden tiirevleri hesaplanarak olusturulmaktadir. Boylece, kovaryans matrisinde
olusan 6z degerlerdeki farklarin biiyiikk oldugu degerleri inceleyerek kenar tespiti
yapmaktadir. Sonu¢ olarak, goriintii {lizerinde gezdirilen pencere ile goriintii 6z
degerleri elde edilir ve pencere iizerinde her iki yonde yiiksek degisimlere ugrayan
kenar etrafindaki noktalarin tespit edilmesiyle ilgi noktalar1 ¢ikartilmaktadir. Yeni
olusturulan uzam-zamansal operatdr ile zamansal boyutta, goriintii dizilerindeki
hareketleri ve olaylar1 tespit eden 3-B bir operator gelistirilmistir. Temel alinan
operatdrdeki gibi uzam-zamansal hacimlerdeki goriintii degerlerinin hem uzaysal hem
de zamansal yonlerdeki biiyiik varyasyonlara sahip noktalar1 hareket noktalari olarak
kabul edilmektedir. Olusan noktalar, sabit olmayan hareketli yerel uzam-zamansal
komgsuluklara karsilik gelen, zaman i¢inde farkli konumlara sahip uzamsal ilgi
noktalarina karsilik gelmektedir. Boylece, Gaussian penceresine bagimsiz zamansal
varyans eklenmistir. Sonu¢ olarak, 6z degerler matrisi, maksimum Laplacian of
Gaussian degerleri aranarak olusturulmustur. Sekil 1.3’te gelistirilmis olan model ile

goriintii dizisinde tespit edilen ilgi noktalar1 gosterilmigtir.

Sekil 1.3 : Tespit edilmis uzam-zamansal ilgi noktalar1 [10].

2005’te yapilan bir ¢aligmada, 2-B ilgi noktasi dedektorlerinin dogrudan 3-B
karsiliklarinin yetersiz oldugu gosterilmis ve bir alternatif onerilmistir [11]. Tlgi
noktalar1 temel alinarak, uzam-zamansal pencerelenmis verilere dayali bir algoritma

gelistirilmistir. Insan yiiz ifadesi ve bazi kemirgen davramslari gibi eylemler



incelenmistir. Bu eylemlerin tespiti i¢in kullanilan nesne tanima yaklasimlari ile
siiflandirilmasi sonucu ve [10]’da gelistirilmis olan 3-B operator ile ilgi noktalar
cikarildiginda tespit edilen ilgi noktalarinin ¢ok az olmasindan dolay1 bu veri seti temel
alimmistir. Bu eylemler ise ilgi noktalarinin kullanilmasiyla uzam-zamansal boyutta
dedektor kiiboidler (cuboid) olusturulmus ve gelistirilen tanimlayici ile karakterize
edilmistir. Uzam-zamansal noktalarin ¢ikarimi i¢in ise uzaysal boyutta 2-B Gaussian
yumusatma ¢ekirdegi (kernel) ve 1-B Gabor filtresinin kareleme ¢ifti (a quadrature
pair) ile konvoliisyonu yapilarak uygulanmistir. Béylece olusturulan dedektor, lokal
goriintii yogunluklarindaki periyodik frekans bilesenlerinin degisikliklerinin nerede
fazla oldugunu algilayacak hale getirilmistir. Sonu¢ olarak, video goriintiisiinden
uzam-zamansal ilgi noktalar1 kiiboidler olarak ¢ikarilmistir. Kiiboidler aracilig: ile
goriintiiden, normalize edilmis piksel degerleri, parlaklik gradyani ve pencereli optik
degerleri ¢ikarilmistir. Cikarilan bu degerler k-means ile kiimeleme islemi yapilarak
ayrilmis, vektore cevrildikten sonra eylem smiflandirilmistir. Uzam-zamansal ilgi

noktalar1 ¢ikarilmig 6rnek kiiboid goriintiisii Sekil 1.4°te gosterilmistir.

Sekil 1.4 : Uzam-zamansal kiiboidler [11].

2007’de yapilan bir ¢alismada, 3-B SIFT tanimlayic1 gelistirilmistir [12]. 2-B Bag of
Words (BoW) SIFT tanimlayicilar1 goriintii siniflandirma isleminde, goriintliniin
smirlarint ¢ok giiglii sekilde ifade ettigi i¢in bu ¢alisma temel alinmistir. 3-B SIFT
modelinde; 2-B BoW modeli genisletilerek 3-B uzam-zamansal hale getirilmis ve ilgi
noktalarinin bulunmasindan ziyade 3-B tanimlayicilarin olusturulmasina daha ¢ok
Onem verilmistir. Ayrica, modelin hizli ¢alismasi icin ilgi noktalari rastgele secilmis
ve segilen noktalar siniflandirildiktan sonra yonleri incelenmistir. Tanimlayicinin ilk

adimi, komsu noktalarin genel yonelimini yani oryantasyonunu hesaplamaktadir.



Oryantasyon hesabi, gradyan biiylikligliniin  (magnitude) hesaplanmasiyla
gerceklesmektedir. Boylece, goriintiideki her bir piksel iki degere sahip olmakta ve bu
degerler de gradyanin 3-B bolgedeki yoniinii temsil etmektedir. Sonraki adim da 3-B
komsulugu bulmak i¢in agirlikli histogramlar olusturulmaktadir. Son olarak,
histogramlar arasindaki korelasyona gore eylemler siniflandirilmaktadir. 3-B SIFT ve
2-B SIFT test sonuglari karsilastirilmis ve 3-B SIFT’in 2-B’a gore ¢ok daha basarili
oldugu ve uzam-zamansal boyutun énemi gdosterilmistir. Sekil 1.5°te ilk olarak 2-B
SIFT tanimlayicisi gosterilmis, ortadaki sekil ise orijinal 2-B SIFT modelinin bir video
goriintiisiindeki ardigik kullanimini ifade etmekte ve sagdaki sekil ise uzam-zamansal
boyuta genisletilmis olan 3-B SIFT modelini gostermektedir. Bahsedildigi gibi 3-B

SIFT tanimlayicinin boliinmiis hacimleri ile histogramlar olusturulmustur.
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Sekil 1.5 : 2-B SIFT’in uzaysal boyuttaki ve 3-B SIFT’in uzam-zamansal boyuttaki
oryantasyonu [12].

[13]°deki ¢alisma 2-B SURF [21] tanimlayicinin uzam-zamansal boyuta genisletilmis
halidir. Onceki ¢alismalardan farkli olarak bu c¢alismadaki dedektor, ilk kez uzam-
zamansal ilgi noktalarinin, video icerigini yogun bir sekilde kaplayan ve ayn1 zamanda
Olgekte degismez olan bir model olusturulmustur. Bunun igin, 6lgek-uzay teorisi,
Hessian matris determinant1 ile uygulanmis ve olgekte normalize edilmis degerlerin
tirevlerinin alinmasi ile gerceklestirilmistir. Buradaki matris, 3 x 3 uzam-zamansal
ikinci moment matrisidir. Ayrica, Olgekteki normalizasyon islemi ile Gaussian
damlasinin (blob) en ideal oldugu yerler bulunmaktadir. Gaussian damlasinin
merkezinde determinant matrisi olusturulmustur. Merkezdeki matrisin ikinci
mertebeden tlirevleri alinmis ve integral video yapisi kullanilarak karmasik islemlerin
zorlugu azaltilmistir. Tirevlerin hesaplanmast i¢in kutu-filtresi (box-filter)
kullanilmistir. Kutu filtresinin  6lgegi yiikseltilerek farkli boyutlarda kutular

olusturulmus ve verimli bir sekilde uygulanmistir. Son olarak, olusturulmus



kutulardan tanimlayicinin ¢ikarimi igin Haar-wavelets kullanilmistir. Sekil 1.6’da bir
eylemden 3-B SURF ile ¢ikarilmis olan ilgi noktalar1 gésterilmistir. Ayrica gelistirilen
3-B SURF metodu ile oOnceki metotlar degerlendirilmistir [10,11]. [11]’deki
calismanin Slgekte degismez oldugu ve kiiboidlerin boyutunun kullanici tarafindan
belirlendigi gosterilmistir. [10]’daki ¢calismanin iteratif oldugu ancak gelistirilen bu
metot Olgekte degismez oldugu icin iteratif bir yaklasimin gerekli olmadigi

gosterilmistir.

B

Sekil 1.6 : 3-B SURF ile tanimlayicilarin olusturulmasi [13].

[14]’deki video siniflandirma ¢alismasi, goriintii tanima modellerinden olan uzaysal
piramitleri (spatial pyramids) temel almaktadir. Piramitler uzam-zamansal boyuta
genisletilerek 3-B hale getirilmistir. Ilgi noktalarinin tespiti i¢in 3-B Harris [10]
dedektorii kullanilmigtir. Gelistirilen dedektor ile tespit edilen uzam-zamansal ilgi
noktalar1 Sekil 1.7°de gosterilmistir. Olgek se¢imi i¢in ¢ok dlgekli yaklasim temel
alinmis ve uzam-zamansal Olgeklerin ¢oklu seviyelerinde o6zellikler c¢ikarilmastir.
Boylece, iteratif yaklasim kullanilmamis ve hesaplama zorluklarindan kaginilmastir.
Lokal ozelliklerin, hareketini ve goriiniimiinii karakterize etmek icin tespit edilen
komsu noktalarin uzam-zamansal hacimlerindeki histogram tanimlayicilar
olusturulmustur. Her hacim tespit edilen noktanin 6l¢ek biiyiikliigiiyle alakalidir. Her
hacim, bir kiiboid 1zgarasina boliinmiistiir. Her kiiboid igin BoW ile yonlendirilmis
gradyan (Histogram of Oriented Gradient) ve optik akisin (Histogram of Oriented
Flow) kaba histogramlar1 hesaplanmistir. Son olarak, eylemleri siniflandirmak igin

SVM kullanilmastir.



Sekil 1.7 : Uzam-zamansal ilgi noktalarinin tespiti [14].

[15]’teki ¢alisma 3-B SIFT c¢alismasimi temel almaktadir. 3-B uzam-zamansal
gradyanlari hesaplamak i¢in Olgekler, rastgele secilmistir. Gelistirilen algoritma,
integral videolara dayalidir. Ayrica, yumusatma operatorii olarak genel olarak
Gaussian filtre kullanilmakta ancak bu ¢alismada kutu filtresi kullanilmigtir.
Calismada 3-B gradyanlar kullanildigi i¢in bellek agisindan daha verimli bir modeldir.
Diizenli ¢okytizliilere (polyhedrons) dayanan bir 3-B oryantasyon kullanilmistir. 3-B
SIFT [12] modelinde oryantasyon niceleme islemi icin gradyanlar, kutupsal
koordinatlarla temsil edilmistir. Olusan gradyanlar da meridyenler ve paraleller
kullanilarak gradyan histogramlara doniistiiriilmistiir. Ancak bu islemde olusan
gradyan histogram kutular (bins) git gide kiiciildiigii i¢in kutuplardaki tekilliklere yol
acarak problem olusturdugu goriilmiistiir. Bu problemin ¢dziimii i¢in oryantasyon

isleminde, ¢okyiizliiler kullanilarak ¢oziilmistiir.

1.2.2 Trajectory dedektor ve tamimlayicilar

Ilgi noktalarmin bulunmasi i¢in uzam-zamansal boyutta inceleme yapilirken yodriinge
(trajectory) tabanli ¢alismalarda ilgi noktalar1 uzaysal boyuttan ¢ikarilmakta ve bu
noktalar1 zamansal boyutta takip etmektedir. Yoriingelerin olusturulmasi i¢in KLT ve
SIFT tanimlayicilart kullanilmistir [16]. 2012°de yapilan bu ¢alismada [16] Dense
Trajectory (DT) ve hareket sinir1 tanimlayicilart tanmitilmistir. Yoriingeler, video
klibinden yerel hareket bilgilerini yakalamaktadir. Optik akis algoritmalar1 yogun
yoriingelerin ¢ikarilmasini saglamaktadir. Bu sebeple yogun yoriingelerin kalitesi,
optik akis algoritmasmin kalitesiyle sinirlanmaktadir. ilgi noktalarmin olusturulmasi
i¢in yogun (dense) 6rnekleme yapilmustir. Ilgi noktalarinin takip edilmesi, yani sekil
verilmesi i¢in gradyan histogrami, optik akis histgorami ve hareket sinir histogramlari
kullanilmistir. Yeni bir tanimlayici olarak hareket sinir1 histogramlari olusturulmustur.

Hareket sinir1 tanimlayicisi, optik akisi vektore doniistiiriir ve her bir noktanin uzaysal



olarak birinci mertebeden tiirevini hesaplamaktadir. Oryantasyon bilgileri ise
histogramlara nicelenmistir. Ayrica, DT 6l¢ekte degismezdir. Bu calismada KLT,
SIFT ve DT tanimlayicilar1 kiyaslanmis ve en iyi sonucu DT’nin verdigi tespit
edilmistir. Bu tanimlayicilarla olusturulan ilgi noktalar1 ve yoriingeleri Sekil 1.8de
gosterilmistir. Sekil 1.8’de goriildiigl tizere, DT ile olusturulmus ilgi noktalar1 ve

noktalarin takibi, SIFT ve KLT yoriingelere gore daha piiriizsiiz ve temizdir.

Dense trajectories

Sekil 1.8 : KTL, SIFT ve DT tanimlayicilarla olusturulan ilgi noktalarinin takibi
[16].
Improved Dense Trajectories (IDT), DT’nin gelistirilmis halidir [17]. Arka plan
yoriingelerini ortadan kaldirarak ve optik akisi kamera hareketine yaklasan bir sekilde
tahmin edilen, homografi ile ¢arpitarak performansin 6nemli 6l¢iide iyilestirilebilecegi
gosterilmigstir. Kamera hareketini tahmin etmek i¢in, SURF tanimlayicilart ve yogun
optik akis1 kullanarak goriintiiler arasindaki 6zellik noktalar1 eslestirilmistir. Bu
eslesmeler, RANSAC ile homografiyi tahmin etmek i¢in kullanilmistir. Insan hareketi
tutarsiz eslesmeler olusturabilmektedir. Bunun Oniine ge¢mek icin, basarili insan
dedektdrleri ile potansiyel olarak tutarsiz eslesmeler, kamera hareket tahmini sirasinda
kaldirilmistir. Ozellikleri kodlamak igin, BoW ve FV kullanilmistir. IDT ile yapilan
insan hareket tespit ornekleri Sekil 1.9°da gosterilmistir. Ayrica Sekil 1.9°da insan
dedektériiniin oldugu ve olmadig1 6rnek goriintiiler gosterilmistir. insan dedektorii ile
olusturulan yaklasimin optik akis goriintiileri karsilagtirildiginda daha basarili oldugu

gosterilmistir.
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Sekil 1.9 : IDT ile insan dedektorii yokken ve varken olusturulan optik akis
goriintiileri [17].

1.3 Derin Ogrenme ile Eylem Tanima Cahsmalari

Derin 6grenme oncesi ET i¢in gelistirilmis modeller, modele bagli algoritmalar oldugu
i¢in iizerinde ¢alisilan veri setine 6zel gelistirilmis ve gelistirildigi veri setine bagimli
kalmistir. Bu sebeple, gelistirilen algoritmalar uygulandigr veri setinde yiiksek
performans gostermesine ragmen, farkli veri setlerine uygulandiginda ayni

performansi gosterememistir.

Lecun vd. 1988’de derin 6grenmenin gelismesiyle ve artan bilgi birikimiyle birlikte,
birden ¢ok 6zellik katmanindaki bilgileri 6grenebilen, karmasik ham girdilere karsi en
az On isleme gerektiren gradyan tabanli 6grenme algoritmasi gelistirmis ve 2-B
CNN’nin temelini atmistir [22]. 2-B CNN mimarilerinin [22,23] herhangi bir 6n
isleme adimi olmadan dogrudan goriintii piksellerinden, gorsel oOriintiileri
ogrenebildigi ve ozellikleri otomatik olarak ¢ikarildig1 gosterilmistir. Boylece, derin
o0grenme modellerinin 2-B goriintii isleme veri setlerinde gosterdigi basarilardan

dolay1, ET video veri setlerini siniflandirmak i¢in uygulanabilecegi belirtilmistir [24].

ET igin derin 6grenme mimarileri: 2-B [25-28] CNN ve 3-B [29-35] CNN modelleri
olarak ikiye ayrilmaktadir. Literatiirdeki 2-B CNN modelleri: Iki-Akis Aglar1 (Two-
Stream Networks) [25-27] ve Gegici Segment Aglari (Temporal Segment Networks)
[28] olarak ikiye ayrilmaktadir. 3-B CNN modelleri: Konvoliisyonel 3-B (C3D) [29],
Sisirilmis Iki-Akis 3-B (I3D) [30], Yalanci-3B (P3D) [31], 3-B Artik Aglar (3-D
ResNets) [32], R(2+1)D [33], Ayrilabilir 3-B (S3D) [34] ve Kanalla Ayrilmis
Evrisimsel Aglar (CSN) [35].
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1.3.1 2-B CNN modelleri

1.3.1.1 iki-akis aglar1 ve mimarileri

Iki-akis aglar1 [25-27], hem uzaysal hem de zamansal boyutu inceleyen iki akis agina
sahiptir. Uzaysal ag, giris olarak tek bir Red Green Blue (RGB) goriintii alir ve bu
goriintliyli isler. Zamansal ag, giris olarak birden ¢ok ardisik goriintii alir ve bu goriintii
serisi arasinda optik akis yer degistirme alanlarinin istiflenmesiyle olusturulmaktadir.
Uzaysal akis ag boliimiinde islenen goriintiide, siniflandirilacak olan nesnenin gorsel
bilgisinin ¢ikarilmasi1 amaclanirken, zamansal akis ag boliimiinde islenen ardisik
goriintii serisinde ise siniflandirilmak istenen eylemin hareket bilgisinin ¢ikarilmasi
amaglanmaktadir. Uzaysal ve zamansal akis ag mimarileri genel olarak:
konvoliisyonel katmanlardan (convolutional layer), tam baglantili (FC) (fully-
connected layer) katmanlardan ve softmax katmanindan olusmaktadir. Iki-akis
aglarinda uzaysal ve zamansal bilginin birlestirilmesi i¢in kaynasma (fusion) islemi
yapilmaktadir. Kaynasma isleminde [25]’de gec kaynasma, [26]’de ise erken, gec ve

coklu katman kaynasma fonksiyonlar1 kullanilmistir.

Karpathy vd. tarafindan kaynagma islemi, videoda bulunan yerel hareket bilgisinden
yararlanmak i¢in bir CNN mimarisindeki zamansal baglantt modeli arastirilarak, ek
hareket bilgisinin bir CNN’nin tahminini nasil etkiledigi ve genel olarak
performansinin ne kadar degistigi arastirilarak olusturulmustur [3]. Olusturulacak
modelin uzam-zamansal boyuta uzatildig: diisiiniildiigiinde, klasik CNN modellerinin
bir girdi goriintiisii alarak egitildigi modellerin egitiminin uzun siirmesinden dolay1
uzam-zamansal modelin girdi olarak birgok goriintii alacagi igin egitim asamasinda
milyonlarca parametreden olusacagr Ongoriilerek, zamandan kazanmak igin
olusturulan mimari iki akisa ayrilarak uzaysal ve zamansal aglar olusturulmustur [3].
Mimaride, baglam akis1 ve fovea akis1 vardir. Baglam akisi, cerceveyi daha diisiik
¢cOziinlirliikli ¢ergeveye doniistiiriir ve ¢ergevelerdeki (frame) siniflandirilmak istenen
nesnenin gorsel bilgisini 6grenmektedir. Fovea akisi, yalnizca gercevenin orta yiliksek
¢ozlnlirliiklii kisminda islem yapmakta ve cercevenin hareket bilgisini 6grenmeyi
amaglamaktadir. Statik goriiniimiin siniflandirma katkisin1 anlamak i¢in tek ¢ergeveli
temel bir mimari olusturulmustur. Temel aliman mimaride girdi goriintiisii boyutu

224x224%3 seklinde kullanilmistir. Kaynagma iglemi, kovoliisyon filtre katmaninin

zamanda uzatilmasiyla gergeklestirilmistir. Ug cesit kaynasma modeli olusturulmus
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olup bunlar; erken, ge¢ ve yavas kaynasmadir. Erken kaynagma uzantisi, zaman
penceresinde 10 tane ardisik girdi goriintiisiiniin, giris konvoliisyon katmaninda
kaynagmasiyla gerceklestirilmektedir. Erken kaynasma ile agin, video eyleminin lokal
hareket yoniinii tespit ettigi belirtilmistir. Ge¢ kaynagsma modeli, iki ayrik tek ¢erceve
ag1 ile olusturulmustur. Ge¢ kaynasma, 15 ardisik goriintiiden iki goriintii alir ve son
katmandaki konvoliisyon katmaninda kaynasmayi1 gergeklestirir. Yavas kaynasma
modeli, erken ve ge¢ kaynasma modelinin dengeli halidir. Yavas kaynasma, zamansal
bilgiyi yavasca islemektedir. Yavas kaynasma 10 girdi goriintiisii alir ve kovoliisyon
katmanlariyla girdileri yavas yavas isleyerek kaynasmay1 gerceklestirmektedir. Sekil
1.10’da kaynasma cesitleri ve mimarileri gosterilmistir [3]. En basarili kaynagma

modelinin yavas kaynasma oldugu gdsterilmistir.

Single Frame Late Fusion Early Fusion  Slow Fusion
| ] ] | | ]
| | | | |
— [— [— —J =
— [ — — — =
— [— [ — — .
— [ — [— [— —
— —1 — —/1 - z
— —1

- — -
CL L1

I lllll[l[lm TR  (TTRAREASERT

Sekil 1.10 : Kaynasma ¢esitleri [3].

Calisma([25])’da olusturulan iki-akis mimarisi Sekil 1.11°de gosterilmistir. Mimarinin
uzaysal boliimiinde bir girdi ¢ercevesi ve zamansal bdliimiinde ise ¢oklu optik akis
girdileri alinmis ve ge¢ kaynasma metodu kullanilmistir. Girdiler islendikten sonra
softmax katmanindan ¢ikan skorlar ile ge¢ kaynasma uygulanmis ve iki kaynasma
metodu kullanilmistir. Bu metotlar: ortalama (averaging) ve SVM’dir. SVM’nin daha

basarili oldugu gosterilmistir [25].
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Spatial stream ConvNet
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optical flow

Sekil 1.11 : iki-akis mimarisi [25].

Uzaysal akis ve zamansal akis aglarinin performans etkileri degerlendirilmistir [25].
Uzaysal aglarda, RGB gergeveler ii¢ sekilde degerlendirilmistir. ilk olarak, UCF-101
[5] veri seti iizerinde sifirdan egitim gerceklestirilmistir. Ikinci olarak, ag ilk dnce
ImageNet ILSVRC-2012 [36] veri setinde egitilmis ve egitilen ag UCF-101 veri
setinde {izerinde ince ayar (fine-tuning) yapilarak egitilmistir. Ugiincii olarak, dnceden
egitilmis veri setindeki ag yapisi korunarak, sadece son katmandaki siniflandirict da
ince ayar yapilarak egitilmistir. Birakma (dropout) orani 0,5 ve 0,9 olarak iki egitim
dogrulugu olusturulmustur. Sonug olarak, sifirdan egitim yapildiginda her iki birakma
orani i¢in agin ezberlemeye (overfitting) yoneldigi gosterilmistir. Birakma orani 0.5
olan ince ayar egitimi ve birakma orani 0,9 olan son katman ince ayar egitim

dogruluklariin en iyi sonuglar1 verdigi gosterilmistir.

Zamansal aglarda, optik akislarin farkli ¢esitlerinin etkileri incelenmistir. Bunun igin,
tek ¢erceve optik akis, optik akislar 5 ve 10 gerceve ile y18ilmis, yoriinge (trajectory)
de yigilmis 10 optik akis gerceve ve yigilmis 10 gerceve iki-yonlii optik akis
kullanilmistir. Optik akiglarda, ortalama akis ¢ikarma (mean flow subtraction)
uygulanmistir. Bu islem genel olarak, girdinin merkezine odaklanarak, dogrusal
olmayan diizeltmelerden daha iyi yararlanmasi saglamaktadir. Boylece, cerceveler
arasindaki kiiresel hareketin etkisini azaltmaktadir [25]. Mimariler UCF-101 veri
setinde sifirdan egitilmis ve birakma oran1 0.9 secilmistir. Sonug olarak, 10 ¢erceve ile
yigilmis ve yigilmis 10 gergeve iki-yonlii optik akis modellerinin en iyi sonuglar

verdigi gosterilmistir.

[26]’de kaynasma isleminden en iyi uzam-zamansal bilgileri toplamak i¢in zamansal
ve uzaysal akis mimarileri olusturulmus ve Sekil 1.12°de mimariler gosterilmistir.

Egitim veri seti olarak, HMDB-51 [4] ve UCF-101 [5] segilmistir. Bu ¢alismada, ii¢
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bulgu arastirilmustir. ilk olarak, [25]’de oldugu gibi softmax smiflandirma katmaninda
kaynagma yapmak yerine bu islem performans kaybi olmaksizin konvoliisyon
katmaninda gerceklestirilmistir. Bunun sebebi, [25]’deki mimarinin uzaysal ve
zamansal 6zellikler arasindaki piksel bazindaki haberlesmeyi 6grenememesi olmustur
[26]. ikinci olarak, 6zellikle uzaysal aglarda, son katmanlarda kaynasma yapmanin
smiflandirma skorunun degerini arttirabilecegi ve siniflandirmada olumsuz etki
yapabilecegi sdylenmis ve bu sebeple erken katmanlarda kaynasma yapmanin daha iyi
olacag belirtilmistir. Ugiincii olarak, soyut konvoliisyonel 6zelliklerin uzam-zamansal
komgsular tizerinde havuzlama (pooling) islemiyle performansinin artabilecegi
sOylenmistir [26]. Kaynagma isleminin arastirilmasinin asil amaci, farkli sinif ancak
ayni1 hareket Oriintiistine sahip eylemlerin, mimari tarafindan zamansal ag ile hareketin
ne oldugu ve uzaysal ag ile hareketin konumunun tespit edilmesiyle birlikte bu

olaylarin birlesimi ile eylemin daha dogru ayristirilmasi amaglanmustir.

Loss
fusion
Loss r" \
fc8 fcd
7 fc7 fc8
fc6 fc6 fc7
pool5 poolS fcé
convs fusion pool5
fusion 4 Ay 4
/’” convs convs
convd convd convd convd
conv3 conv3 conv3 conv3
pool2 pool2 pool2 pool2
conv2 conv2 conv2 conv2
pooll pooll pooll pooll
convl convl convl convl

3 4 4 2
Sekil 1.12 : iki-akis mimarilerinde kaynasma isleminin gergeklestirildigi katmanlar
[26].
Kaynasma islemi i¢in toplama (sum fusion), maksimum (max fusion), birlestirme
(concatenation fusion), konvoliisyonel (conv fusion) ve bilinear kaynasma ayni
uzaysal konumlara sahip iki 6zellik haritalarinda (feature maps) uygulanmistir. En iyi
sonucu konvoliisyonel kaynagmanin verdigi gosterilmistir [26]. Ayrica, zamansal

kaynagma kisminda, zamansal boyutta 3-B konvoliisyon kaynasma kullanilmis, 2-B

havuzlama yerine 3-B maksimum havuzlamanin (max-pooling) daha basarili oldugu
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gdsterilmistir. Onceki calismalardan farkli olarak 3-B parametreler kullanilmasina
ragmen yeni mimaride parametre sayisi ¢ok fazla artmamistir [26]. Mevcut veri
setlerinin 3-B parametreleri egitmek i¢in ¢ok kiigiik 6l¢ekli (small-scale) veya ¢ok kirli

oldugu sdylenmistir.

1.3.1.2 Gegici segment aglari (TSN) ve mimarisi

TSN, uzun menzilli zamansal yap1 modelleme fikrine dayanmaktadir [28]. TSN,
eylemin etkili siniflandirilmasi i¢in eylem videosunun tamamini kullanarak seyrek
zamansal 0rnekleme stratejisini kullanmaktadir. Mevcut olan uzun menzilli zamansal
modellerin, genellikle kisa siireli hareketlere ve nesnenin goriintiisiine
odaklanmasindan dolayr uzun menzilli zamansal yapiy1 birlestirme kapasitesinden
yoksun oldugu belirtilmistir [28]. Dahasi, kullanilan bu metotlar 6nceden tanimlanmis
bir 6rnekleme aralig1 ile yogun zamansal 6rneklenmeye dayanmaktadir. Ancak bu
yaklasim uzun video dizilerine uygulandiginda, asir1 hesaplama maliyetine sebep
olmakta ve pratikte uygulanmasini siirlamaktadir. Ayrica, Onceki c¢alismalar
degerlendirildiginde aglar1 optimize etmek i¢in biiyiik 6l¢ekli video veri setlerinin
gerektigi ancak kiiciik 6l¢ekli meveut veri setleriyle [4,5] sinirli kalindig: bildirilmistir.
Mevcut kiigiik dlgekli veri setleri ile egitim yapilacagi i¢in bu probleme yonelik,
gelismis veri biiylitme (enhanced data augmentation), 6n egitim (pre-training) ve

diizenleme (regularization) yontemleri kullanilmistir [28].

Zamansal yap1 modelinde, ardisik cercevelerin benzer bilgiler icermesinden dolay1
gereksiz oldugu sOylenmistir. Seyrek uzaysal 6rnekleme se¢iminin daha uygun olacagi
belirtilmis ve Sekil 1.13’te seyrek 6rnekleme ile TSN ag mimarisi gosterilmistir. Sekil
1.13’te gosterildigi gibi, eylem videosunu K tane esit boliimlere (segments) boldiikten
sonra kisa parcaciklar (snippets) her bir boliimden rastgele secilmekte ve seyrek bir
ornekleme ile uzun video klibi kiiciik parcalara ayrilmaktadir. Boylece, hesaplama
maliyeti distriilmektedir. TSN mimarisi farkl kiiclik pargaciklari, RGB goriintii ve
coklu optik akis goriintiileri olarak uzaysal ve zamansal aglarda islendikten sonra
Consensus fonksiyonundan c¢ikan bilgiler ile smif skorunda kaynastirmaktadir.
Consensus fonksiyonunda, maksimum havuzlama, ortalama havuzlama (average

pooling) ve agirlikli ortalama fonksiyonlari kullanilmistir.
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Sekil 1.13 : Gegici segment aglari [28].

TSN modelini giiglendirmek icin dort farkli girdi modeli degerlendirilmis ve yeni
olarak iki girdi modeli tanitilmistir [28]. Sekil 1.14’te girdi 6rneklerine ait goriintiiler
gosterilmistir. RGB goriintiiniin bir dnceki ve sonraki kareler hakkinda baglamsal
bilgiden yoksun oldugu diisiiniilereck RGB fark goriintiisii olusturulmustur. RGB fark
goriintiisti, iki ardisik kare arasindaki goriintii degisimini ifade etmekte ve hareket
bolgesine karsilik gelmektedir. Optik akis alanlarinda, x veya y koordinat degerlerine
filtrelerle islem yapilarak, yatay (x) veya dikeydeki (y) pikseller daha belirgin hale
getirilerek eylem hareketine iliskin bilgi olusturulmaktadir. Gergek uygulamalarda,
kamera hareketi yliziinden optik akis alanlarinin insan eylemine odaklanamayabilecegi
diisiiniilerek carpik optik akis alanlar1 gelistirilmistir. Carpik optik akig alanlari,
IDT’den [17] esinlenerek olusturulmustur. Carpik optik akis alanlarini olusturmak igin
once homografi matrisi tahmin edilmekte ve sonra kamera hareketi dengelenmektedir.
Sonug olarak, egitim sonuglari ile ¢arpik optik akisin etkisi gosterilmistir. Consensus

fonksiyonunda, ortalama havuzlama yontemi 6ne ¢ikmustir.

Sekil 1.14 : Dort tip girdi 6rnegi: 1. RGB goriintii, 2. RGB fark goriinti, 3. optik akis
alanlar1 (x, y yonleri) ve 4. ¢arpik optik akis alanlar1 (x, y yonleri) [28].



1.3.2 3-B CNN modelleri

1.3.2.1 Konvoliisyonel 3-B (C3D)

ET literatiiriindeki ilk 3-B CNN mimarisi C3D’dir (Convolutional 3D) [29]. C3D girdi
olarak tiim video cercevelerini almakta ve herhangi bir 6n islem gerektirmedigi icin
biiylik veri setlerinde kolayca dlgeklenmektedir. Bu ¢alisma, iki-akis agindan farkli
olarak [25] 2-B konvoliisyon ve 2-B havuzlama yerine bu fonksiyonlar1 biitiin aga

(network) yayarak 3-B olarak ger¢eklestirmektedir.

3-B  agda konvoliisyon ve havuzlama islemleri uzam-zamansal boyutta
gerceklesmektedir. Ancak, 2-B agda bu islemler sadece uzaysal boyutta
gerceklesmektedir. 2-B ve 3-B konvoliisyon islemlerinin karsilastirilmas: Sekil 1.15°te
gosterilmistir. Sekil 1.15 incelendiginde, ilk olarak, 2-B goriintliye 2-B konvoliisyon
islemi uygulanmis ve 2-B goriintii elde edilmistir. Ikinci olarak, video goriintiisiine
(iist iiste birikmis ¢oklu ¢erceve goriintiisii) 2-B konvoliisyon islemi uygulanmis ve
yine sonug olarak 2-B gériintii elde edilmistir. Ugiincii olarak, video goriintiisiine 3-B
konvoliisyon islemi uygulanmis ve 3-B bir sonug¢ elde edilerek giris sinyalindeki
zamansal bilgi korunmustur [29]. 2-B aglar, 2-B her bir konvoliisyon isleminde giris
sinyalindeki zamansal bilgiyi kaybederken 3-B aglar bu bilgiyi korumaktadir. Sonug
olarak 3-B ag, 3-B konvoliisyon ve 3-B havuzlama islemleriyle zamansal bilgileri daha

iyi modellemektedir [29].
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N
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w
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Sekil 1.15 : 2-B ve 3-B konvoliisyon islemlerinin uygulanmasi [29].

C3D mimarisi i¢in en uygun ¢ekirdek derinliginin (kernel depth) degerleri UCF-101
[5] veri setinde arastirilmustir. i1k olarak, cekirdek derinligi; 1, 3, 5, 7 secilmis ve tiim
konvoliisyon katmanlari boyunca ayni kalarak arastirilmistir. Ayrica, cekirdek
derinliginin 1 olmas1 Sekil 1.15’teki ikinci sekli ifade etmektedir. Cekirdek derinligi;
artan 3-3-5-5-7 ve azalan 7-5-5-3-3 seklinde iki mimari olusturularak arastirilmistir.
Bu ii¢ deney degerlendirildiginde en iyi sonucu degismeyen 3x3x3 ¢ekirdek derinligi
vermis ve derinlik 3 sec¢ilmistir [29]. C3D mimarisi: 8 konvoliisyon katmani, 5

havuzlama katmani, 2 FC katman ve softmax ¢ikis katmani seklinde olusturulmustur.
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Oncelikle C3D, video tanimlayici olarak ¢ok sinifli dogrusal SVM smiflandirict ile bir
arada kullanilmis ve biiyiik olgekli Sports-1M [3] veri setinde uzam-zamansal
ozellikleri o6grenmesi hedeflenerek egitilmistir. Sonug¢ olarak, C3D’nin video
klibindeki Ozellikleri 6grenmede, goriiniimii ve hareketi ayni anda modelleyen
O0grenme makineleri oldugu deneysel olarak gosterilmistir. Son olarak, video
tanimlayict C3D modeli, ET modeli olarak egitilmistir. Video tanimlayict C3D
modeli; 1380K, Sports-1M [3] ve 1380K’de 6n egitim (pre-training) yapilarak Sports-
IM’de ince ayar yapilarak egitilmistir. En iyi sonucu ince ayar yapilan ag vermistir.
Egitin bu modeller UCF-101 [5] veri setinde degerlendirilmis ve bu veri setinde son

teknoloji (state-of-the-art) mimarilerinden daha iyi sonug¢ verdigi gosterilmistir.

1.3.2.2 Sisirilmis iki-akis 3-B (13D)

13D [30] mimarisi, hem iki-akis mimarisinden [25,26] hem de Inception-V1 [37] 2-B
CNN modelinden esinlenerek olusturulmustur. 13D ag1, Sekil 1.16’da Two-Stream
3D-ConvNet ismiyle gosterilmistir. 3D mimarisinin girdi boliimleri iki-akis mimarisi
ile aynidir. iki-akis mimarisinin uzaysal akis ag1, girdi olarak tek RGB goriintiisii
aliyorken, I3D uzaysal akis ag1, girdi olarak 64 RGB goriintiisii almaktadir. 13D
zamansal akis agida girdi olarak 64 ¢erceve almakta ve iki-akis aginda oldugu gibi
coklu optik akig goriintiisii almaktadir. Sekil 1.16’da gosterilen 13D modelinin 3D
ConvNet katmani: 2-B goriintii siniflandirma Inception-V1 [37] modelinin 3-B uzaya
uzatilmasiyla olusturulmustur. Ayrica, I3D akiglar1 ayr1 ayri egitilmis ve aglarin

tahmin sonuglarinin ortalamasi alinarak siniflandirma skoru olusturulmustur.

a) LSTM b) 3D-ConvNet ¢) Two-Stream d) 3D-Fused e) Two-Stream
Two-Stream 3D-ConvNet
Action
Action Action Action ! Action
1 { 1 3D ConvNet 1

— 000 —sf + *
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Sekil 1.16 : Birbirleriyle karsilagtirilan farkli video mimarileri [30].

I3D modeli ilk olarak, Inception-V1’in ImageNet’te [36] Onceden egitilmis (pre-
trained) oldugu agirlik degerleri kullanilarak Sekil 1.16’da gosterilen a, b, c, d
mimarileriyle, HMDB-51 [4], UCF-101 [5] ve miniKinetics test veri setlerinde

siniflandirilmistir. Ancak, 3D-ConvNet modeli ayri tutularak sifirdan egitilmis ve test
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edilmistir. Sonug olarak, I3D modeli tiim veri setlerinde en yiiksek dogruluk oranlarina
sahip olmustur. Daha sonra, Sekil 1.16’daki modeller miniKinetics veri setinde 6n
egitim yapilarak UCF-101 ve HMDB-51 test veri setlerini siiflandirmis ve 13D
modeli tekrardan en yliksek dogruluk oranlarina sahip olmustur. MiniKinetics veri
setinde On egitimin yapilma amaci, Kinetics-400 [38] veri setine gore kiigiik 6lcekli
olmasi ve bu sayede egitim, test islemlerini hizlandirmig olmasidir. Son olarak, 13D
modeli Kinetics-400 [38] ve miniKinetics veri setlerinde 6n egitim yapilarak, HMDB-
51 ve UCF-101 veri setlerinde, son teknoloji (state-of-the-art) mimarileri (IDT [17],
iki-akis ag1 [25], C3D [29]) ile karsilagtirilmis ve en yiiksek dogruluga 13D Kinetics-

400 6n egitim modelinin sahip oldugu gosterilmistir [30].

Sonug olarak, 3-B CNN [29,30] modellerinin ¢ok fazla parametreye sahip olmasindan
dolay1, hareket 6zelliklerini dogru 6grenebilmeleri icin biiyiik miktarda dogru veriye
ihtiyag duyduklari kanitlanmisgtir [30]. I3D modeli C3D modeline gore daha kiigtik veri
setiyle egitilmis olmasina ragmen daha iyi sonug¢ vermistir. Sebep olarak, Sports-1M
veri setinin kirli ve dogru eylem basliklarina sahip olmadig1 ve mimari olarak 13D

modelinin daha iyi oldugu rapor edilmistir [30].

1.3.2.3 Yalanci1-3B (P3D)

P3D (Pseudo-3D) [31], 2-B Artik Aglar’1[39] temel almaktadir. 11 katmanli C3D [29]
ve 152 katmanh 2-B Artik Ag [39] modellerinin hafiza (memory) olarak ¢ok yer
kapladigi i¢in ¢6zlim olarak P3D modeli gelistirilmistir. Sifirdan ¢ok derin 3-B CNN
modelinin gelistirildigi diisiiniildiigiinde, ¢ok sayida parametre olacagindan dolay1
pahali hesaplama maliyeti ve bellek talebi ile sonuglanacagi belirtilmistir [31]. Bunun
Oniine gegmek i¢cin P3D modelinde, 2-B uzaysal bolgede 3 x 3 x 3 konvoliisyonlar: 1
x 3 x 3 konvoliisyon filtrelerle degistirilerek olusturulmustur. 1-B zamansal boyutu
olusturmak i¢in 1-B CNN ozelligi ile 6zellik haritalarinda (feature maps) zamansal
baglantilar 3 x 1 x 1 konvoliisyonlar1 kullanilarak olusturulmustur. Yalanct 199
katmanli bu model, 11 katmanli C3D modelinden hafiza olarak daha az yer
kaplamaktadir. Ayrica, 2-B CNN goriintii siniflandirma veri setlerinde 6n egitim

saglayarak sahne ve nesne bilgisi ile daha gii¢lii bir model olusturulabilir [31].

Sekil 1.17°de temel alinan Artik darbogaz blogu (bottleneck) [39] ve 3 c¢esit P3D
darbogaz bloklar1 gosterilmistir [31]. Artik agin [39] ana fikri, kisa devre baglantisiyla

girdi bilgisinin ¢ikisa direkt aktarilmasi ve konvoliisyon katmanlariyla islenen girdinin

20



cikis katmaninda toplanmasiyla, girdide kaybolabilecek 6nemli bilgileri korumasidir.
P3D-A blogu: 1-B ve 2-B konvoliisyon filtreleri birbirine kademeli sekilde
baglanmasiyla olugsmaktadir. Boylece, iki tiir filtre birbirini dogrudan etkilemektedir.
P3D-B blogu: Iki tiir filtre arasinda dogrudan bir baglant1 yoktur ve birbirini dolayli
olarak etkilemektedir. P3D-C blogu: Filtreler birbirini hem dogrudan hem de dolayl
olarak etkilemektedir. Bloklar, UCF-101 [5] veri setinde test edilmis ve en iyi sonucu
P3D-A blogu vermistir. Son olarak, olusturulan diisiik maliyetli P3D modeli, UCF-
101 veri setinde son teknoloji mimarilerinden (IDT [17], iki-akis ag1 [25], TSN [28],
C3D [29]) daha iyi sonug vermistir [31].

RelU

RelU

RelU

ReLU

RelLU

RelLU

(a) Residual Unit

ReLU

ReLU

(b) P3D-A

| 1x3x3 conv | | 3x1x1 conv|

(c) P3D-B

RelU
3x1x1 conv
© RelU

(d) P3D-C

Sekil 1.17 : Artik Birim Blogu (Residual Unit) ve P3D Bloklar1 [31].
1.3.2.4 R(2+1)D

R(2+1)D [33] modelinde, artik 6grenme [39] gergevesinde 3-B CNN'lerin 2-B
CNN'lere gore dogruluk avantajlari deneysel olarak gosterilmistir. Olusturulan
konvoliisyon blogu Sekil 1.18’de gosterilmistir [33]. Artik aglar [39], 3-B ve (2+1)D
konvoliisyon bloklartyla 18 ve 34 katmanli olarak, Kinetics-400 [38] veri setinde 16
girdi alarak sifirdan egitilmis ve test edilmistir. R(2+1)D modeli [33], 3-B artik ag
modeline gore daha iyi sonug¢ vermistir. Ayrica, R(2+1)D modeli, Sports-1M [3] veri
setinde de sifirdan egitilerek test edilmistir. Ancak, Kinetics-400 veri seti, Sports-1M
veri setine gore daha iyi sonug¢ vermistir [33]. R(2+1)D mimarisi, Sports-1M [3] ve
Kinetics-400 [38] veri setlerinde 6n egitim yapildiktan sonra HMDB-51 [4] ve UCF-
101 [5] veri setlerinde test edilmis ve son teknoloji mimarilerine yakin veya daha
yiiksek dogruluga sahip sonuglar elde etmistir. Sonug olarak, 2-B uzaysal ve 1-B
zamansal ayrilarak olusturulan ve 3-B artik ag ile ayn1 parametre boyutlarina sahip

(2+1)D blogunun performansta artig sagladig1 gosterilmistir.
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Sekil 1.18 : a) 3-B konvoliisyon blogu b) Olusturulan 2-B uzaysal ve 1-B zamansal
konvoliisyon blok [33].

1.3.2.5 Aynilabilir 3-B (S3D)

S3D [34] modeli 13D [30] modelini temel almakta, 2-B ve 3-B konvoliisyon
filtrelerden olugsmaktadir. S3D modelinde kullanilan 3-B konvoliisyon filtreler, P3D
[31] ve R(2+1)D [33] modellerinde oldugu gibi 2-B uzaysal ve 1-B zamansal boyuta
ayrilarak olusturulmustur. Boylece, I3D modelindeki baz1 3-B filtreler, hafiza olarak

az yer kaplayan 2-B filtrelere doniistiirilmiistiir.

Calismada, dort farkli model varyanti incelenmis ve bu modeller: 13D [30], 12D,
Bottom-heavy, Top-heavy olarak Sekil 1.19°da gosterilmistir. 13D [30] modelinin
orijinali kullanilmistir. 12D modeli, 13D modelinin 2-B modele doniistiiriilmiis hali
olarak ve ¢oklu ¢erceve girdisi alarak olusturulmustur. Bottom-heavy 13D modeli,
diisiik katmanlarda 3-B ve yiiksek katmanlarda 2-B konvoliisyon filtreler
kullanmaktadir. Top-heavy 13D ise Bottom-heavy modelinin tam tersidir, yiiksek
katmanlarda 3-B ve diisiik katmanlarda 2-B konvoliisyon filtreler kullanmaktadir. 13D
ve olusturulan 12D modeli, Kinetics-400 [38] veri setinde karsilastirilmistir. 13D
modeli daha basarili olmustur. Top-heavy ve Bottom-heavy modelleri miniKinetics
veri setinde karsilastirildiginda, Top-heavy modeli daha basarili gelmistir. Bunun
sebebi ise girdiden gelen dnemsiz yogun bilgilerin 2-B filtreler ile es gecilmesiyle,
yiiksek katmanda daha zengin bilgi i¢germesidir. Boylece, 3-B konvoliisyon filtrelerin,
yiiksek katmanda uzam-zamansal Oriintiileri daha basarili ¢ikardig: gosterilmistir [34].
Son olarak S3D modeli, ImageNet ve Kinetics-400 [38] ile 6n egitim yapildiktan sonra
RGB girdi ile HMDB-51 [4], UCF-101 [5] veri setlerinde, C3D [29], 13D [30], P3D
[31] ve R(2+1)D [33] modellerinden daha yiiksek dogruluk oranina sahip oldugu
gosterilmistir [34].
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Sekil 1.19 : incelenen dort farkli model: 13D [30], 12D, Bottom-heavy 13D ve Top-
heavy 13D [34].

1.3.2.6 Kanalla ayrilmis evrisimsel aglar (CSN)

CSN [35] modelleri 101 ve 152 katmanl olarak olusturulmustur. Bu ¢alisma, video
simiflandirmas1 i¢in 3-B CNN aglarda farkli tasarim segeneklerinin etkilerini
incelemektedir. 3-B konvoliisyonlari, uzaysal 2-B ve zamansal 1-B olarak ayrilmistir.
Farkli kanal baglantilar1 kullanilmistir. Kanallar: Conv, group conv ve depthwise conv
olarak Sekil 1.20°de gosterilmistir. Conv baglanti: Yogun baglanti igerir ve her
konvoliisyon filtresi, onceki katmanindan girdi almaktadir. Group conv baglanti:
Konvoliisyon filtreleri alt kiime halinde gruplayarak dagitilmistir. Bir alt kiimedeki
filtreler, yalnizca kendi grubundaki kanallardan sinyal almaktadir. Depthwise conv:
Grup sayisinin giris ve ¢ikis kanallarmin sayisina esit olmasidir. Group conv ve
depthwise conv’un amaci daha iyi dogruluk ve daha diigiik hesaplama maliyeti
saglamasidir [35]. CSN konvoliisyonu, 3-B konvoliisyonlara kiyasla daha diisiik
egitim dogruluguna sahiptir. Ancak, daha ytiksek test dogrulugu saglamistir [35]. CSN
modeli, Sports-1M [3] ve Kinetics-400 [38] veri setlerinde, son teknoloji
mimarilerinden daha iyi sonug verdigi gosterilmistir [35]. Ayrica, CSN modeli mevcut

aglardan birkag kat daha hizlidir.

channel .\z\ X 3
output  [ZAPUN
channel

b) group conv c) depthwise conv

Sekil 1.20 : Giris, ¢ikis kanal baglantilar1 [35].
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1.4 Eylem Tamima Veri Setleri

One ¢ikan ET veri setleri: Youtube-8M [2], Sports-1M [3], HMDB-51 [4], UCF-101
[5] ve Kinetics’tir [38,40,41]. ET veri setlerine ait 6rnek video sayilar1 ve toplam

siiflar1 Cizelge 1.1°de gosterilmistir.

Cizelge 1.1 : ET veri setleri.

Veri Seti Adi  Ornek Video Sayis1  Sinif Sayisi

Youtube-8M 8264650 4800
Sports-1M 1000000 487
HMDB-51 6766 51

UCF-101 13320 101

Kinetics-400 306245 400

Kinetics-600 495547 600

Kinetics-700 650317 700

1.4.1 Youtube-8M

Youtube-8M [2] veri seti, 4800 sinif icermekte ve yaklasik 8 milyondan fazla video
Klipten olugsmaktadir. Her sinif, alt kiime siniflarina ayrilmakta ve alt kiime sinifi en az
200 video icermektedir. Veri kiimesindeki her etiket, yalnizca gorsel bilgiler
kullanilarak ayirt edilebilmektedir. Video Klipleri ortalama 2,5 saniyeden
olugsmaktadir. Veri alt kiimesindeki siniflar, faaliyetleri (spor, oyunlar, hobiler),
nesneleri (otomobiller, yiyecekler, iiriinler), sahneleri (seyahat) ve olaylar

kapsamaktadir [2].

1.4.2 Sports-1M

Sports-1M [3] veri seti, 487 simif igermekte ve agiklamali YouTube’den alinmis 1
milyon video klibinden olugmaktadir. Siniflar: Su sporlar1, takim Sporlari, kis Sporlari,
top sporlari, doviis sporlari, hayvanlarla sporlar gibi siniflar icermekte ve manuel
olarak secilmis bir simiflandirmada diizenlenmistir [3]. Sinif basina yaklasik 1000-
3000 aras1 videoya sahiptir. Videolar yarim saniyelik 100 c¢ergeveden (frame)

olusmaktadir.

1.4.3 HMDB-51

HMDB-51 [4] veri seti, 51 sinif icermekte ve yaklasik 6 binden fazla video klibinden
olusmaktadir. Siniflar bes kategoriye ayrilmistir. Kategoriler: Genel yiiz hareketleri

(giilmek, ¢ignemek, konusmak), nesne yiiz eylemleri (sigara icmek, yemek, icmek),
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genel viicut hareketleri (el ¢irpma, tirmanis, dalig), nesne etkilesimli viicut hareketleri
(bisiklete binme, at binme, golf) ve insan etkilesimi i¢in viicut hareketlerinden
(yumruk atmak, el sikismak, sarilmak) olusmaktadir [4]. Siniflar en az 101 video klibi

icermekte ve ortalama en az 1 saniye uzunlugundadir.

1.4.4 UCF-101

UCF-101 [5] veri seti, 101 sinif icermekte ve yaklasik 13 binden fazla video klibinden
olusmaktadir. Siniflar bes kategoriye ayrilmistir. Kategoriler: insan nesne etkilesimi
(g6z makyaji yapmak, ruj siirmek, dis firgalamak), yalnizca viicut hareketi (sinav
¢ekmek, barfiks ¢ekmek, ip tirmanma), insanla insan etkilesimi (sa¢ kesme, kafa
masaji, bando yiiriiyiisii), miizik aletleri calma (gitar ¢almak, piyano ¢almak, keman
calmak), spordan (bisiklete binme, basketbol oynamak, at binme) olusmaktadir [5].

Video Klipleri ortama 7 saniyedir.

1.4.5 Kinetics

Kinetics veri setleri, 400, 600 ve 700 simifli olmak {iizere tli¢ tanedir [38,40,41].
Kinetics-400 veri seti [38], yaklasik 300 binden fazla video klibinden olugmaktadir.
Kinetics-400 insan eyleminden olusan 400 sinifl1 bir veri setidir. Sinif bagina 400-1150
arasi videoya sahiptir. Video uzunlugu ortalama 10 saniyedir. Siiflar genel olarak {i¢
kategoriye ayrilmaktadir. Kategoriler: Tekil kisi eylemleri (robot dansi, bacak germe),
insanla insan eylemleri (el sikismak, gidiklamak), kisi nesne eylemlerinden (bisiklete
binme) olusmaktadir [38]. Kinetics-600 veri seti [40], yaklasik 500 binden az video
klibinden olugmaktadir. Kinetics-700 veri seti [41], yaklasik 650 binden fazla video
klibinden olusmaktadir. Kinetics-400 veri seti eylemleri daha da detaylandirilarak

Kinetics-600 [40] ve Kinetics-700 [41] veri setleri olusturulmustur.

1.5 Hirsizhik Tespiti Calismalar:

Zhang ve ark. galismalarinda [6], yiiksek ¢Oziiniirliiklii bir kamera ile hirsizlik ve
hirsizlik digt eylemler siniflandirilmis ve 2-B goriintii siniflandirma CNN modeli ile
birlestirilmistir. Sistemin girisi 100 X 100 RGB goriintiidiir ve sistemin 2-B CNN
yapisi LeNet-5 [22] modeline dayanmaktadir. Arastirmacilar veri toplamada, egitimde
kisisel faktorlerin etkisini ortadan kaldirmak igin dort farklr kisi (uzun boylu, kisa)

faktorii segmislerdir. Ornek olarak, her kisi ii¢ farkli kombin giymistir. Ayrica,
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hirsizlik davranisini daha iyi tanimlamak igin sirt ¢antasi ii¢ farkli konumda (arkada,
onde ve yanda) kullanilmistir. Her kisi, raftaki iiriinii rastgele segerek tiriin faktoriiniin
diisiiriilmesi hedeflemektedir. Hirsizlik davranisi ii¢ durumdan olusur: Esyalari; omuz
altina sokmak, cebe sokmak ve sirt gantasina koymak. Hirsizlik olmayan davranis da
tic durumdan olusur: Raftan esya almak, rafta esya aramak ve esya tasimak. Egitim
asamasinda, goriintiilerin yaris1 hirsizlik, diger yarist ise hirsizlik disit olmak iizere
toplam 10800 goriintii kullanilmistir. Hirsizlik eylemleri ve hirsizlik olmayan eylemler
Sekil 1.21°de gosterilmistir [6]. Deney asamasi bes asamada tamamlanmistir. Asama
1-3, dort tiir egitim modeline sahiptir. Bu nedenle, cinsiyet faktorlerinden kaginmak
igin dort kisi birbirinden ayr1 olarak degerlendirilmistir. Asama 1-3, ti¢ farkli kombin
ve sirt ¢cantast kullanarak kiyafet faktoriinii incelemektedir. Asama 4, ayni cinsiyetten
farkl1 boyda ve ayni boyda farkli cinsiyette olmak iizere ii¢ tip egitim modelinde
kisilerin boy ve cinsiyet faktoriinii degerlendirmistir. Asama 5, tim veri setini
icermektedir. Deneysel sonuglar, her asama i¢in dogrulugun arttigini, yani eleme
faktorlerinin ise yaradigini gostermektedir. Asama 5, en iyi model ve %83 dogruluk
oranina sahiptir. Arastirmacilar, dogruluk oranimi artirmak i¢in modelin daha fazla
deneysel veriye ihtiya¢ duydugunu, CNN yap1 modelinin daha derin olabilecegini ve

daha yiiksek ¢oziiniirliiklii kameralarin kullanilabilecegini belirtmistir [6].

Sekil 1.21 : a) Hirsizlik eylemleri b) Hirsizlik olmayan eylemler [6].

Diger bir ¢alismada [7], siipermarket kameralarindan otomatik olarak hirsizlik

davraniglarini tespit eden bir sistem olusturulmustur. Tim cergeveden ozellikler
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cikarmak yerine, gerekli 6zellikleri daha dogru bir sekilde vurgulamak icin ilgi Bolgesi
(ROI) optik akis kaynagma ag1 kullanilmistir. Cikarilan tiim goriintiilerin optik akisi
ve ROI'nin optik akis1 Sekil 1.22°de gosterilmistir [7]. Sistem, anormal davraniglari
tespit etmek icin kullanic1 hareketlerinin optik akisini dikkate almaktadir. Once, Mask-
R-CNN kullanilarak bir kisi nesnesini ROI olarak ¢ikarmakta ve sonra optik akisa
cevrilmektedir. Optik akis goriintiisiinde, ROI kisi nesnesindeki degisiklik miktar
kullanilarak hirsizlik belirlenmektedir. Model girdi olarak 3 ROI ¢erceve almaktadir.
Hirsizlik eylemleri: Esyalari; ¢antaya, omuz altina ve cebe koymak. Hirsizlik olmayan
eylemler ise hirsizlik eylemleri disindaki tiim eylemler olarak tanimlanmistir. Veri seti

ornek sayisi ve ¢aligma sonuglar1 hakkinda bir bilgi verilmemistir.

Hursizhk

Y el

Tiim (;erqe-\.:e optik akis1 ROI'nin (l)ptik ak1§‘1
Sekil 1.22 : Tiim ¢ergeve optik akis1 ve ROI’nin optik akis1 [7].

Siipermarket kameralarindan otomatik olarak hirsizlik davranislarini tespit eden baska
bir sistem 3-B iki akis modeli kullanan bir ¢alisma [8] ile olusturulmustur. Burada 11
siifli bir veri seti olusturulmustur. Siniflarin 6 tanesi normal miisteri olarak
secilmistir. Hirsizlik yapan kisi normal hareketleri de sergileyecegi i¢in 11 sinifin tim
hepsi hirsizlik eylemine dahil edilmistir. Siiflar: Markete girmek, ylirtimek, marketi
gdzetmek, kameraya bakmak, raftan esya almak, esyay1 cebe sokmak, esyay1 ¢antaya
sokmak, esyay1 market arabasina koymak, esyay1 geri rafa koymak ve esyayr omuz
altina sokmak olarak belirlenmistir. Her bir eylem sinifi i¢in veri sayis1 90-95’tir ve 11
eylem icin toplam veri sayisi yaklagik 1000°dir. Veri 6n isleme adiminda, video
akislarindaki kisilerin ger¢ek zamanli tespiti icin YOLO v3 algoritmasi kullanilmistir.

Ardindan, tespit edilen kisi tarafindan gerceklestirilen eylemleri tespit etmek i¢in 3-B

27



iki-akis CNN modeli kullanilmistir. Girdi olarak, ¢ok gergeveli yogun optik akis

kullanilmistir. 11 eylem sinifi igin ortalama dogruluk orani %85 tir.

Sekil 1.23 : Veri seti drnekleri [8].
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2. MATERYAL VE YONTEM

3-B artik aglar [32], 2-B artik aglardan [39] esinlenerek olusturulmustur. 3-B artik ag
modeli 3-B konvoliisyon katmanlarin1 kullanarak eylemlerin uzam-zamansal
bilgilerini 6grenmektedir. Bu tez calismasinda, siipermarket hirsizlik eylemini tespit
etmek icin 3-B artik ag modeli temel alinmistir. Materyal ve yontem i¢in izlenen yol

Sekil 2.1°de gosterilmektedir.

Egitim ve dogrulama
veri seti ile modelin
egitilmesi

Siipermarket giivenlik

kamerasi goriintiilerinin
toplanmasi

Hiarsizhik videolar:

Egitilen modelin
test veri setinde
! test edilmesi
goriintiilerine
doniistiirillmesi ve girdi
boyutlarinin
degistirilmesi

Hirsizhik ?
Veya
Hirsizhk
olmayan eylem?

Transfer 6grenme ile
onceden egitilmis 18
katmanh 3-B Artik Ag

modelinin yiiklenmesi I |
(FC katmam disinda) = = — 3 )
Cikfr 1, eylem Cikt1 0, hirsizhik
hirsizhik olmayan eylem

Sekil 2.1 : Sistem akis diyagrami.

Sekil 2.1°de goriildiigii iizere: ilk olarak veri seti i¢in slipermarket glivenlik kamerasi
videolar1 toplanmistir. Toplanan videolar, hirsizlik ve hirsizlik olmayan eylemler
olarak iki simifa ayrilmistir. Sinmif videolari, ¢ergeve goriintiilerine dontistiiriilerek
gdriintii boyutlar1 model girdilerine uygun hale déniistiiriilmiistiir. Onceden egitilmis
3-B artik ag modelinde FC katmani hari¢ olarak, transfer 6grenme yapilarak yeni 3-B
artik ag modeli olusturulmustur. Model, egitim ve dogrulama veri seti ile egitilmistir.
Daha sonra, egitilen model test veri seti ile test edilmistir. Eger eylem hirsizlik ise

sistem ¢1kt1 olarak 1, eylem hirsizlik degilse sistem ¢ikt1 olarak 0 vermektedir.
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2.1 2-B Artik Aglar

Derin aglar, diisiik, orta, yiiksek seviye ozellikleri ve siniflandiricilart ugtan uca ¢ok
katmanli bir tarzda entegre etmekte ve ozelliklerin seviyeleri katmanlarin sayisi
(derinlik) ile zenginlestirilebilmektedir [39]. Boylece, artan katman sayisi ile dogruluk
orani da artmaktadir. Ancak, derin aglar yakinsamaya (converging) basladik¢a bir
bozulma sorunu ortaya ¢ikmaktadir. Ag derinligi arttikca dogruluk orani doyuma
ulagmakta ve dogruluk oran1 hizlica diigmektedir. Boylece, yiiksek katman sayis1 daha
yuksek egitim hatasina yol agmaktadir. Cozlim olarak, Sekil 2.2°deki derin artik
O6grenme blogu gelistirilmis ve bu blok ile kimlik (identity) eslesmesi kisa devre

baglantilari ile olusturulmustur [39].

x
| weight layer |
Fl(x) | retu <
| weight layer | identity

Sekil 2.2 : Artik 6grenme blogu [39].
Artik 6grenme, ¢iktinin ve girdinin farkinin alinmasiyla olusmakta ve bu islem

denklem 2.1°de ifade edilmektedir.

F(x):=H(x) —x (2.1)

Denklem 2.1°de goriilecegi tizere, F(X) artik 6grenme, H(X) artik 6grenme blogunun
bulmay1 hedefledigi ger¢ek ¢ikti, x ise girdiyi ifade eder. Denklem 2.1 tekrar
diizenlendiginde, artik 6grenme Denklem 2.2°deki gibi ifade edilebilir.

H(x) =F(x) +x (2.2)

Denklem 2.2°de goriilecegi iizere, yigilmig katmanlarin H(X) degerini yakinsamasi
yerine, H(x) degeri artik 6grenme blogu ile girdi katmanlarindan islemden gegen F(X)
ve girdiden c¢ikisa kimlik kisa devre baglantisi ile aktarilan X’in toplanmasiyla, ResNet

aglar1 H(x) degerini daha kolay bir sekilde yakinsamaktadir.

30



Sekil 2.2deki artik 6grenme blogunun tiim mimarideki artik 6grenme bloklarini temsil

ettigi formiil, Denklem 2.3’te ifade edilmektedir.

H(x) =F(x, {W}) +x (2.3)

Denklem 2.3’te goriilecegi tizere, F(X,{Wi}) fonksiyonu 6grenilecek artik haritalamay1

temsil etmekte ve x katmanin girdisini temsil etmektedir.

Ayrica, Denklem 2.3’iin tek bir artik 6grenme blogu olarak ifadesi Sekil 2.2°de
gosterilmektedir. Denklem 2.3’1in tek bir blok olarak ifade edildigi formiil, Denklem
2.4’te ifade edilmektedir.

H(x) = F(x,{(W;}) + x = Wix)W,0 + x (2.4)

Denklem 2.4’te goriilecegi lizere, W1 ve W» agirlik katmanlarini, o ReLu (Rectified
Linear Units) aktivasyon fonksiyonunu temsil etmektedir. Ayrica, 2-B artik ag
bloklari, ekstra parametre ve hesaplama karmasikligi eklememektedir. Tiim ag, geri
yayillim ile ugtan uca egitilebilmektedir. Sonug¢ olarak, basarili artik ag§ modeli

olusturulmus ve 34 katmanli mimari Sekil 2.3’te gosterilmistir.
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et aeaa,

3x3 conw, 512, /2

Sekil 2.3 : 34 katmanli artik ag mimarisi [39].
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2.2 3-B Konvoliisyon Islemi

3-B konvoliisyonda filtre derinligi giris katmani derinliginden daha kiigtiktiir (¢cekirdek
boyutu < kanal boyutu) [42]. Boylece, 3-B filtre, goriintiiniin; yiiksekliginde,
genisliginde, kanalinda ve zamansal boyutunda, Kkonvoliisyon islemini
gerceklestirmektedir. 3-B uzam-zamansal goriintii hacmine uygulanan 3-B filtre her
seferinde 1 deger saglamaktadir. Bu islem Sekil 2.4’te gosterilmistir [42]. 3-B
konvoliisyon filtre islemi sonucu, 3-B uzam-zamansal kodlanmis veri olusmaktadir. 3-

B konvoliisyon filtre islemi Denklem 2.5’te ifade edilmektedir.
3 B uzam zamansal kodlanmig veri = Cx T x Hx W * k x k x k (2.5)

Denklem 2.5’te goriilecegi tizere, C kanal boyutu (RGB goriintii igin 3 kanal), T
cerceve uzunlugu (temporal length), H goriintiiniin yiiksekligi (image height), W
goriintiiniin genisligi (image width), * konvoliisyon operatorii ve k x Kk x k’de ¢ekirdek
(kernel) konvoliisyon filtresini ifade etmektedir. Ayrica, Denklem 2.5’teki C x T x H

x W, aga girdi olarak verilen 4 boyutlu tensorii ifade etmektedir.

Sekil 2.4 : 3-B goriintii hacmine uygulanan 3-B ¢ekirdek filtre [42].

2.3 3-B Artik Aglar

Hara vd. tarafindan 3-B artik a§ modeli, 2-B artik ag§ modelini temel alarak
olusturulmustur [32]. 3-B artik ag [32] modeli, 2-B artik ag [39] modelinin tiim

ozelliklerini korumaktadir. 3-B artik ag, 2-B artik agin sadece zamansal boyuta
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uzatilmis halidir. 3-B CNN’ler ET veri setlerinden direkt olarak uzam-zamansal bilgiyi
¢ikardiklart i¢in goriintli siniflandirma 2-B CNN modellerine gore daha kullanislidir
[32]. 3-B CNN’lerin ¢ok sayida parametre igermesinden dolay1, ag1 optimize etmek
icin biiylik 6lcekli veri setlerine ihtiya¢ duymaktadir [32].

Olusturulan 18 ve 34 katmanli 3-B artik ag modelleri ayrintili olarak Sekil 2.5’te
gosterilmistir [32]. 3-B artik ag, girdi olarak 16 ¢ergeve RGB goriintii almaktadir. Sekil
2.5 incelendiginde, girdi ilk olarak convl katmaninda uzaysal atlama (stride) ile alt
ornekleme (down-sampling) yapilarak goriintii ¢ozliniirliigli yartya diisiiriilmektedir.
Ancak, ilk katmanda zamansal olarak alt 6rnekleme yapilmamaktadir. Girdilere alt
ornekleme islemi, ozellik haritalarinin 128, 256 ve 512 olarak arttig1, conv3 x,
conv4d x ve conv5 x katmanlarinda hem uzaysal hem de zamansal boyutta
gerceklesmektedir. Conv5 x katmani ¢iktisi, ortalama havuzlama filtresinden
gectikten sonra FC katmana verilmektedir. FC katmanindaki bilgi softmax fonksiyonu

ile olasilig1 olusturulduktan sonra girdinin siiflandirilmas: yapilmaktadir.

Katman Ad1 tman
18-katman 34-katman
convl TxTx7,64, atlama 1(T),2 (XY)
3 x 3 x 3 maksimum havuzlama, atlama 2
conv2_x
I x3x3.64 3 x3x364
x 2 x 3
I x3x3.64 3 x3x3 64
[ 3x3x3,128 | [ 3% 3x3,128 |
conv3_x x 2 x4
3 x3x3.128 3 x3x3 128
[ 3% 3x3,256 | [ 3% 3x3,256 |
conv4_x X 2 x 6
3 x 3 x 3,256 3 =3 x 3, 256
[ 3x3x3,512 | [ 3x3x3,512 ]
convs_x X 2 x 3
3 x 3 x 3,512 3 x 3 x3, 512

Ortalama havuzlama , 400-d fc, softmax

Sekil 2.5 : 18 ve 34 katmanl 3-B artik ag modelleri [32].

18, 34, 50, 101 ve 152 katmanlh artik ag modelleri olusturulmus ve bu aglar HMDB-
51 [4], UCF-101 [5], ActivityNet [43] ve Kinetics-400 [38] veri setlerinde sifirdan
egitilmistir. HMDB-51, UCF-101 ve ActivityNet veri setlerinde sifirdan egitilen
aglarin, kiiclik 6lgekli veri seti olmasindan dolayr dogruluk oranin hizla diiserek
ezberlemeye yoneldigi (overfitting) gosterilmistir. ActivityNet veri seti, Kinetics-400

veri setine gore daha az dogruluk oranina sahip olmus ve Kinetics-400 veri setinin 3-
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B CNN’leri egitmek i¢in daha iyi bir veri seti oldugu gosterilmistir. Boylece, Kinetics-
400 veri setinin parametreleri optimize etmek icin yeterli veri biiyiikliigiine sahip
oldugu, sifirdan egitilen aglarin sonuglariyla kanitlanmistir. 18, 34, 50, 101 ve 152
katmanli artik aglarin, Kinetics-400 veri seti dogrulama (validation) grafigi Sekil
2.6’te gosterilmistir. Sekil 2.6’te goriilecegi iizere, artik ag katman sayist arttikca
dogruluk orani da artmaktadir. 152 ve 200 katmanli artik aglarda dogruluk oram
doyum noktasia gelmistir. Ayrica, Kinetics-400’de 6n egitilmis model, transfer
o0grenme yapilarak HMDB-51 ve UCF-101 veri setlerinde test edilmistir. Sonug

olarak, kompleks 2-B mimarilerinden daha iyi performans gostermistir.

074t ResNet-152
ResNet-200
ResNet-101

0721 ResNet-50
g
5 ResNet-34
§ 0.70 +
(V]
(=]
©
7]
>
< 0.68}

0.66 ResNet-18

50 100 150 200
Model Depth

Sekil 2.6 : 18, 34, 50, 101 ve 152 katmanli artik aglarin kinetics-400 dogrulama veri
seti sonuglari [32].

2.4 Hirsizhik Tespiti Yapan 3-B Artik Ag Model Versiyonlari

Bu tezde olusturulan veri seti videolari, hirsizlik ve hirsizlik olmayan eylemler igin 10-
32 arasinda RGB goriintli ¢ercevesinden olusmaktadir. Videolarin farkli gerceve
araligina sahip olmasindan dolayi, siipermarketteki hirsizlik ve hirsizlik olmayan
eylemleri incelemek i¢in dort farkli 3-B artik ag mimarisi olusturulmustur. Cerceve
etkisini incelemek i¢in girdi olarak 16 ve 32 gergeve girdisine sahip versiyonlar
olusturulmustur. Ayrica, ¢oziiniirliigiin etkisini incelemek i¢in 112x112 ve 224x224
¢ozliniirliiklerine sahip versiyonlar olusturulmustur. Olusturulan 18 katmanl 3-B artik

ag mimarisi Cizelge 2.1°de detayli olarak gosterilmektedir.
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2.4.1 Farkh girdi ¢ercevesine ve ¢oziiniirliige sahip 3-B artik ag mimarileri

Hirsizlik tespiti i¢in olusturulan 3-B model, 18 katmanli 3-B artik ag [32] mimarisinin
aynisidir. Modele ait farkli parametrelere sahip 12 versiyon olusturulmustur.
Olusturulan 12 versiyon, 18 katmanli 3-B artik a§ modelinden olugmaktadir.
Versiyonlar sadece; girdi boyutu, ¢erceve uzunlugu, parti bitytikliigl olarak degisiklik
gostermekte yani parametre olarak farklilik gostermektedir.

Cizelge 2.1 modeli girdisi: C x T x H x W gseklindedir. C kanal sayis1 (number of
channels), T cerceve uzunlugu (temporal length), H gorintiiniin yiiksekligi, W

gorilintiinlin genisligini temsil etmektedir.

Versiyonlar ilk olarak, 3 kanalli (C) RGB video girdi serisini, 16 veya 32 ¢ergeve (T)
olarak ve 112x112 (H x W) veya 224x224 (H x W) girdi boyutunda almaktadir.
Cizelge 2.1 girdisi, kanal sayis1 3, ¢cergeve uzunlugu 32, girdi goriintii boyutu 224 x
224 oldugu durum i¢in gegirli olarak katman girdi ve ¢iktilar1 olusturulmustur. Conv1l
katman1 konvoliisyon ¢ekirdek filtre boyutu 7x7x7°dir. Convl katmani disindaki
katmanlarin konvoliisyon g¢ekirdek (kernel) filtre boyutu 3x3x3’tiir. Her konvoliisyon
katmanindan sonra, toplu normallestirme [44] (BN) (batch normalization) ve RelLu
katmanlar1 gelmektedir. BN, katman girdilerini yeniden olgeklendirerek normalize
etmektedir. Boylece agin egitimini hizlandirmakta ve sabit tutmaktadir. Ayrica BN ile
egitim yakinsamasindan 6diin vermeden daha genis bir 6grenme araligi (learning rate)
kullanabilmektedir. ReLu, dogrusal bir aktivasyon fonksiyonudur. ReLu fonksiyonu
girdi degerleri pozitif ise ¢ikt1 olarak girdi degerleri kendi degerini korumaktadir.
Ancak, girdi degerleri negatif ise ¢ikis degerleri sifir olmaktadir. Artik ag kisa devre
baglantisi olarak shortcut type B [39] kullanilmistir. Shortcut type B: Girdi ve ¢ikt1
katmanlarinda olugabilen herhangi bir uyusmazlikta boyutlar1 uygun hale getiren kisa
devre baglanti tipidir [39]. Convl katmani, uzam-zamansal goriintii seri girdisine
sadece uzaysal boyutta 1x2x2 atlama ile alt 6rnekleme yaparak girdi boyutunu
zamansal olarak yariya diisiirmektedir. Girdi Pooling katmanina verilir ve uzam-
zamansal olarak alt drnekleme yapilir. Ozellik haritalarinin (feature maps) 128, 256 ve
512 olarak arttigt Conv3, Conv4 ve Conv5 katmanlarinda, 2x2x2 atlama ile uzam-
zamansal girdiyi hem uzaysal hem de zamansal olarak alt 6rnekleme uygulanarak girdi
boyutu uzam-zamansal olarak yariya diismektedir. Conv5 katmanmi ¢iktist FC

katmanina verilmektedir. Son olarak, FC katmaninda 2 siifl1 veri setimiz, hirsizlik
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veya hirsizlik olmayan eylem olarak softmax aktivasyon fonksiyonu ile bir olasilik

degeri iireterek eylemi siniflandirmaktadir.

Cizelge 2.1 : 32 gerceve girdisi alan 224x224 ¢oziiniirliige sahip 18 katmanli 3-B
artik ag mimarisi.

Ka:g:an Girdi Katman detaylari Cikt1

Convl CxTxHxW 7x7x7, atlama 1x2x2 64X%§§328X

Pooling  64x32x128x128 ><3x3 maksimum havuzlamaile g, 16 4.6
atlama 2

Conv2  64x16x64x64 (3X3X3)x2 64x16x64x64
3Ix3x%x3

Conv3d  64x16x64x64 (3X3X3)x2 128x8x32x32
3x3x3

Convd  128x8x32x32 (3X3X3)x2 256x4x16x16
3x3x3

Convs  256xdx16x16 (3X3X3)x2 512x2x8x8
|3x3??

FC Ortalama havuzlama
katmam 512x2x8x8 2 - d FC softmax 2x1

2.4.2 Uygulama

Uygulama ayarlar1 genel olarak [45]’ten alinmistir. Bu tezde olusturulan hirsizlik veri
seti, 3-B CNN agin1 sifirdan egitmek i¢in kiiciik 6l¢ekli olmasindan dolay1 sifirdan
egitime uygun degildir. Bu sebeple, biiyiik 6lgekli Kinetics-700 [41] veri setinde 6n
egitim yapilmis 18 katmanli 3-B artik ag [45] transfer 6grenme ile kullanilmastir.
Transfer 6grenme ile FC katmani disindaki diger katmanlar, 6n egitim yapilmis
modelin agirliklarini kullanmaktadir. Boylece, olusturulan yeni hirsizlik a§ mimarisi
egitiminde sadece FC katman agirliklar1 glincellenmistir. Olusturulan modelin 12
versiyonu igin egitim, dogruluk ve test uygulamalari PyCharm Community Edition
2020.3.3 programi ve Pytorch kiitliphanesi kullanilarak uygulanmistir. Uygulamada
kullanilan ekran kartt NVIDIA GeForce GTX 1070’tir. Egitilen versiyonlar: farkli
girdi ¢oziiniirligl, farkli g¢erceve uzunlugu (temporal length) ve farkli parti
biiylikliigiine (batch size) sahiptir. Girdi ¢oziintirligii 112x112 ve 224x224’tiir.
Cergeve uzunlugu 16 ve 32°dir. Parti biiytikligii 8, 10 ve 12°dir. Modele girdi olarak
verilen videonun ¢er¢eve uzunlugu eger uygulanan g¢erceve uzunlugundan kiigiikse,
video klibi ¢erceveleri iteratif bir sekilde yinelenerek model girdi ¢er¢ceve uzunluguna

ayarlanmaktadir. Olusturulan modelin 12 versiyonu Cizelge 2.2’te gosterilmistir.
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Cizelge 2.2 : Hirsizlik tespiti i¢in olusturulan modelin 12 versiyonu.

Versiyon Girdi Coziinirligi Cerceve Uzunlugu Parti Bﬁyﬁklﬁgﬁ
(WxH) (Temporal Length) (Batch Size)
1 224x224 32 12
2 224x224 32 10
3 224x224 32 8
4 224x224 16 12
5 224x224 16 10
6 224x224 16 8
7 112x112 32 12
8 112x112 32 10
9 112x112 32 8
10 112x112 16 12
11 112x112 16 10
12 112x112 16 8

Her veri 6rneginin zamansal konumlari, her adimda (epoch) giris video klibinden esit
(uniformly) olarak sec¢ilmektedir. Girdi goriintiileri [0-1] araliginda normalize edilerek
baskinlik olusturabilecek piksel degerleri baskilanmaktadir. Kinetik-700 ortalama
cikarma (mean subtraction) degerleri ile her Ornek icin ortalama ¢ikarma
yapilmaktadir. Uzaysal kirpma (spatial crop) olarak uygulanan 10 egitim goriintiisii

ornekleri i¢in veri biiylitme ayrintilar1 (data augmentation) dort kose ve merkez ile

1 1 1
s 1/ 1 3/
2/4 V2 2/4

ornek genisligi ve yliksekliginin ¢ercevenin kisa kenar uzunlugu ile ayni oldugu ve 0,5

uygulanir. Dort kose ve merkez olgegi {1 %} arasindan segilir. Olgek 1,

Olcegi, ornegin kisa kenar uzunlugunun yaris1 kadar oldugu anlamina gelmektedir.
Ornek en boy orani 1'dir ve 6rnegin se¢ilen konumlarinda, dlgekte ve en boy oraninda
uzam-zamansal olarak kirpilmaktadir. Ardindan kirpilan goriintiiniin genisligi ve
yiiksekligi mimarinin giris ¢ozliniirliigline ayarlanmaktadir. Olusturulan 12 mimari
200 adimda (epoch) egitilmistir. Veri biiyiitme ile olusturulan 6rnek, %50 olasilikla

yatay olarak c¢evrilmektedir.

Optimize edici olarak SGD ve kayip fonksiyonu olarak ¢apraz entropi kaybi1 (cross-
entropy loss) kullanilmigtir. SGD, yiiksek boyutlu optimizasyon problemlerinde
hesaplama yiikiinii azaltir ve daha diisiik bir yakinsama orani ile daha hizli yineleme
saglamaktadir. SGD, kay1p fonksiyonunu en aza indirmek i¢in gradyanlari ve 6grenme
oranini kullanarak model parametrelerini giincellemektedir. Model parametreleri:
Agirlik azalmasi (weight decay), 6grenme hiz1 (learning rate) ve momentum sirasiyla
0,001, 0,1 ve 0,9 olarak ayarlanmistir. Dogrulama (validation) kaybi doyuma

ulastiginda 6grenme orani 10'a boliinmektedir. Capraz entropi kaybi, ¢iktisi 0 ile 1
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arasinda bir olasilik degeri olan bir siniflandirma modelinin performansini Slgerek
olusan hatayr hesaplamaktadir. Capraz entropi kaybimnin ifadesi Denklem 2.6’da

gosterilmektedir.

C

CE = —Z t; log(f(sl-)) (2.6)

L

Denklem 2.6°da goriilecegi tizere, CE ¢apraz entropi kaybi, ¢ sinif sayisi, ti ve sj temel
gercek (ground truth) ve c’deki her i sinifi i¢in mimarinin olusturdugu skor, f(Si)

softmax katmani aktivasyon fonksiyonu olasilik sinif skorunu ifade etmektedir.

Hirsizlik veya hirsizlik disi eylemi siniflandirmak i¢in test veri kiimesinde egitilmis
model kullanilirken: Giris klipleri olusturmak i¢in kayan pencere yontemini kullanilir
[45] ve her klip maksimum o&lgekte bir merkez konumu etrafinda kirpilir. Ardindan,
her videonun sinif olasiliklarini tahmin etmekte ve test veri setinde genel dogruluk igin

bunlarin ortalamasi1 alimmaktadir.

2.5 Siipermarket Hirsizlik ve Hirsizhik Olmayan Eylem Veri Seti

Bu tez ¢alismasinda, hirsizlik ve hirsizlik olmayan eylem olarak iki sinifli bir veri seti
olusturulmustur. Hirsizlik eylemi sinifi: esyalari; cebe koymak, cantaya koymak ve el
cantasina koymak seklinde ii¢ farkli hirsizlik eylemini iceren bir siniftir. Hirsizlik
eylemlerine ait veri seti ornekleri Sekil 2.7°de gosterilmektedir. Hirsizlik olmayan
eylem simifi: siipermarkette; yiirtimek, sabit durmak ve raftan esya almak seklinde {i¢
farkli hirsizlik olmayan eylemi igeren bir siniftir. Hirsizlik olmayan eylemlere ait veri
seti ornekleri Sekil 2.8’de gosterilmektedir. Egitim veri seti eylemleri YouTube’den
toplanmistir. Test veri seti eylemleri Bursa’daki bir slipermarketten toplanmustir.
Ancak, egitim veri seti hirsizlik eylemlerinin aksine, siipermarketten toplanan test veri
seti eylemlerinde gergeklestirilen hirsizlik eylemi hirsizlik yapiliyormus gibi
davranilarak olusturulmustur. Egitim ve test veri seti hirsizlik sinifinda, esyalar1 cebe
koymak eylemi en fazla 6rnege sahip eylemdir. Egitim ve test veri seti hirsizlik
olmayan sinifta ise ii¢ eylem de neredeyse ayni1 6rnek sayisina sahiptir. Egitim ve test
veri setlerinde, hemen hemen tiim kisiler hem hirsizlik hem de hirsizlik dis1 eylemler

i¢in kullanilmaktadir. Toplanan videolar eylem siniflarina uygun olarak kirpilmistir.
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Sekil 2.8 : Siipermarket hirsizlik olmayan eylem cerceve drnekleri.

Egitim veri seti, 139 hirsizlik eylemi ve 161 hirsizlik dis1 eylem videosu olmak tizere
300 videodan olusmaktadir. Dogrulama veri seti, 7 hirsizlik eylemi ve 7 hirsizlik disi
eylem videosu olmak {izere 14 videodan olugmaktadir. Test veri seti, 130 hirsizlik ve
140 hirsizlik olmayan eylem videosu olmak iizere 270 videodan olugmaktadir. Test
veri seti, egitim veri seti kadar biiylik olmasina ragmen egitim veri setinde kisi sayisi
cesitliyken, test veri setinde tiim videolar i¢in sadece bir kadin ve bir erkek olmak
tizere 2 kisi ile siirhidir. Videolarin ortalama siiresi yaklasik 1,5 saniye ve bu da 32
RGB goriintii cercevesine esittir. Her 32 cerceveli girdi versiyonu, egitim ve test i¢in
sirastyla 10048 ve 8640 goriintliye sahiptir. Her 16 ¢erceveli girdi versiyonu, egitim

ve test i¢in sirastyla 5024 ve 4320 goriintiiye sahiptir.
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3. BULGULAR VE TARTISMA

Egitim ve test caligmasinda, Cizelge 2.2’te gdsterilen versiyonlarin, farkli; girdi
goriintiilerinin, ¢er¢eve uzunluklarmin ve parti biytkliklerinin  etkilerinin
karsilastirilmasi amaclanmistir. Bu tez ¢alismasinda olusturulan hirsizlik ve hirsizlik
olmayan veri setinde, versiyonlar egitilip test edilmistir. Versiyonlarin performansini
analiz etmek i¢in tiim versiyonlar 200 adimda egitilmis ve son adimda olusturulmus

olan 200. adim versiyonu tarafindan test edilmistir. Egitim grafigi Sekil 3.1°de

gosterilmektedir.
Egitim Grafigi

90
& |
~ l ‘ ' Ln/f e (|1
SARTIRY iR
6 ll ‘ \‘ | ‘ J il . ] Versiyon 1
-i 70 ‘ Jl l t Il 4 .3 1 ——Versiyon 4
E i | tL bl Versiyon 7
)%0 i 'i l ——Versiyon 10
& 60

50 :

0 50 100 150 200

Adim Sayisi

Sekil 3.1 : Versiyon 1, 4, 7 ve 10’un egitim grafigi.
Versiyonlar igin egitim grafigi olusturulurken parti biiytikliigii 12 olan versiyonlar baz
alimmis ve versiyonlar, girdi goriintiisii, cergeve uzunlugu olarak birbirinden farklidir.
Versiyon 1, 224x224 girdi goriintiisii ve 32 ¢ergeve uzunlugu ile %88,0 dogruluk
oranina sahiptir. Versiyon 4, 224x224 girdi goriintiisii ve 16 g¢ergeve uzunlugu ile
%82,0 dogruluk oranina sahiptir. Versiyon 7, 112x112 girdi goriintiisti ve 32 gerceve
uzunlugu ile %80,3 dogruluk oranina sahiptir. Versiyon 10, 112x112 girdi goriintiisii
ve 16 gerceve uzunlugu ile %77,6 dogruluk oranina sahiptir. Sekil 3.1’de goriildigi

tizere en yiiksek dogruluk oranina Versiyon 1 sahiptir. Farkli girdi goriintiisii boyutuna
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ve ayni ger¢eve uzunluguna sahip olan Versiyon 1 ve Versiyon 7, Versiyon 4 ve
Versiyon 10 kendi aralarinda karsilastirildiginda, girdi gorlintiisii boyutunun 6nemi
goriilmektedir. Ayn1 girdi goriintiisii boyutuna ve farkli gerceve uzunluguna sahip olan
Versiyon 1 ve Versiyon 4, Versiyon 7 ve Versiyon 10 kendi aralarinda
karsilastirildiginda ¢ergeve uzunlugunun 6nemi goriillmektedir. Ayrica, Versiyon 1, 4,
7 ve 10’nun Sekil 3.2°de CE egitim hata egrisi ve Sekil 3.3°te CE dogruluk (validation)
hata egrisi gosterilmektedir. Sekil 3.2 ve Sekil 3.3’te Versiyon 1 hem egitim hem de

dogrulama hata grafigi i¢in en diisiik hata degerlerine sahiptir.

CE Egitim Hata Grafigi

30

20

——\/ersiyon 1

Hata

Versiyon 4

10 Versiyon 7

——\Versiyon 10

Adim Sayisi

Sekil 3.2 : Versiyon 1, 4, 7 ve 10’un CE ile egitim hata egrisi.
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CE Dogrulama Hata Grafigi
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Adim Sayisi

Sekil 3.3 : Versiyon 1, 4, 7 ve 10’un CE ile dogrulama hata egrisi.

Tim versiyonlara ait egitim ve test dogruluklari Cizelge 3.1°de gosterilmektedir.
Versiyon 1, sirasiyla %88,0 ve %77,0 ile en yiiksek egitim ve test dogruluguna
sahiptir. Versiyon 1, test veri setinde 131 hirsizlik eylemi videosundan 104 video
eylemini dogru olarak etiketlerken 26 videoyu yanlis etiketlemistir. Boylece, hirsizlik
eylemi veri seti dogruluk sonucu %79,4’tiir. Versiyon 1, test veri setinde 139 hirsizlik
olmayan eylem videosundan 104 video eylemini dogru etiketlerken 36 videoyu yanlis
etiketlemistir. Hirsizlik olmayan eylem veri seti dogruluk sonucu %74,8’dir. Sonug
olarak Versiyon 1 270 test videosunu %77,0 dogruluk orani ile siniflandirmigtir. Test
veri setinde Versiyon 1’in; duyarlilik (recall) orant %80, kesinlik (precision) orant
%74,28 ve F1 skoru %77,03 tir.
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Cizelge 3.1 : Modelin 12 versiyonuna ait egitim ve test dogruluklari.

Cerceve

' Girdi Uzunlugu Parti Egitim Test
Versiyon Coziiniirligi (Temporal Bﬁyﬁklij_gij Dogrulugu Dogrulugu

(WxH) Length) (Batch Size) (%) (%)

1 224x224 32 12 88.0 77.0
2 224x224 32 10 84.3 72.5
3 224x224 32 8 85.0 68.8
4 224x224 16 12 82.0 55.1
5 224x224 16 10 79.6 55.1
6 224x224 16 8 82.3 56.6
7 112x112 32 12 80.3 95.1
8 112x112 32 10 78.0 57.0
9 112x112 32 8 77.6 55.5
10 112x112 16 12 77.6 44.8
11 112x112 16 10 77.0 53.3
12 112x112 16 8 75.0 53.7

Cizelge 3.1 incelendiginde, ayn1 girdi goriintiisii 224x224 ve ayni parti boyutlarina
sahip olan versiyonlar farkli ¢er¢eve uzunlugunda, Versiyon 1 ve Versiyon 4, Versiyon
2 ve Versiyon 5, Versiyon 3 ve Versiyon 6 kendi aralarinda karsilastirildiginda
Versiyon 4, Versiyon 5 ve Versiyon 6 igin eslestirilen versiyonlar ile egitim dogruluk
oranlar1 yakin olsa da test dogruluk oranlar1 sirasiyla %21,9, %17,4 ve %12,2 olarak
biiyiik olclide diigmiistiir. Ayni sekilde, ayni girdi goriintiisii 112x112 ve ayni parti
boyutlarina sahip olan versiyonlar farkli cer¢eve uzunlugunda, VVersiyon 7 ve Versiyon
10, Versiyon 8 ve Versiyon 11, Versiyon 9 ve Versiyon 12 kendi aralarinda
karsilastirildiginda egitim dogruluk oranlarini birbirine daha da yakin ve test dogruluk
oranlar1 da Versiyon 7 ve Versiyon 10 ¢ifti disinda birbirine yakindir. Versiyon 7 ve
Versiyon 10 arasindaki test dogruluk diisiisii %10,3’tlir. Sonug olarak test dogruluk
oranlari ile hirsizlik eylemini siniflandirmak icin 32 ¢erceve uzunlugunun 16 gergeve

uzunlugundan daha iistiin oldugu gosterilmistir.
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Cizelge 3.1°de goriildiigii tizere, farkli goriintii girdi versiyonlar1 i¢in hem egitim hem
de test dogruluk oranlar1 diismektedir. Ancak, test dogruluk orani egitim dogruluk
oranina gore daha fazla diisiis gosterdigi i¢in girdi goriintiisii karsilastirilmasinda test
dogruluk oranina gore karsilastirma yapilmistir. Versiyon 1 ve Versiyon 7, Versiyon
2 ve Versiyon 8, Versiyon 3 ve Versiyon 9, Versiyon 4 ve Versiyon 10, Versiyon 5 ve
Versiyon 11, Versiyon 6 ve Versiyon 12 kendi aralarinda karsilastirildiginda test
dogruluk orami diisiisti sirasiyla %21,9, %15,5, %13,3, %10,3, %1,8 ve %2,9'dur.
Boylece, hirsizlik eyleminin taninmasi i¢in ¢ok 6nemli olan girdi goriintiisiiniin etkisi
dogrulanmigtir. Buna ek olarak, parti boyutunun etkisi bilinmektedir ve iyi bir model

egitmek icin bilylik bir parti biiytikligi onemlidir [44].
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4. SONUC VE ONERILER

Hirsizlik eylemi, hareket eylemi ile gergeklesmektedir. Bu sebeple, hirsizlik eylemi
uzam-zamansal bilgi igermektedir. Uzam-zamansal bilgiyi dogru bir sekilde ¢ikarmak
ve smiflandirmak i¢in 2-B ve 3-B CNN olmak {izere insan eylemi tanima modelleri
kullanilmaktadir. Bu tez ¢alismasinda, 18 katmanli 3-B artik ag modeli [32] temel

aliarak hirsizlik tespiti yapan bagarili bir model gelistirilmistir.

Bu tez calismasinda, siipermarketlerdeki hirsizlik ve hirsizlik olmayan eylemleri
iceren egitim video veri seti Youtube’den ve test veri seti bir siipermarketten
toplanarak olusturulmustur. Hirsizlik veri seti sinifi: esyalari; cebe koymak, ¢antaya
koymak ve el ¢antasina koymak seklinde 3 eylemden olusmaktadir. Hirsizlik olmayan
veri seti sinifi: siipermarkette; yiiriimek, raftan esya almak ve sabit durmak seklinde 3
eylemden olusmaktadir. Egitim veri seti, 161 hirsizlik olmayan eylem ve 139 hirsizlik
eylemi videosu ile toplamda 300 videodan olugmaktadir. Test veri seti, 140 hirsizlik
olmayan eylem ve 130 hirsizlik eylemi videosu ile toplamda 270 videodan
olugmaktadir. Egitim veri setinde kisi sayisi ¢esitliyken, test veri seti i¢in sadece bir

kadin ve bir erkek olmak tizere 2 kisi ile sinirlidir.

Hirsizlik tespitini gerceklestirmek icin tasarlanan CNN ag1, 12 versiyon seklinde farkl
parametreli olarak olusturulmus ve 200 adimda egitilmistir. Olusturulan versiyonlar,
girdi goriintiisii, ¢ergeve uzunlugu ve parti biiylikliigli olarak birbirinden farklidir.
Versiyonlar RGB girdi almaktadir. Egitim ve test sonuglart Cizelge 3.1°de
gosterilmekte ve Versiyon 1, 224x224 girdi goriintiisii, 32 ¢erceve uzunlugu ve 12
parti biiyiikliigii ile egitim veri seti %88,0, test veri seti %77,0 ile en iyi sonuca sahiptir.
Test sonuglari ile 224x224 girdi goriintiistiniin 112x112 girdi goriintlisiine gore daha
istiin oldugu net bir sekilde goriilmektedir. Egitim ve test videolar1 ortalama olarak 32
girdi ¢ergevesine sahip ve 32 ¢erg¢eve uzunluguna sahip versiyonlarin 16 gerceve
uzunluguna sahip olan versiyonlara gore dogruluk oraninin daha yiiksek oldugu
gosterilmigtir. Parti biliylikliiglinlin etkisi BN [44] calismasi ile zaten bilinmekte ve
parti biiyiikligii arttikca dogruluk orani da genel olarak artmaktadir. Sonug olarak,

stipermarket hirsizlik eylemi tespiti i¢in basarili bir model olusturulmustur. Ayrica,

46



yapilan deneylerde, cerceve uzunlugu ve parti biiylikliigli parametreleri donanim

yetersizligi sebebiyle daha biiyiik degerlerde test edilememistir.

Ilerde yapilacak calismalar igin gerceve uzunlugu, parti bilyiikliigii ve veri seti

ornekleri arttirilabilir.
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