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ONSOZ

Giliniimiizde yasanan teknolojik gelismelerin ve degisimlerin insan hayatinda 6nemli bir yere sahip
oldugu inkar edilemez bir gercektir. Yapilan g¢aligmalar incelendiginde insan fizyolojisini bilgisayar
sistemlerine aktarmayi hedefleyen arastirmalara rastlanmaktadir. Son yillarda beyin-bilgisayar sistemleri
alaninda calismalar yapildig1 ve beyin sinyallerinin farkli disiplinlere konu oldugu goriilmektedir. Beyin
sinyallerinin kararli, giivenilir ve degistirilemez olmasi bu alanda yapilan caligmalarin artmasina neden
olmaktadir. Literatiirde yayinlanan c¢alismalar incelendiginde harf ve kelime siniflandirmasi giincel
konulardan biridir. Caligmalarin dogruluk oran1 diisiik ve kullanilan veri setleri de yetersizdir.

Bu tez calismasinda literatiirden farkli olarak hece veya kelime siniflandirmasi degil de climle
siiflandirmasina odaklanilmistir. Calismada kullanilmak tizere 40 katilimcidan 20 farkli ciimle olmak izere
bilinen en kapsamli iki adet EEG veri seti olusturulmustur. Bu dogrultuda iki farkli model kullanilarak EEG
tabanli ciimle siniflandirma ¢alismasi gergeklestirilmistir.

Bu caligmanin ger¢eklesmesi sirasinda, siirecin her aninda maddi manevi desteklerini esirgemeyen
her firsatta degerli bilgilerini ve tecriibelerini benimle paylasan, yasadigim her sorun karsisinda biiytik bir
sabir ve ilgiyle bana yardimci olan hayatim boyunca 6rnek alacagim kirymetli hocalarim Dog. Dr. Sengiil
DOGAN ve Dog. Dr. Tiirker TUNCER'e sonsuz tesekkiirlerimi sunuyor ve minnetimi 6zellikle belirtmek
istiyorum.

Bu tez ¢alismas1, TUBITAK tarafindan 121E399 numarali proje ile desteklenmistir. Calismalar Firat
Universitesi  Girisimsel Olmayan Etik Kurulunun 04/11/2021 tarih ve 2021/11-34 sayili izni ile

gerceklestirilmistir. Ayni1 zamanda bu tez ¢alismasindan 1 adet SCI makale iiretilmistir.
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OzET

EEG Sinyalleri Kullanilarak Yeni Nesil Ciimle Siniflandirma Modellerinin
Gelistirilmesi

Tugce KELES
Yiksek Lisans Tezi

FIRAT UNIVERSITESI
Fen Bilimleri Enstitiisii

Adli Bilisim Miihendisligi Anabilim Dal1

Ocak 2023, Sayfa: x +54

Elektroensefalografi (EEG) sinyalleri beynin harfleri olarak nitelendirilmektedir ve bilgisayar
bilimciler bu harfleri yan yana getirerek anlamli climleler elde etmeyi amaglamaktadirlar. Bu sebepten dolay1
EEG sinyallerini igleme sinir bilim ve makine 6grenmesi igin sicak baslikli bir konudur. Ancak literatiirdeki
EEG isleme ve siniflandirma ¢alismalar1 genellikle hastalik tespiti ve duygu tespiti ile ilgilidir. Bu tez
kapsaminda EEG sinyallerinden daha fazla bilgi ¢ikarmak igin yeni bir proje baslatilmisgtir ve bu projenin
konusu EEG ciimle siniflandirmadir. Bu tez ¢alismasinda, iki adet EEG ciimle veri seti her bir veri seti i¢in
20 katilimer olmak iizere 40 adet goniillii katilimcidan toplanmistir. Toplanan veri setleri 20 adet simif
icermektedir ve bu siniflarin her biri bir ciimleyi temsil etmektedir. Otomatik simiflandirma modelleri
onermek icin mikro tanimlayicilar ve ¢izge tabanl 6zellik ¢ikaricilar kullanilmustir.

Onerilen kare toplamli ¢izge deseni tabanli EEG sinyal smiflandirma modeli, %99.19 siniflandirma
dogruluguna ulasmistir. Bu ¢alismada, toplam-kare grafigine dayali bir fonksiyonun 6znitelik ¢ikarma
yetenegi arastirilmistir. Onerilen dinamik boyutlu ikili model ve yinelemeli ¢ok smiflandiricili agirlikli
oylama tabanli model ise gosterme ve dinleme modlarinda sirasiyla %98,81 ve %98,19 ile en iyi genel
smiflandirma oranlarina ulagmistir. Elde edilen sonuglar EEG sinyalleriyle ciimle siniflandirilmasiin
yapilabilecegini agik¢a gostermistir ve bu tez ¢calismasi EEG cilimle tanima/siniflandirma alaninda yapilan ilk
tezlerden biri olma 6zelligini tasimaktadir. Elde edilen sonuglar tez ¢alismasinin bagarimini agik bir sekilde

gostermektedir.

Anahtar Kelimeler: Kare toplaml ¢izge deseni, EEG ciimle siniflandirmasi, NCA, DSBP, IMCMV, TQWT
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ABSTRACT

Development Of Next Generation Sentence Classification Models Using
EEG Signals

Tugce KELES
Master's Thesis

FIRAT UNIVERSITY
Graduate School of Natural and Applied Sciences

Department of Digital Forensic Engineering

January 2023, Pages: x + 54

Electroencephalography (EEG) signals are described as the letters of the brain, and computer scientists aim
to obtain meaningful sentences by combining these letters. For this reason, processing EEG signals is a hot
topic for neuroscience and machine learning. However, EEG processing and classification studies in the
literature are generally related to disease detection and emotion detection. Within the scope of this thesis, a
new project has been started to extract more information from EEG signals and the subject of this project is
EEG sentence classification. In this thesis study, two EEG sentence datasets were collected from 40 volunteer
participants, 20 participants for each dataset. The collected data sets contain 20 classes and each of these
classes represents a sentence. Micro descriptors and graph-based feature extractors are used to propose
automatic classification models.

The proposed square-sum graph pattern-based EEG signal classification model achieved a classification
accuracy of 99.19%. In this study, the feature extraction capability of a function based on the sum-square
graph was investigated. The DSBP-IMCMV based model, on the other hand, achieved the best overall
classification rates with 98.81% and 98.19%, respectively, in showing and listening modes. The results
clearly showed that sentence classification can be done with EEG signals, and this thesis is one of the first
theses in the field of EEG sentence recognition/classification. The results obtained clearly show the success
of the thesis study.

Keywords: Square sum graph pattern, EEG Sentence Classification, NCA, DSBP, IMCMV, TQWT
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SIMGELER VE KISALTMALAR

Simgeler

¢(,.) : Signum Fonksiyonu

x() : Istatistiksel Oznitelik Ureteci

y() : Birlestirme fonksiyonu

@(.) : Istatistiksel Ozellik Cikarict
Kisaltmalar

EEG : Elektroensefalografi

TQWT . Ayarlanabilir g-faktori dalgacik doniisiimii
NCA : Komsu bilesen analizi

kNN : k en yakin komsu

IMV : Yinelemeli mod tabanli ¢ogunluk oylamasi
SSG : Kare toplamli model

DSBP : Dinamik boyutlu ikili 6riintii

MDWT : Cok diizeyli ayrik dalgacik doniisimii
SVM : Destek vektor makinesi

IMCMV . Yinelemeli ¢ok siniflandiricili agirlikli oylama



1. GIRIS

Iletisim, bireylerin bilgi, duygu ve diisiincelerini yazili veya sdzlii olarak diger bireylere aktardig
onemli bir yasam becerisi ve etkinligidir [1]. Sesli iletisim, insanlarin duygu ve diistincelerini diger
insanlara iletmek i¢in kullandiklar1 yaklagimdir. Sesli iletisimde taraflar birbirleriyle kelime ve
isaretler kullanarak iletisim kurarlar. Pek cok gercek diinya senaryosu, ozellikle yazma veya
konugma yetisini kaybetmis kisilerde sozIlii olmayan iletisim gerektirir. Bununla birlikte hala
bozulmamus bilissel islevi koruyan bireylerde [2], sozlii olmayan jestler, 6rnegin isaret dili
kullanilarak iletisim hala miimkiindiir. Bu tiir iletisime bir baska alternatif telepatik iletisimdir [3].
Telepatik iletisim temel olarak bilginin beyin dalgalar1 yoluyla aktarilmasidir [4]. Bu aktarim
stirecinde bireyler bes duyu organinin yardimi olmadan iletisim kurarlar. Bu tiir iletisim, 6zellikle
konusma yetenegini kaybetmis ancak biligsel aktivitesi diizgiin ¢alisan bireyler i¢in énemlidir [2].
Alternatif olarak, bilgisayar tarafindan iiretilen metin/konusma pargalari veya robotik destekli
fiziksel hareketler olarak belirli diisiince tarafindan iiretilen aktivite sinyalini ¢ikarmak i¢in beyin
aktivitelerini kaydetmek ve yorumlamak icin kullanilabilen beyin-bilgisayar arayiiz cihazlan
gelistirilmistir [5].

Elektroensefalografi (EEG) sinyali, hayali kelimeler ve ciimleler de dahil olmak {izere beyin
aktivitelerini ¢ézmek i¢in makine 6greniminde yaygin olarak kullanilan 6nemli bir fizyolojik
sinyaldir [6]. EEG sinyallerinin ¢evrilmesi beyin aktivitesini anlamak i¢in ¢ok onemlidir [7].
Giiniimiizde bir¢ok sinirbilimci EEG sinyallerini yorumlama ve anlama tizerinde ¢aligmaktadir [8].
Uzman norologlar genellikle beyinle ilgili bazi hastaliklarin 6n tanisi i¢in EEG sinyallerini kullanir
[9]. Ayrica bu sinyaller hem tibbi hem de tibbi olmayan alanlarda siklikla kullanilmaktadir [10].
Ozellikle kullanicilardan toplanan EEG sinyallerinin otomatik olarak yorumlanmasi ve yorumlanan
sinyalin ¢iktisinin alinmasi gergek diinya problemlerinde kullanilan bir yaklasimdir. Giiniimiizde
EEG sinyalleri kullanilarak sesli harf ve hece siniflandirmasi literatiirde ¢aligilan giincel konulardan
biridir [7]. Ancak bu ¢alismalar genellikle {inlii, hece ve kelime siniflandirmasina odaklanmigtir
[11]. Bu tez ¢alismasinda, EEG sinyallerini kullanarak ctimle siniflandirmasi igin yeni yontemler

Onerilmektedir.

1.1. Motivasyon

EEG beynin harfleri olarak kabul edilir ve birgok sinirbilimci beyin aktivitelerini anlamak i¢in EEG
sinyallerini dogru ¢evirmek ister [12, 13]. Bu ¢alismada telepatik iletisim problemi bir EEG ciimle
siiflandirmasi olarak tanimlanmigstir. Bu nedenle 40 katilimcidan 20 ciimlelik EEG sinyalleri
toplanmistir. Bu dogrultuda yeni bir EEG sinyal siniflandirma alani tanimlanmigs ve EEG ciimle

siniflandirmasi olarak adlandirilmistir. Giiniimiizde derin 6grenme modelleri, yiiksek siniflandirma



sonuglari elde etmek i¢in yaygin olarak kullanilmaktadir [14, 15]. Bununla birlikte, derin modeller,
uygulamalar1 ¢ok pahali oldugu igin {istel zaman karmasikligina sahiptir [16, 17]. Bu nedenle hafif
ve dogrulugu yiiksek bir model dnerilmelidir. Bu problemin {iistesinden gelmek igin yeni bir¢ok
seviyeli Oznitelik ¢ikarma modeli Onerilmistir. Bu tez ¢alismasinda 6nerilen ilk model, graf tabanh
bir 6zellik ¢ikarict kullanir. Bu grafigi olusturmak igin bir matematik probleminin ¢ézliimii
kullanilmistir. Bu problem kare toplam problemi olarak adlandirilir. Kare toplam problemine bir
¢Oziim kullanilarak bir grafik elde edilmistir ve bu grafik bir 6zellik ¢ikarici olarak kullanilir ve bu
ozellik cikarict dokusal 6zellikler iiretir. Ancak, bu 6zellik ¢ikarici, el yapimi bir fonksiyondur ve
bu tip bir fonksiyon, yliksek diizeyde 6zellikler iiretemez. Cok diizeyli 6znitelik ¢ikarma problemini
¢ozmek igin etkin bir ayristirma modeli kullanilmis ve ayristirma modeli olarak TQWT [18]
secilmistir. TQWT ile alt bantlar olusturulur ve 6nerilen model, 6zellikleri olusturmak igin bu alt
bantlar1 uygular. Ozellik seciminde NCA [19] kullamlmis ve en iyi &zellik kombinasyonu
secilmistir. Bu 6zellikler KNN siniflandirici [20] kullanilarak siniflandirilmis ve oylama sonuglarini
hesaplamak i¢in IMV [21] kullanilmustir.

Bu tez calismasinda 6nerilen ikinci modelde ise ¢ok diizeyli ayrik dalgacik doniisiimii (MDWT)
[22] ile birlestirilmis hesaplama agisindan derin modeller kullanarak ¢ok diizeyli 6zniteliklerin
¢ikarilmasi taklit edilmeye calisilmustir. Istatistiksel zellik gikaricilar ve yeni bir dinamik boyutlu
ikili model (DSBP) dokusal 6zellik ¢ikarma islevi, EEG sinyallerinden diisiik ve yiiksek seviyeli
ozellikler iiretir. Bu nedenle, ¢coklu simiflandiricilardan ve EEG sinyal kanallarindan hesaplanan
cesitli tahmin vektorlerinden elde edilen en iyi genel sonuglari belirlemek igin yeni bir yinelemeli
coklu smiflandirici tabanli ¢ogunluk oylama (IMCMV) modeli kullanilmistir. Sonug olarak,
onerilen DSBP-IMCMYV tabanli EEG ciimle siiflandirma modeli, ¢aligma veri setinde %98'in

tizerinde siiflandirma dogruluguna ulagmstir.

1.2. Yenilikler

Onerilen EEG ciimle siniflandirma modelinin yeni yénleri;

- Literatiirde EEG ile ilgili birgok makine 6grenmesi ¢aligmasi bulunmaktadir. Bu ¢aligmalar
genellikle duygu veya hastalik tanima tabanlidir. Ancak, EEG verisini girdi olarak
kullanarak ciimlelerin siniflandirilmasiyla ilgili yontem sayisi ¢ok azdir ve EEG ciimle
siniflandirma modellerinin test edilebilecegi acik veri setleri bulunmamaktadir. Bu boslugu
doldurmak i¢in iki adet yeni EEG veri seti toplanmustir.

- EEG sinyallerinden climle tanima problemi siniflandirma problemi olarak tanimlanmistir.

- Graf tabanli modeller, makine greniminde ¢ok popiiler ve etkilidir. Bu modelde, yeni bir
graf tabanl 6zellik ¢ikarim ve dinamik boyutlu ikili Sriintii tabanl 6zellik ¢ikarim modeli

Onerilmistir.



- Bu tez ¢alismasinda iki adet yiiksek basarima sahip EEG ciimle siniflandirma modeli

Onerilmigtir.

1.3. Katkilar

Tezin literatiire sagladigi katkilar agsagidaki gibi verilmistir.

- Bu tez calismasi kapsaminda ilk kez 20 sinifli EEG ciimle veri setleri toplanmigtir. Bu
yoniiyle climle siniflandirmasi i¢in bilindigi kadartyla en kapsamli veri setleri toplanmustir.

- Yeni bir kare toplaml1 grafik, istatistiksel 6znitelik ¢ikarimi, TQWT, NCA, kNN ve IMV
kullanilarak etkili bir EEG sinyal smiflandirma modeli Onerilmistir. Aslinda, elle
modellenen yeni bir 6grenme mimarisi Onerilmistir. Bu 0grenme mimarisi, 6zellik
ctkarmada dokusal ozellik ¢ikarma, istatistiksel 6zellik ¢ikarma ve doniistiirme olmak
lizere Ui ana boliim icerir. Bu boliimlerde, kullanicilar diger islevleri kullanabilir. Ayrica,
en iyi Ozellik kombinasyonlarin1 segmek icin NCA kullanilmistir. kNN basit/sig bir
siniflandiricidir ve bu siiflandirict iiretilen Ozniteliklerin giiciinii  gostermek igin
kullanilmistir. Bu asamada diger simiflandiricilar kullamlabilir. Onerilen mimarinin son
asamasinda, sonu¢ sayisini artirmak ve oylanan sonuglari elde etmek i¢in IMV
kullanilmistir. A¢gozlii algoritma (Greedy Algorithm) kullanarak olusturulan mimari en iyi
sonuglar1 secebilir. Bu agidan onerilen model parametrik ve kendi kendini organize eden
bir mimaridir.

- Dokusal 6zellikler olusturmak i¢in sabit olmayan boyutta drtiisen bloklar kullanan yeni bir
ozellik ¢ikarici olan DSBP 6nerilmistir. Onerilen tez bu agidan yenilikgi bir tezdir.

- Genel performans oOlglimlerini olusturmak i¢in EEG kaydindaki tiim kanallardaki iki
siniflandiricinin sonuglarini kullanan yeni bir ¢ogunluk oylama modeli olan IMCMV
Onerilmigtir.

- Veri seti toplamak igin iki adet model kullanilmistir. Bu modeller (i) gosterim ve (ii)
dinleme tabanlt EEG toplama yontemleridir.

- Olusturulan otomatik DSBP-IMCMV EEG ciimle smiflandirma modeli, hesaplama

acisindan hafiftir ve %98'in iizerinde genel siniflandirma dogrulugu elde etmistir.

1.4. Tezin Amaci

Giiniimiizde insan-makine etkilesiminin artmasiyla birlikte insan fizyolojisinin bilgisayar
sistemlerine aktarilmasi amaglanmistir. Son yillarda beyin sinyallerinin farkli alanlara konu oldugu
goriilmektedir. EEG sinyallerinden hece ve kelime siiflandirmast bu alandaki giincel
calismalardan biridir. Bu tez calismasi, hece ve kelime siniflandirmasindan farkli olarak tam bir

climle siniflandirmasini amaglamaktadir. Literatiirde daha dnce bdyle bir ¢alismaya rastlanmamig



olup EEG alaninda kullanilan veri setleri de yetersizdir. Bu ama¢ dogrultusunda yeni bir EEG
sinyalleri iceren veri seti olusturulacaktir. Olusturulan veri setleri kullanilarak yeni nesil 6zellik
miihendisligi yontemleri dnerilmistir. Ozellik miihendisligi ydntemlerinin temel amaci, diisiik
algoritmik karmasiklik ile yiiksek performans elde etmektir. Tezin temel amaglar asagida
verilmistir:

- Literatiir taramasindan da anlasilacagi lizere EEG ciimle siniflandirmasiyla ilgili ¢aligma
sayis1 sinirlidir. Bunun temel nedeni ise agik kaynak EEG sinyal veri setlerinin yetersiz
olmasidir. EEG ciimle smiflandirma konusuna katki saglamak ve bu konunun
gelistirilmesini desteklemek icin yeni EEG sinyal veri setleri toplanmustir.

- Derin 6grenme mimarileri giiniimiizde popiiler olan mimarilerdir ¢iinkii derin 6grenme
mimarileri yliksek performansa sahiptirler. Ancak, derin 6grenme mimarileri yiiksek
hesapsal karmasikliga sahip oldugundan pahali donanimlarin kullanilmasi gerekmektedir.

Bu problemi ¢6zebilmek i¢in iki adet 6zellik mithendisligi mimarisi 6nerilmistir.

1.5. Tezin Organizasyonu

Bu tez calismasi 8 boliimden olusmaktadir. Tezin geriye kalan kisimlar1 su sekilde organize
edilmistir. Ikinci boliimiinde insan beyninin genel yapisi, EEG sinyalleri ve sinyallerin toplanma
siireci hakkinda bilgi verilmistir. Ugiincii boliimde gerceklestirilen literatiir taramas1 sunulmustur.
Dordiincii boliimde, materyaller ve metotlar, Besinci boliimde 6nerilen kare toplamli grafik deseni
ve dinamik boyutlu ikili oriintii tabanli EEG climle tanima yontemlerinin ¢alisma prensibinden
bahsedilmistir. Altinct boliimde, 6nerilen yontemin uygulama adimlar1 gergeklestirilmis ve deney
siireci hakkinda bilgi verilmistir. Yedinci bolimde elde edilen bulgular tartigilmistir. Sekizinci ve

son boliimde ise sonug ve onerilerden bahsedilmistir.



2. INSAN BEYNi YAPISINA GENEL BAKIS

Sinir merkezlerinin en biiyiigii olan beyin, kafatasinin yukar1 kisminda bulunur. insan viicudundaki
noronlarin %90’ mdan fazlasmi igerir. Ogrenme, hafiza, duygularin ve mantik yiiriitmenin
merkezidir. Beynin {ist tabakasi sinir hiicrelerinden olusurken alt tabakasi sinir hiicrelerinin
uzantilarindan olugmaktadir. Beyin, Sekil 2.1°de gosterildigi gibi lizerinde kivrimlar bulunan iki
yarim kiireye ayrilmistir [23, 24].

Sol yarmm Kiire: Insan beyninin mantiksal kismidir. Matematiksel islemler, analitik diisiinme
becerisi, say1 ve sembollerle ilgilenen kisimdir. Beynin sol lobu insan viicudunun sag tarafindaki
organlarimi yonetir. Konusma ve dil merkezidir. Akademik ve bilimsel konularda basarilidir.

Sag yarim kiire: Insan beyninin yaratic1 kismidir. Gérsel ve sanatsal konularla ilgilenir ve sezgileri

yonetir. Duygusaldir. Beynin sag lobu insan viicudunun sol tarafindaki organlar1 yonetir.

DUYGUSALDIR

MANTIKSALDIR SEZGISELDIR
RASYONELDIR YARATICILIK, SANAT
AYRINTICIDIR ANLAMA
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SRR AR GORSELLIK,
DiLi DOGRU KULLANMA RENKLER
DETAYLAR KOKULAR
i HATIRALAR
TAT ALMA
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Sekil 2.1. Beyin Loblarinin islevleri

Temelde sag ve sol yarim kiirelerden olusan beyin, incelemelerin daha detayli ve anlasilir olmasi
acisindan loblara ayrilmstir [24]:

On (Frontal) Lob: Simetrik bir yapiya sahip olan 6n beyin ilkel hayvanlarda bulunmaz. Alnin
hemen arkasinda bulunmakta ve beyin yapisinin yaklasik olarak yarisim olusturmaktadir. Beynin
kontrol merkezi olup mantik yiiriitme, problem ¢6zme, empati, comertlik duygulari ve davraniglarla

ilgilidir.



Sakak (Temporal) Lob: Beynin iki yaninda kulak hizasinda bulunur ve isitsel gorevleri
gergeklestirir. Ses ve kokulari tanimlar ve hatirlar.

Yan (Parietal) Lob: Beynin sag ve sol boliimlerinde iki tane bulunur. Sekil ve renkleri algilama,
gorme algist gibi yetenekleri kontrol eder. Yan loblardaki herhangi bir sinir hiicresinin zarar
goérmesi Alzheimer hastaligina neden olabilir.

Arka (Oksipital) Lob: Beynin en arkasinda bulunur ve gorsel uyarilari algilar. Gérmeye dair tiim
gorevler burada gerceklesir. Bu lobda meydana gelen herhangi bir hasar gérme bozukluguna yol
acabilir.

Beyincik (Serebellum) Lobu: Viicut dengesinin saglanmasinda onemli role sahiptir. Kol ve bacak
kaslarinin uyumlu ¢alismasi beyincik lobu sayesindedir.

Beyinde bulunan bu kisimlarin hangi alanda gelistigini ve calistigini bilmek, yapilan calismalar
icin alinacak EEG kayitlarinda kafatasinin hangi alanlarindan dlglimler yapilmasi gerektiginin

bilinmesi agisindan 6nemlidir.

2.1. EEG Sinyalleri

Beyin igerisinde bulunan sinir hiicrelerinin elektriksel aktiviteleri akimlari olusturur. Bu akimlarin
meydana getirdigi gerilim degisimlerinin kaydedilmesi ile elde edilen isaretlere
Elektroensofalogram (EEG) sinyalleri denir.

EEG isaretlerinin varlig: tarihte ilk kez 1875 yilinda Caton tarafindan hayvanlar {lizerinde yapilan
calismalar neticesinde tespit edilmistir. Insan beynindeki elektriksel faaliyetler ise 1929 yilinda
Hans Berger’in kafatasina yerlestirdigi elektrotlar ve elektrotlara bagli galvanometre ile ortaya
¢ikmigtir. Daha sonra Berger, yaptig1 ¢alismalar neticesinde gozlerin agilip kapanmasinin EEG
isaretlerinde degisimlere neden oldugunu gostermistir.

Gelisen teknolojiyle birlikte EEG sinyallerinin analizinde de kullanilan yontemlerde de biiyiik
gelismeler yasanmaya devam etmektedir. EEG sinyallerinin analizi yalnizca tip alami ile sinirh
kalmayip farkli disiplinlere de konu olmaktadir.

Caligmalarda gerek kullanim kolaylig1 gerekse ekonomik olmasi nedeniyle EEG, en ¢ok kullanilan
yontemlerin basinda gelmektedir. Teknolojinin gelismesiyle birlikte EEG cihazlar1 herkesin
ulasabilecegi sekilde iiretilmeye baslanmistir. Bu sayede biiyiik cihazlara gerek kalmadan Wi-Fi,
Bluetooth araciligiyla da EEG isaretleri elde edilebilmektedir.

EEG kafa derisine belirli bir diizen i¢inde yerlestirilen elektrotlar aracilifiyla beyindeki elektriksel
aktiviteyi olger. Olgiim esnasinda beyne veya viicudun herhangi bir yerine elektrik iletimi sz

konusu degildir bu nedenle islem agrisiz ve zararsizdir [23].

2.2. EEG Sinyalleri Dalga Modelleri



EEG sinyalleri duragan olmayan 6zellige sahip olup genligi 2-100 puV arasinda, frekansi ise 1-100
Hz arasinda degismektedir. Bireylerin uyku, uyaniklik, hareket etme durumlarina gére EEG
sinyallerinin genlik ve frekanslar1 degisiklik gosterir (Tablo 2.1). Frekans bantlar1 insan beyninin

cesitli gorevlerini tanimlamak i¢in kullanilabilir [25]:

Tablo 2.1. EEG Sinyalleri Dalga Modelleri

Dalga Boyu Frekans Arahig

Delta 0-4Hz
Teta 4 -8 Hz
Alfa 8-13Hz
Beta 13-30Hz
Gama 30-100 Hz

Delta dalgalar: 0 ile 4 Hz arasinda degisir. Derin uyku ile ilgili olup yavas dalgalardir. Bebeklerde
goriiliir. Uyanik genglerin ve yetiskinlerin EEG verilerinin bileseni degildir.
Teta dalgalari: 4 ile 8 Hz arasinda degisir. Yetiskinlerde uyku ve meditasyon sirasinda gozlenir.

Alfa dalgalari: 8 ile 13 Hz arasinda degisir. Genel olarak gorsel isleme, hafiza aktiviteleri ile
iligkilidir. Sakin ve stressiz zamanlarda beyindeki oksipital kisimda bulunur.

Beta dalgalari:13 ile 30 Hz arasinda degisir. Beyin aktif bir sekilde ¢alisirken beynin 6n ve orta
kisimlarinda olusur. insanlar korktugunda veya panige kapildiginda yiiksek seviyeli beta dalgalar
yansiyabilir.

Gama beyin dalgas1 ise 30 Hz’in iizerindeki yliksek frekansli dalgalardir. EEG kayitlarinda
genellikle filtrelenir. Bilgi analizi, gorsel/isitsel uyaran sentezi gibi yliksek seviyeli beyin aktivitesi
ile iliskili alanlardir.

Beta ve Gama yiiksek frekansl sinyaller duygu tanima ¢alismalarinda diger sinyallere oranla daha

basarili sonuglar sunmaktadir.

2.3. EEG Elektrotlar

EEG kayit sistemleri elektrotlardan olusmaktadir. Elektrotlar, insan kafasi derisi {izerinden beyin
dalgalarin1 kaydetmek amaciyla kullanilir. Duygu tanima ¢aligmasinin en énemli asamalarindan
biri de elektrot yerlestirmesidir. Beynin tirettigi sinyallerin 6zellikleri, beynin farkli bdlgelerinde
degisiklik gostermektedir. Bu nedenle beyin loblariin iglevlerini bilmek yapilacak c¢aligmalarda

elektrotlarin yerlestirilecegi alanin bilinmesi agisindan 6nem saglar.



Insan kafasmna yerlestirme asamasinda uluslararast kabul goriilen 10/20 EEG elektrot
konumlandirma sistemi dikkate alinir. Bu sisteme gore iki elektrot arasindaki mesafe kafatasinin
On arka veya sag-sol mesafesinin %10 veya % 20’sidir ve her elektrotu tanimlayan bir etiketi vardir.
Cok fazla elektrotun bakimini yapmak arastirmacilar i¢in zor olup sistemin karmagsik hale
gelmesine neden olmaktadir. Bu zorlugu onlemek igin ¢alismalarda elektrot sayisinin diisiik
tutulmasi tavsiye edilmektedir [23].

EEG sinyallerini algilamak amaciyla kullanilan elektrotlar iki farkli sekilde kullanilabilir [23]:
Dahili Elektrotlar: EEG isaretlerini almak i¢in viicut igine yerlestirilen elektrotlardir. Diger
elektrot tiirlerine gore daha iyi sonuglar elde eder fakat gerek isaretleri elde eden kisiyi gerekse
isaret elde edilen bireyleri rahatsiz etmektedir. Bu siirecte cerrahi miidahaleye gerek duyuldugu i¢in
tercih edilmez.

Yiizey Elektrotlar: EEG isaretlerini sacli deri {izerinden almaya yarayan elektrot tiiriidiir. Beyin-

bilgisayar sistemleri alaninda yapilan ¢alismalarda yiizey elektrotlardan faydalanilir.

ON KISIM

ARKA KISIM

Sekil 2.2. Uluslararasi kabul edilen 10-20 sistemi

Uluslararasi kabul edilen 10-20 sistemine gore elektrotlarm kafa derisine yerlestirilme diizeni Sekil
2.2’deki gibidir. Kafanin 6n kismi Nasion, arka kismi Inion olarak da adlandirilir. Cz ise tam ortay1

gostermektedir.



Elektrotlar, bir harf ve bir rakam ile birlikte isimlendirilmektedir. Ara elektrotlarda ise iki harf
kombinasyonu bulunmaktadir. Harfler, elektrotun bulundugu beynin kisimlarini ifade eder. (Tablo
2.2)

Cift sayili elektrotlar (2,4,6,8) kafatasinin sag tarafina ve tek sayil elektrotlar (1,3,5,7) kafatasinin
sol tarafina yerlestirilir [25].

Tablo 2.2. Elektrotlarin Adlandirilmasi

Fp Frontal Kutup FC Frontal ve merkez elektrotlar aras1
Frontal (6n lob) PO Parietal ve oksipital elektrotlar arasi
Central (merkez) Fz Frontal Lob merkezi

Temporal (sakak lobu)

Parietal (yan lob)

Oksipital (arka lob)

Kulak Elektrodu

> O U 4 O T

2.4. EEG Sinyallerinin Kalitesini Etkileyen Faktorler

EEG sinyalleri son derece hassas veriler oldugu i¢in kayit esnasinda laboratuvar ortamindaki
faktorlerden olumsuz etkilenebilir. Bunun sonucunda EEG sinyalleri parazitler ile birlikte
kaydedilebilir. Bu parazitler artefakt ya da giirtiltii olarak adlandirilir. EEG sinyallerinin her tiirli
ic ve dis etkenlerden etkilenmesi nedeniyle elde edilen kayitlarda mutlaka artefaktlar olup bu
duruma engel olunamamaktadir. Calismalarda yapilacak dl¢limlerin dogru sonuglar vermesi igin
de islemlere baslamadan once bu giiriiltiilerin sinyalden kaldirilmasi gerekir.

Artefaktlarin olusumunun birden fazla nedeni olabilir. Genel olarak olusumlari deneyde bulunan
katilimcilara ve kullanilan kayit cihazina baglidir:

Biyolojik artefaktlar: Genellikle deneklerin gz ve goz kapaginin hareketine, kalp atiglarina,
terlemelerine ve kas kasilmasi gibi sebeplere bagli olarak olusan artefaktlardir.

Hareket sonucu olusan artefaktlar: Katilimcilarin el titremesi, kafa hareketleri, kol veya viicudun
herhangi bir uzvunun hareketi sonucu olusan artefaktlardir.

Elektrotlara bagh olusan artefaktlar: Kayit cihazinda bulunan elektrotlarin deride bulunduklar
yerden oynamasi, dogru yerlestirilmemesi veya elektrotlarin bozuk olmalarindan kaynaklanan

artefaktlardir.



Bu durumlarda ahnan tedbirler sonucu artefakt olugsmaya devam edildigi takdirde cihazdan
kaynaklt bir sorun oldugu diisiiniilebilir. Bu durumda cihazin yetkili servisiyle iletisime

gecilmelidir.
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3. LITERATUR TARAMASI

Literatiirde bu konu ile ilgili calisma sayist oldukca sinirlidir. Bu ¢alismada onerilen yontemler ile
bu problem ¢6ziilmeye ¢alisilmig ve EEG climle siiflandirmasi yapilmustir.

DaSalla ve arkadaslar1 [26] 2009 yilinda /a/ ve /u/ tinliilerini siniflandirmak igin 2 erkek 1 kadin
katilimcidan olusan bir ¢alisma gerceklestirmistir. 5 kat ¢capraz dogrulama, ortak uzamsal desen ve
destek vektor makinesi yontemlerini kullanarak %78 dogruluk bildirmislerdir. Caligmada diisiik
smif sayisi ve az sayida katilimei1 bulunup dogruluk degeri diisiiktiir. Garcia ve arkadaslar1 [27]
2012’de gergeklestirdikleri calismada ayrik dalgacik doniisiimii ve rastgele ormanlar kullanarak
“arriba”, “abajo”, “izquierda”, “derecho”, “seleccionar” kelimelerini smiflandirmay1
amaglamiglardir. 21 katitlimcinin bulundugu calisma diisiik dogruluk degerine sahiptir. Min ve
arkadaslari [28] 2016 yilinda Ginlii harfleri siniflandirmak igin 6zellik ¢ikarma (ortalama, varyans,
standart sapma, carpiklik), 6zellik secimi igin seyrek regresyon modeli, siniflandirma asamasinda
asir1 makine 6grenmesi yontemini kullanarak /a/, /e/, /i/, /o/, /u/ ve MUTE seklinde alt1 siiftan
olusan calisma gerceklestirmislerdir. Calismada /a/ ve /e/, /a/ ve mute vb. seklinde ikili
siniflandirma kullanilmis olup yalnizca 5 erkek katilimer bulunmaktadir. Qureshi ve arkadaglart
[29] 2017°de baglant1 6lgiim yontemleri, asir1 6grenme makinesi kullanarak “go”, “back”, “left”,
right, “stop” kelimelerini siniflandirmay1 amaglamiglardir. Calismada 2 kadin, 6 erkek olmak iizere
8 katilimc1 bulunmaktadir ve caligma diisiik bir dogruluk degerine sahiptir. Balaji ve arkadaglari
[30] 2017 y1linda spektral gii¢ 6zellik ¢ikarin, yapay sinir ag1 kullanarak Hintce ve Ingilizce olmak
iizere 2 farkh dilde kelime simiflandirma calismasi yapmislardir. Hintce “Haan”, “Na” ve ingilizce
“Yes”, “No” kelimelerinin siniflandirilmasini amaglayan bu ¢alismada 5 katilimcr bulunmaktadir.
Smif sayisinin ve katilimer sayisinin az olmasi ¢aligmadaki dezavantajlardan bazilaridir. Cooney
ve arkadaglar1 [31] 2018 yilinda Mel frekansi cepstral katsayilari, istatistiksel 6zellik ¢ikarimu,
destek vektor makinesi yontemlerini kullandiklari ¢alismada /iy/, fuw/, Ipiy/, ltiyl, /diy/, Im/, In/,

13 9% ¢

pat”,
katilimcinin bulundugu ¢alismanin dogruluk degeri disiiktiir. Tottrup ve arkadaslar1 [32] 2019

9% ¢

pot”, “knew”, “gnaw” olmak iizere 7 hece ve 4 kelimeyi siiflandirmaya ¢alismiglardir. 14
yilinda zamansal ve spektral 6zellikler ve rastgele orman yontemlerini kullanarak “go”, “stop”,
“viborg” kelimelerini simiflandirmaya calistilar. 5 kadin 2 erkek olmak tizere 7 katilimcinin
bulundugu bu ¢alismada sinif ve katilimci sayisi diisiik olmakla birlikte ¢alismanin dogruluk degeri
de distiktiir. Jahangiri ve arkadaslar1 [33] 2019°’da yaptiklart ¢alismayla /ba/, /fol, /le/, Iry/
hecelerini smiflandirmay1r amaglamislardir. Calismada ayrik gabor doniisiimii ve lineer
diskriminant analizi kullanilmis olup 6 katilimci bulunmaktadir. Pawar ve Dhage [34] 2020 yilinda

yaptiklar1 ¢alismayla “left”, “right”, “up”, “down” kelimelerini simniflandirmay1 amaglamiglardir.

Calismada 2 kadin, 4 erkek olmak {izere 6 katilimc1 bulunmaktadir ve ¢aligmanin dogruluk degeri



cok sinifli siniflandirma igin digiiktiir. Cooney ve arkadaslart [35] 2020 yilinda evrigimli sinir
aglarm kullanarak /a/, /e/, /i/, /o/, /u/ sesli harfleri ve “arriba”, “abajo”, “izquierda”, “derecho”,
“selecionar” kelimelerini siniflandirmay1 amaglamislardir. Calismada 15 katilimer bulunmaktadir
ve calisma diigiik dogruluk degerine sahiptir. M.A. ve arkadaslar1 [36], 2022 yilinda baglanti
matrisleri ve destek vektor makinesi yontemlerini kullanarak /&/, /o/, /a/, /u/ {inliilerini
siniflandirmayr amaglamislardir. Calismada 2 kadin, 6 erkek olmak iizere 8 katilimct
bulunmaktadir. Dash ve arkadaslar1 [37] 2022 yilinda ¢ok degiskenli hizl1 ve uyarlanabilir deneysel
mod ayristirmasi ve sozliik 6grenme yontemlerini kullanarak 15 katilimci ile “Left”, “Right”, “Up”,
“Down”, “Forward”, “Backward” kelimelerini siniflandirmay1 amaglamiglardir. Calisma ¢ok sinifli
smiflandirma igin diisiik dogruluk degerine sahiptir. Kamble ve arkadaslar [38], ti¢ farkli veri
kiimesi tizerinde ikili ve ¢oklu sinmif siniflandirmasi icin degerlendirdikleri, ayrigtirma isleme,
istatistiksel ozellik c¢ikarimi, Kruskal Wallis testine dayali 6zellik se¢imi ve simiflandirmayi
birlestiren, hayali kelime tanima i¢in bir EEG siiflandirma modeli 6nermislerdir. Bakhshali ve
arkadaslar1 [39] sekiz denekten toplanan EEG sinyallerinden dort kelime ve yedi fonem/heceyi
siniflandirmak i¢in modellerinde korrentropi spektral yogunluk matrisleri, Riemann mesafesi ve k-
en yakin komsu (kNN) siniflandirict kullanmiglardir. Benzer bir ¢alismada, evrisimli sinir ag1
(CNN), 15 denekten toplanan EEG sinyallerinden bes {inlii ve alti kelimenin siniflandirilmasini
gergeklestirmek icin transfer Ogrenme ile birlestirilmistir [40]. Salinas ve arkadaslar [41]
onerdikleri yontemi kullanarak 27 denegin EEG sinyallerinden bes kelimeyi simiflandirmak igin
%68.18 dogruluk elde ettiler. Panachakel ve arkadaslar1 [42] 9 kanalli EEG sinyallerinden hayali
konugsmanin kodunu ¢dzmek igin ayrik dalgacik doniisimi (DWT) ile birlestirilmis bir derin
O0grenme mimarisi onererek %86.2 dogruluk elde etmislerdir. Ayn1 yazarlar, farkli bir veri setinde
ayni modeli kullanarak ortalama siniflandirma dogrulugunun %57.15 oldugunu bildirdiler [43].

[44] 'de, hayali konusma tanima problemine yeni bir model gelistirmek igin iki farkli evrisimli sinir
ag1, ortak bir uzamsal model ve bir lineer diskriminant analizi siniflandiricis1 kullanilmig ve
%62.37'lik maksimum dogruluk elde edilmistir. Ayrica literatiirde biyomedikal alanda EEG isaret
siiflandirmast ile ilgili birgok ¢aligma bulunmaktadir. Goshvarpour [45] EEG sinyali kullanan bir
epileptik ndbet saptama yontemi dnermistir. Epileptik nobetleri tespit etmek icin iki adet iki pargalt
giil sarmal egri modeli kullandi ve SVM ve kNN siniflandiricilar ile %100.0 dogruluk degerine
ulasti. Buriro ve arkadaslar [46] alkollii EEG sinyallerini otomatik olarak saptamak i¢in dalgacik
sacilma doniisiimil ve evrisimli sinir ag1 kullandi. UCI veri seti {izerinde (20 alkolik denek ve 20
saglikli denegin EEG sinyalleri) SVM siiflandiricist kullamlarak alkollii EEG sinyallerinin
saptanmasinda %100 dogruluk bildirmislerdir. Cherloo ve arkadaslari [47] motor imgeleme i¢in bir
EEG sinyal siniflandirma modeli gelistirdiler. Topluluk diizenlilestirilmis ortak uzamsal-spektral
modeli uyguladilar. BCI III ve BCI IV igin sirasiyla %86.91 ve %82.64 dogruluk bildirdiler. Wen

ve arkadaslar1 [48], EEG sinyallerini kullanan diisiik gii¢lii bir epilepsi saptama yaklasimi sundular.
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Kaldirma dalgacik doniigiimii ve SVM siniflandirici kullanarak %91.86 dogruluk elde ettiler. Wang
ve arkadaslart [49] EEG sinyallerini kullanarak en ayirt edici 6zelligi segmek igin istatistiksel
yontem uygulamiglardir. Calismalarinin temel amaci, etkili bir 6znitelik ¢ikarma yontemi 6nermek
ve yontemin performansini test etmektir. Yontemleri SVM siniflandirict ile %81.99 dogruluk elde
etmistir. Baygin ve arkadaslar1 [16], EEG sinyalleri ile sizofreni saptamasi i¢in Collatz desen
modeli ve yinelemeli komsu bilesen analizi kullanmiglardir. 19 kanalli veri setleri i¢in sirastyla
%99,47 ve 10 kanalli veri setleri i¢in %93,58 dogruluk degerine ulagmislardir. Aydemir ve
arkadaslar1 [50] epilepsi hastaligi tespiti i¢in dortlii simetrik bir model 6nermistir. Bonn EEG veri
setini kullanarak kNN simiflandirict ile %98.40 dogruluk elde etmislerdir. Tuncer ve arkadaglart
[51] yerel altili modelini kullanan bir epilepsi saptama yontemi sunmustur. 5 sinif Bonn EEG veri
seti kullanarak SVM smiflandirici ile %93.00 dogruluk bildirmislerdir.

Literatiir ¢alismalar1 incelendiginde EEG sinyalleri genellikle kelime ve heceleri siniflandirmak
icin kullanilmustir [11]. Ayrica bu galigmalarda kullanilan yontemler genellikle diisiik dogruluk
degerleri iiretmistir. Kelime veya hece siniflandirmasi i¢in toplanan EEG sinyalleri genellikle az
sayida Ozneye sahiptir. Ayrica bu sinyaller ¢ok sinirli sayida kelime ve hece gruplar icin
toplanmistir. Bu noktada literatiirde 6nemli bir bosluk bulunmaktadir. Bu bosluk EEG ciimle
siniflandirmasidir. Bu c¢aligmada literatiirden farkli olarak Onerilen yontemlerle ciimle
siniflandirmasi i¢in EEG sinyalleri kullanilmigtir. Bilindigi kadariyla bu tez ¢alismasit EEG ciimle
siniflandirmast ile ilgili ilk ¢aligmadir. Ayrica 6nerilen yontemler yiiksek dogruluk saglamistir ve

literatiirdeki bir¢ok ¢aligmanin sonuglarinin {izerindedir.
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4. MATERYAL VE METOTLAR

Tezin bu boliimiinde, toplanan veri setleri ve bu veri setlerine uygulanan makine 6grenmesi
modelleri verilmistir. Ayn1 zamanda tezin materyalleri TUBITAK 1002 kapsaminda desteklenen
bir proje ile toplanmistir. Olusturulan EEG veri setleri ve bu veri setlerine uygulanan modeller
asagidaki gibi verilmistir. Ozellik miihendisligi yontemlerinin kullanilmasinin temel sebebi diisiik
zaman karmasikliginda yiiksek performansa ulagsmaktir. Bu agidan Onerilen modeller, derin
o0grenme modellerine alternatif olarak gelistirilmistir. Bunu yani sira, bu tez ¢alismasi, literatiir
taramasindan elde edilen verilere gére EEG sinyallerinden climle tanimayi konu alan ilk tez

caligsmasidir.

4.1. EEG Ciimle Veri Setleri

Bu c¢alismada kullanilan Tiirkge ciimle-EEG ciimlesi (TSEEG) veri seti, katilimcilara sirasiyla
gosterme ve dinleme modlarinda gosterilirken veya okunurken kaydedilmistir [11].
Son olarak 20 adet Tiirkge dilinde yaygin olarak kullanilan standartlastirilmis ctimleler (Tablo 4.1)

elde edilmistir.

Tablo 4.1. TSEEG Veri seti

No Tiirkce Ciimle ingilizce Ciimle EEG bdéliimleri, EEG
(gosterme modu) | boliimleri
(dinleme
modu)
1 Merhaba, hos | Hello, welcome 80 80
geldiniz
2 Yine goriistiriiz See you again 80 80
3 Giile giile Bye bye 80 80
4 Saglik olsun Never mind 80 80
5 Afiyet olsun Enjoy your meal 80 80
6 Neye bakmistiniz? What are you | 82 82
looking for?
7 Bugiin canli ders var | Is there any online | 80 80
mi? lecture today?




8 Hangi bolimde | In which | 79 79
okuyorsun? department are you
a student?
9 Mesleginiz nedir? What is your job? 80 80
10 Bana giivenebilirsin | You can trust me 80 80
11 Sakin ol Calm down 79* 79*
12 Defol git Get out of here 80 80
13 Kolay gelsin Good luck 80 80
14 Haydi gidelim Let's go 80 80
15 Acele et Hurry up 80 80
16 Hi¢ yoktan iyidir It is better than | 80 80
nothing
17 Rica ederim You're welcome 80 80
18 Sen bilirsin It is your choice 80 80
19 Rezil ettiler bizi, | They disgraced us, | 81 81
rezil olduk we became
disgraced
20 Higbir sey | You know nothing | 79 79
bilmiyorsun

Gosteri modunda 20 ciimle, 20 goniilliiye (16 erkek, yas aralig1 19-23, ortalama yas 21.35 £+ 1.20;
4 kadn, yas araligi 19-23, ortalama yas 20.50 = 1.73) bilgisayar terminal ekranlar1 araciligiyla
gosterildi.

Dinleme modunda ciimleler bilgisayar ses ¢ikisi araciligiyla 20 gonilliiye daha (17 erkek, yas
araligt 19-24, ortalama yas 21,74 + 1,39; 3 kadin, yas aralig1 20-23, ortalama yas 21 + 1,73 )
okundu.

16 kafa derisi bolgesinden 14 kanalli EEG sinyalleri toplayan EMOTIV EPOC + mobil sistemi
(AF3(1),F7(2),F3(3),FC5(4), T7 (5), P7 (6), O1(7), 02 (8), P8 (9), T8 (10), FC6 (11), F4 (12),
F8 (13), AF4 (14), P3(referans bolgesi) ve P4 (referans bolgesi) (Sekil 4.1)) kullanilarak tiim
goniilliilerden EEG sinyalleri alind1.

Her bir EEG sinyali segmenti 15 saniye siirdii (6rnekleme hiz1 128 Hz, bant genisligi 0,16-43 Hz)
ve EEG smiflandirma modeline girmeden dnce EMOTIV EPOC + sisteminde 6n isleme tabi
tutuldu. Bu ¢alismada simiflandirma icin, her EEG kaydi 14 EEG sinyal kanali igermektedir. Bu
nedenle, her Tiirk¢e climle bir sinif olarak kabul edildi, yani sonuglar ya kanal bazinda ya da 20

sinif siniflandirma performansinda raporlanmistir. Sistem, deneyler ic¢in goniilliilerin kafa
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derilerine uygun sekilde uygulanabilen, ayarlanmig konumlarda islak EEG elektrotlarindan
olusmaktadir. Tiirkge cilimleler gosterme modunda bilgisayar ekranlarinda goniilliilere
gosterilmistir. Ayrica ayn1 Tiirk¢e ciimleler goniillillere bilgisayar ses ¢ikisi tizerinden dinleme
modunda okunmustur. Her Tiirkge ciimle icin bir adet 15 saniyelik 14 kanall1 EEG kaydi alinmistir.
Deneylerin gosteri ve dinleme modlari, kadin ve erkek goniillilerden olusan ayri gruplarda

gergeklestirilmigtir.

Sekil 4.1. Bilgisayar terminaline kablosuz olarak baglanan ticari EMOTIV EPOC + mobil sistemi
kullanilarak kadin (solda) ve erkek (sagda) goniillillerden EEG sinyali toplama islemi
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5. MODELLER

Bir dnceki boliimde detaylart verilen veri setleri kullanilarak otomatik ciimle siniflandirma igin iki
adet model dnerilmistir ve bu modellerin detaylari alt boliimlerde verilmistir. Onerilen yontemler

6zellik mithendisligi tabanli yontemlerdir.

5.1. Kare Toplamh Graf Desen Tabanh EEG Ciimle Tanima Modeli

Bu aragtirmada yeni bir grafik deseni 6nerildi ve kare toplamli desenin bir grafigi kullanildi. Kare
toplam grafiginde, iki komsu diigiimiin toplamu bir sayinin karesine esittir. Bu nedenle, bireysel bir
kural1 vardir. Bu 6riintliyii yaratmadaki temel amag, tek boyutlu dokusal 6zellik ¢ikaric1 gibi yerel
bir ikili 6rlintli sunmaktir. Burada kullanilan sayilar 1, 2, ..., 16'dir. Bu sayilar kullanilarak 16 adet
diigiim olusturulmus ve kenarlar kare toplam kurali tanimlanmistir. Diigiim olugturmak igin 16
eleman/deger uzunlugunda ortiisen bir blok ve bu blogun indeksleri kullanilmistir. Kullanilan desen

Sekil 5.1'de gosterilmistir.

Ortiisen Blok

Sekil 5.1. Kare Toplamli Grafik Deseni

Kullanilan kare toplam deseni Sekil 5.1'de gosterilmistir. Bu grafikte, kare toplam kural
kullanilarak kenarlar olusturulur, bu desen i¢in bir kenar numaralandirma algoritmasi dnerilmistir.

Onerilen kenar numaralandirma algoritmast Tablo 5.1'de verilmistir.



Tablo 5.1. Kenar Numaralandirma Algoritmasi

Girdi: Kullanilan numaralar

Cikti: Numaralandirilmis kenarlar

01: Kullanilan say1 dizisinin maksimumunu (m) bulun. Bu is i¢in maksimum say1 16'dir.
02: Kare diziyi hesapla: sq = {22, 3%,..,[V2xm— 1]2}. Burada sq bir kare dizidir.
03: for i=1tom do

04: counter = 1;

05:  for j=1to length(sq) do

06: dif f =sq(j) —i; /] dif f farki ifade eder.

07: ifdiff > iand diff <mthen

08: edgelil[counter] = dif f; Il edge matrisi kenarlar1 temsil eden matristir.
09: counter = counter + 1; /| counter degiskeni sayag olarak kullanilmaktadir.
10: end if

11:  end for j

12: end for i

Tablo 5.1 kullanilarak kenarlarin numaralandirilmas: hesaplanmis ve kullanilan desen
olusturulmustur (bkz. Sekil 5.1).
Kare toplam modelinin ayrintilarini net bir sekilde veren aciklama agagida adim adim verilmistir.
1: Kullanilan sinyal 16 uzunlugunda &rtiisen bloga boliiniir.

pt =s(t+k-1),te{1,2,..,1lg—15}Lk € {1,2,..,16} (5.1)
Denklem (5.1)'de, kullanilan drtiisen blok boliimii tanimlanmustir ve bu denklemde (Denklem (5.1))
kullanilan degiskenler sunlardir: p' 16 uzunlugunda t'nci bloktur, s tek boyutlu bir sinyaldir ve Ig
sinyal(ler)in uzunlugudur.
2: Verilen grafik (bkz. Sekil 5.1) ve signum fonksiyonu kullanilarak 16 bit ayiklanir. LBP islevinde

sekiz bit ¢ikarilir. Bu nedenle, ¢ikarilan bitler iki gruba ayrilmstir.

p'(1),p"(3)
p'(1),p"(8)
p'(1),p"(15)
p'(2),p(7)
p'(2),p*(14)
p'(3),p°(6)
p'(3),p*(13)
p'(4),p"(5)

bfif =¢ (5.2)
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pt(4), pt(12)
pt(5), pt(11)
p(6), pt (10)
pt(7),pt(9)
pt(9),p'(16) 53)
pt(10),p*(15)
pt(11),pt(14)
pt(12),p*(13)
s =[G 550 )

Burada, bf;* ve bf;? , ortiisen her bir bloktan (p®) c¢ikarilan ikili dzelliklerdir ve her ikili 6zellik

bfzt =¢

vektorii (bf) sekiz bite sahiptir, ¢(.,.) signum fonksiyonunu tanimlar ve a ve b olarak iki giris
parametresi alir.

3: bf vektorlerini kullanarak iki harita (map) sinyalinin degerleri hesaplanir.

8

map(t) = Y bff() x 287/ (5.5)
le !
8

map?(t) = Y bf(j) x 287/ (5.6)
le 3

Burada map® and map? olusturulan haritalardir.
4: Olusturulan haritalarin histogramlari ¢ikarilir. Bu haritalar sekiz bit ile kodlanmistir. Boylece,
cikarilan her bir histogrami uzunlugu 256 (=28) olarak hesaplanmistir.
5: 512 uzunlugunda bir 6zellik vektorii elde etmek igin ¢ikarilan histogramlar birlestirilir.
foc(j + 256 x (h — 1)) = map"(j),h € {1,2},j € {1,2, ...,256} (5.7)
Burada fvc, 512 uzunlugunda olusturulan 6znitelik vektoridiir.
Yukaridaki bu bes adimda, sunulan kare toplamli model (SSG(.)) tamimlanmustir.
Bu arastirmada elle modellenmis bir sinyal smiflandirma modeli dnerilmistir. Oneri dort temel
asama igerir ve bunlar:
(1) Onerilen kare toplamli grafik deseni ve istatistiksel 6zellikler kullanilarak ¢ok diizeyli
hibrit el yapimi 6zellik ¢ikarma,
(i) NCA tabanli 6zellik se¢imi,
(iii) k-NN kullanarak kanal bazinda sonuglarin hesaplanmasi,
(iv) Oylanan sonuglarin IMV kullanilarak hesaplanmasi ve a¢g6zIii algoritmayi kullanarak
hesaplanan sonuglar arasindan en iyi sonucun se¢ilmesi.

Onerilen modelin genel goriiniimii de Sekil 5.2'de gosterilmektedir.
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Sekil 5.2. Onerilen SSG tabanli EEG ciimle simflandirma modeline genel bakis

Bu modelde her kanalin EEG sinyali okunmustur. Okunan EEG sinyalinin 6zelliklerini ¢ikarmak
icin TQWT kullanilir ve 12 dalgacik katsayisi (w) tretilir. Sunulan hibrit el yapimi 6zellik
olusturucuyu kullanarak, 13 6zellik vektorii (ham EEG sinyalinden olusturulan ilk 6zellik vektorii
ve TQWT bantlarindan olusturulan digerleri) iiretildi. Burada 6nerilen kare toplamli grafik deseni
(SSG) kullanilarak 512 &znitelik ¢ikarilir ve kullanilan istatistiksel momentler kullanilarak 40
Oznitelik iretilir. Dolayisiyla, her bir 6zellik vektoriiniin (f) uzunlugu 552'dir (=512+40).
Olusturulan 13 0Oznitelik vektdriiniin  birlestirilmesiyle 7176 (=552x13) ozellikten olusan
birlesik/son 6znitelik vektorii olusturulmustur. 7176 6zellikten en iyi 552'si NCA se¢im islevi
kullanilarak secilir. KNN kanal bazinda siniflandirma tahmin vektérlerini (p1, p2, ..., p14) hesaplar
ve bu vektorler ve IMV kullanilarak 12 oy tahmini vektorii (p15, pl6, ... , p26) hesaplanir. 26
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sonug, olusturulan tahmin edilen vektorler kullanilarak hesaplanir. A¢gdzlii algoritma uygulanarak
en iyi siniflandirma sonucu segilir.
Sekil 5.2, sunulan SSG tabanli EEG ciimle smiflandirma yonteminin genel goriiniimiini
gostermektedir. Ayrica, onerilen EEG ciimle siniflandirma modelinin ayrintilarini vermek i¢in bu
yontemin (SSG tabanli yontem) adimlari asagida listelenmistir.
Adim 1: Dalgacik alt bantlarin1 hesaplamak icin TQWT EEG sinyaline uygulanir.
w=TQWT(s,1,3,11) (5.8)
Burada w dalgacik alt bantlaridir, TQWTY(.,.,.,.) TQWT alt bant olusturma fonksiyonudur ve dort
parametre alir, bu parametreler sinyal, salinim degeri (q), artiklik faktorii (r) ve seviye sayisidir [18,
52]. Bu ¢aligsma, 12 dalgacik alt bandi olusturmak i¢in q, r ve J degerlerini 1,3 ve 11 olarak seger.
Adim 2: Onerilen kare toplamli grafik desen cikarici ve istatistiksel 6zellik olusturucu kullanilarak
dalgacik alt bantlarindan ve orijinal EEG sinyalinden dznitelikler ¢ikarilir. Ozellik ¢ikarma islemi
asagida verilmistir.
fi= merge()((s), SSG(S)) (5.9
fra1 = merge()((wk), SSG(Wk)), ke{12,..12} (5.10)
f, 552 uzunlugundaki 6znitelik vektorlerini tanimlar, y(.) istatistiksel 6znitelik iiretecidir, SSG(.)
oOnerilen kare toplamli grafik modeli ve merge(.) birlestirme fonksiyonudur. x(.)'de 20 istatistiksel
moment kullanilmis ve bu momentler sinyalin ham sinyal ve mutlak degerlerine uygulanmistir. Bu

nedenle, bir sinyalden 40 istatistiksel 6zellik ¢ikarilmistir [18]. Kullanilan momentler Tablo 5.2'de

verilmistir.

Tablo 5.2. Istatistiksel dzellikler olusturmak i¢in kullamlan istatistiksel momentler
Numara Moment Numara Moment
1 Higuchi 11 Quartile 1
2 Lyapunov exponent 12 Quartile range
3 Fraktal 13 Tsallis entropi
4 Mean 14 Shannon entropi
5 Medyan 15 Sure entropi
6 Mod 16 Wavelet entropi
7 Minimum 17 Enerji
8 Maksimum 18 Varyans
9 Range 19 Skewness
10 Quiartile 3 20 Kurtosis
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x(.) ve SSG(.) fonksiyonlari kullanilarak, kullanilan tek boyutlu sinyallerden 552 oznitelik
(=40+512) gikartlmistir.
Adim 3: Olusturulan 6zellikler birlestirilir.

X=f*(G+552%x (k—1)),j€{12,..552}k € {1,2,...,13} (5.11)
Burada X, uzunlugu 7176 (=552x13) olan 6zellik vektoriinii temsil eder.
Adim 4: Uretilen 7176 6znitelikten en iyi 552 6zniteligi (her 6znitelik vektoriiniin uzunlugu 552'dir.
Dolayisiyla 552 6znitelik secilmistir) segmek icin NCA uygulanir. NCA, yaygin olarak bilinen
mesafe tabanli Ozellik segicidir. Bu nedenle, kNN'in bir 6zellik se¢im versiyonu olarak
adlandirilmistir. NCA, pozitif agirliklar {iretir ve bu agirliklar kullanilarak en iyi 6zellikler segilir.
Adim 5: Secilen 552 06znitelik kNN smiflandiricisinda kullanilmistir. kKNN’de k: 1, mesafe
Manbhattan, oylama: yok, 10 kat ¢apraz dogrulama o6zellikleri kullanilmistir.
Adim 6: Adim 5 kullanilarak, her sinifin dogrulama tahmini/tahmin vektorleri hesaplanmstir.
Kullanilan veri seti 14 kanal icermektedir. Boylece tahmin edilen 14 vektor elde edilmistir.
Ongoriilen bu 14 vektdriin dogruluklari hesaplanmis ve bu tahmin edilen vektorler azalan
dogruluga gore siralanmistir. Daha sonra mod fonksiyonu, nitelikli tahmin vektoérlerine iteratif
olarak uygulanmistir. Bu yinelemeli siire¢ (IMV) kullanilarak, tahmin edilen 12 vektor daha
hesaplanmistir. Kullanilan IMV asagida matematiksel olarak tanimlanmistir.

id = sort(acc,desc) (5.12)

pM2() = w (pid<1>(i),pid<2>(i), ...,pid<h>(i)),h €{34,..,14},i € {1,2,...,n} (5.13)

Burada IMV, Denklemler (5.12) ve (5.13) kullanilarak tanimlanmustir.

Dongiiniin baslangi¢ degeri 3 oldugu icin 12 oylanmis vektor hesaplanmistir. id dogruluk (acc)
degerleri kullanilarak nitelenmis dizinlerdir, sort(.,.) siralama islevidir ve desc azalan siralamay1
tanimlar, o(.) mod islevidir. p, tahmin edilen vektorleri tanimlar ve n, kullanilan EEG sinyallerinin
sayisidir.

Adim 7: Tahmin edilen bu 26 vektoriin dogruluklar1 hesaplanir ve en iyisi segilir.

Yukaridaki bu yedi adim (Adim 1-7) 6nerilen EEG climle siniflandirma modelini agiklamistir.

5.2. Dinamik Boyutlu ikili Oriintii Tabanh EEG Ciimle Tanima Modeli

Bu ¢alismada, klasik dokusal 6zellik ¢ikaricinin 6zellik ¢ikarma yetenegini gelistirmek i¢in yeni
bir dokusal 6zellik ¢ikarici nerilmistir. DSBP, merkez simetrik ve merkez tabanli 6zellik ¢ikarma
stratejileri kullanarak ikili 6zellikleri ¢ikarmak i¢in 6zdes merkezlere ve dinamik olarak
boyutlandirilmig pencere uzunluklari 3, 5, 7 ve 9'a sahip dort ortiisen blok kullanan tek boyutlu bir
yerel ikili modelin [53] gelistirilmis bir versiyonudur. (Sekil 5.3). Dikdortgenler, bloklarin sinyal
veri 6gelerini temsil eder ve merkez degerleri kirmizi ile gosterilir. Uzunluklan 3,5, 7 ve 9 olan

ortiisen pencereler merkez degeri tanimlar. Merkez simetrik 6znitelik ¢ikariminda merkezden esit
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uzaklikta olan ve merkeze dayali 6znitelik ¢ikariminda merkeze gore 6gelerin iliskilerine dayali

olarak toplam 30 bit iiretilmistir.

Merkez simetrik dzellik ¢ctkarma Merkez tabanh dzellik ¢cikarma

e e @
ORI S
SNr==ul Ny = =
chlataialicieieh

Sekil 5.3. DSBP tabanli merkez simetrik ve merkez tabanli 6zellik ¢ikarimi

, } DSBP Harita

Sinyal — . . . . = sinyalleri
Donusumu

‘ olugturma

Ozellik Histogram
Vektorii cikarma

Sekil 5.4. Sunulan DSBP 6zellik ¢ikaricisinin grafik gosterimi

DSBP 6zellik ¢ikariminin ayrintili adimlar asagida verilmistir:

1. Tek boyutlu sinyal dokuz uzunluga sahip ortiisen bloklara boliiniir.
blct = signal(k +1—1),k € {1,2,...,len},l € {1,2,...,9} (5.14)

burada blc?, uzunlugu dokuz olan értiisen blogu temsil eder.
2. blc kullanilarak alt bloklar olusturulur.

blc" = blc"™ (1 +t),t € {1,2, ..., leng(blc"™?) — 2}, h € {2,3,4} (5.15)

burada leng(.) uzunluk hesaplama fonksiyonudur.
3. Olusturulan sabit olmayan boyutlu ortiisen bloklar ve signum islevi kullanilarak ikili 6zellikler

¢ikarilir. DSBP 6zellik ¢ikarma fonksiyonunun sematik gosterimi, Sekil 5.4°te gosterilmektedir.
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Tablo 5.3. DSBP tabanli ikili 6zellik ¢ikariminin sé6zde kodu

Giris: Uzunlugu 3,5,7,9 olan bloklar (blc).
Cikti: Uzunlugu 30 olan ikili 6zellikler (bit).

01: cnt = 1;
/I Merkez simetrik bit ¢ikarma
02: for k=1to 4 do

k
03:  fori=1to [%J do

04: bit(cnt) = p(blc* (i), blc* (length(blck) + 1 —i);
05: cnt = cnt + 1;

06: endfori

07: end for k

// Merkez tabanli bit ¢ikarma
08: for k=1to 4 do

length(blc

k
09: center = [ > )] ; I Merkez degeri atanir

10:  for i=1to length(blc*) do

11: if il = center then

12: bit(cnt) = p(blck (i), blck (center);
13: cnt =cnt + 1;

14: end if

15:  endfori

16: end for k

Tablo 5.3’te cnt sayaci temsil eder; length(.), uzunluk hesaplama fonksiyonu; p(.), matematiksel

olarak asagidaki sekilde tanimlanan signum fonksiyonudur:

_(0,a—b <0
pan) ={S 703, (5.16)

Burada a, b giris parametrelerini temsil eder.

4. Olusturulan 30 bit, her biri alt1 bitten olusan, birbiriyle ortiismeyen bes bit grubuna bdliiniir.
bgt(i) = bit(i + 6 x (t —1)),i € {1,2,....6},t € {1,2,...,5} (5.17)

Burada bg?, t ninci bit grubudur.

5. Olusturulan bes adet 6 bitlik grup kullanilarak bes harita sinyali hesaplanir.
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6
mb@i) = ) bgt(j) x 267/ (5.18)

Burada ikiliden ondaliga doniistiirme gergeklestirilmistir ve m', t'inci harita sinyalini tanimlar.
6. Hesaplanan harita sinyallerinin histogramlari olusturulur. Her histogramin uzunlugu 64 tiir (=2°
).
7. DSBP'nin 6zellik vektoriinii elde etmek icin olusturulan histogramlar birlestirilir.

x() =h'(+64%x(t—1)),j€{12,..64}t €{12,..,5} (5.19)
burada x, 320 uzunlugunda tretilen 6zellik vektorinii temsil eder ve h', t'ninci harita sinyalinin
histogramini temsil eder.

Denklemler (1-7), 6nerilen DSBP &zellik olusturma fonksiyonunu (8(.)) tanimlar.

DSBP-IMCMV tabanl
EEG siniflandirma modeli

-
w / Birlestirme )

Ozellik ¢ikarma

Her kanalin EEG sinyali DSBP istatistik
MDWT EEG / Dalgacik
¥ L ¥ bantlan
‘ bl ‘ ‘ bz ‘ ‘ bs ‘ ‘ by ‘ o | baa Kisaltmalar
¥ ¥ ¥

MDWT: Cok seviyeli ayrik dalgacik donlisim
b: Dalgacik bantlari

F: Ozellik vektorleri
- p: Sonuglar/tahmin vektérleri

kNN: k en yakin komsu

Ozelllk Clkarma

Birlestirme R o
- ¥ SVM: Destek vektér makinesi
‘ Son azellik vektorii ‘ IMCMV: Cok  siniflandiricii yinelemeli
¥ ¢ogunluklu oylama
‘ Komsuluk Bilesen Analizi (NCA) ‘ Sinflar
¥ Ciimle 1
‘ Segilen ozellikler ‘ Ciimle 2
¥ ¥
kNN SVM Cimle 20

¥ ¥
. | Pa2s | IMCMV

Sekil 5.5 . Girigs TSEEG veri seti ile 6nerilen DSBP-IMCMYV modelinin blok diyagrami

5.2.1. Onerilen EEG ciimle siniflandirma modeli

Tek boyutlu sinyal siiflandirma modeli dort asamadan olusur:

(i) DSBP, istatistik [54] ve MDWT [55] kullanilarak hibrit 6zellik ¢ikarimu;
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(i1) komsu bilesen analizi (NCA) [56] kullanilarak en 6nemli 6zelliklerin se¢imi;

(iii)) kNN ve SVM kullanilarak her kanalin sinyal smiflandirmasi ve IMCMV algoritmasi
kullanilarak tiim kanallardan gelen sonuglarin oylanmasi (Sekil 5.5).

Gosterilen veya okunan Tiirkge climlelere yanit olarak alinan her 15 saniyelik EEG kaydim
olusturan 14 kanalin tiimiinden EEG sinyal segmentlerinin yiiksek geciren ve alcak gegiren filtre
alt bantlarin1 hesaplamak i¢in 7 seviyeli bir MDWT kullanildi. 14 MDWT'den tiiretilmis alt
bantlarin her birinden ve kanalin orijinal giris EEG sinyalinden sirasiyla 320 ve 40 6zellik ¢ikarmak
icin DSBP ve istatistiksel iirete¢ islevleri kullanildi. Her bir EEG sinyal boliimii i¢in iiretilen 360
Ozellikten olusan 15 6zellik vektorii (f), NCA secici kullanilarak en iyi 512 6zelligin secildigi 5.400
(=15 x 360) uzunlugunda biiyiik bir 6zellik vektorii olusturmak tizere birlestirildi. Her kanalda iki
dogrulama tahmin vektoriinii hesaplamak icin on kat ¢apraz dogrulamali SVM ve kNN kullanildi,
yani her 14 kanalli EEG kaydi i¢in 28 tahmin vektorii hesaplandi. Son olarak, kanal basina tiim
EEG sinyal girislerinde en iyi genel siniflandirma sonucunu belirlemek icin IMCMYV algoritmast
kullanildi.

Onerilen 6zellik mithendisligi modeli dort ana asamadan olusmaktadir. Bu asamalar:

0] MDWT ve iki 6zellik segme fonksiyonu (DSBP ve istatistik) ile hibrit ve ¢ok diizeyli

Oznitelik ¢ikarma,

(i) NCA tabanli en bilgilendirici 6znitelik segimi,

(ili) ki klasik siniflandirict (kNN ve SVM) ile siniflandirma,

(iv) En iyi sonug sec¢imi i¢in ¢ogunluk oylama kullanilir.

Ayrica, DSBP-IMCMYV tabanli modelin ayrintili adimlar1 asagida agamali olarak verilmistir:
Ozellik ¢ikarma: El yapin bir 6zellik mithendisligi modeli 6nerilmistir. Bu nedenle, bu modelin
en 6nemli agamasi Ozellik ¢ikarimidir. Bu asamada, ¢ok diizeyli bir 6znitelik ¢ikarma yontemi
olusturmak i¢cin MDWT kullanilmistir. Ayrica, el yapimi 6zellik ¢ikarimu istatistiksel ve dokusal
olmak iizere iki ana metodoloji igerir. Bu nedenle, istatistiksel 6zellikler olusturmak i¢in iyi bilinen
20 dogrusal ve dogrusal olmayan istatistiksel moment kullanild1 ve dokusal 6zellikleri ¢ikarmak
icin yeni bir 6zellik olusturma iglevi (DSBP) 6nerildi.

Adim 1: Ayn kanallardan her bir EEG sinyal segmenti girisi (6rnekleme hiz1 128 Hz, siire 15 s)
okunur. Her bir sinyal segmentinin uzunlugu 1.920'dir (=128 x 15).
Adim 2: MDWT doniisiimii (Sekil 3) kullanilarak EEG sinyali alt bantlara (b) ayristirilir. Burada
yedi seviyeli MDWT kullanilmistir. Seviye sayisi asagidaki formiil kullanilarak hesaplanmisgtir:

lev = [logz (lle—b")J (5.20)

burada lev seviye sayisini temsil eder; len, EEG sinyalinin uzunlugu; ve lb, yerlestirilmis ortiisen
bloklarin maksimum uzunlugunu temsil eder.

MDWT'nin sematik ifadesi, Sekil 5.6'da gosterilmistir.
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Sekil 5.6. Yedi seviyeli MDWT'nin gdsterimi

Symlet 4 ana dalgacik fonksiyonu, her biri algak gegiren (L) ve yiiksek geciren (H) filtre katsayilar
iceren b alt bantlarini olusturmak i¢in kullanildi. Literatiirde, genel olarak, ¢ok seviyeli dalgacik
doniisiimii, 6zelliklerin frekans alaninda olusturulmasi igin kullanilmaktadir. Bunun yani sira ¢ok
seviyeli dalgacik doniisiimii kullanilarak ¢ok seviyeli bir 6zellik mimarisi elde edilir ve bu mimari
kullanilarak hem diisitk hem de yiiksek seviyeli 6zellikler ¢ikarilir. Yiiksek gegiren filtre alt
bantlarmin 6zellik olusturma yeteneginden faydalanmak istendigi ic¢in hibrit bir yaklasim
kullanilmustir. Bu nedenle, dalgacik paket ayrisimi [57], gibi 6zellikler olusturmak i¢in yiiksek
geciren filtre alt bantlar1 kullanildi.

Ayrica symlet4 filtresi kullanilmigtir. Bu filtre genellikle sinyal giiriiltii giderme i¢in kullanilir.
MDWT modeli kullanilarak alt bant {iretimi agagida matematiksel olarak agiklanmistir.

[Ly,H;] = Y(EEG,sym4) (5.21)
[Ly Hy] = P(Ly—y,sym4), g € {2,3,...,7} (5.22)
burada L ve H sirasiyla algak gegiren ve yiiksek gegiren filtre katsayilarini temsil eder; ve (., .),
ayr1 dalgacik doniisiim fonksiyonudur ve giris sinyali ve dalgacik filtresi olmak {izere iki parametre
alir. Burada symlet 4 (sym4) filtresi kullanilmigtir. Olusturulan alt bantlar (L ve H) kullanilarak

modelin bant veri yapisi olusturulmustur (Sekil 5.3).
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b1 =Ly, k€{12,..,7} (5.23)
by, = Hy (5.24)
Adim 3: Istatistiksel ve DSBP &zellik ¢ikaricilari kullanilarak b ve orijinal EEG sinyalinden 6zellik

vektorleri olusturulur.
fi = y(@(EEG),5(EEG)) (5.25)
fivr =v(w(b;),8(b))).j € (2,3, ..., 14} (5.26)
Burada f 6zellik vektorleridir; y(.) birlestirme islevi; @w(.), istatistiksel ozellik ¢ikarici; ve 6(.),
DSBP 6zellik gikaricidir.
Her bir alt banttan veya giris EEG sinyalinden sirasiyla 40 ve 320 6zellik ¢ikaran @ (.) ve §(.)'nin
detaylar1 agsagida verilmistir. Kullanilan istatistiksel 6zellik ¢ikarimi asagida agiklanmustir.
Istatistiksel dzellik ¢ikarimi izl ve etkili bir yontemdir [58]. Bu calismada, her bir tek boyutlu
sinyalden 40 6zellik ¢ikarmak i¢in her bir tek boyutlu sinyale ve onun mutlak degerine yaygin
olarak kullanilan yirmi istatistiksel moment uygulanmistir. Bu ¢aligmada kullanilan istatistiksel
ozellik ¢ikarimi, hem dogrusal (medyan, maksimum, minimum, mod, varyans, ¢arpiklik, standart
sapma, basiklik, ortalama, aralik, Higuchi, en biiyiik Lyapunov iissii) hem de dogrusal olmayan
(enerji, Renyi, Shannon, Kolmogorov-Sinai, Fuzzy, Tsallis, Wavelet ve Permutation entropi)
yontemleri igerir [59].
Birlestirilmis bir 6zellik vektorii olusturmak igin dokusal ve istatistiksel 6zellikler kullantilmugtr.

Adim 4: Olusturulan 6zellik vektorleri birlestirilir.
X(g+360x (1 —1)=rf"g).qe{12,..360}1 €{1.2,..,15} (5.27)

burada X, 5.400 (=360 x 15) uzunlugunda hesaplanan nihai/birlesik 6zellik vektoriini temsil eder.
Yukaridaki 1'den 4'e kadar olan adimlar, onerilen ¢ok diizeyli hibrit 6zellik ¢ikarma siirecini
tanimlar.

Oznitelik Secimi: Bu galismada, mesafe tabanli bir fonksiyon olan basit bir dzellik segme
fonksiyonu kullanilmistir. Bu fonksiyon NCA'dir ve NCA, kNN'nin se¢im versiyonudur.

NCA, en bilgilendirici 6zellikleri segmek i¢in kullanilmig olan &zellikler i¢in negatif olmayan
agirliklar tretir (yiiksek agirliklar ayirt edici 6zellikleri ve diisiik agirliklar gereksiz Gzellikleri
tanimlar). Boylece tiretilen agirliklar, 6zniteliklerin nitelikli indekslerini elde etmek igin azalan
oranlarda siralanmigtir. Hesaplanan indeksler kullanilarak en bilgilendirici/degerli 6zellikler
segilebilir. Ayrica, NCA hem basit hem de etkili bir 6zellik se¢me islevidir. Bu nedenle, 6zellik
secici olarak NCA tercih edilmistir. Bu arastirmada en degerli 512 6zellik secilmistir.

Adim 5: NCA o&zellik segiciyi kullanarak en degerli/onemli 512 6zellik secilir.

kNN'nin 6zellik se¢im karsilig1 olan NCA, literatiirde yaygin olarak kullanilan basit bir se¢icidir.
Siniflandirma: Onerilen dzellik ¢ikarma yontemi ve NCA kullanilarak olusturulan dzelliklerin

yiikksek smiflandirma yetenegini gostermek igin kNN ve SVM olarak iki si1g siniflandirict
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kullanmigtir. En uygun siniflandiricilart segmek igin MATLAB kullanilmistir. Hesaplanan test
sonuglarina gore, en iyi iki siniflandirict kNN ve SVM'dir. Bu nedenle, bu siniflandiricilar
dogrulama tahmin vektor liretecleri olarak kullanilmistir.
Adim 6: 10 kat ¢apraz dogrulama ile kNN ve SVM kullanilarak dogrulama tahmin vektorleri
hesaplanir. Onerilen IMCMV'nin ilk adim olan her kanalin EEG sinyal segmenti igin iki tahmin
vektori olusturuldu.
p%¢~t = K(sf,,y,10),c € {1,2,...,14} (5.28)
p*¢ = @(sf,y,10) (5.29)
burada p tahmin edilen vektorleri temsil eder; sf, NCA tarafindan secilen 6zellikler; y, gergek cikti;
“10” degeri, 10 kat ¢apraz dogrulama; K(.), kNN siniflandiricisi; ve @(.), DVM smiflandiricisidir.
Siniflandiricilarin hiperparametreleri agagida verilmistir:
k-en yakin komsu (kNN): k 1'dir,
Destek vektdr makinesi (DVM) [60]: Ikinci dereceden bir polinom gekirdegi kullanilmis, kutu
kisitlama seviyesi bir ve kodlama 1-vs-1 olarak se¢ilmistir.

Cogunluk oylamasi: Bu ¢alismada, yeni bir gogunluk oylama algoritmasi dnerilmistir.

Tahmin
Vektdrleri

!

Dogruluklan
Hesapla

|
Vektorleri
Sirala

!
— i=3:28
}
Dizi Olustur
!

Uygula
—

Oylanan sonuglan
elde et

'
En iyi sonucu
seg

Sekil 5.7. En iyi siniflandirma sonucunu elde etmek i¢in kullanilan IMCMYV algoritmasi
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Bu ¢ogunluk oylama modeli, birden fazla oylanan vektor olusturmak igin bir dongii kullanir ve iki
siniflandiricinin tahmin edilen vektorlerini kullanmistir. Bu nedenle bu model, yinelemeli ¢oklu
siniflandiricilara dayali ¢ogunluk oylamasi (IMCMYV) olarak adlandirilir. Bu agamanin grafiksel
Ozeti Sekil 5.7'de ve adimlari ise Tablo 5.4°te verilmistir.

Adim 7: p ve y'yi kullanarak her bir kanalin dogrulugu hesaplanir.

Adim 8: Genel sonuglar1 hesaplamak icin yinelemeli (dongii tabanli)) mod tabanli ¢ogunluk

oylamasi uygulanir.

Tablo 5.4. IMCMV'nin sdzde kodu

Girdi: Tahminler (p), dogruluklar (oa).
Cikti: Oylanan tahminler (vp).

01: Hesaplanan dogruluk kullanilarak siralanmis dizinler (idx) hesaplanir.
02: for g=3 to 28 do // Yinelemeli oylama
03:  fori=1to length(y) do

04: for j=1togdo

05: arr(j) = Diax(j)(©); !/ arr olusturulan diziyi temsil etmektedir.
06: end for j

07: vpg-2 (1) = M (arr); Il M (.) mode fonksiyonudur.

08: endfori

09: end for h

Adim 9: vp ve y kullanilarak oylanan dogruluklar hesaplanir.

Adim 10: En iyi sonug segilir.
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6. DENEYSEL SONUCLAR

Bu boéliimde, toplanan EEG sinyal veri setini kullanarak elde edilen siiflandirma sonuglari

verilmistir, sunulan 6neri bir sinyal siniflandirma modelidir.

6.1. Deneysel Kurulum

Onerilen SSG tabanli EEG siniflandirma modeli, el yapimi &znitelik tabanli bir sinyal siniflandirma
modelidir ve MATLAB (2021a) ortaminda uygulanmistir. Bu modelin hafif 6zelligini gostermek
icin basit/temel yapilandirilmis bir bilgisayar kullanilmis ve SSG tabanli EEG siniflandirmast CPU
modunda herhangi bir grafik islemci ve paralel programlama kullanilmadan uygulanmustir.
Kullanilan bilgisayar Intel i7 7700 CPU, 16 GB RAM bellek, 256 GB SSD ve Windows 11 igletim
sistemine sahiptir.

Bu tezde iki adet model 6nerilmistir ve modellerin parametreleri asagidaki gibi verilmistir.

Tablo 6.1. Kare toplaml graf deseni tabanli modelin parametreleri

Metot Parametreler

Kare toplamli graf deseni Kernel: Signum
Ortiisen blok uzunlugu: 16
Ozelligin uzunlugu: 512

Istatistiksel dzellik ¢ikarma Moment Sayist: 20

Ozelliklerin uzunlugu: 40

TOQWT Q:1, r:3 (yaygin olarak kullanilan salimimli olmayan
parametrelerdir), J:11 (en kii¢iik bandin uzunlugu 16in
iizerinde oldugundan maksimum seviye sayisi)). TQWT

kullanilarak, 6zellikler frekans alanindan ¢ikarilir.

NCA Olusturulan 7176 6zellik arasindan 552 6zellik segildi

kNN k:1, mesafe: L1-norm, oylama: hayir, dogrulama: 10 kat CV
IMV Dongii araligi 3 ile 14 arasindadir

Secim Maksimum dogru tahmin edilen vektor segilir

Bu parametreler kullanilarak (bkz. Tablo 6.1) 6neri, toplanan EEG veri setinde uygulanmugtir.

Tablo 6.2 de DSBP tabanli modelin olusturulma parametreleri verilmistir.



Tablo 6.2. DSBP-IMCMYV deseni tabanli modelin parametreleri

Metot Parametreler
DSBP Merkezi simetrik ve merkez tabanli 6zellik ¢ikarma stratejileri
kullanildi
Kernel: Signum
Ortiisen Blok Uzunlugu: 9
Ozellik vektoriiniin uzunlugu: 320
MDWT EEG sinyal segmentlerinin yiiksek gegiren ve algak gegiren
filtre alt bantlarii hesaplamak i¢in 7 seviyeli bir MDWT
kullanildi
NCA Olusturulan 5400 6zellik arasindan 512 6zellik secildi
IMCMV Oylanan sonuglar1 hesaplamak ve en iyi sonuglar1 segcmek i¢in

IMCMYV kullanild:

Istatistiksel dzellik ¢ikarma

Moment Sayisi: 20
Ozelliklerin uzunlugu: 40

kNN
SVM

k: 1, mesafe (L1-norm)
Polinomal ¢ekirdekli SVM

6.2. Performans Degerlendirme Metrikleri

EEG climle veri seti, genel siniflandirma dl¢timleri kullanildigindan 20 sinif igerir. Literatiirde en
cok tercih edilen siniflandirma 6l¢iimii dogruluktur. Bu nedenle dogruluk kullanilmistir. Ayrica
literatiirde genellikle kesinlik, hatirlama ve F1-skor 6l¢timleri kullanilmistir. Bu nedenle, dogruluga
ek olarak kesinlik, geri ¢agirma ve F1 puam Olgtimleri de kullanilmistir [61,62]. Kullanilan

performans degerlendirme Olciitlerinin matematiksel gosterimleri/denklemleri de asagida

verilmistir.
. ntp + ntn
dogruluk(acc) = ntp + ntf + nfp + nfn (6.1)
ntp
hatirlama(rec) = W (6.2)
- nip
kesinlik(pre) = W (6.3)
F1puani = 2 rec xpre (6.4)
rec + pre
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acc dogruluk, rec hatirlamay:1 tamimlar, pre kesinligi temsil eder, F1, F1 puanidir. Bu performans
degerlendirme Ol¢iimlerini hesaplamak i¢in dort degisken kullanilir ve bunlar ntp gercek
pozitiflerin sayisini, ntn gercek negatiflerin sayisini, nfp yanlis pozitiflerin sayisim1 ve nfn yanlis

negatiflerin sayisini temsil eder.

6.3. Kanal Bazinda Sonuclar

Toplanan veri kiimesi 14 kanala sahiptir. Bu aragtirmada, kanal bazinda siniflandirmay1 géstermek
icin her bir kanalin smiflandirma performanslar1 hesaplanmistir. Ayrica kanal bazinda
smiflandirma  performanst hesaplanarak her bir kanalin ciimle smiflandirma etkisi

degerlendirilmistir. Kullanilan 6nerilere ait hesaplanan kanal bazinda sonuglar Tablo 6.3 ve 6.4’te

gosterilmistir.
Tablo 6.3. Birinci modelin kanal bazli sonuglari (%)

Kanallar Hatirlama Kesinlik F1 Puami Dogruluk
1: AF3 93 93,13 93,06 93

2: F7 94,19 94,20 94,19 94,19
3:F3 92,45 92,61 92,53 92,44
4: FC5 65,60 66,10 65,85 65,63
5:T7 89,22 89,36 89,29 89,25
6: P7 75,11 75,92 75,51 75,13
7: 01 92,73 93,03 92,88 92,75
8: 02 95,06 95,15 95,11 95,06
9: P8 93,07 93,29 93,18 93,06
10: T8 92,50 92,85 92,68 92,50
11: FC6 92,69 92,93 92,81 92,69
12: F4 89,50 89,61 89,55 89,50
13: F8 91,58 91,78 91,68 91,56
14: AF4 93,87 94 93,94 93,88

Tablo 6.3'den de anlasilacagi gibi, O2 kanalinda %95,06 siiflandirma dogrulugu elde edildigi i¢in
en dogru kanal O2 kanalidir. En kotii dogru kanal FC5'tir ve bu kanalin siniflandirma dogrulugu

%65,63'e esittir. 20 sinif bulunmakta olup tiim bireysel kanal bazinda sonuglar %60'1n lizerindedir.
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Ayrica kNN smiflandirict kullanilarak onerilen modelin genel siniflandirma dogrulugu (ortalama

+ standart sapma) %89,33 £ %8,39 olarak hesaplanmugtir.

Tablo 6.4. Tkinci modelin kanal bazli sonuglar (%)

Kanallar | KNN SVM
Oa(%) | Rc(%) | Pr(%) | F1(%) | Oa(%) | Rc(%) | Pr(%) | F1(%)

1 88,38 88,38 88,48 88,43 91,31 91,32 91,65 91,48
2 91,06 91,06 91,15 91,11 90,75 90,75 90,89 90,82
3 89 89,01 88,99 89 90,50 90,51 90,70 90,60
4 87,75 87,74 87,84 87,79 90 90 90,48 90,24
5 89,50 89,46 89,56 89,51 90,88 90,85 91,01 90,93
6 90,25 90,24 90,29 90,26 88,88 88,87 89,27 89,07
7 89,75 89,72 90,04 89,88 90,38 90,36 90,81 90,59
8 94,69 94,69 94,83 94,76 93,69 93,69 93,98 93,83
9 92,13 92,11 92,30 92,20 92,06 92,06 92,52 92,29
10 92,38 92,37 92,49 92,43 92,63 92,62 92,85 92,73
11 92,31 92,32 92,43 92,37 91,81 91,82 92,17 91,99
12 86,44 86,43 86,64 86,53 88,69 88,68 89,23 88,95
13 83,56 83,58 83,65 83,62 87,56 87,56 87,88 87,72
14 90,31 90,32 90,36 90,34 91 91 91,22 91,11

Tablo 6.4'ten de anlasilacag gibi, 8 numarali kanalda %94,69 siiflandirma dogrulugu elde edildigi

icin en dogru kanal 8 numarali kanaldir.

6.4. Agirhkh Oylama Sonuclari

Birinci dnerilen modelin smiflandirma kabiliyetini artirmak i¢in IMV algoritmasi kullanilmig ve
12 kanaldan 14 sonug¢ hesaplanmigtir. IMV'nin iterasyon araligi 3 ile 14 arasindadir. Béylece IMV

kullanilarak 12 oylama sonucu hesaplanmistir. Hesaplanan oylama sonuglar1 asagidaki tablolarda

gosterilmistir.
Tablo 6.5. Birinci modele ait IMV kullanilarak oylanan sonuglar (%)
Kanallarin Hatirlama Kesinlik F1 Puani Dogruluk
Numaralari
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3 97,44 97,52 97,48 97,44
4 98,25 98,33 98,29 98,25
5 98,75 98,78 98,76 98,75
6 98,94 98,97 98,95 98,94
7 98,69 98,74 98,71 98,69
8 99,06 99,10 99,08 99,06
9 98,87 98,94 98,91 98,88
10 99 99,04 99,02 99

11 99 99,06 99,03 99

12 99,13 99,16 99,14 99,13
13 98,88 98,92 98,90 98,88
14 99,19 99,21 99,20 99,19

Tablo 6.5, hesaplanan en iyi dogrulugun %99,19'a esit oldugunu gdstermektedir ve bu dogruluk
tiim (14) kanallarin oylanmasiyla elde edilmistir. IMV kullanilarak, tiim sonuglar %97'nin iizerinde
elde edilmistir (en kotli genel dogruluk, ilk ti¢ kanal kullanilarak %97,44'tiir). Ayrica, IMV en iyi
siniflandirma dogrulugunu %95.06'dan (kanal bazinda en iyi dogruluktur) %99,19'a yiikseltir.
Acggozlilik temelli bir mimari Onerilmistir. Bu nedenle Onerilen SSG tabanli EEG ciimle
siniflandirma modelinin elde edilen siniflandirma dogrulugu %99,19'a esittir.

Ikinci modele ait gosteri modunda elde edilen TSEEG sinyallerinde kullanilan tahmin vektorlerinin

sayisina karst oylanan dogruluk grafigi ise Sekil 6.1°de verilmistir.
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Sekil 6.1. ikinci modele ait gosteri modunda elde edilen TSEEG sinyallerinde kullanilan tahmin
vektorlerinin sayisina karsi oylanan dogruluk grafigi

6.5. Simf Bazinda Sonuclar

6.5.1. Birinci Modele Ait Sonuglar

Birinci 6neri, kendi kendini organize eden bir EEG ciimle smiflandirma modelidir. Onceki iki
bolimden de goriilecegi lizere (bkz. Bolim 6.3 ve Boliim 6.4), 14 kanal bazinda ve 12 oylama
sonucu hesaplanmistir. Bu mimari, hesaplanan 26 sonugtan en iyi sonuglar1 seger. Hesaplanan
sonuglara gore onerilen model %99,19 smiflandirma dogrulugu saglamistir. Ayrica, kullanilan veri

seti 20 kategori icermektedir.
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Sekil 6.2. Karisiklik matrisi

Sekil 6.2, yanlis siniflandirilan EEG sinyallerinin toplam sayisinin 11 oldugunu gostermektedir. 14
sinifin geri ¢gagirma degerleri %100'e esittir. En kotii dogru sinif 9. siniftir (Mesleginiz nedir?) ve
bu smifta %93,75 hatirlama (simif bazinda dogruluk) elde edilmistir. Ayrica, simif bazinda

hatirlama, kesinlik ve F1 puanlar1 Sekil 6.3'de gosterilmektedir.
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Sekil 6.3. Sinif bazinda hatirlama, F1 puan1 ve kesinlik degerleri.

Sekil 6.3, en iyi sonuglarin %100'e esit oldugunu gostermektedir. En kotii hatirlama, kesinlik ve F1

puanlar sirastyla %93.75 ile 9. kanala ait, %94.05 ile 17. kanala ait ve %96.15 ile 17. kanala aittir.

6.5.2. Ikinci Modele Ait Sonuclar

Gosteri modu sonuglari: Model, Kanal 8'de goriilen en iyi performansla, kNN ve SVM
siniflandiricilarin kullanarak kanal bazinda sonuglara ulagsmstir. (Tablo 6.3).

Tim kanallardaki genel simiflandirma dogruluk oranlari, kNN ve SVM simniflandiricilar
kullanilarak sirasiyla %89,82 +%2,79 ve %90,72 +£%1,62 olarak elde edilmistir. IMCMV
algoritmasi kullanilarak, karsilik gelen dogruluklarla oylanan 26 sonu¢ daha yinelemeli olarak
hesaplanmistir. Model, IMCMV'yi dagitarak, tahmin edilen {i¢ vektoriin minimumunu kullanarak
%96,19'luk bir dogruluk elde etti (en kotii) ve tahmin edilen 28 vektoriin tiimiinii kullanarak
%98,81'lik en iyi dogruluk elde edildi (Sekil 6.1). Gosterim modunda elde edilen TSEEG sinyalleri
kullanilarak elde edilen modelin karisiklik matrisi, diisik yanlis simiflandirma oranlarimni
gostermektedir (Sekil 6.4). En kotii ihtimalle Tiirkge climle 9 Numara “Mesleginiz nedir?” gosteri
modunda sekiz kez Tiirkge Ciimle Numarast 17 “Rica ederim” olarak yanlis siniflandirilmistir

(Tablo 4.1).
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Sekil 6.4. Gosterme modunda elde edilen TSEEG sinyalleri i¢in oylanan sonuglarin karigiklik matrisi

Dinleme modu sonug¢lari: Model, sirastyla KNN ve SVM simiflandiricilari i¢in Kanal 7 ve 10 igin
elde edilen en iyi performansla, kanal bazinda sonuglara ulasti (Tablo 6.6). Tiim kanallardaki genel
siiflandirma dogruluk oranlari, kNN ve SVM smiflandiricilart kullanilarak sirasiyla 992,48
%+2,61 ve %92,27 %+1,94’tiir. Model, IMCMV'yi dagitarak, tahmin edilen en az ii¢ vektorii
kullanarak %96,56'lik bir dogruluk sonucu ve tahmin edilen 15 vektorii kullanarak %98,19'luk en
iyi dogruluk sonucunu elde etti (Sekil 6.5). Dinleme modunda elde edilen TSEEG sinyalleri igin
modelin karigiklik matrisi, yanlis smiflandirma oranlarimi  gostermektedir (Sekil 7.4).
En kotii durumda, dinleme modundaki 3 Numarali Tiirk¢e ciimle “Giile giile” on iki kez Tiirkce 13
Numaral1 “Kolay gelsin” climlesi olarak yanls siniflandirilmistir (Tablo 4.1).

Numaralandirilmig her ger¢ek sinif, Tablo 4.1'de listelenen numaralandirilmig Tiirkge ciimleye

karsilik gelir.
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Tablo 6.6. KNN ve SVM simiflandiricilari kullanilarak dinleme modunda elde edilen kanal bazli sonuglar
(%).

Kanallar | KNN SVM
Oa(%) | Rc(%) | Pr(%) | F1(%) | Oa(%) | Rc(%) | Pr(%) | F1(%)

1 91.94 91.92 91.98 91.95 92.56 92.54 92.75 92.65
2 93.38 93.36 9345 | 9341 92.38 92.36 | 92.47 92.42
3 90.13 90.12 90.23 90.18 90.13 90.11 90.60 90.35
4 93.75 93.75 93.80 | 93.77 92.50 92.49 92.67 92.58
5 92.94 92.93 93.13 93.03 93.69 93.69 93.95 93.82
6 93.50 93.49 93.71 93.60 92.94 92.94 93.12 93.03
7 95.25 95.24 95.39 95.32 9431 94.31 94.48 94.40
8 95.06 95.06 95.09 95.08 93.75 93.73 | 93.96 93.85
9 95.06 95.06 95.13 95.09 93.81 93.80 |93.98 93.89
10 94.25 94.24 94.34 94.29 94.63 94.62 94.74 94.68
11 92.63 92.62 92.76 92.69 92.44 92.43 92.51 92.47
12 89.19 89.17 89.40 89.29 89.75 89.73 90.09 89.91
13 85.88 85.86 85.88 85.87 87.81 87.80 88.33 88.07
14 91.81 91.80 91.80 91.80 91.13 91.11 91.27 91.19
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Sekil 6.5. Dinleme modunda kullanilan tahmin vektorlerinin sayisina karsi oylanan dogruluklarin grafigi
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/. BULGULAR VE TARTISMA

Bu tez ¢alismasinda iki adet model 6nerilmistir. Bu modellerle elde edilen bulgular ve sonuglar bu

boliimde tartisilmistir.

7.1. Toplamsal Kareler Tabanh Yontem

Bu arastirmada yeni bir EEG siniflandirma metodolojisi tanimlanmistir ve bu metodoloji EEG
ciimle siniflandirmasi olarak adlandirilmistir. Onerilen SSG tabanli EEG sinyal simiflandirmast,
EEG sinyallerini kullanan bir makine 6grenme modelinin climle siniflandirma kapasitesini
gostermek i¢in yeni toplanmis bir EEG sinyal veri seti tizerinde test edilmistir. Toplanan veri seti,
15 saniye uzunlugunda 1600 EEG sinyali icerir. Bu EEG sinyalleri 20 katilimcidan toplanmustir.
Ayrica bu EEG sinyal veri setinde 20 smif bulunmaktadir. Bu veri setini otomatik olarak
siniflandirmak i¢in elle modellenmis yeni bir gelismis sinyal isleme modeli onerilmistir ve bu
model yeni bir graf tabanli 6grenme modeli kullanmaktadir. Sunulan graf tabanli 6zellik ¢ikarici,
kare toplamli bir problem kullanir. Sunulan SSG modeli, kendi kendini organize eden bir EEG
siiflandirma mimarisinde kullanilir. Bu mimaride, dalgacik alt bantlarindan iist diizey 6znitelikler
¢ikarilmistir. Ayrica, ham EEG sinyallerine SSG ve istatistiksel 6znitelik ¢ikaricilar uygulanir. Bu
acidan, sunulan 6neri hem uzay hem de frekans alanlarindan 6zellikler ¢ikarir. En iyi 6znitelikler
NCA (kNN'nin dzellik se¢im versiyonu) secicisi ve kNN (Ozellikler NCA kullanilarak segilmistir.
Bu nedenle, kanal bazinda smiflandirma sonucglari elde etmek igin kNN simiflandiricisi
kullanilmigtir) kullanilarak seg¢ilmistir. Ayrica, en iyi siniflandiriciyr segmek i¢cin MATLAB
kullanilmigtir. Karar agaci, destek vektor makinesi, kNN, yapay sinir ag1 ve torbalamali agag
siniflandiricilart kullanilmistir. AF3 kanali igin bu bes siniflandiricinin siniflandirma sonuglari

Sekil 7.1'de gosterilmistir.
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Sekil 7.1. AF3 kanali i¢in kullanilan siniflandiricilarin kiyaslamasi

Sekil 7.1, kullanilan s1g smiflandiricilardan bu problemi ¢6zmek i¢in en uygun siniflandiricinin
kNN oldugunu gostermistir. IMV'yi konuslandirarak, hesaplanan tahmin edilen vektor sayis1 14'ten
26'ya ¢ikarildi. Tahmin edilen tiim vektdrlerin siniflandirma dogruluklari hesaplandi ve en iyisi
onerilen SSG tabanli kendi kendine organize EEG sinyal siniflandirma modeli tarafindan secildi.

Hesaplanan 26 dogruluk Sekil 7.2'de gosterilmistir.
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Sekil 7.2. Tahmini 26 vektorii kullanan hesaplanmis 26 siiflandirma dogrulugu

Sekil 7.2, en iyi siniflandirma dogrulugunun (%99,19), tahmin edilen 26. vektor kullanilarak elde
edildigini gdstermistir. Bu nedenle, bu (26.) tahmin edilen vektdr, nihai tahmin edilen vektdr olarak
kullanildi. Tahmin edilen ilk 14 vektor her kanala aittir ve 15. — 26. tahmin edilen vektorler IMV
kullanilarak hesaplanir. Bu nedenle, oylanan tahmin vektérleri olarak adlandirilirlar. Onerinin
kanal bazinda siniflandirma dogruluklarii daha iyi tartigmak igin, Sekil 7.3 dogruluklar

konumlarla birlikte gostermektedir.
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Sekil 7.3. 10 katli CV ile kNN siniflandiriciy1 kullanan kanal konumlarina gére modelin kanal bazinda
simiflandirma dogruluklari (%)

Sonuglar1 vurgulamak igin li¢ renk kullanildi. Sonuglart %93'e esit ve tlizerinde vurgulamak igin
kirmizi ve %90'dan %93'e kadar siniflandirma dogruluklarim géstermek i¢in siyah yazi tipi rengi
kullanildi. %90'dan daha diisiik dogruluklar gostermek i¢in mavi yazi tipi rengi kullanilmistir.
Sekil 7.3, kullanilan ciimlelerin siniflandirma haritasin1 gostermektedir. Yalnizca kirmiz1 kanallar
(AF3, AF4, F7, P8, 02) ve cogunluk oylamasi kullanilarak 6nerilen model %98,75 siniflandirma
dogruluguna ulagsmistir. Bu harita kullanilarak beynin ciimle olusturma/diisiinme eylemi hakkinda
bilgi ¢ikarilabilir.

Sunulan SSG tabanli EEG ciimle siniflandirma modelinin 6nemli nitelikleri/6zellikleri sunlardir:

* Bu arastirmada EEG isaretlerini kullanarak climle siniflandirma/tahmin problemi tanimlanmis ve
bu problem EEG ciimle siniflandirmasi olarak adlandirilmistir.

» Kare toplaml1 bir problem kullanilarak graf tabanli yeni bir 6znitelik ¢ikarma islevi 6nerilmistir.
« Onerilen mimari 26 sonucu hesapladigindan ve en iyi sonug tahmin vektdriinii otomatik olarak
sectiginden, onerilen SSG dznitelik ¢ikarimi kullanilarak kendi kendini organize eden bir 6grenme
mimarisi Onerilmistir.

« Onerilen 6grenme mimarisi, elle modellenen bir 6grenme ydntemidir. Burada hem dokusal (SSG
kullanilarak) hem de istatistiksel 6zellikler ¢ikarilmigtir. TQWT kullanilarak frekans alt bantlari
olusturulmustur. Bu alt bantlar kullanilarak hem diisiik hem de yiiksek seviyelerde hibrit el yapimi
ozellikler ¢ikarilmigtir. Ayrica, hem uzay alanindan (ham EEG sinyali kullanilarak) hem de frekans

alanindan (TQWT kullanilarak) 6zellikler ¢ikarilmugtir.
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» Ozellikleri segmek igin basit bir 6zellik segici (NCA) kullanilmustir. KNN (genel olarak bilinen
bir s1g simiflandiricidir), sunulan SSG tabanl ¢ok diizeyli ve hibrit 6zellik ¢ikaricinin giictinii
gostermek icin kullanilmistir. Burada NCA ve kNN kombinasyonunun etkinliginden
faydalanilmistir.

* Kanal bazinda siniflandirma dogruluklarimi sunulmustur ve en iyi sonuglar (%93"{in iizerinde elde
ettiler) O2, F7, AF4, P8 ve AF3 kanallarina aittir. Bu alanlar beyindeki ciimle olusumu hakkinda
ipucu verir. Beyin cilimlesi olusturma/diisiinme yapist bu tiir aragtirmalar kullanilarak
modellenebilir. Ayrica, en kotii dogru kanallar FC5 ve P7'dir, ¢iinkii bu kanallar %80'den daha
diisiik siniflandirma dogruluguna ulagmustir.

* IMV algoritmasi kullanilarak 12 oylanan tahmin vektorii olusturuldu ve bu oylanan sonuglarin
timi %97nin tizerinde siniflandirma dogruluguna sahiptir.

« Onerilen SSG tabanli modelin hesaplanan nihai sonucu %99,19'dur (sadece 11 yanls
siniflandirilmig EEG gozlemidir).

* Onerilen model, 14 smfta %100 sinif bazinda simiflandirma dogruluguna (geri ¢agirma)
ulagmustir.

+ Onerilen mimari ¢ok basit ve parametriktir. Herhangi bir arastirmaci bu modeli kendi sinyal
siiflandirma problemine uygulayabilir ve bu mimari kullanilarak birgok model nerilebilir (bkz.
Tablo 6.1).

* Elle modellenmis tek boyutlu bir sinyal siniflandirma mimarisi sunulmustur. Yiksek

siiflandirma performansini hesaplamak i¢in, derin 6grenme aglar1 kullanilmustir.

7.2. DSBP Tabanh EEG Ciimle Tanima Modeli

Bu calismada, sirasiyla okuma-gosterme ve dinleme modlarinda gosterilen ana dillerinde
standartlastirilmig yirmi Tiirkce climle 40 goniilliiden olusan iki farkli katilimer grubundan elde
edilen ileriye doniik bir EEG veri seti olan TSEEG kullanilarak bir EEG cilimle siniflandirma
modeli gelistirilmistir. Iki farkli modun incelenmesi ve gdsteri ve dinleme modlar1 igin ayr1 goniillii
gruplarinin kullanilmasi, deney diizeneginde temel hususlardir. Beyindeki gorsel ve isitsel noral
yollar farklidir. Climle tanima ve indiiklenen EEG sinyallerini iglemeleri farkli olacaktir. Yeni
DSBP ve IMCMYV yoéntemlerini kullanan yeni bir hafif siniflandirma modeli, dogru bir EEG ciimle
siniflandirma sistemi gelistirmek i¢cin TSEEG veri seti lizerinde egitildi ve test edildi. Yerel dokusal
ozellikleri ve diislik seviyeli istatistiksel 6zellikleri ¢ikarmak icin DSBP ve istatistiksel 6zellik
c¢ikaricilar konuslandirildi. Bununla birlikte, MDWT, EEG sinyallerini diisiik ve yiiksek gecisli alt
bantlara ayristirir. Bu nedenle, coklu seviyelerde iiretilen hem diisiik hem de yiiksek seviyeli
ozellikler olan DSBP ve istatistiksel 6zellik ¢ikaricilari besler. Giris EEG segmenti basina 5.400
ozellik iiretildi ve en iyi 512 6zelligi se¢gmek i¢in NCA segici kullanildi. Sniflandirma asamasinda,

EEG sinyal kanali basina iki tahmin vektorii olusturmak i¢in kNN ve SVM siniflandiricilart
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kullanildi. Gosteri modunda, kanal bazinda en iyi sonuglar, beyindeki oksipital loblardan birinin
yakininda yiizey EEG sinyallerini toplayan Kanal 8'den (O2) elde edildi. Bu gozlem, calisma
deneylerinin gosteri modunda bir bilgisayar terminal ekraninda katilimcilara gosterilen climlelerle
orneklendigi gibi, gorsel bilgilerin islenmesinde oksipital loblarin temel roliinii desteklemektedir.
Buna karsilik, dinleme modunda kanal bazinda sonuglar farklidir ve en iyi performans sirasiyla
kNN ve SVM smiflandiricilarla Kanal 7 (O1) ve 10'da (T8) gozlemlenmistir. Temporal lob isitsel
yonetimde kritik bir role sahiptir ve oksipital lob beynin gorsel sistemini yonetir.

Bu tez calismasinda, dinleme ve gosterme yoluyla EEG sinyalleri toplanmistir. Ayrica
katilimcilardan sadece ekranda goriintiilenen ciimleyi diisiinmeleri istenildi. Bu sayede veri
toplama agamasinda bu loblar aktif hale getirildi ve en iyi sonuglar 7,8 ve 10 numarali kanallardan
alindi. Her EEG kayd1 14 kanal icerdiginden, TSEEG veri setinden 1.600 EEG kayit 6rneginin her
biri i¢in 28 tahmin vektorii iiretildi. Oylanan sonuglari hesaplamak ve bireysel EEG kayitlarinin
tim kanallar1 arasindan en iyi genel sonuglar1 segcmek icin IMCMV kullanildi. IMCMV
kullanilarak en iyi genel dogruluk, hatirlama, kesinlik ve F1 puani, gosteri modunda 28 tahmin
vektorii ile sirasiyla %98,81, %98,81, %98,88 ve %98,84 olarak; ve dinleme modunda 15 tahmin
vektorii ile sirastyla %98,19, %98,19, %98,28 ve %98,23 olarak bulundu. Deneylerde yaygin olarak
kullanilan 20 Tiirkge climle rastgele secilmis ve tiim ciimlelerin modeli egitmek ve test etmek icin
uygun oldugu 6nceden tespit edilememistir. Buna gore, deneylerde kullanilan tiim siniflar (Tiirkce
climleler) i¢in minimum tatmin edici performansi belirlemek igin modelin smif bazinda
siiflandirma sonuglarinin degerlendirilmesi esastir. Veri kiimesindeki 1.600 kayit 6rneginin
tamaminin sinif bazinda dogruluk oranlari mitkkemmeldir (Sekil 7.5). On iki ve dokuz sinif, sirastyla
gosteri ve dinleme modlarinda siif bazinda %100 dogruluk oranlarina ulasti. En kotii dogruluk
oranlari, sirastyla gosteri ve dinleme modlarinda 9. Sinifta (%90) ve 3. Sinifta (%85) gozlendi.

Ayrica karisiklik matrislerinin bulgulari (Sekil 6.4 ve 7.4) bu durumu gostermektedir.
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Tahmin Edilen Sinif

Sekil 7.4. Dinleme modunda alinan TSEEG sinyalleri i¢in oylanan sonuglarin karigiklik matrisi

Numaralandirilmis her ger¢ek sinif, Tablo 4.1'de listelenen numaralandirilmig Tiirkge ciimleye
kargilik gelir. Ancak, bu sonuglar ¢aligma deneyleri igin tatmin edici olarak kabul edilebilir.
Karsilastirmali sonuglar elde etmek igin, gosteri ve dinleme veri kiimeleri i¢in en dogru kanallar
secilmistir. Gosterim tabanli EEG veri kiimesi i¢in en dogru kanal 8. kanaldir ve 7. kanal dinleme
tabanlt EEG veri kiimesi i¢in en iyisidir. Boylece bu kanallar iizerinde testler uygulanmustir.

Karsilagtirmalar igin kullanilan modeller sunlardir: (i) istatistik, (ii) yerel ikili model, (iii) t¢li

model, (iv) Hamsi modeli ve (v) Twine-shuffle modeli [22]

Tablo 7.1. Farkli metotlarin kanal bazli dogruluklarinin karsilagtiriimasi

Metot Gosteri tabanli EEG veriseti | Dinleme tabanli EEG veriseti
(Kanal 8) (Kanal 7)

[statistik 85.34 78

Yerel ikili model 50.70 54.13

Uclii model 51.99 53.98

Hamsi modeli 71.76 75.98
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Twine-shuffle modeli 73.01 80.97
Onerilen model 94.69 95.25

Hesaplanan siniflandirma dogruluklar: Tablo 7.1'de listelenmistir. Tablo 7.1°den goriildiigii gibi,
onerilen model, bu modeller arasinda en iyi siniflandirma dogrulugunu elde etmis ve Onerilen
DSBP-IMCMYV tabanli EEG siniflandirma modelinin istiinliigiinii gostermistir. Ayrica Tablo 7.1,
cok diizeyli ve hibrit 6znitelik ¢ikarimimin siniflandirma performansini artirdigini vurgulamustir.
Onerilen modelin avantajlar1 ve sinirlamalar asagida listelenmistir.

Avantajlar:

* Ay goniillii gruplarinda, modeli gelistirmek i¢in iki modda (gosterme ve dinleme) ileriye doniik
olarak yeni bir EEG ciimle veri seti elde edildi.

* Tek boyutlu yerel ikili modelin [63] gelistirilmis bir versiyonu olan DSBP, MDWT tarafindan
ayristirilan EEG sinyallerinin alt bantlarindan yiiksek seviyeli 6zellikler dahil olmak {izere dokusal
ozellikleri ¢ikarmak i¢in konuglandirildi.

* Yeni bir oylama modeli olan IMCMYV, coklu smiflandiricilardan ve ¢oklu EEG sinyal
kanallarindan en iyi genel sonuglari, artan sayida hesaplanmis tahmin vektorii kullanilarak
yinelemeli olarak oylanan sonuglardan se¢gmek icin onerildi.

» Onerilen DSBP-IMCMYV tabanli model basit ve saglamdir.

* Model, hem gosterim hem de dinleme modlar1 i¢in TSEEG veri setini kullanarak tek boyutlu EEG
sinyalleri i¢in %98'in iizerinde siniflandirma dogrulugu oranlaria ulagmistir.

Bu nedenle, modelin diger tek boyutlu sinyalleri smiflandirmak icin de kullanilmasi
beklenmektedir.

Sinirlamalar:

* TSEEG veri seti, goniilliilerin anadili olan yirmi Tiirkge climleden olugsmaktadir. Bu nedenle,
deneylerin diger dillerde toplanan ciimleler kullanilarak ¢ogaltilmasi gerekebilir.

* Modelde kullanilan kNN ve SVM siniflandiricilart i¢in 6nceden belirlenmis hiperparametre
ayarlar1 kullanilmigtir. Bu hiperparametreler, siniflandirma sonuglarini optimize etmek i¢in daha

da gelistirilebilir.
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Sekil 7.5. Veri setindeki yirmi smifin (Tiirk¢e ciimlelerin) deney modundaki dogrulugu
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8. SONUCLAR

EEG sinyalleri kullanarak insan fizyolojisinde ¢aligmalar yapilmasi ve bu alandaki ilerlemeler
arastirmacilar tarafindan en ¢ok tercih edilen konulardan biri olmustur. Arastirmacilar farkli
kosullar igerisinde ¢alismalarina en uygun coziimleri iiretmeye devam etmektedirler. Bu tez
calismasinda yeni bir EEG tabanli siniflandirma problemi tanimlanmistir ve bu siniflandirma
problemi EEG ciimle smiflandirmasidir. EEG climle simiflandirmasinin temel amaci telepatik
iletisimi saglamaktir. Bu nedenle katilimcilara climleler gosterilerek bir EEG ciimle veri seti
toplanmugtir. Bu veri seti 20 sinifa ait 1600 EEG sinyali igermektedir (20 climle kullanilmistir). Bu
climleleri otomatik olarak siniflandirmak igin iki farkli model 6nerilmistir:

- Onerilen SSG modeli kullanilarak, kendi kendini organize eden bir sinyal simflandirma
mimarisi 6nerilmistir. Onerilen mimari, toplanan EEG ciimle veri setinde %99,19
smiflandirma dogrulugu elde etmistir. Ayrica kanal bazinda oylama ve sinif bazinda
sonuglar bu ¢aligmada gosterilmistir. Hesaplanan sonuglar ve bulgular, 6nerilen modelin
dogrusal karmasiklik ile yiiksek siniflandirma dogruluguna ulastigini agik¢a gdstermistir.

- Onerilen DSBP tabanli EEG ciimle tanima modeli, TSEEG veri seti ile gdsterme ve
dinleme modlarinda sirasiyla %98.81 ve %98.19 genel dogruluk oranlarina ulasmistir. Bu
olumlu sonugclar, onerilen DSBP-IMCMV tabanli EEG sinyal siniflandirma modelinin
beyin bilgisayar arayiizii uygulamalarinda ciimle siniflandirmasi i¢in uygulanabilecegini
gostermektedir. Ayrica, modelin DSBP tabanli 6znitelik mithendisligi ve IMCMYV tabanl
oylanan sonu¢ {iretimi olduk¢a c¢ok yonlidir ve diger fizyolojik sinyallerin
siniflandirilmasina uygulanabilir.

Bu calisma, beyin bilgisayar etkilesiminin yakin gelecekte daha fazla climle sinifi ve daha saglam
EEG sinyal toplama/beyin goriintiileme cihazlar1 kullanilarak uygulanabilecegini gostermektedir.
Bunun yani sira EEG ciimle smiflandirma konusunda yapilan en sistematik ¢aligmalar bu tez

kapsaminda sunulmustur.
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