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OZET

Bu tez calismasi, ¢alisma kapsaminda hazirlanmis yeni bir medikal goriintii setini
kullanarak akciger benign ve malign timor segmentasyonunu konu almaktadir. Veriler
sirastyla; kanallarin ayri egitilmesi, ayni hastaya ait tiimor goriintiisiiniin farkli kanallar:
olan P, K ve M kanallarinin birer veri seti olarak egitilmesi ve kanallarin birlestirilerek
egitilmesi olmak tizere toplam ii¢ farkli versiyonda egitilmistir. Bahsedilen {i¢ versiyon i¢in
ortak olarak Mask R-CNN mimarisi ve ResNef-101 siniflandiricist kullanilmustir. Sonug
olarak kanallar arasinda en ¢ok bilgi saglayaninin %59, 86 degeri ile K kanal1 oldugu
goriilmiistiir. Siif bazinda ise %72, 88 AP degeri ile K kanalinin benign timér ve %57, 02
AP degeri ile M kanalinin malign tiimér tespitinde en basarili kanal oldugu goriilmiistiir.
Ayn1 mimari i¢in liglincli versiyon veri seti elde ettigi %67, 16 degeri ile beklentileri
dogrulayarak en basarili versiyon olmustur. Veri setinin iigiincii versiyonu Mask R-CNN’e
ek olarak YOLACT, SOLOV2 ve DeepLabv3+ mimarileri ve ResNef-101 siniflandiricist ile
egitilmistir. %74, 14 mAP ile YOLACT] en basarili sonucu verirken ile %62, 70
elde edilmistir. Bir semantik segmentasyon ag1 olan DeepLabv3+ %36, 81 ile
diger modellere gore basarili segmentasyon sonuglari liretememistir. Yapilan tez ¢alismasi

ile literatiire yeni veri seti ve akciger MR| goriintiisii tizerinde tiimériin smifiyla birlikte

segmentasyonunun saglandig bir calisma eklenmistir.

Anahtar Kelimeler: 6rnek segmentasyonu, semantik segmentasyon, derin 6grenme,

benign akciger tiimor, malign akciger tiimor, veri seti
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SUMMARY

This thesis study is about lung benign and malignant tumor segmentation using a new
set of medical images prepared within the scope of the study. The data are respectively; it was
trained in three different versions, namely training the channels separately, training the P, K
and M channels, which are different channels of the tumor image of the same patient, as a data
set, and training the channels by combining them. Mask R-CNN architecture and ResNet-101
classifier were used in common for the three versions mentioned. As a result, it was seen that
the K channel provides the most information among the channels with the value of %59.86
mAP. On the basis of class, the K channel was found to be the most successful channel in
detecting benign tumors with %72.88 [AP| value, and the M channel was the most successful
channel in detecting malignant tumors with %57.02 [AP values. For the same architecture,
the third version dataset was the most successful version, confirming the expectations with
the value of %67.16 mAP. The third version of the dataset was trained with the YOLACT,
SOLOV2 and DeepLabv3+ architectures and the ResNef-101 classifier in addition to Mask
R-CNN. %74.14 with gave the most successful results, while with
%62.70 . DeepLabv3+, a semantic segmentation network, could not produce successful
segmentation results with %36.81 mAP compared to other models. With the thesis study, a
new data set and a study in which the segmentation of the tumor is provided on the lung MR|

image have been added to the literature.

Keywords: instance segmentation, semantic segmentation, deep learning, benign

lung tumor, malignant lung tumor, dataset
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1. GIRIS VE AMAC

Bu tez calismasinda Eskisehir Osmangazi Universitesi Tip Fakiiltesi Hastanesi

Radyoloji Béliimii ile ortak ¢alisma sonucu ortaya cikarilmis olan ve Manyetik Rezonang

(Magnetic Resonance) (MR)) akciger tiimorii goriintiilerini igeren veri setini segmentasyon

yontemleri ile degerlendirmek hedeflenmistir. Hazirlanan veri setinin farkli ayirimlart ile
timorleri segmente etmek amaclanmistir. Bu calisma, medikal goriintii segmentasyonu

konusunu igermektedir.

Medikal goriintiilerin dogru analiz edilmesi; hastaliklarin dogru ve erken teshisinde,
tedavi ve cerrahi siireclerin planlanmasinda biiyiik rol oynamaktadir. Ozellikle kotii huylu
akciger tiimdrii bes y1llik sagkalim oranlar1 diisiik olan kanser tiirleri arasindadir. Genellikle
son evreye gelene kadar belirti vermeyen akciger kanserini erken farketmek hayati 6nem
tasimaktadir. Medikal goriintiilerin yorumlanmasinin tamamen insan uzman yorumuna
bagli olmasi ise detaylar1 farketmeme, yanlis yorumlama vb. olumsuzluklara yol
acabilmektedir. Biriken medikal goriintiileri degerlendirmek ve uzmanlara yardimci olmak

amaciyla medikal goriintii segmentasyonu arastirmacilar arasinda artan bir popiileriteye

sahiptir. Tiimoér segmentasyonu i¢in kullanmilan goriintiilerin siklikla Manyetik Rezonang

Goriintilleme (Magnetic Resonance Imaging) (MRI) ve Bilgisayarli Tomografi

[Computerized Tomography) (CT]) goriintiileri oldugu gériilmektedir.

Dijital goriintii segmentasyonu, ileri seviye dijital goriintii isleme olarak gegmektedir.
Bu yiiksek seviyeli gorev halen gelismekte ve multidisipliner olusuyla genislemektedir. T1ibbi
goriintli segmentasyonu ise dijital gorlintii segmentasyonu uygulanabilen diger alanlara gore
ek zorluklar icermektedir. Medikal goriintiilere ulagmak bu zorluklardan biridir. Yeni veri
seti olusumunda ise etiketlerin muhakkak uzmanlar kontoliinde olusturulmasi gerekmektedir.
Medikal veri seti hazirlanirken hata paymnm diisiik olmasi amaclanmaktadir. Onerdigimiz
veri seti, dort kanalli @ goriintiisiine ait P, K ve M kanallarin1 kullanmaktadir. Veri seti,
akcigerinde tiimor bulunan 84 hastadan elde edilmistir. 543 egitim, 137 dogrulama G6rnegi
olmak iizere toplam 680 6rnekten olugsmaktadir. Bu 6rneklerin 307 tanesi benign ve 373 tanesi

malign timordiir.

Calisma kapsaminda literatiirde popiiler segmentasyon yontemlerinin tibbi goriintii
segmentasyonu alaninda basarilar1 gozlenmistir. Segmentasyon i¢cin Mask R-CNN (He ve
dig., 2017), DeepLabv3+ (L.-C. Chen, Zhu ve dig., 2018), [You Only Look CoefficientS
(Bolya ve dig., 2019) ve Segmenting Objects by LOcationg (X. Wang ve dig., 2020)




mimarileri kullanilmigtir. Mask R-CNN iki asamal1 bir 6rnek segmentasyonu mimarisidir
(He ve dig., 2017). ilk asamasinda bolge teklifleri olusturmakta ikinci asamasinda ise rnek
maske olusturmaktadir. Faster R-CNN (Daha Hizli Bolge Tabanli Evrisimli Sinir Ag1) (Ren
ve dig., 2015) nesne tespit agina maske modiilii eklenmesi ile meydana gelmistir.
[YOLACT], Mask R-CNN gibi var olan nesne tespiti ag1 olan RetinaNet’e (Lin, Goyal ve
dig., 2017) maske modiilii ekleyerek drnek segmentasyonu modeli elde etmistir (Bolya ve
dig., 2019). Mask R-CNN’den farkl1 olarak tek agsamali mimaridir. Modelde, hiz1
arttirmak i¢in bolge Onerisi adimi atlanmistir ve maske katsayisi tahmin etmeye dayali bir
yol izlenmektedir. SOLOvZ’'nin (X. Wang ve dig., 2020) hedefi piksel kiimeleme ya da
nesne tespiti yapmadan dogrudan segmentasyon yapabilmektir. Mimari bu amagcla
gorilintliyli 1zgaralara bolmektedir. Izgarada nesne merkezi bulunmasi halinde 1zgara,
oznitelik ve evrisim ¢ekirdegi ogrenme gorevlerini gergeklestirmektedir. Ogrenme
gorevlerinden gelen bu iki maske birlestirilerek prototip maskeleri elde edilmektedir.
DeepLabv3+, kodlayici-kod ¢oziicii bir mimaridir. Semantik segmentasyon yapan bu
mimari kodlayic1 kisminda ¢ikardigr 6znitelikleri kullanarak kod ¢6ziicii kisimda maske
onerisi Uretmektedir. Dort farkli segmentasyon mimarisinin Onerilen veri seti iizerideki
segmentasyon basarilar1 karsilastirllmigtir. Calismanin 6zgiin degeri ve literatiire katkisi

asagidaki gibi 6zetlenmistir:

+ Bu tez ile uzmanlar esliginde etiketlenmis yeni bir veri seti dnerilmistir. Ornekler
akciger MR gorintilerinden  olusmaktadir ve timdr  segmentasyonu
hedeflenmektedir. Veri seti, benign ve malign olmak iizere iki smif etiketinden

olusmaktadir.

« Literatiirdeki akciger timor segmentasyonu ¢alismalarmin aksine [CT] goriintiileri degil
MR goriintiileri kullanilmistir. Tiimériin yerinin segmente edilmesine ek olarak tiirii de

tahmin edilmistir.

* Ag sec¢imleri, medikal goriinti segmentasyonu alaninda literatiirde heniiz

kullanilmamis ya da az sayida kullanilmig mimariler arasindan yapilmastir.

* Segmentasyon halen gelismekte olan bir alan olarak karsimiza g¢ikmaktadir. Bu

sebeple Tiirkge kaynak sikintisi bulunmaktadir. Bu ¢alismada Makine Ogrenmesi

(Machine Learning) (ML), derin O0grenme ve dijital goriintli segmentasyonu

kavramlar1 derinlemesine incelenmis ve anlasilabilir sekilde verilmistir.
Segmentasyon modellerinin ¢aligma prensipleri agik sekilde anlatilmistir. Bu yoniiyle
caligmanin Tiirkge kaynak kullanmayi arzu eden arastirmacilara yardim etme

potansiyeli vardir.



2. LITERATUR ARASTIRMASI

2.1 Akciger Tiimoriu

Dogada bulunan diger canlilara benzer sekilde hiicreler dogmakta, biiylimekte, belli
miktarda ¢ogalip Olerek yerini saglikli hiicrelere birakmaktadir (Cakici, 2019). Sebebi kesin
olarak bilinmemek ile beraber genetik, yasam kosullari, aligkanliklar vb. tetikleyici
faktorlerin etkisiyle bahsi gegen yasam dongiisii hiicrelerin gerektiginde 6lmemeleri ya da
kontrolsiiz olarak ¢cogalmalar1 sebebiyle bozunuma ugramaktadir. Hayat dongiisti bozulmus
olan bu hiicrelerin kiimelesmesi, tiimor diger bir ismi ile neoplazmi olusumuna sebep
olmaktadir (Charles, 2019).

Akciger tiimorii; gegmeyen ve giderek kotiilesen oksiiriik, bu okstirtik ile kan veya
kanli balgam ¢ikarmak, tekerriir eden veyahut ge¢cmeyen akciger enfeksiyonlari, sesin
kisilmasi, nefesin daralmasi, istah problemleri ve buna bagl olarak kilo kaybi, yorgunluk,
derin nefes alma, Oksiiriik ve gililme durumlarinda koétiilesen gogiis agrist gibi belirtiler
vermektedir (HSGM, 2017). Cogu vaka i¢in ilk olarak fiziki muayene ile baslayan tani
siireci bulunmaktadir. Sonrasinda ayrinti yakalamak i¢in gogiis rontgeni, [CT], vb.
yontemler tercih edilmektedir. Akcigerden alinan biyopsinin patolojik incelenmesi
sonucunda kesin tami belli olmaktadir. Tiimorlerin tedavisi igin cerrahi, radyocerrahi,

radyoterapi ve kemoterapi yontemlerinden hastaya uygun olani uygulanmaktadir.

Akciger tlimorleri, akcigerde bulunan hiicrelerin bozunumu sebebiyle ortaya
cikmaktadir. Bu bozunuma sahip olan hastalarin %80 — 90’1 tiitlin ve {irlinlerini
kullanmaktadir (Hofmann ve dig., 2004). Ikinci el dumana maruz kalma, hava kirliligi vb.
etkenler de hastalig1 tetiklemektedir. Tiimorler meydana gelis bigimleri ile temel olarak
ikiye ayrilmaktadir. Eger tiimor akcigerde basladiysa ve mevcut olan diger tiimorler ile
ilgisi yoksa tiimdr birincil akciger tiimorii olarak adlandirilmaktadir (Charles, 2019). Diger
yandan baska bir dokuda meydana gelmis kansere ait hiicre dolagim ya da lenf sistemi ile
akcigere gelip orada tutunmus ise boyle bir tiimore metastaz ya da ikincil akciger timori
ismi verilmektedir. Mesane, meme, kolon, prostat kanserleri, ndéroblastom ve sarkom
genellikle akcigere yayilim gosteren kanser tiirleridir. ikincil akciger tiimérleri akciger
kanseri olarak ge¢cmemektedir. Ornek olarak kolon kanseri akcigere sicramissa buna
akciger metastazli kolon kanseri denilmektedir. Davraniglar1 agisindan ise tiimdrler iyi

huylu (benign) ve k&tii huylu (malign) timorler olarak iki ana baglikta incelenmektedir.



2.1.1 Benign Akciger Tumoru

Benign diger adiyla iyi huylu akciger tiimorii, kanserli olmayan akciger tiimorii olarak
tanimlanmaktadir. Diger dokulara metastaz yapmaz ve ilerlemesi yavastir (CCS, 2020b).
Boyut artis1, malign tiimdre doniisme vb. degisimler gésterme riskine karsin hastanin saglik
ekibi tarafindan diizenli olarak kontrol edilmelidir. Genellikle hastanin yasamini tehdit
etmemektedir bu sebeple anormal doku biiyiimesi olarak tanimlanmas1 miimkiindiir. Tipki
diger tiimorler gibi tibbi goriintiileme teknikleri ile tespit edilmektedir. Goriintii olarak koti
huylu tiimorlerden oldukg¢a farkhidir. Daha kiigiiktiir ve kapsiil gibi smirlart bellidir.
Olusturulan veri setinden alman bir ornek ile benign akciger tiimérii Sekil R.1°de

gosterilmistir.

(a) Tiimériin MR| Goriintiisii (b) Tiimériin Isaretlenmesi

Sekil 2.1 Benign Akciger Timori

Bening akciger tlimorii bir ok durumda belirti vermemektedir. Ancak belirti verirse
siklikla tekrar eden akciger enfeksiyonlari, oksiiriik, gogiiste hirilti, nefes alma sorunlar
ortaya c¢ikabilmektedir (Stuart, 2021)). Pulmoner hamartom, bronsiyal adenom ve papillom
akcigerde goriilen benign tiimdrler arasindadir. Pulmoner hamartom, akcigerde en sik
goriilen benign tiimordiir (Temiz ve Gezer, 2016). Bir¢ok durumda 4 santimetreden kiigiik
olarak gozlemlenmistir. Genellikle kas, yag, kikirdak gibi farkli hiicre gesitlerinden
kaynaklanmaktadir (Charles, 2019). Bronsiyal adenom, pulmoner hamartomdan sonra
akcigerde en cok rastlanan iyi huylu timordiir (CCS, 2020b). Bu tip bir tiimor bronslarda
bulunan mukus bezlerinden ya da bu bezlerin bosaltimin1 saglayan kanallardan meydana

gelmektedir (Brooks ve Krummel, 2006). Papillom ise akcigerlerin i¢inde bulunan epitel

dokularda olusum gostermektedir (CCS, 2020b). [nsan Papilloma Viriisii (Human

Papilloma Virus) (HPV|) sonucunda ortaya cikan skuamdz papillom, en sik rastlanan
papillomlardan biridir (Charles, 2019).




2.1.2 Malign Akciger Tumoriu

Koétii huylu akciger tiimorii ya da akciger kanseri olarak bilinen malign akciger timori
2008 yil1 verilerine gore %12, 7’lik bir oran ile en sik karsilagilan kanser tiiriidiir (Ferlay ve
dig., 2010). Kiiresel olarak kansere bagli 6liimlerin %18, 2’sini ayn1 zamanda en biiyiik
kismint olusturmaktadir. Ulusal Kanser Enstitiisii’'niin 2012-2018 SEER Kanser
Istatistikleri Incelemesi raporlarma gore bes yillik sagkalim orani yaklasik olarak
%22,9’dur (NCI, 2022). Bahsi gegcen oran siklikla karsilagilan baska kanser tiirlerinin
sagkalim oranindan daha diisiiktiir. Ornegin aym verilere gére meme kanserinin sagkalim
orant %90, 6 olarak verilmistir. 2019 y1l1 Birlesik Krallik verilerine gore akciger kanseri
tanisina sahip hastalarin %40’ 1indan fazlas1 75 yasin lizerindedir ve tani alanlarin %30’u en
az bir y1l %5’1 en az 10 y1l yagsamaktadir (NHS, 2019) .

Malign akciger tiimorii, daginik ve ¢ogu zaman biiyiik bir goriiniime sahiptir.
Olusturulan veri setinden alman 6rnek Sekil 2.2’de verilmistir. Benign akciger tiimorlerine
benzer sekilde akciger kanseri de bir¢ok durumda ilk asamalarda belirti gostermemektedir
(NHS, 2019). Ilerleyen asamalarla birlikte kalic1 nefes darlig1, kalici oksiiriik, kan tiikiirme,
sebepsiz kilo kayb1 ve yorgunluk gibi semptomlar ortaya ¢ikmaktadir. Hastaligin tedavisi
i¢in cerrahi operasyon uygulanabilmektedir (Herrera ve dig., 2003)). Ancak bazen kanserin
konumu veya dagilmis olusu buna miisaade etmemektedir. Bu sebeple cerrahiye alternatif

olarak radyoterapi veya kemoterapi uygulanmaktadir.

(a) Tiimoriin MR Gorlintiisii (b) Tiimériin Isaretlenmesi

Sekil 2.2 Malign Akciger Timari

Primer akciger kanseri (CCS, 2020a) temel olarak 2 ana bashk altinda
incelenmektedir: Kiigiik hiicreli akciger kanseri, Kiigiik hiicreli olmayan akciger kanseri.

Kiiciik hiicreli akciger kanseri, adini kii¢iik goriinmesinden almistir. Cogu vakada viicudun



diger bolgelerine metastaz yaptiktan sonra teshis edilmektedir. Oldukea agresiftir. iki ana
tiirii vardir. Bunlar, kiigiik hiicreli karsinom ve kombine kiigiik hiicreli karsinomdur. Kiigiik
hiicreli olmayan akciger kanseri ise akcigerde en sik goriilen kanser tiiriidiir. Tiim akciger
kanseri vakalarinin %80 — 85’ini olusturmaktadir. Akcigerde bulunan farkli hiicre veya
dokularda baslangic gdsterebilen bu kanserin pek ¢ok alt tiirii bulunmaktadir. Ornek olarak,
adenokarsinom, skuamdéz hiicre karsinomasi, biiylik hiicreli karsinom kiigiik hiicreli

olmayan karsinomun birkag alt tiirtidiir (NHS, 2019).

2.2 Tibbi Goriintiilleme

Viicut olarak ifade edilen varlik deri, kas, yag vb. dokular ile kaplidir ve saglikli bir viicutta
i¢ organlar ile kemikler ¢iplak goz ile goriilememektedir. Tibbi goriintiileme, i¢ organlari ve
kemikleri goriintiileyerek bir sorun olmasi durumunda bu sorunu tespit edebilmek igin
kullanilan ydntemlerin tiimiine verilen isimdir (Bilyk, 2020). Ornegin trafik kazas1 gegirmis
bir hastanin kemiklerinde kirik ve i¢ kanama olup olmadigini kontrol etmek ig¢in tibbi
goriintiilemeden faydalanilmaktadir. Bunun yani sira arastirmacilara, anatominin nasil

isledigini anlamalarinda yardime1 olmaktadir.

Tibbi goriintiileme yontemleri; kanser, i¢ kanama, damar tikanikli§i, kalp
hastaliklari, travmalar gibi pek c¢ok hastaligin tespit edilmesinde kullanilirken farkl

hastaliklarin tespitinde farkli tibbi gériintiileme yontemleri kullanilmaktadir. Réntgen, [CT],

MRI, ultrasonografi, anjiyografi, Pozitron Emisyon Tomografisi (Positron Emission

Tomography) (PET]) siklikla kullanilan ve birgok kisi tarafindan bilinen tibbi goriintiileme

yontemlerindendir. Biitiin bu yontemlerin temeli ise rontgene dayanmaktadir (M. Y. Chen
ve Whitlow, 2011). Rontgen, 1895 yilinda fizik¢i Wilhelm Rontgen tarafindan X 1sinlar
olarakta bilinen rontgen isinlarinin bulunmasi ile ortaya c¢ikmistir. X 1smint igerdigi
iyonlastirici radyasyonun DNA yapisint bozmaya yetecek enerjiye sahip olmasi nedeniyle
bazi anormalliklere sebep olabilmektedir (FDA, 2020a). Bu sebeple hamile ve resit

olmayan hastalara 6nerilmemektedir.

Gorilintiileme isleminde 1sinlar, manyetik alanlar ve ses dalgalar1 gibi gozle
goriilemeyen dalgalar kullanilmaktadir. Ornegin rontgen ve CT’de goriintii alabilmek igin
X 1sm1, MRI’da manyetik alan, ultrasonografide ise ses dalgalar1 kullanmaktadir. Sekil
R.3'te verildigi gibi goriintiileme yaparken genel olarak bir kaynaktan nesneye yoneltilen bu
dalgalar, nesnenin yogunluguna gore yogunlugu fazla olan bolgelerce sogrulmakta diger
bolgelerin ise i¢inden geg¢mektedir (FDA, 2020b). Nesnenin ic¢inden gecen dalgalar
nesnenin arkasina konumlandirilmis olan dedektorler ile yakalanmakta ve matematiksel

hesaplamalar ile goriintii elde edilmektedir.
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2.2.1 Manyetik Rezonans Goriintilleme (Magnetic Resonance
Imaging) (MRI)

Ana amac1 yumusak dokular1 goriintiilemek ve isleyisinin incelenmesine yardim etmek olan
MRI, esnekligi ve hassas ol¢iim yapabilmesi ile gii¢lii bir goriintiileme yoéntemidir (Brown
ve dig., 2014). MRI'nin giiniimiizde geldigi noktaya ulasmasmnin esas sebebi giivenli ve
neredeyse her yastan hastanin hastaliginin teshisinde kullanilabilir olmasindan gelmektedir.
Bunun sebebi Bolim 2.2°de bahsedildigi gibi gorlintii almak i¢in manyetik alan
kullanmaktadir ve radyasyon igermemektedir. Goriintiileme i¢in giiclii bir manyetik alan
kullanmaktadir ve bu manyetik alan diinyanin manyetik alaninin yaklagik 25000 katidir. Bu
sebeple viicudunda metal parga tasiyanlar cihazina girememektedirler. Ayn1 sebeple
boyasinda kursun ya da demir bulunma riskine karsin kalict dévme sahiplerine ve daha

once silahla yaralanmis kisilere cihazina girmeleri 6nerilmemektedir.

MRI, Niikleer Manyetik Rezonans (Nuclear Magnetic Resonance) (NMR]) tibbi
goriintiilemeye uygulanmasi ile ortaya ¢ikmistir. NMR|, 1940’larin baslarindan itibaren

bilinmesine ragmen bunun tibbi goriintiilemenin bir alan1 olarak kullanilmast 1973 yilinda
Paul C. Lauterbur tarafindan gerceklestirilmistir (Suetens, 2009). Lauterbur, icin
kullanilan manyetik alandaki gradyanlarin yerlestirilmesini yumusak doku ve organlardan
gorlintli almak icin kullanmistir. Atom i¢inde bulunan proton ve ndtronlar hareketli
yapilardir. Bu sayede atomlar ve molekiiller manyetik alan igerisinde belirli bir yonelim
almaktadir (Lauterbur - Facts Nobel Prize Outreach 2022). Ancak bu yonelimi yakalamak
icin her farkli atoma farkli frekanstaki radyo dalgalar1 gerekmektedir. 1974 yilinda Peter
Mansfield, bu fenomenin insan viicudunun i¢ kisminin goriintiilerinin olusturulmasi i¢in
kullanilmasin1 konu alan matematiksel bir teori sunmustur. Bu hesaplamalar hidrojen
atomlarmin hareketini esas almaktadir ve dokularda bulunan su igerigindeki farkliliklar,

hidrojen atomlarinin farkli hareketleri, i¢in bir temel olusturmaktadir. Bu ¢alismalarin



ardinda Lauterbur ve Mansfield ayni alanda beraber calismaya baslamislardir ve 2003

yilindaki Fizyoloji veya Tip Odiilii’nii birlikte kazanmustur.

MRI’nin isminde bulunan manyetik, manyetik alanlarin kullamldi§ma atifta
bulunurken rezonans, salinan bir manyetik alanin frekansinin bir doku molekiiliindeki
cekirdegin doniisiiniin 6ncelikli frekansi ile eslemesini ifade etmektedir (Brown ve dig.,
2014). Burada c¢ekirdegin doniisliniin i1yi huylu roliine niikleer bilesen olarak atif
yapilabilmektedir. Bu sebeple yerine Niikleer Manyetik Rezonans Goriintiilemg

(Nuclear Magnetic Resonance Imaging) (NMRI) olarak anilmasi daha dogru olacakken

niikleer kelimesine kars1 olan 6nyargidan dolay1 olarak benimsenmistir.

2.2.2 Dijital Gériintii isleme

Dijital goriintii, sonlu ve iki boyutlu f(x,y) fonksiyonu olarak tanimlanmaktadir (Gonzalez
ve Woods, 2008). Fonksiyonun herhangi bir koordinattaki biiylikliigli goriintiiniin ayni
noktadaki gri renginin yogunlugunu gostermektedir. Bahsi gecen koordinat ise piksel veya
nokta olarak isimlendirilmektedir. f fonksiyonunun ¢iktilari dijital bir ortamda iki boyutlu
bir dizi yani matrisler ile temsil edilmektedir. Dijital goriintiiniin tek bir formati

bulunmamaktadir (Haqq, 2016). Nokta basina diisen 6rnek sayisina ya da igerdigi renklere

gore farkl dijital goriintii formatlar1 bulunmaktadir. ikili, gri tonlamali, Kirmiz1 Yesil Mavi

(Red Green Blue) (RGB) dijital goriintiiler yaygin olarak kullanilan formatlar arasindadur.

Ikili ve gri tonlamali goriintiiler nokta basma bir érnek icermektedir. Bir goriintiide
nokta bagina ii¢ 6rnek bulunmaktadir. Gri tonlamali ve dijital goriintlinlin matris
temsili Sekil 2.4te verilmistir.

Sekil 2.4 Gri Tonlamali ve Goriintlilerin Matris Temsili

Dijital goriintli isleme, dijital goriintiilerin bilgisayarlar yardimi ile islenmesine
atifta bulunmaktadir (Gonzalez ve Woods, 2008). Dijital goriintii isleme insan gori
sistemini temel alsa da, gorilintiileme makineleri elektromanyetik spektrumun hemen hemen
tamamint algilamaktadir. Bu durum ultrason gibi farkli kaynaklarca olusturulan

goriintiilerin makineler tarafindan algilanmasin1 saglamakta ve bu sayede dijital goriintii



islemenin pek ¢cok uygulama alani bulunmaktadir. Astronomik goézlemler, gibi niikleer
ilaclar, anjiyografi, rontgen, florasan mikroskop, lazerler, endiistri de sik¢a kullanilan
kizil6tesi bantlar, radarlar, gibi goriintiilleme teknikleri bahsi gecen uygulama alanlari

arasindadir.

Dijital goriintii isleme, genel olarak diistik, orta ve yliksek seviyeli olmak iizere ii¢
kategoride incelenmektedir. Bu paradigma aralarinda net bir c¢izgi bulundurmayan
bilgisayarla gorii ve dijital goriintii islemenin hangi noktada birlestigini gostermek adina
Gonzalez ve Woods (2008) tarafindan kullanigh olarak tanimlanmistir. Diisiik seviyeli
dijital goriintli isleme; goriintii keskinlestirme, giiriiltii azaltma gibi temel uygulamalari
icermekte ve bu seviyede bir islemin girdisi de ¢iktis1 da goriintii olmaktadir. Orta seviyeli
goriintii isleme; bir goriintiiyli bilgisayar ile islemeye uygun hale getirme, goriintiideki
objelerin segmente edilmesi olarak o6rneklenebilmektedir. Bu durumda orta seviyeli bir
goriintii isleme gorevinde girdi goriintii iken ¢ikt1 goriintiilerden c¢ikarilan Oznitelikler
olmaktadir. Ugiincii ve son kategori olan yiiksek seviyeli goriintii isleme ise dijital goriintii
isleme ile bilgisayarla goriiniin birlestigi goriintiiyii anlamay1 i¢cermektedir. Girdi olarak
oznitelik almakta ve ¢ikti olarak bir algiy1 takip eden islevleri yerine getirmektedir. Nesne
takibi, otonom araglar bahsi gegen seviye i¢in 6rnek olabilecek ¢alismalardir. Ozetle dijital

goriintii isleme gorevlerinde girdi ve ¢iktilar gérevin seviyesine gore degismektedir.

2.3 Makine Ogrenmesi (Machine Learning) (ML)

Yapay zeka calisma alaninin ilk 6rneklerinde akilli uygulamalarin hemen hepsi if-else kosul
yapilar1 ile kodlanmaktayd: (A. C. Miiller ve Guido, 2016). Manuel olan bu yontem ile
akilli uygulamanin kurallarin1 hazirlamak kurallarin goreve 6zgli olmasi, insan faktori
biiylik bir role sahip oldugu i¢in zaman maliyetinin, hata paymin artmasi ve nesnelligin
azalmasi anlamimna gelmekteydi. Hizli, insan ig giiciine gore olduk¢a uygun ve duygu
barindirmadigt i¢in objektif olan makine Ogrenmesi, terim olarak ilk kez 1959°da
arastirmact Arthur Samuel’in dama oyunu ile ilgili olan aragtirmasiyla diinyaya tanitilmistir
(Mitchell ve Mitchell, 1997). Giiniimiizde hayatin her alaninda sik¢a kullanilan ve yiiz
tanima gibi geleneksel programlama ile ¢oziilemeyecek gorevleri olan MI], ge¢miste
toplanmis ve analiz edilmeye uygun verilerden elde ettigi deneyimler ile dogru tahminde
bulunmak ya da basariy1 arttirmak i¢in kullanilan hesaplama yontemlerinin tiimii olarak
tanimlanmaktadir (Mohri ve dig., 2018). Bahsi gecen veriler sisteme girdi olarak
verilmektedir. Veriler, insanlar tarafindan hazirlanmis etiketli veri setleri olabilecegi gibi
sistemin ¢evreden elde ettigi farkli formatta veriler de olabilmektedir. Ayn1 zamanda bu
alan; kullanilan verilerin kalitesi, analizi ve miktar olarak ¢okluguyla sistemin basarisi

dogrudan alakali oldugu icin istatistik, bilgisayar ve yapay zekanin ortak ¢alisma koludur
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(A. C. Miiller ve Guido, 2016) ve literatiirde istatistiksel 6grenme olarakta gegmektedir.

MI] ¢alisma alaninda siklikla kullanilan temel terimler ve onlara ait tamimlar Cizelge R.1’de

verilmistir.

Cizelge 2.1 Temel ML] Terimleri (Mohri ve dig., 2018)

Terim Tanim
Veri Seti Sistemin egitimi ve degerlendirilmesi i¢in kullanilan veri
ornekleri
Oznitelik Genellikle vektor olarak temsil edilen ve bir 0rnege ait olan
ozelliklerin hepsi
Etkiket Verilere tayin edilen siif degerleri ya da kategorileri
Hiperparametre | Kullanici tarafindan belirlenen ve cogunlukla sisteme girdi olarak

verilen parametreler

Egitim Seti

Bir makine 6grenmesi algoritmasinin egitim sirasinda kullandigi

orneklerin timi

Dogrulama Seti

Sistem etiketli veriler ile ¢alisirtken hiperparametrelerin

degerlerini giincellemek i¢in kullanilan set

Test Seti Sistemin performansinin degerlendirilmesi i¢in egitim verilerden
ayr1 olan ve sistemin ilk defa gorecegi drnekleri igeren set
Kayip Fonksiyonu | Sistem tarafindan yapilan tahmin ile gercek etiket arasindaki fark
Asint Ogrenme | Egitim verilerinin ezberlenecek kadar 6grenilmesi sonucunda
diisiik egitim kaybi ancak ytiksek test kaybina neden olmasi
Eksik Ogrenme | Genellikle az hiperparametreli basit modellerde meydana gelen,

verilerdeki piif noktalarin kagirilmasi sorunu

ML], her biri ayri bir arastrma kolu olan dogal dil isleme, metin ve belge

smiflandirilmasi, yiiksek seviyeli bilgisayarla gorii uygulamalar1 gibi birgok problemi

icermektedir. Bunlar1 ¢6zmek i¢in smiflandirma, regresyon ve kiimeleme gibi gorevleri

kullanmaktadir (Mohri ve dig., 2018). ML; verilerin sisteme alinmasi ve cesitleri,

degerlendirme sistemi vb. yoniiyle farkli tiirlere ayrilmistir. Bunlardan en yaygin olanlar

denetimli, denetimsiz, yar1 denetimli, g¢evrimici, takviyeli, aktif 6grenmedir. Basitce

denetimli 6grenme etiketli veriler ile caligmaktadir. Makine, veriler ve onlarin siif

etiketleri ile bir egitim siireci tamamlamaktadir. Sonrasinda hi¢ gérmedigi veriler hakkinda

tahminde bulunmaktadir. Miiller ve Guido (2016) tarafindan en basarili sonuclar1 veren tiir

olarak tanimlanmustir. Siklikla siniflandirma ve regresyon gorevlerini gerceklestirmek igin

kullanilmaktadir (Mohri ve dig., 2018). Denetimsiz 6grenme egitim igin etiketlenmemis
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veriyi kullanmaktadir. Etiketli veri kullanmamasi somut olarak Ol¢iimleme yapilmasini
giiclestirmektedir. Kiimeleme ve boyut azaltma gorevlerinde bu yontem kullanilmaktadir.
Yar1 denetimli 6grenme girdi olarak hem etiketli hem de etiketsiz verilerden olusan bir set
almaktadir. Temelde yar1 denetimli bir ML sistemi etiketli olan verileri kullanarak kalan
verilere belirlenen giiven degerine gore etiket vermektedir. Genellikle siniflandirma ve
regresyon gorevleri i¢in kullanilmaktadir. Cevrimigi 68renme, egitim ve test adimlarimi
karistiran turlardan olusmaktadir. Her turun sonunda test setinden birka¢ veri alinmakta ve
bu verilerin kayiplar1 hesaplanmaktadir. Boyle bir sistemin amaci kiimiilatif kayb1 minimize
etmektir. Cevrimici 6grenmeye benzer olarak takviyeli 6grenme de egitim ve test adimlarini
bir arada yiriitmektedir. Ancak takviyeli O6grenme farkli olarak sistemin dogru
davranislarini ddiillendirip yanlis davranislarini cezalandirmaktadir. Ek olarak sistem ¢evre
ile iletisim kurabilmektedir. Belli adimdan sonra sistem cezadan kagma ve ddiile yonelme
egilimi gostermektedir. Bu tiir, Pavlov’un da savundugu davranisgilik olarak bilinen
psikolojik kuramdan esinlenerek ortaya c¢ikmistir (Otterlo ve Wiering, 2012). Son olarak
aktif 6grenme veri miktariin etiketlenemeyecek kadar ¢cok (Solaguren-Beascoa, 2020) ya
da etiketlemenin ¢ok masrafli oldugu durumlarda, veriler arasindan belirleyiciligi fazla
olanlarin secilmesi ve sistemin secilen noktalara etkiket talep etmesini esas almaktadir
(Mohri ve dig., 2018). Bdyle bir durum basarili bir sonug i¢in pasif 6grenme olarakta anilan

denetimli 6grenmeye gore ¢ok daha az etiketli veri gerektirmektedir.

Esas olarak sistemin 6grenmesi i¢in ilk agama veri setinin egitim, test ve dogrulama
olarak rastgele ayrilmasidir. Genel olarak egitim seti miktar1 tiim veri setinin fazlasim
kapsamaktadir. Kullanish 6znitelikler ile ¢alismak ML algoritmalarinin basarili sonuglar
elde etmesi icin elzemdir. Bu sebeple diger adim kullanish 6zniteliklerin secilip, giirtiltii
olarak ifade edilebilecek igerisinde bilgi barindirmayan Ozniteliklerin elenmesi igin
oznitelik secimi adimudir. ML algoritmalarinda bu adim kullaniciya birakilmustir. Segilen
Oznitelikler ve ayarlanan hiperparametreler ile egitim baslatilmakta ve dogrulama seti
icerisinde en iyi sonucu veren egitim modeli nihai model olmaktadir. Egitilmis sistemi
degerlendirmek i¢in test seti ve sisteme uygun olarak segilen kayip fonksiyonu

kullanilmaktadir.

Literatirde tibbi goriintileme yontemlerinden MR] ve ML kullamlarak
gerceklestirilen pekgok calisma bulunmaktadir. Bu calismalardan birinde arastirmacilar,
MI] algoritmasina girdi olarak verilen MR| gériintiileriyle beyin timdriinii metastazlardan
ayirt etmeyi ve bu tlimorlerin derecelendirilmesini hedeflemislerdir (Zacharaki ve dig.,
2009). Onerdikleri [[lgi Alan1 (Region of Interest) (ROI), 6znitelik ¢ikarimi, dznitelik se¢imi
ve smiflandirma gibi birka¢ adimdan olusmakta ve kullandiklar1 veri seti 98 hastaya ait MR|

goriintiilerinden olusmaktadir. ROJ'lerin belirlenmesiyle iki uzman nérolog kontroliinde

oznitelik ¢ikarimi islemi tamamlanmistir. Oznitelik ¢ikariminda yas ve tiimor detaylarini
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iceren cok fazla parametre gbz Oniine alindigi i¢in arastirmacilar ilk olarak Oznitelik

azaltmak adina iki kuyruklu t testi ve Kisitli Dogrusal Ayirma Analizi (Constrained Linear

Discriminant Analysis) (CLDA|) uygulamistir. Bahsi gegen iki kuyruklu t testi ile veriler

aras1 korelasyon hesaba katilmadigindan gereksiz Oznitelikler secilmektedir. Bu
Oznitelikleri elemek ve siiflandirict basarisini arttirmak amaciyla arastirmacilar, 6znitelik
alt kiimesi se¢imi icin Destek Vektdr Makinesi (Support Vector Machine) (SVM)) tabanli bir
sistem tercih etmistir. Veriler; SVM, k En Yakin Komsu (k Nearest Neighbors) (k-NN)
algoritmasi ve [Dogrusal Ayirma Analizi (Linear Discriminant Analysis) (LDA)) ile Fisher’ i

diskriminant kurali olmak {iizere 1ti¢ farkli smiflandirma metodu kullanilarak
siniflandirilmistir. Bu metotlardan en yiiksek dogruluk degerini %91, 20 ile arastirmacilarin
da bekledigi gibi t testi uygulanmis verilerle elde etmistir. k-NN ve LDA icin bu deger
strastyla %89, 8 ve %81, 10’dir. uygulanmus verilerde dogruluk yiizdesi ise SVM,
k-NN ve LDA| icin sirastyla %90, 60, %89, 40, %85, 20dir. Verilen sonuglar, arastirmanin
yapildig1 donemde elde edilmis en yiiksek dogruluk degerlerine tekabiil etmektedir.

Baska bir calismada aragtirmacilar (Moradi ve dig., 2015) Alzheimer hastaliginin
erken teshisinin tahmini icin tabanli bir makine 6grenmesi yontemi onermislerdir.

Hastaligin erken teshisi igin yasa bagl gerileme ile Alzheimer arasinda gegis olan

Bilissel Bozukluk (Mild Cognitive Impairment] (MCI) asamasi baz almmustir.

Kullandiklar1 veri seti |Alzheimer Hastalidi Norogoriintilleme Girisimi (Alzheimer’s

Disease Neuroimaging Initiative) (ADNI) tarafindan saglanmistir. Veri setinde bulunan

goriintiiler icerisindeki heterojenlikler giderilmis ve normalize edilmistir. Siniflandirma igin
goriintiilerdeki gri madde boliimii kullanilacagindan bu bdliim beyaz madde ve omurilik
sivist boliimiinden segmente edilip yumusatma filtresinden gecirilmistir. Siniflandirma
asamasinda aragtirmacilar iki farkli yontem onermistir. Bu yoéntemlerden ilki MRI
biyobelirteg olarak isimlendirilmistir. Bu ydntem ek olarak beyindeki yas etkilerinin
Alzheimer ile karigtirilmamasi i¢in goriintiiden yas etkilerinden temizlenmesi adimini
icermekte ve temel olarak iki asamadan olusmaktadir. Birinci agsama 6znitelik se¢imidir ki o
denetimli 6§renme yontemi olan diizenli lojistik regresyonu kullanarak voksellerinden

iyi &znitelik alt kiimesi se¢cmeyi hedeflemektedir. Ikinci asamada yar1 denetimli 6grenme

yontemi olan ve doniistiiriicii SVM’lere dayanan Diisik Yogunluklu Ayirma (Low Density
Separation) (LDS), [lerici Hafif Bilissel Bozukluk (Proggresive Mild Cognitive
Impairment) (pMCI) ve Stabil Hafif Bilissel Bozukluk (Stable Mild Cognitive Impairment)
(MCI) smiflandirmasi icin kullanilmistir. Sistem egitim esnasinda etiketlenmemis
Bilinmeyen Hafif Bilissel Bozukluk (Unknown Mild Cognitive Impairment) (uMCI)
goriintiileri ile de beslenmistir. Egitim sonucunu degerlendirmek i¢in arastirmacilar
Egrisi Altinda Kalan Alan (Area under the ROC Curve) (AUQ) kullanmislardir. LD i¢in
%76, 61°1ik bir elde ederek literatiirdeki oranlar1 yiikseltmistir. hesaplanmasinda
kullanilan ROQ, [slem Karakteristikleri Egrisi (Receiver Operating Characteristic)ni ifade
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etmektedir. Ikinci yontem olan toplu biyobelirtegin 6znitelikleri icin LDY simflandiricils

biyobelirte¢ kullanilmis ve bunlar orijinal verilerin farkli alt kiimeleri ile egitilmis

karar agaclarindan olusan Rastgele Orman (Random Forest) (RH) siniflandiricisia girdi
olarak verilmistir. Arastirmacilar bu sistem ile %90, 20’lik bir elde ederek kendi

sonuclarint gelistirmigler ve her iki sistemde de 10 kat ¢apraz dogrulama kullanilmistir.

Bahsedilen iki sistemin akis diyagramlari Sekil R.3’da verilmistir.

MRIFeaturessubset |
(umci) E
MRI Features subset
(PMCI & sMCI) 9 subsets for training
Parameters

Selection
10-fold
Cross-validation

1 subset for testing l—----

10 iterations [ Performance Evaluation ]

[ Overall Performance ]
(AUC, ACC, SEN, SPE)

(a) Biyoisaret¢i Akis Diyagrami

Train subsets

;

Train subsets
s -
Cognitive
N [estbant |

10 iterations

Train subsets:
new features

(b) Toplu Biyoisaret¢i Akis Diyagrami

Sekil 2.5 Onerilen Sistemlerin Akis Diyagrami (Moradi ve dig., 2015)
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2.4 Derin Ogrenme

Yapay zeka, MI] ve derin 6grenme terimleri birbirleri ile sikca karistirilan ve esasinda
birbirleriyle i¢ ice bulunan bilgisayar bilimi alanlaridir. 1950’lerde makineler de insanlar
gibi diisiinebilir mi sorusu ile ortaya ¢ikan yapay zeka, Sekil R.6’de goriildiigii iizere ML ve
derin 6grenmeyi i¢ine almaktadir (Chollet, 2018). Derin 6grenme, ML]’in 6zel bir ¢alisma
alanidir ve bu iki c¢alisma alanini birbirinden ayiran nokta ise Ogrenebildikleri temsil
katmanlaridir. Bu katmanlar veri doniisiimlerini ifade etmekte ve bu doniistimlerin veri
setinden Grneklere uygulanmasiyla 6grenme gergeklesmektedir. Bir ML modeli, bu
katmanlardan bir ya da iki adet dgrenebilirken bir derin 6grenme sistemi icerdigi katman
kadar derin olmaktadir. Derin 68renme, bahsedilen katman temsillerini birbiri iistiine
eklenmis sinir aglart ad1 verilen yapilar ile 6grenmektedir. Yani bir derin 6grenme aginin,

bilginin sirali filtrelerden gegtigi bir damitma islemine benzetilmesi olasidir.

Yapay Zeka

Makine
Ogrenmesi

Derin
Ogrenme

Sekil 2.6 Yapay Zeka, MI] ve Derin Ogrenme iliskisi (Chollet, 2018)

Bir derin 6grenme katmani, veri doniisiimlerini gergeklestirmek icin agirliklarini
kullanmaktadir. Agirliklara katmanin parametreleri demek miimkiindiir. Verilen agirliklari
kullanarak 6rnekler lizerinden tahmin saglayan sistemi kontrol etmek i¢in beklenen sonug
ile ¢1kt1 arasindaki uzaklik 6l¢iilmelidir. Bu ise Cizelge R.1’de bahsedilmis olan kayp ya da
diger bir ismi ile amag¢ fonksiyonunun gorevidir. Kayip fonksiyonunun ¢iktist agirliklarin
istenen yone dogru gilincellenmesi i¢in kullanilmaktadir. Bu ise derin 6grenmenin temel
hilesi olarak tanimlanan geri yayilim algoritmasidir ki bu optimizasyon fonksiyonu ile
yapilmaktadir. Bahdedilen basit bir derin agin caligma ve 6grenme mantig1 Sekil 2.7’ de akis
diyagrami olarak verilmistir. Egitim yeni baglatildiginda agirliklar rastgele belirlenebilecegi

gibi egitilmis baska bir modelin agirliklar1 da yeni sisteme girdi olarak verilebilmektedir.
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Bu yiizden egitim verileri ile agin agirliklar1 baslangicta uyum saglamayabilmekte, bu da
kayip fonksiyonunun yiiksek olmasina neden olmaktadir. Optimizasyon fonksiyonu, kayip
fonksiyonu degerini kullanarak agirliklar1 giincelledik¢e kayip fonksiyonunun degeri
diismektedir. Temelde bir egitim dongiisii kayip fonksiyonunu diisiirmek i¢in agirliklarin
giincellenmesini igermektedir. Ciinkii minimize edilmis kayip, egitimli agmn ciktilarinin

beklenen sonuglara miimkiin oldugu kadar yaklagsmasi1 anlamina gelmektedir.

Girdi
Katman
Agirhiklar
= (Veri Doniisiimii)
Katman
Agirhiklar
© (Veri Doniistimii)
Agirhiklann s

Giincellenmesi

Optimizasyon
Fonksiyonu

Tahminler
Yﬂ

Etiketler
Y

Kayip Fonksiyonu

Sekil 2.7 Temel Derin Ogrenme Adimlari (Chollet, 2018)

1989°da LeNet ile ilk basarili uygulamasi gergeklestirilen derin 6grenme,

Sinir Aglar1 (Convolutional Neural Network) (CNN) geri besleme algoritmasmin fikri

temellerinin bu calisma ile atilmasina karsin 2011 yilina kadar ML’nin gerisinde kalmustur.

2011 yihinda ise (Grafik Islemci Birimi (Graphics Processing Unit) (GPU) ile egitilmis

gorilintli siiflandirma yarismalart sonu¢ vermeye baslamis ve 2012 yilinda ImageNet
goriintii siniflandirma yarigmalart derin 6gremenin doniim noktast olmugtur. Diger alanlara
gore problemlere hizli yanit vermesi, ML’de insan tarafindan yapilan 6znitelik ¢ikarma
adimin1 otomatiklestirmesi vb. Ozellikleri ile one c¢ikan bu alan donanim araglarinin

gelismesi, internet sayesinde veriye olan erisimin kolaylagmasi ile ivmeli bir yiikselise
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geemistir. Bugilin derin 6grenme farkli ag mimarilerini icermekte ve bunlara bagli olarak

genis bir calisma alanini kapsamaktadir. CNN|, Tam Evrisimsel A§ (Fully Convolutaional
Network) (FCN), Uzun Kisa Siireli Bellek (Long Short Term Memory) (LSTM),
Tekrarlayan Sinir Aglart (Recurrent Neural Network) (RNN), [Cekismeli Uretici Ag
(Generative Adversarial Networks) (GAN), Derin Inan¢ Aglar1 (Deep Belief Network)
(DBN) bilinen ve siklikla kullanilan derin 6grenme algoritmalaridir (Biswal, 2022). Bu
algoritmalar, hicbir zaman basariy1 garantilemese de bazilari, belirli ¢aligmalar i¢cin daha

uygundur. Ornek olarak CNN’ler tibbi goriintii isleme, uydu goriintiisii tanimak, anomali
tespiti i¢in siklikla kullamlmaktadir. LSTM|'ler genellikle konusma tanima, zaman serisi
tahmini gibi gorevler ile kullanilmaktadir. RNN'ler resim yazisi, el yazisi tanima ve dogal
dil isleme vb. gorevleri yerine getirmek igin tercih edilmektedir. GAN’lar ise astronomik
goriintiileri gelistirmek, ¢izgi film karakteri ve insan yliizii olusturmak i¢in giderek artan
sekilde yayginlagsmaktadir. Calisma kapsaminda tibbi goriintii segmentasyonu i¢in Boliim
3.3’te bahsedilecek dort farkli [CNN mimarisi kullanilmustir.

2.5 Evrisimsel Sinir Aglar1 (Convolutional Neural
Networks) (CNN)

CNN ile geleneksel yapay sinir aglari arasmdaki en 6nemli fark CNN’nin evrisim
katmaninda Oriintii tanima alan1 bulundurmasidir (O’Shea ve Nash, 2015). Bu alan, ag1
goriintii odakli gorevlere uyumlu hale getirmeye ve model parametrelerini azaltmaya
yaramaktadir. Bu sayede geleneksel yapay sinir aglarinin en biiyiik problemlerinden olan
goriintiilerin iglenmesi ve beraberinde gelen yiiksek hesaplama maliyeti problemini
¢ozmektedir (Chollet, 2018). genellikle evrisim, havuzlama ve dense olarak da bilinen
tam baglantili katman olmak iizere ii¢ tip katman bulundurmaktadir. Evrisim katmanlari,
CNN’nin temelini olusturdugu i¢in mimaride énemli bir yere sahiptir. Evrisim katmani
girdiyi kenar, doku gibi yerel Ozniteliklere bolmekte ve bunlar1 6grenebilmektedir.
Ogrenilen 6zniteliklerin tipki gergek diinyada oldugu gibi ¢evirilmis ya da déndiiriilmiis
goriintiilerde de taniabilmesi ve bu katmanlarin hiyerarsiye uygun ¢aligsmasi nispeten daha
az egitim seti ile daha ¢ok dgrenmeyi saglamaktadir. Ornek olarak ilk evrisim katmani
kenar Ozniteliklerini 6grenirken sonraki evrisim katmani bir oncekinin 6zniteliklerinden

olusan daha biiylik oriintiileri 6grenmektedir. Evrisim katmanlari; genislik, yiikseklik,

derinlik ya da kanal ekseni olarak adlandirilan eksenlere sahip Uc Bovutlu (Tred

(BD) tensorlerle calismaktadir. Bu tensorler Oznitelik haritas1 seklinde

isimlendirilmektedir. Oznitelik haritas1 aynm zamanda katmanlarin ¢iktist ya da girdinin

iizerinde gezen katman filtrelerinin sonuglart olan Ozniteliklere karsilik gelmektedir.

Oznitelikler tepki haritas1 seklinde de anilmaktadr.
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Evrisim iglemi iki farkli parametre ile tanimlanmaktadir: Girdilerden g¢ikarilan
yamalarin boyutu, Katman c¢iktisi olan Oznitelik haritasinin derinligi. Girdilerden elde
edilen yamalarin boyutu yaygin olarak 3 x 3 olarak secilmektedir. Oznitelik haritasinin
derinligi ise evrisim tarafindan hesaplanan filtre sayisina karsilik gelmektedir. Derinlik
ekseninin her boyutu girdinin bir tepki haritasina karsilik gelmektedir. Bir evrisim, boyutu
parametre olarak verilen pencereleri girdi lizerinde varolan her noktay1 dolasacak sekilde
kaydirarak yamalar1 elde etmektedir. Yamalar, ayn1 68renilmis agirliklara sahip olan ve
evrisim ¢ekirdegi adi verilen matris ile nokta ¢arpimi islemine sokulmaktadir. Bu sayede
parametre olarak verilen ¢ikt1 derinligine bir vektor olarak ulasilmaktadir. Tiim yamalar i¢in
bu islem tekrar edildikten sonra elde edilen tiim vektorler yiikseklik, genislik, ¢ikt1 derinligi
eksenlerini igerecek sekilde birlestirilmektedir. Elde edilmis ¢ikt1 6znitelik haritasindaki her
konum giris Oznitelik haritasinda ayni1 konuma karsilik gelen nokta ile ilgili bilgi

icermektedir. Ozetle evrisimin isleyisi Sekil 2.§’da verilmistir.

Sekil R.8’da goriildiigii gibi girdi ile evrisim isleminin ciktist esit yiikseklik ve
genislik degerlerine sahip degildir. Buna kaydirma adimi ya da piksel ekleme yol
acabilmektedir. Girdi 6znitelik haritasi ile ¢ikt1 6znitelik haritasinin ayn1 boyutta olmasi igin
piksel ekleme kullanilmaktadir. Ornegin, Sekil 2.94’da goriildiigii gibi 5 x 5 boyutlu bir
girdi ilizerinde 3 X 3 boyutlu bir pencere gezdirildiginde ¢ikti olarak 3 x 3 boyutlu bir
Oznitelik haritas1 alinmakta ve boyut kayb1 yasanmaktadir. Ancak Sekil R.9H’de goriildigii
gibi girdi 0znitelik haritasinin ¢evresine bir sira piksel eklenirse ¢ikti 6znitelik haritasi her
karoyu ortalamakta ve 25 adet yama elde edilmektedir. Kaydirma adimi ise ¢ikt1 6znitelik
haritasin1 direkt olarak etkileyen bir parametredir. Girdi 6znitelik haritasinda dolasacak
pencerenin adim biiyiikliigiinii ifade etmektedir. Kaydirma adiminin birden biiyiik olmasi
altornekleme olarak da isimlendirilen boyut azaltma anlamina gelmekte ve nadiren

kullanilmaktadir. CNN’ler bunun yerine havuzlama katmani kullanmaktadur.

Oznitelik haritas1 evrisim katmanindan gegtikce boyutu bilyiimektedir. Bu
Ogrenilmesi gereken parametre sayisinin artmasi anlamina gelmekte ve asir1 0grenme,
hesaplama karmasikligi gibi problemlere sebep olmaktadir. [CNN’ler bahsedilen
problemlerden kacinmak i¢in havuzlama katmani kullanilarak altérnekleme yani boyut
azaltma adimi1 bulundurmaktadir. Bu sayede 6grenilmesi gereken parametre sayisi azalirken
ayni zamanda ardisik evrisim katmanlari orijinal goriintiiye giderek biiyiiyen bir pencere ile
bakabilmektedir. Havuzlama katmani; ortalama havuzlama katmani, global havuzlama
katmani1 vd. farkli dallara ayrilsa da genellikle maksimum havuzlama katmani tercih
edilmektedir. Ciinkii se¢ilen boyuta gore 6znitelik haritasinda dolasan pencerenin en baskin
ozelligi se¢mesi digerlerine gore daha bilgilendirici altdrnekleme yapilmasin

saglamaktadir. Kaydirma adimi kullanilmayan evrisim katmanlarindan sonra maksimum
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(a) Piksel Ekleme Olmadan Elde Edilen Yamalar
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(b) Piksel Ekleme ile Elde Edilen Yamalar

Sekil 2.9 Piksel Ekleme Ornek (Chollet, 2018)

havuzlama katmanimin parametreleri genellikle Sekil R.10"de temsili verildigi gibi pencere
boyutu 2 x 2 ve kaydirma adimu iki olacak sekilde ayarlanmaktadir.

3 1 7 12
-------------------- 4 mmmen ey
1 Max
2 U ® © Pooled ¥ ®
+
8 2 4 9 Kernel/Fliter - 2x2 8 9

Stride 2

Sekil 2.10 Maksimum Havuzlama Katmani Temsili (Rana, 2020)

Tam baglantili katman ise modelin sonunda bulunmaktadir. Genellikle havuzlama
katmanindan sonra gelmekte ve bir Onceki katmandaki tiim ndronlarin sonraki
katmandakilere bagli oldugu bir sinir ag1 olarak tanimlanmaktadir (Dumane, 2020). Girdiye
ait global Ozniteliklerin kullanildigi bu katman, 6znitelik haritasini vektore gevirmekte ve
noronlarin1 bu vektdr ile besleyip girdiyi siniflandirmaktadir. Bunun i¢in son katman
¢iktisina bakilmaktadir. Katmandaki her noéron bir sinifa tekabiil etmektedir. Bu katmanda

sinif sayisina gore Sigmoid ya da Softmax aktivasyon fonksiyonlarindan uygun olani
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kullanilmaktadir. Katmanin verdigi sinif puani kullanilarak segilen kayip fonksiyonuyla

geri yayilim degeri hesaplanmaktadir.

Aktivasyon fonksiyonlari, veriye lineer olmayan bir donilisiim uygulayip lineer
olarak ayirmayi hedeflemektedir (Baeldung, 2022). Evrisim katmanlarindan ve tam
baglantili katmanlarin ¢ogundan sonra iglem maliyeti diislik ve verimli oldugi i¢in
Lineer Birim (Rectified Linear Units) (ReLu) adi verilen aktivasyon fonksiyonu

kullanilmaktadir. Ek olarak bir¢ok [CNN mimarisi evrisim, havuzlama ve tam baglantili
katman diginda asir1 6grenmeyi engellemek, egitim basarisini ylikseltmek ve hesaplama
maliyetini diisiirmek i¢in dropout katmanini biinyesinde barindirmaktadir. Bunu parametre
olarak aldig1 0-1 arasindaki ondalikli degere gdre modeldeki bazi noronlari atarak
saglamaktadir (Dumane, 2020). Derin 6grenme yontemlerinde dropout katmani siklikla
kullanilmaktadir (Chollet, 2018).

2.6 Medikal Goriintii Segmentasyonu

Segmentasyon, goriintiiniin kendini olusturan objelere boliinmesidir. Otonom segmentasyon,
literatiirde dijital goriintii islemenin en zor bagliklarindan biri olarak goriilmektedir (Gonzalez
ve Woods, 2008). Goriintiiniin, segmente edilmesinin tamamlanabilmesi i¢in bes adet sart
bulunmaktadir. Bunlar her pikselin bir bolgeye ait olmasi, bir bolgenin igerdigi her noktanin
onceden tanimlanmus bir alg1 ya da anlama baglanmasi, her bolgenin birbirinden ayrik olmast,
bir bolgenin i¢ine aldig1 noktalarin ayni1 yogunluk seviyesinde olmalar1 gibi ortak bir 6zellige
sahip olmalar1 ve son olarak her bolgenin temsil ettigi alginin ya da anlamin birbirinden farkli
olmasidir. Her goriintliniin farkli yapist ve igerigi olmasi sebebiyle pek ¢ok segmentasyon
teknigi bulunmaktadir. Bu teknikler temel olarak bolge bazli, esik, kenar, kiimeleme, yapay

sinir aglar1 tabanl teknikler seklinde ayrilmaktadir.

Yapay sinir aglar1 tabanl teknikler 6nemli performans iyilestirmeleri saglamistir
(Klingler, 2022). Renkli goriintiiler icin yapay sinir aglar1 tabanli teknikler semantik ve
birey segmentasyon yontemlerini esas almaktadir. Semantik segmentasyonda her piksel bir
smif etiketi ile eslesmektedir (Karayegen, 2021)). Bu ayni sinifa ait farkli nesnelerin tek bir
nesne olarak algilanmasi anlamina gelmektedir. Ornek segmentasyonunda ise ayni1 sinifa ait
nesneler farkli bireyler olarak degerlendirilmektedir (Hassan, 2022). Aym smifa ait farkli
bireyleri belli etmek i¢in her bireye farkli renk uygulanmakta ve piksel ¢akismalarina izin
verilmektedir. Ek olarak bu yontem sinirlayici kutular1 da igermektedir. Ozetle semantik
segmentasyon anlamsal etiketler ile caligmaktayken oOrnek segmentasyonu ise bireysel
nesnelerin boliimlere ayrilmasina dayanmaktadir (Klingler, 2022). Bir goriintiide ii¢ adet

kuzu varsa semantik segmentasyon bunlar1 tek nesne gibi algilanmakta ve nesne adedini
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sayamamaktadir. Diger yandan Ornek segmentasyonu i¢in her kuzu birey olarak
degerlendirilmekte ve ayr1 ayr1 segmente edilmektedir. Ornek segmentasyonu ile semantik
segmentasyon arasindaki bahsedilen fark Sekil R.11"de verilmistir.

(a) Semantik Segmentasyon (b) Ornek Segmentasyonu

Sekil 2.11 Semantik ve Ornek Segmentasyon Farki (SuperAnnotate, 2021))

2.7 Benzer Calismalar

Medikal goriintii segmentasyonu derin 6grenme, saglik ve yiiksek seviyeli dijital goriintii
islemenin kesistigi noktada bulunmaktadir ve giinden giine artan bir popiileriteye sahiptir.
Bu alan MRI, CT], rontgen vb. tibbi goriintileme cihazlari araciligiyla elde edilen
goriintiilerin temel olarak hastalikli doku ve saglikli dokuyu ayiracak sekilde boliitlenmesini
icermektedir. Literatiirde bir ¢alismada akciger tlimoriiniin otomatik segmente edilmesiyle
tiimoriin geometrik degisikliklerini daha rahat analiz etmek amaglanmistir (C. Wang ve
dig., 2019). Arastirmacilar bunun i¢in dokuz akciger kanseri hastasmin alt: haftalik MR|
goriintiilerini takip etmislerdir ve hastaya 6zel uyarlanabilen Uyarlanabilir CNN’yi (A-net)
onermiglerdir. Gorlintiiler arka plan ve tiimor olacak sekilde manuel olarak etiketlenmistir.
Onerilen sistem yama bazli calismaktadir ve yamalar arasi yogunluk degisimlerini
engellemek icin tiim yamalar normalize edilmistir. Evrisim ve havuzlama katmaninda
kaydirma adimi i¢in sirasiyla 2 ve 1 degerlerinin ayarlanmasi ve tam baglantili katmandan

sonra ReLy yerine Dropout katmaninin olmas1 A-net’i diger mimarilerden ayirmaktadir.

Sistemin degerlendirilmesi i¢in hassasiyet, Dice benzerlik katsayisi, Kok Ortalama Karg
[Yiizey Mesafesi (Root Mean Square Deviation) (RMSD)) metrikleri kullanilmis ve her hafta
gelen yeni veriler ile egitim sonuglar1 giincellenmistir. En yiiksek sonuglar ikinci hafta

gelen verilerden elde edilmistir. Bu degerler verilen metrikler igin sirastyla 0, 80(£0, 15),
0,84(%0, 10) ve 1,90(£0, 6)’dur.
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Baska bir caligmada arastirmacilar medikal gorlintli segmentasyonunu
otomatiklestiren ve agik kaynak olarak paylastiklar: bir veri hattt 6nermislerdir (D. Miiller

ve Kramer, 2021). Evrisimsel Sinir Aglar1 ile Medikal Gériintii Segmentasyonu (Medical

[mage Segmentation with Convolutional Neural Networks) (MIScnn) olarak isimlendirilen

bu veri hatt1 Sekil R.12te de verildigi gibi iki veya ii¢ boyutlu veri girisi, veri 6n isleme,
veri arttirma, model secimi segenekleri sunmakta ve egitim adimlarini
otomatiklestirmektedir. Sistem ikili segmentasyona uygun oldugu gibi ¢ok smifli da
calisabilmektedir. Tkili siniflandirma problemlerinde kullanilan tek sicak kodlama (One Hot
Encoding) MIScnn’de ikili segmentasyon ile beraber goklu siniflara da otomatik olarak
uygulanabilmektedir. Diger veri hatlarindan farkli olarak MIScnn, tanimlanan mimariler
disinda 6zel mimarilerin eklenmesine ve [GPU kullanimma izin vermektedir. Veri hatti 300

adet [CT goriintiisii bulunduran B&brek Timor Segmentasyonu (Kidney Tumoi

Segmentation) (KiTS) 2019 veri seti kullanilarak degerlendirilmistir. Veri seti arka plan,

bobrek ve tiimor olmak iizere ii¢ kategoriden olusmustur. CT| gériintiilerinden 120 tanesi
degerlendirme seti olarak kullanilmistir. Mimari olarak standart UNet tercih edilmistir.
Sonuglar i¢in Dice benzerlik katsayis1 metrikleri ile beraber kategorik ¢apraz dogrulama,
Tversky kayb1 metrikleri kullanilmistir. Sinif bazinda Dice benzerlik katsayist kullanilarak
arka plan, bobrek ve timoér igin sirasiyla %99,94, %93,19, %67,50 degerleri elde

edilmistir.

B
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Sekil 2.12 Veri Hatt1 Akis Semasi (D. Miiller ve Kramer, 2021))

=l
Tuning

Diger bir calismada arastirmacilar ¢oklu akis gercevesi ve uyarlanabilir modalite
tekrar kalibrasyon modiilii seklinde iki ana parcadan olusan AMRSeg-Net isimli bir ag
onermislerdir (J. Li, H. Chen, Y. Li, Peng, Cai ve dig., 2021). Bu ag ile ¢oklu model akciger
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MR| gériintiilerindeki timdrleri segmente etmek amaglanmistir. Onerilen ag Sekil R.13te
goriildiigii gibi Unet’i temel almis, ¢oklu model goriintii segmentasyonu saglayan bir ag
olan IVD-Net’ten esinlenerek tasarlanmistir. AMRSeg-Net’i esinlendigi agdan ayiran iki
temel farklilik bulunmaktadir. Bunlardan ilki gradyan yayilimimi ve ¢ok modlu 6znitelik
cikarimini basitlestirmektir. Digeri ise IVD-Net’te 6znitelik birlestirmeden sonra yliriitiilen
evrisim kaldirilarak kodlanmis coklu akis 6znitelik haritalari birlestirilmektedir. iki farkli
tip MR goriintiisiiniinden alinan farkli bilgileri kullanarak tiimor segmentasyonu amaglayan
ag, icerisinde Oznitelikleri tanimlamak icin kanal bazli degil modalite bazli bir tanimlayici
olan ResSe blogunu kullanmaktadir. Arastirmacilar veri setini Guangzhou Medikal
Universitesi First Affiliated Hastanesi’den toplamuslardir. Veri setinde toplamda 71 hastaya
ait 364 tarama dilimi bulunmaktadir. Goriintiiler T2 agirlikli ve difiizyon agirlikli MR
goriintiilerinden olugsmaktadir. AMRSeg-Net veri seti ile beslenmeden Once veri seti
iizerinde sekiz defa rastgele dondirme ve kaydirma islemlerini igeren veri ¢ogaltma
uygulanmistir. Ag1 degerlendirmek i¢in ResSe blogu araciligiyla kalibre edilmeyen
AMRSeg-Net, kanal bazinda kalibre i¢in kullanilan ResSe blogu ve AMRSeg-Net, modalite
bazinda kalibre i¢in kullanilan ResSe blogu ve AMRSeg-Net’e ek olarak ayni veri seti ile
HyperDenseNet ve UNet tabanli ¢oklu model segmentasyon agi da egitilmistir. Egitim
sonuclarint degerlendirmek i¢in Dice benzerlik katsayisi, hassasiyet ve Hausdorff mesafesi
kullanilmistir. En basarili sonu¢ modalite bazinda kalibre i¢in tiim katmanlara uygulanan
ResSe blogu ve AMRSeg-Net ile elde edilmistir ve metriklere gore elde edilen degerler
sirastyla su sekildedir: 0, 84(£0, 11), 0,91, 16, 27. Arastirmacilar 6nerdikleri model ile son
teknoloji modellerin basarisin1 Dice benzerlik katsayisi ile %20 oraninda iyilestirmigler ve
modalite tabanli tanimlayicisi olan bir modele yeniden kalibre modiiliinii ekleyerek

parametre sayisini énemli 6l¢iide azaltmiglardir.

Akciger kanserinin daha gergek¢i incelenebilmesi i¢in fareler iizerinde kanser

tespitinin gelistirilmesi gerektigini savunan arastirmacilar, farenin tiim viicut

Bilgisayarli Tomografi (Cone Beam Computed Tomography) (CBCT|) taramalarinda

tiimoriic segmente etmeyi hedeflemislerdir (Worp ve dig., 2021)). 10 haftalik 60 erkek
fareden elde edilen goriintlileri uzmanlar esliginde etiketlenerek veri seti olarak
kullanilmigtir. Gorlintiiler, yeniden boyutlandirmanin sonrasinda kirpma ve rotasyon
uygulanarak ¢ogaltilmistir. Arastirmacilar, verileri egitmek ic¢in iki adimh U-Net
onermiglerdir. Her iki adim benzer sekilde ii¢ kodlayici ve iic kod ¢dziicii katman
icermektedir. Veri seti, dort kat ¢apraz dogrulama ile her biri 15 adet goriintii igermekte olan
dort farkli sete boliinmiistlir. Bu setler licli egitim biri test seti olacak sekilde ayrildiktan
sonra her setin bir kez test verisi olarak kullanilmasiyla egitim tamamlanmistir. Her test
seti, Dice benzerlik katsayisi ve Hausdorrf Mesafesi kullanilarak degerlendirilmis ve
sirastyla ortalama olarak 0,80+0,10 ve 0,74+0,48 mm degerleri elde edilmistir.
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Sekil 2.13 AMRSeg-Net Mimarisi (J. Li, H. Chen, Y. Li, Peng, Cai ve dig., 2021))

Aragtirmacilar, otomatik segmentasyon i¢in basarili sonuglar elde etmekle beraber insan

etiketlemesine kiyasla 69 kat daha hizli bir sistem 6nermislerdir.

Bir baska calismada aragtirmacilar Mask R-CNN kullanarak MR| goriintlilerini
segmente etmislerdir (Padma ve dig., 2022). Kullandiklar1 veri seti i¢inde 6n islemden
gecmis ve gri seviyeli toplam 300 beyin MR goriintiisii bulunmaktadir. Mask R-CNN
mimarisinde simniflandirict olarak |Artik Ag (Residual Network) (ResNet) tercih edilmistir.
Mimari kapsaminda ’in ciktis1 olan Oznitelik haritast Bolge Teklif Onerici A8
(Region Proposal Network) (RPN) araciligi ile taranip belirlenen ’ler Hizalama

bloguna gelmektedir. Burada tim ilgi bdlgeleri esit boyuta getirilmekte ve B

Uzerinden Kesisim (Intersection over Union) ([oU) degerleri hesaplanmaktadir. Elde edilen

deger 0,85 ve lizerinde ise bolge ilgi bolgesi olarak kabul edilerek nesne tespiti veya
segmentasyon bloklarma gonderilmektedir. Kullanilan yap: Sekil R.14te verilmistir.

Arastirmacilar nesne tespiti blogu kullanarak Mask R-CNN ile Bélge Tabanli Evrisimsel
Sinir Ag1 (Region-Based Convolutional Neural Network) (R-CNN)), Fast R-CNN (Hizh
R-CNN) ve Faster R-CNN’yi (Daha Hizli R-CNN) kiyaslamislar ve beklendigi gibi Mask
R-CNN ile daha yiiksek dogruluk orani elde edildigini gdzlemlemislerdir.

Baska bir caligmada arastirmacilar bir 6nceki ¢alismaya benzer sekilde ¢ok modlu

akciger MR| goriintii segmentasyonu igin ¢apraz modalite sentez ag1 ve ¢ok modlu bir
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Sekil 2.14 Calismanin Akis Semasi (Padma ve dig., 2022)

segmentasyon ag1 olan Res-Unet’in birlesmesi ile meydana gelen bir model nermislerdir
(J. Li, H. Chen, Y. Li, Peng, Sun ve dig., 2022). Bu model [Dongii Tutarli Goriintii Kosulld
Varyasyonel Otomatik Kodlayici (Cycle-Consistent Image Conditional _Variational
[Auto-Encoders) (CICVAH) olarak isimlendirilmistir. [CICVAH, iiretici ve yeniden
yapilandiric1 olmak iizere iki adet Goriintii Kosullu Otomatik Degisken Kodlayici (Image

Conditional Variational Auto-Encoders) (ICVAE) ile meydana gelmistir. Sentez goriintiiyii

bu yapt ve T2 agurhikh MR| goriintiisii kullanarak iiretmektedir. Bunun igin difiizyon
agirlikli MR goriintiilerine ihtiya¢c duymamast icerik kaymalarinin dniine gegmekle beraber
hesaplama maliyetinin azalmasini saglamistir. CICVAE nin yapist Sekil R.15’da verilmistir.
Deneyler i¢in kullailan gériintiiler T2 agirlikli ve difiizyon agirhikli MR| gériintiileridir.
Veri seti orijinal olarak 57 farkli hastadan elde edilen 355 tarama dilimini igermektedir.
Calismada T2 agirlikli MR| goriintiileri zengin dokusu ve goriintii kalitesi ile anatomik
modalite olarak, difiizyon agirhikli MR goriintiisii ise tiimér bolgesinin goriintiide diger
yapilara gore yiiksek sinyalli olmasi ile fonksiyonel modalite olarak kullanilmistir. Veri seti
sekiz kere rastgele kirpma ve dondiirme islemleri uygulanarak ¢ogaltilmistir. Sonuglari
degerlendirmek i¢in Dice benzerlik katsayist ve Hausdorff Mesafesi tercih edilmistir.
Objektif degerlendirme icin HDUNet, Res-Unet, AMRSegNet, DAFNet modelleri de ayni
veri seti ile egitilmistir. En basarili sonuglar 6nerilen model olan ve Res-Unet ile
elde edilmistir. Degerler sirasiyla 0,85(+0,10) ve 15,74(+7,58)’dir. Model, literatiirde
bulunan c¢aligmalara gore Dice benzerlik katsayisini %3, 14 oraninda ve Hausdorrf

Mesafesi’ni %4, 89 oraninda attirmistur.

Akciger kanserinin tespit edilmesi i¢in Derin Kalinti Ayrilabilir Evrisimsel Sinir Agj
(Deep Residual Separable Convolutional Neural Network) (DRS-CNN)-1 ve
[Ayrilabilir Evrisimsel Sinir Ag1 (Deep Residual Separable Convolutional Neural Network)
(DRS-CNN)-2 olarak isimlendirilmis iki farkli CNN mimarisi 6nerilen g¢alismada
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Sekil 2.15 CICVAE Mimarisi (J. Li, H. Chen, Y. Li, Peng, Sun ve dig., 2022)
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arastirmacilar, literatiirde One ¢ikan mimarilerin avantajlarmi koruyup dezavantajlarinm
minimize etmeyi hedeflemislerdir (Dutande ve dig., 2022). Onerilen mimarilerde uctan uca
veri hattin1 basarili bir sekilde tanimladigr i¢in U-net baz alinmistir. Ek olarak gradyan
problemini ¢6zmek i¢in ResNef, basari oranmi etkilemeden parametre azaltmak igin
MobileNet, daha uygun Oznitelikler segebilmek i¢in atrous evrisimlerinin kullanimiyla
DRS-CNN-2’de DeepLab mimarilerinden de esinlenilmistir. Onerilen iki mimarinin yapisi
da Sekil R.16de verilmistir. U-net’te altérnekleme islemleri ile kaybolan onemli bilgiler
icin bu islemler mimarisinde ayrilabilir ayrik evrisim birimleri (SCRE ve
SCRD) ile degistirilmistir. Bu birimler sayesinde mimari U-net’ten fazla katman i¢cermesine
ragmen daha az hiperparametreye sahiptir. Model sonuglart objektif olarak
karsilastirabilmek i¢in ayni veri setleri ile egitilmistir. Kullanilan veri setlerinden ilki
Medical Segmentation Decathlon (MSD)) isimli veri setidir. 63 hastaya ait [CT] goriintiisii
icermektedir. Bu veri seti egitim, dogruluma ve test olarak 7:2:1 oraninda boliinmiistiir.

Diger veri seti ise yalnizca test i¢in kullanilan StructSeg 2019 isimli veri setidir ve 50

hastaya ait [CT| goriintiisii bulundurmaktadir. Goriintiilerin hepsi sirasiyla akciger bolgesinin

belirgin hale gelmesi i¢in satirasyon, arastirmacilarin Maksimum Yogunluk Projeksiyonu

(Maximum Intensity Projection) (MIP) adim verdikleri tiimoér segmentasyonuna yardim

edebilecek yliksek yogunluklu yapilarin belirginlestirilmesi islemi ve goriintiiden timor
cevresini igeren 256 X 256 boyutlu yama ¢ikarilmasi adimlarindan gecirilerek islenmistir.
Sonuglarin degerlendirilmesi icin Dice benzerlik katsayisi, Hausdorrf Mesafesi, ortalama
hassasiyet metrikleri kullanilmistir. DRS-CNN-2 ortalama olarak sirasiyla 0,65, 18,26,
0, 737 degerlerini elde ederek Unet, SegNet, [FCN, R2-Unet mimarilerinin éniine gegmistir.
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Sekil 2.16 DRS-CNN-1 ve DRS-CNN-2 Mimarileri (Dutande ve dig., 2022)
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3. MATERYAL VE YONTEM

Mevcut c¢alismada gercek veriler ile hazirlanmis veri seti kullanarak tiimor

segmentasyonu ve tiimoriin siiflandirilmas: yapilmistir. Farkli formatlarda egitilen veri

seti segmentasyon modellerine uygun olarak Common Objects in COntex{ (COCQO)(Lin,
Maire ve dig., 2014) ve Pascal Visual Object Classeq (Pascal VO({) (Everingham ve dig.,
2010) formata getirilmistir. Segmentasyon i¢in Mask R-CNN (He ve dig., 2017),
DeepLabv3+ (L.-C. Chen, Zhu ve dig., 2018), (Bolya ve dig., 2019),

(X. Wang ve dig., 2020) olmak tizere dort farkli 6rnek ve semantik segmentasyon yontemi

kullanilmistir. Modellerin uygulanmasi i¢in Python programlama dili (Van Rossum ve
Drake Jr, [1995), PyTorch (Paszke ve dig., 2017) ve Detectron2 (Girshick, Radosavovic ve
dig., 2018) modiilleri tercih edilmistir. Egitim icin kullanilan her mimari [oU, AP, ve

Dice benzerlik katsayis1 metrikleri kullanilarak degerlendirilmistir.

3.1 Veri Seti

Calisma kapsaminda Eskisehir Osmangazi Universitesi Tip Fakiiltesi Hastanesi’nde 32
benign ve 52 malign olmak iizere toplam 84 farkli hastadan elde edilen akciger MR
goriintiileri kullamlmistir. Dort kanalli MR| goriintiilerinin P, K ve M kanallarmin farkh
voliimetrik gorlintiileri ayr1 birer goriintii olarak kayit edildikten sonra radyoloji uzmanlari
esliginde LabelMe arac1 (Wada, 2018) ile nesne siniflar1 benign ya da malign olacak sekilde
etiketlenmistir. Veri setinde toplam 2033 goriintii bulunmaktadir. Bu goriintiilerin 920°’si
benign tiimori ve 1113’1 malign timoriidir ve toplamda 306 adet benign ve 371 adet
malign P kanali, 307 adet benign ve 370 adet malign K kanali, 307 adet benign ve 372 adet
malign M kanali goriintiisii bulunmaktadir. Veri setini dogru analiz edebilmek ve

segmentasyon bagarisini yiikseltebilmek amaciyla veri seti ii¢ farkli versiyonda egitilmistir.

3.1.1 Birinci Versiyon

Veri setinin ilk versiyonu, her kanalin ayr1 goriintii olarak kayit edildigi ham versiyondur.
Medikal goriintli kanallarin ayr1 goriintiiler olarak ele alinmasi bir goriintliniin kirmizi,
yesil ve mavi kanallarinin ayrilarak birer goriintii seklinde islenmesine es degerdir. Veri
setinin birinci versiyonu Sekil B.2d, Sekil ve Sekil B.2d’de verilen goriintiileri
bulundurmaktadir. Ik versiyonda bulunan 920 benign ve 1113 malign tiimor goriintiisii,
1633 egitim ve 400 dogruluma 6rnegi olarak ayrildiktan sonra segmentasyon mimarisine

girdi olarak verilmistir.
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3.1.2 ikinci Versiyon

Veri setinin ikinci versiyonunda kanallardan en ¢ok bilgi saglayanini bulmak ve hangi timor
tipinin hangi kanalda daha rahat ayirt edildigini gérmek hedefiyle kanallara ait goriintiiler
ayiklanarak her kanal ayr1 egitilmistir. Bu versiyonda veri sayisinin P, K ve M kanallart i¢in
esit olmas1 amaciyla egitimlerde 306 benign ve 370 malign tiimdr goriintiisii kullanilmastir.
Bu goriintiiler her kanala ait set i¢cin 546 egitim ve 130 dogrulama Ornegi olacak sekilde

ayrilmig ve sonrasinda egitilmistir.

3.1.3 Uciincii Versiyon

Farkli kanallardan gelen goriintiilerin birbirinden ayr1 bilgiler vermesi sebebiyle ayni
hastaya ait tiimdriin farkli kanal goriintiilerindeki poligonlar1 ortligmemektedir. Bu sebeple
gorilintliniin tiim kanallarindan gelen bilgilerden faydalanmak ve segmentasyon basarisini
yukseltmek amaciyla kanallar birlestirilerek {i¢iincli versiyon veri seti elde edilmistir.
Kanallarin  birlestirilmesi  Sekil B.1’de verilen gorsellestirmeye uygun —olarak
gergeklestirilmistir.  Sekil @’de bir tiimore ait ayr1 kanal goriintiileri ve kanallarin

birlesmesi ile ortaya ¢ikan yeni goriintii verilmistir.

-

Sekil 3.1 Veri Setinin P, K ve M Kanallarinin Birlestirilmesi

K Kanalt
P Kanali

Veri setinin {iglincli versiyonunda tiimoriin ¢evresini isaret eden poligonlarin
ortiismemesi sebebiyle farklt poligonlarin birlesimi almmarak veri setinin etiketleri
diizenlenmistir. Gériintiilere ait etiketlerin birlestirilmesi Sekil B.3’te verilen temsile uygun
olarak gerceklestirilmistir. Birlestirme sonrasi veri setinin li¢lincii versiyonunda 307 adet
benign, 373 adet malign tiimdr bulunmaktadir. Ugiincii versiyon veri setinde 543 egitim ve

137 dogrulama verisi olacak sekilde bir ayirma yapilmistir.
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(a) K Kanali (b) M Kanali (c) P Kanali

(e) K Kanali () M Kanalt

(1) K Kanali (j) M Kanali

(m) K Kanali (n) M Kanali (o) P Kanali (p) Birlesim

Sekil 3.2 Veri Setinden Ornekler
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Sekil 3.3 Veri Setinin P, K ve M Kanallarinin Etiketlerinin Birlestirilmesi
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3.2 On Isleme

Calisma kapsaminda veri seti ii¢ farkli versiyonda ve model gereksinimlerine bagl olarak
iki farkli formatta egitilmistir. LabelMe araci1 (Wada, 2018) etiketleme ¢iktisini
Object Notation (JSON) uzantili dosyalara kayit etmektedir. Her goriintiiniin kendine ait bir
dosyasi bulunmakta ve bu dosya goriintii ismi, poligon noktalar1 vb. bilgiler igermektedir.
Veriler bahsi gegen formattan formata (Lin, Maire ve dig., 2014) ¢evirilmistir. Ilk
olarak Microsoft tarafindan yayinlanan veri seti, verilerin yonetimini kolaylagtiran

ve segmentasyon, obje tanima gibi gorevleri bir degisiklik yapmadan uygulamaya yarayan
bir formata sahiptir. Bu sebeple format 6zel veri setlerine de uygulanmaya baslanmistir.
formatinda bir veri seti; egitim, degerlendirme ve varsa test veri seti i¢in ayr1 birer
dosyas1 igermektedir. Setlerin igerisindeki goriintiiler ve goriintiilere ait etiket
kimligi, goriintii kimligi nesne sinifi, sinirlayici kutu koordinatlari, segmentasyon noktalari
vd. biitiin bilgiler tek dosyasinda toplanmistir. Bu g¢aligmada Mask R-CNN,
ve SOLOv2 modelleri formatinda veri seti ile beslenmistir. Ek olarak veri
setinin {i¢ versiyonu i¢in veriler formata ¢evirilmistir.

Semantik segmentasyon yapan DeepLabv3+ modeli igin veri setinin
format1 (Everingham ve dig., 2010) elde edilmistir. Pascal VO(, COCQ’ya benzer sekilde

veri seti olarak yaymlanmis ve formatin kullanish bulunmasi ile 6zel veri setlerine

uygulanmaya baslanmistir. Bu formatta veriler Extensible Markup Languagd (XML))
dosyalarindadir ve her goriintii i¢in bir dosyast bulunmaktadir. Her bir dosya;
sinirlayict kutu koordinatlari, segmentasyon icin kullanilacaksa segmentasyon noktalari,

gorlintliniin ismi ve bulundugu dosya yolu, icerdigi nesnelerin sinifi gibi bilgiler
icermektedir. Segmentasyon i¢in kullanildiginda formatin aksine goriintiilere ait
maskelerinde veri seti icerisinde bulunmasi gerekmektedir. Tiim goriintiiler tek bir klasor

altinda verilmekte ve goriintiilerin ait olduklar1 veri seti grubunun bulunmasi i¢in metin
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dosyasi iginde goriintii isimleri verilmektedir. Veri setinin {i¢iincii versiyonu Pascal VOQ

formata c¢evirilmistir.

Goriintiilerin yeniden boyutlandirilarak boyutlarinin azaltilmasi, goriintiiye oranla
kiigiik olan tiimorlerin daha da kiigiilmesine yol actig1 icin tercih edilmemistir. Bunun
disinda goriintiiler modeller i¢in uygun formata g¢evrildikten sonra Mask R-CNN igin bir
doniisiim uygulanmazken, SOLOV2 igin goriintiilerin normalizasyonu, icin
goriintiilerin normalizasyonu, DeepLabv3+ i¢in ise goriintiilerin normalizasyonu ve mimari
biiyiikliigii sebebiyle boyutlart 513 x 513 olacak sekilde merkezi ve rastgele kirpma

doniisiimleri uygulanmstir.

3.3 Derin Ogrenme Mimarileri

3.3.1 Mask R-CNN

Nesne tespiti, ornek segmentasyonu ve oynar eklemlerin konumunu tahmin etmek adina
anahtar nokta tespiti olmak tizere ii¢ farkli gorevi yerine getirebilen Mask R-CNN (He ve
dig., 2017); kolay egitilebilir, esnek ve verimli olmasi ile 6ne ¢ikmaktadir. Facebook
tarafindan gelistirilen bu mimari, Faster R-CNN mimarisini (Ren ve dig., 2015) temel
almaktadir. Mask R-CNN mimarisi, tipki Faster R-CNN mimarisi gibi iki asamali ve [CNN
tabanli bir mimaridir (He ve dig., 2017). Ilk asamada RPN ile ROI teklifleri

olusturulmaktadir. Ikinci asama her ROI’nin smiflandirilmasmi ve ikili maske

olusturulmasmi icermektedir. ikili maske olusturmak Faster R-CNN mimarisinde
halihazirda bulunan smirlayici kutu konumu ve smif etiketi c¢ikislarina paralel maske

tahmini veren l¢iincii bir dal ekleyerek saglanmistir.

Faster R-CNN, mimarisinde (Girshick, Donahue ve dig., 2014) bulunan
ROJ'lere uygulanan ilgi havuzu bolgesi ile 6nemli bilgi iceren daha kiiciikk alani
incelemekte ve egitimi hizlandirmaktadir. Ancak havuzlama olarak isimlendirilen bu
katmanda iki defa niceleme kullanimi 6nemli bilgi kaybina yol agmaktadir (He ve dig.,
2017). Bu sebeple arastirmacilar Mask R-CNN’de her ROJden ¢ikarilan 6znitelik haritasini
niceleme kullanmadan elde edebilen bu sayede bilgi kaybini minimize eden ROIAlign

islemini 6nermislerdir. Bahsi gegen mimarinin temsili Sekil B.4’te verilmistir.

Calismada hizi kaybetmeden dogrulugu arttirmak i¢in siniflandirict olarak
ve Oznitelik Piramit Ag1 (Feature Pyramid Network) (FPN) beraber kullanilmistir. Onerilen
bu mimari ResNet-101-FPN siniflandiricist ile veri seti kullanilarak egitilmistir.
Mask R-CNN, 2015 ve 2016 kazananlarin1 geride birakarak 35,40 [oU Uzerinden
Ortalama ya da diger bir deyisle Ortalama Kesinlik (Average Precision) puani elde etmistir.
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Sekil 3.4 Mask R-CNN Mimarisi Temsili (He ve dig., 2017)

Calisma kapsaminda, veri setinin Boliim 3.1°de verilen ii¢ ayrimi Mask R-CNN mimarisi
ile egitilmistir. Veri setinin ilk versiyonu ResNef-101 siniflandirict kullanilarak 0,0005
ogrenme orani, 12 batch boyutu ile 5000 iterasyon egitilmistir. 4000. iterasyondan sonra ise
WarmUpMultiStepLR 8grenme orani diizenleyicisi uygulanmistir. Ikinci versiyonunda K, P
ve M kanallar1 ayr1 olarak ResNet-101 smiflandiricisi kullanilarak 12 batch boyutu, 0,0004
ogrenme oran1 ile 3000 iterasyon egitilmistir. 2500. iterasyondan sonra ise
WarmUpMultiStepLR ~ 6grenme oram diizenleyicisi uygulanmistir. Ug¢  kanalin
birlestirilmesi ile elde edilen versiyonda ResNef-101 simiflandirict olarak tercih edilmistir.
Ogrenme oran1 0,0005 ve her iterasyon icin batch boyutu 12 olarak belirlenmistir. 1k iki
versiyonda uygulanan 6grenme orani diizenleyicisi bu egitimde de kullanilmig olup toplam
5000 iterasyon olan egitim siirecinin 4000. iterasyonundan sonra uygulanmistir. Versiyon
iki ve ii¢ igin ROIMaskHead parametresi 512 olarak giincellenmistir. Diger parametreler
orijinale sadik kalmarak degistirilmemistir. Modelin Detectron2 modiilii ile insas1 igin
Roboflow (Solawetz, 2020) tarafindan saglanan agik kaynakli bir egitim temel olarak
alinmistir. Her ii¢ egitim tek NVIDIA Quadro P5000 [GPU ile gergeklestirilmistir.
Degistirilen parametrelerin degerleri yapilan deneyler sonucunda elde edilmis en yiiksek

basar1y1 veren parametrelerdir.

3.3.2 DeepLabv3+

DeepLabv3+, Google tarafindan gelistirilmis ve DeepLabv3’nin genisletilmis versiyonu
olarak literatiire eklenmistir (L.-C. Chen, Zhu ve dig., 2018). Onerilen model,
Evrisimsel Sinir Aglar1 (Deep Convolutaional Neural Network) (DCNN) 6rneklerinden biri
olan FCNyi temel almaktadir. FCN, yapisinda tam baglantili katman bulundurmadig: igin

girdi olarak verilen goriintiilerin boyutlarinda 6zgiirliik saglayan bir [CNN’dir.
DeepLabv3+’nin 6nceki versiyonunda bulunan ve mimarilerin gerektirdigi yukari
ornekleme islemini hesaplama maliyetini arttirmadan katman filtresinin goriis alanim
genisletmek amaciyla kullanilan Atrous ya da genisletilmis evrisim katmani ile

DeepLabV2’de (L.-C. Chen, Papandreou ve dig., 2017) Onerilen ve ayni objenin farkl

boyutlarda tespit edilmesini kolaylastiran (Atrous Mekansal Piramit Havuzu (Atrous Spatial
Pyramid Pooling) (ASPP) bu modelde de korunmaktadir.
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DeepLabv3+, bir kodlayici-kod ¢6ziicii mimaridir (L.-C. Chen, Zhu ve dig., 2018).
Arastirmacilar mimariyi gii¢lii bir kodlayic1 ve basit ama etkili bir kod ¢oziicli olarak
tanimlamislardir. Hem keskin sinirlar elde etmeyi hem de basarili bir segmentasyon islemi
yapmay1 hedefleyen DeepLabv3+, bir 6nceki versiyonu olan DeepLabv3’ii kodlayici olarak
kullanmaktadir. Atrous evrisim katmani, mimarinin kodlayici kisminda tarafindan
hesaplanmis Oznitelikkleri ¢ikarmak igin kullanilmaktadir. Onerilen modele ait mimari
Sekil B.3te verilmistir.
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Sekil 3.5 DeepLabv3+ Mimarisi Temsili (L.-C. Chen, Zhu ve dig., 2018)

DeepLabv3’den farkli olarak 6nerilen model, maksimum havuzlama katmani yerine
arastirmacilarin  6nermis oldugu atrous derinlemesine ayrilabilir evrisim katmanini
kullanmaktadir. Atrous derinlemesine ayrilabilir evrisim katmani, MobileNetV1 (Howard
ve dig., 2017) ile tanitilan derinlemesine ayrilabilir evrisim katmaninin atrous evrigim
katman ile desteklenmesidir. Derinlemesine ayrilabilir evrisim katmani ise standat evrigim
ile noktasal evrisim islemini birlestirerek hesaplama karmasikligin1 azaltan bir katmandir
(L.-C. Chen, Zhu ve dig., 2018). Atrous evrisimi ile desteklenerek modelin basarimi
korunurken hesaplama karmasikligi da azaltilmistir. Katman hem hem de kod ¢6ziicii
kistmda kullanilmistir. Sekil B.§’da derinlemesine, noktasal ve atrous evrisim katmanlarmin

caligma prensibi verilmistir.
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Sekil 3.6 Derinlemesine, Noktasal ve Atrous Evrisim Katmanlariin Calisma Prensibi
(L.-C. Chen, Zhu ve dig., 2018)

DCNN, asamali olarak dznitelik haritalarmim boyutlarini belirlenen bir faktdre gore
azaltmaktadir. Klasik smiflandirma gorevleri i¢in bu faktér genellikle 32 olarak
belirlenirken otomatik segmentasyon gibi yiiksek seviyeli bir goreve seyrek oznitelik
cikarimi yetmeyecegi i¢in Onerilen modelde ¢ikti adimi olarak isimlendirilen bu
parametrenin 8 ya da 16 seklinde kullanilmasi 6nerilmistir. Arastirmacilar 6nerilen modeli,
smiflandirict olarak segmentasyon i¢in uyarladiklar1 Xception-JFT kullanarak
veri seti lizerinde egitmislerdir. DeepLabv3+, semantik segmentasyon yapan benzer
modelleri gegerek %89, 00 ortalama [oU elde etmistir. Bu ¢alismada veri setinin digiincii
versiyonu kullanirak gerceklestirilen deneylerde ¢iktt adimi 16 olarak kullanilmistir.
Arastirmacilarin  Tensorflow kullanarak agik kaynakli paylastiklari modeli Pytorch
modiiliinii kullarak format veri setine uygulamak i¢in yayimlanmis olan bir
GitHub deposu kullanilmistir (VainF, 2022). Egitimde smiflandirict olarak ResNef-101
tercih edilmistir. Ogrenme orani 0,03 ve batch boyutu 36 olacak sekilde parametreler
giincellenmistir. Dort adet NVIDIA Quadro P5000 GPU kullanilarak ve model 10000
iterasyon egitilerek egitim tamamlanmistir. Bahsedilen parametreler DeepLabv3+ icin

yapilan deneyler sonucunda en yiiksek bagarimin elde edildigi egitime ait parametrelerdir.

3.3.3 You Only Look at Coefficients (YOLACT)

Basarili dijital goriintii segmentasyon aglari, hesaplama maliyetlerinin yiiksek olusundan
dolay1 gercek zamanli uygulamalarin gerektirdigi hiz1 karsilayamamaktadir. Arastirmacilar
literatiirdeki bu eksikligi gidermek adina mimarisini onermisler (Bolya ve dig.,
2019) ve Mask R-CNN’ye (He ve dig., 2017) benzer sekilde var olan bir nesne tanima
modeline maske dali eklemeyi hedeflemislerdir. Arastirmacilar hesaplama maliyetini
diisiiriip hiz1 arttirmak igin tek asamali model olan [CNN tabanli RetinaNet’i (Lin, Goyal ve
dig., 2017) tercih etmistir. Ayn1 sebepten modelde ROIAlign bdlgesi veya havuzlama
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katmani tarafindan gerceklestirilen Onerilen bolgelerin maskeye hizalanmasi adimi
atlanmistir (Bolya ve dig., 2019). bunu yapabilmek i¢in maskelerin uzamsal
olarak tutarl1 olusuna dayanarak problemi iki paralel dala ayirmaktadir. i1k dal, rnege bagh
olmadan prototip maske Ttretmek icin kullanmaktadir. Diger dal ise prototip
uzayindaki her elemana ait maske katsayilarini tahmin etmek iizere nesne tanima dalina
fazladan bir kafa eklemektedir. ”Tahmin Kafas1” olarak adlandirilan bu blogun yapis1 Sekil

B.7’de goriildiigii gibi RetinaNet’e gore daha sigdir ve maske katsayilarini veren fazladan

bir dal bulundurmaktadir. Tahmin Kafasi blogunun sonrasinda Maksimum Olmayan

Bastirma (Non-Maximum Suppression) (NMS) blogundan ¢ikmay1 basarmis her &rnek igin

bahsedilen iki dalin ¢aligmalar1 dogrusal olarak birlestirilerek 6rnek i¢in bir maske Onerisi
iretilmektedir.
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Sekil 3.7 Tahmin Kafas1 Blogu Temsili (Bolya ve dig., 2019)

Prototip maskelerin iiretildigi dal, Mask R-CNN’den esinlenerek tasarlanmis ve
Protonet olarak isimlendirilmistir. Burada her goriintii icin & adet prototip bulunmaktadir.
Her prototip i¢in bir kanali bulunan & kanalli g1kt olarak uygulanarak siniflandiricinin
Oznitelik  katmanina  eklenmektedir.  Arastirmacilar daha derin  siniflandirici
Ozniteliklerinden protonet alinmasinin daha saglam maskeler iirettigini vurgulamaktadir.
Daha saglam maskeler yiiksek ¢oziiniirliiklii prototiplerin ortaya ¢ikmasini saglamakta ve
bu ise goriintiide bulunan kiiclik nesnelerin tespitinde daha i1yi performans gosterilmesini
saglamaktadir. Arastirmacilar bundan faydalanmak igin [FPN| kullanmuslardir. Nihai maske
olusumu i¢in prototip dali ve maske katsayisini tahmin eden daldan gelen bilgiler dogrusal
olarak birlestirilmistir. Bahsedilen mimarisinin temsili Sekil B.§’de verilmistir.

Literatiirdeki diger ornek segmentasyonu modellerinden farkli olarak
¢oklu [GPU yerine tek [GPU ile egitilmistir. Arastirmacilar simflandirici olarak [FPN ve
ResNef-101"1 beraber kullanmuslardir. Veri seti olarak veri seti tercih edilmistir.
550 x 550 boyutlu veriler ile beslenmis [YOLACT-550, rekabet iginde oldugu diger 6rnek
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Sekil 3.8 YOLACT Mimarisi (Bolya ve dig., 2019)

segmentasyonu modellerine gore 3,9 kat daha hizlidir. Bu ise 33, 50 Saniyedeki Kare Sayisi

(Frame Per Second) (FPS) olarak olgiilmiistiir. Ortalama AP (Mean Average Precision)
(mAP) degeri 29, 80 ile benzerinden bir miktar geri kalmis olsa da [YOLACT mimarisi bunu

hiziyla telafi etmektedir. Calisma kapsaminda bu mimariyi kullanmak i¢in arastirmacilarin

calisamalarinda baglantisina yer verdikleri ve GitHub iizerinde agik kaynakli olarak
paylastiklari depo kullanilmustir. Orijinalde tek [GPU ile calisma imkani saglayan
YOLACT/ a sonrasinda ¢oklu [GPU ozelligi de getirilmistir ve ¢calisma kapsaminda dort adet
NVIDIA Quadro P5000 [GPU kullanilarak egitim gerceklestirilmistir. Egitimde
smiflandirict olarak ResNef-101 kullanilirken toplam batch boyutu 24 ve 6grenme orani
0,001 olarak belirlenmistir.

3.3.4 Segmenting Objects by Locations (SOLOvV2)

Segmentasyon gorevini yerine getiren aglar genellikle iki ana yaklasim benimsemektedir:
Nesne tespitinden sonra segmentasyon, Benzer piksellerin kiimelenmesi (X. Wang ve dig.,
2020). SOLOV2, benzer pikselleri gruplamadan ve smirlayict kutulart kullanmadan
dogrudan segmentasyon hedeflemekte ve bahsedilen yaklagimlara bir yenisini
eklemektedir. Tek asamada segmentasyon i¢in nesneleri konumlarina gore ayirmakta ve
ismini de buradan almaktadir. Dogrudan, dinamik segmentasyon i¢in gorlintiyti
1zgaralara ayirmaktadir. Igerisinde nesne merkezi bulunduran i1zgaralar iki farkli gorevi
gerceklestirmektedir. Bunlar evrisim c¢ekirdegi 6grenmek (Maske G) ve Oznitelik
ogrenmektir (Maske F). iki gorevden gelen maskeler dinamik evrisim ile birlestirilerek
maske onerisi (Maske M) elde edilmektedir. iki maskenin ayr1 ayr1 dgrenilmesi Maske
M’nin dogrudan iiretilmesine gore daha avantajlidir. Maske M biiyiik bir tensordiir ve bir
cekirdek icin iiretilen her maske egitim asamasinda kullanilmamaktadir. Bu sebeple her

cekirdek i¢in her Maske M’nin hesaplanmasi hesaplama maliyetini arttirmaktadir. Maske F
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ve Maske G’nin ayr1 0grenilmesi ile 1zgara ¢ekirdegi daha rahat sec¢ilmektedir. Ek olarak
cekirdegin girdiye gore dinamik olarak iiretilmesi modele esneklik saglamaktadir.

Bahsedilen mimarisi Sekil B.9’da verilmistir.
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Sekil 3.9 Mimarisi (X. Wang ve dig., 2020)

Bir objenin tespiti i¢in birden ¢ok maske iiretilmektedir. Bu sekilde yinelenen
tahminleri kaldirmak i¢in algoritmas1 kullamlmaktadir. Maske NMS, smirlayic kutu
NMS’ye gore daha maliyetlidir. islemi gerceklestirmek icin farkli metotlar Snerilmistir
ancak bu metotlar hizi arttirmak i¢in dogrulugu ikinci plana atmaktadir. Arastirmacilar bu
darbogazi ¢ézmek i¢in paralel matris islemleriyle bir defada yapan Matris NMSyi
6nermislerdir. Matris NMS, geleneksel NMS’den dokuz kat daha hizli ve %0, 4 [AF daha
dogrudur. veri seti ve ResNet-101 smiflandiricisi ile egitilen %39, 70 [AP
degeri ile Mask R-CNN (He ve dig., 2017) ve (Bolya ve dig., 2019) gibi benzer
ornek segmentasyonu modellerini geride birakmistir. Bu ¢alisma kapsaminda veri setinin
iigiincii  versiyonuyla egitilen SOLOv2 modeli en basarili sonucu [ResNef-101
siiflandiricisint kullanilarak, 6grenme orani1 ve batch boyutu parametrelerinin sirasiyla
0,005 ve 4 seklinde giincellenmesiyle elde etmistir. Egitim bir adet NVIDIA Quadro P5000
GPU ile gerceklestirilmistir. Modelin uygulanmast i¢in arastirmacilarin GitHub iizerinden

acik kaynakli paylastiklar: depo kullanilmistr.
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3.4 Degerlendirme Metrikleri

Farkli segmentasyon yoOntemleri egitim sonuglarmi farkli metrikler kullanarak
degerlendirmektedir. Semantik segmentasyon icin bu yontem [oU metrigidir. Ornek
segmentasyonu ise ger¢ek maskeler ile tahmin edilenler arasindaki benzerligi

degerlendirmek icin [AF metrigini kullanmaktadir (Kookna, 2022).

3.4.1 Karmasikhik Matrisi

Karmagiklik matrisi, makine 6grenmesi ya da derin 68renme yontemlerinin ¢iktilarini
degerlendirmek icin kullanilan metriklerin hesaplanmasini saglayan matristir (Caelen,
2017). oU, [AF, dogruluk, duyarlilik, hassasiyet gibi pek ¢ok metrik karmasiklik matrisi
kullanilarak hesaplanmaktadir. Matris igerisinde [Gergek Pozitif (True Positive) (TP),
Pozitif (False Positive) (FF), Gercek Negatif (True Negative) (TN) ve [Yanlis Negatif (Falsd
(FN) olmak iizere dort farkli bilesen bulunmakta ve m sinifa sahip bir gorevde
karmagiklik matrisi m x m boyutunda olmaktadir. Tki simifli bir gorev icin karmasiklik
matrisi taslagi Cizelge B.1de verildigi gibidir.

Cizelge 3.1 Karmasiklik Matrisi

Gergek
Dogru | Yanlis
Dogru | TP FP
Yanlis | F'N TN

Tahmin

3.4.2 Birlesim Uzerinden Kesisim (Intersection over Union) (IoU)

[oU, orijinal maske ve tahmin edilen maske arasindaki kesismeyi 6lgmek igin kullanilan
metriktir (Subramanyam, 2021)). Literatiirde Jaccard Indeksi ya da Jaccard Benzerlik
Katsayis1 olarakta gecmektedir (Csurka ve dig., 2013). Maskelerin kesisim bdlgesi arttikga
[oU degeri yiikselmektedir (Sheremet, 2020). Ornegin iki maske birbiriyle tam olarak
ortistiigiinde [oU degeri %100 olmaktadir. Sekil B.10"da goriildiigii gibi orijinal maske ile
tahmin maskesinin kesisiminin yine bu iki maskenin birlesimine béliimii [oU degerini

vermektedir.
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area of overlap

10U = —— =
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Sekil 3.10 oU Metrigi (Padilla ve dig., 2020)

Dogrulama setine ait [[oU degeri karmasiklik matrisi icerisindeki degerler
kullanilarak hesaplanmaktadir (Karayegen, 2021)). Temel mantig1 Denklem B.1"de verildigi
gibi kesisimin birlesime béliinmesinden gelmektedir. Karmasiklik matrisi kullanarak foU
hesaplanmasi Denklem B.2J’te verilmistir.

AN B TP
d(A, B) = 3.1 d= 10U = 3.2
Jaccard(A, B) AUD| (3.1) Jaccar oU TP L FPLFN (3.2)

3.4.3 Ortalama Kesinlik (Average Precision) (AP)

AP metrigi [oU, kesinlik (Precision) ve duyarlilk (Recall) metrikleri kullanarak
hesaplanmaktadir (Schiitze ve dig., 2008). Bu sebeple metrigin temeli karmasiklik matrisine
dayanmaktadir. Kesinlik, modelin tiim tahminler arasinda gercek pozitif degerlerin oranin
vermektedir (Ay, 2020). Ozellikle yanlis pozitif tahminlerin maliyetinin yiiksek oldugu
durumlarda kesinlik degerinin yiiksek olmasi beklenmektedir. Kesinlik metrigini veren
denklem Denklem B.3te verilmistir. Duyarlilik metrigi kesinlige benzemekte ve pozitif
olarak etiketledigimiz verilerin kaginin gercek pozitif oldugunu hesaplamaktadir. Duyarlilik

metriginin hesaplamist Denklem B.4’te verilmistir.

TP TP
Precision = m——_F'P (33) Recall = TP-|——FN (34)
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@ metrigi, Kesinlik Duyarlilik (Precision Recall) (@) Egrisi altinda kalan alanin
hesaplanmast ile elde edilmektedir. PR| egrisi altinda kalan alan, Denklem B.3’te formiilii

verilmis olan 11 Noktali Interpolasyon kullanarak hesaplanmaktadir (Schiitze ve dig.,
2008). Bahsedilen denklemde ¢ = 0,0.1,0.2, ..., 1 olarak alinmaktadir. PR Egrisi farkli [oU
esikleri icin farkli sonuglar vermektedir (Anwar, 2022). @] esikleri, giiven esikleri
seklinde de isimlendirilmektedir. Ornegin AR5, olarak verilen bir deger icin oU esigi %50
olarak uygulanmistir. Genellikle [oU esikleri ne kadar yiiksek olursa egitilmis modelin
tahminleri o kadar kesin ve giivenilir olmaktadir. Ornegin tahmin [oU degeri 0,4 olan bir
goriintii, 0,5 esik uygulanirsa [FH olarak degerlendirilirken 0,3 esik uygulandiginda [TP
olarak ele alinmaktadir.

1
AP = 1 Precision(Recall;) (3.5)
Recall;

AP degeri her nesne sinifi igin ayr1 olarak hesaplanmaktadir (Liu, 2018). Dogrulama

setine ait genel bir deger elde etmek icin Ortalama AP (Mean Average Precision) (mAP)
metrigi kullanilmaktadir. tarafindan gegerli olarak kabul edilen degeri, farkli
esik degerleri kullanilarak hesaplanmakta ve [oU iizerinden ortalama olarak ge¢mektedir
(Lin, Maire ve dig., 2014). Esik degerleri, adim biiyiikligii 0, 05 olacak sekilde 0,50 ile
0,95 arasindaki 10 farkli degerden olusmaktadir. Literatiirde esik degerlerini ifade etmek
i¢in metriginden AR 50.0050095 seklinde de bahsedilmektedir. Verilen AR5,
orneginde oldugu gibi esik degerinden biiyiik tahmin degerleri [TH, kiigiik tahmin degerleri
de FH olarak ele almmaktadir. Her esik degeri icin Denklem B.3 kullanilarak [AP degeri
hesaplanmaktadir. Elde edilen degerlerin ortalamasi sinifa ait [AF degerini verirken tiim

nesne siniflarina ait [AP degerlerinin aritmetik ortalamasi degerini vermektedir.

3.4.4 Sorenson-Dice Katsayisi

Literatiirde Dice Katsayisi, F1 puani ya da Dice Benzerlik Katsayist olarakta gecen metrik
iki Ornegin benzerligini Olgmek adina kullanilmaktadir (Guindon ve Zhang, 2017).
Ozellikle tibbi goriintii segmentasyonu gorevlerinde sikca tercih edilmekte ve benzerligi
olciilecek iki goriintiiniin birbirleri ile esit boyutta olmalar1 gerekmektedir. Denklem B.6’da
verilen formiil ile hesaplanan katsayi ile 0-1 arasinda bir deger elde edilmektedir. Isleme
alinan goriintiilerin benzerliginin yiiksek olmasi degerin bire yakin olmasi anlamina
gelmektedir. Segmentasyon siniflar1 i¢in ayr1 ayri hesaplanabilecegi gibi genel bir Dice

katsayis1 hesaplamakta miimkiindiir.

2% |AN B

3.6
A+ 1B (3.6)

DiceKatsays =
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4. BULGULAR VE TARTISMA

Eskisehir Osmangazi Universitesi Tip Fakiiltesi Hastanesi’nden elde edilen veri
setinin ilk versiyonu Mask R-CNN ile egitilmistir. Egitim sonrasi veriler i¢in elde edilen
AR ve mAR degerleri Cizelge B.1de verilen degerlere ulasilmistir. Alman sonuglara gore
Mask R-CNN mimarisi benign nesne sinifi i¢in %65, 11 [AP, malign sinifi i¢in %64, 31 AP
elde etmistir. Mimarinin tiim nesne siniflar1 lizerindeki degerinin ise %64, 71 oldugu
goriilmiistiir. [oU esiginin %50 olarak belirlenmesi ile sonugta %89,03 mAP degerine
ulasilmistir. Sekil B.1°de egitim sonucunda tahmin edilen maskeler, orijinal maskeler ve

orijinal goriintiiler verilmistir.

Cizelge 4.1 Veri Setinin Birinci Versiyonu i¢in Egitim Sonuglari

AP- Benign | AP- Malign | mAP | mAPsy | mAPrs
Mask R-CNN %65,11 %64,31 %64,71 | %89,03 | %82,69

Veri setinin ikinci versiyonunda P, K ve M kanallar1 ayr1 ayr egitilmistir. Egitim
icin Mask R-CNN mimarisi kullanilmigtir. Her kanal ayni parametreler ile egitilmistir.
Egitim sonuglar1 Cizelge #.2’de verilmistir. K kanali benign nesne sinifi igin %72, 88 [AP
degeri ve malign nesne smifi i¢in %46, 85 [AH degeri elde etmistir. Modelin degeri ise
%59, 86°dir. P kanali ise benign nesne sinifi i¢in %70, 46 [AP| degeri, malign nesne sinif igin
%43, 76 |AP degeri vermistir. P kanali i¢in yapilan egitimin degeri %57, 11°dir. Son
kanal olan M kanali benign tiimérleri %54, 94 AP degeri ile segmente etmisken malign
tiimorler iizerinde %57,02 [AP basari elde etmisti. M kanali i¢in ulasilan degeri
%55, 98’dur. Alman sonuglara gore benign tiimdrleri segmente etmek icin K kanali daha
fazla bilgi verirken malign tlimorler icin M kanalindan gelen bilgiler daha faydali
olmaktadir. Ikinci versiyon veri setinin egitimi sonucu K kanali igin alman maske
tahminleri, orijinal goriintii 6rnekleri Sekil @’de, P kanali i¢in aliman maske tahminleri,
asil goriintii gornekleri Sekil §.3'te ve M kanali i¢in elde edilen maske tahminleri, orijinal
maske rnekleri Sekil .4t verilmistir. Segilen rnekler, her sira farkli bir hastay: ifade
edecek sekilde toplam dort farkli hastadan secilmistir. Ornek olarak Sekil §.2d, Sekil
ve Sekil #.4d’da verilen goriintii ayn1 hastaya ait gorintiinin K, P ve M kanalidir. Sekil
#.2d, Sekil ve Sekil #.4d’de verilen 6rnek, malign timérlerin segmente edilmesi
gorevinde M kanalinin daha basarili oldugunun bir diger kanitidir. M kanalina gére daha
yiiksek degerlerine sahip K ve P kanallarindan gelen bilgilerle model tarafindan



(a) Orijinal (b) Orijinal Maske (c) Onerilen Maske

(d) Orijinal (e) Orijinal Maske (f) Onerilen Maske

(g) Orijinal (h) Orijinal Maske (i) Onerilen Maske

(j) Orijinal (k) Orijinal Maske (1) Onerilen Maske

Sekil 4.1 Veri Seti Versiyon-1 i¢in Orijinal Goriintiiler, Maskeler ve Tahmin Edilen
Maskeler
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yakalanamayan malign timdrii M kanalindan gelen bilgiler ile basarili sekilde segmente
etmistir. Sonuclar mAP degerlerine gére genel olarak ele alindiginda K kanalmimn timor

segmentasyonu i¢in daha ¢ok bilgi sagladig1 goriilmiistiir.

Cizelge 4.2 Veri Setinin ikinci Versiyonu i¢in Egitim Sonuglar

P Kanal1 | K Kanali | M Kanali
Mimari Mask R-CNN
AR %57,11 | %59,86 | 955,98
AP- Benign | %70,46 | %72,88 | %54,94
AP- Malign | %43,76 | %46,85 | %57,02

Nihai veri seti olan fiigiincii versiyon veri seti Mask R-CNN, [YOLACT],
DeepLabv3+ ve segmentasyon modelleri ile egitilmistir. Mask R-CNN ve
mimarileri tek NVIDIA Quadro P5000 [GPU ile egitilmistir. ve
DeepLabv3+ modelleri 4 adet NVIDIA Quadro P5000 [GPU kullanarak egitilmistir. Elde
edilen sonuglarin degerlendirilmesi icin mAF, [AF, [oU ve Dice katsayisi olmak tizere dort
farkli metrik kullanilmistir. Egitimler i¢in alinan sonuglar Cizelge §.3’te verilmistir. Kiigiik
nesnelerin tespiti konusunda en iddiali model olan mimarisi Cizelge §.3te
goriildigi gibi %73, 54 degeri ile en basarili sonucu vermistir. YOLACT mimarisini
Mask R-CNN %67, 16 mAF degeri ile takip etmektedir. Ardindan mimarisiyle
%62, 70 degerine ve DeepLabv3+ mimarisiyle %36, 81 degerine ulasilmistir.
Nispeten biiylik obje igeren veri setlerinde basar1 sonuglar veren DeepLabv3+

(L.-C. Chen, Zhu ve dig., 2018), timoriin siirlarinin
belirlenmesinde %36, 81 ile en az basarinin elde edildigi ag olmustur. DeepLabv3+,

etiket siniflarii1 dogru tahmin etse de tiimorlerin siirlarinin dogru belirlememesi ve

segmentasyon mimarisi

ozellikle kiicliik timor iceren gorilintillere bir maske iiretmemesiyle diisiik olarak
tanimlanabilecek bir performans gostermistir. Mask R-CNN egitimi sonucu elde edilen
maske, orijinal maske ve goriintii ornekleri Sekil §.3’te verilmistir. egitimi
sonucu ulasiimis olan maske, orijinal maske ve goriintii drnekleri Sekil §.6’da verilmistir.
SOLOV2 mimarisine ait sonuclar Sekil #.7°de ve DeepLabv3+ semantik segmentasyon
agina ait 6rnek goriintii, tahmin ve maskeler Sekil #.8’de verilmistir. Sekil #.5, Sekil B.4 ve
#.7°de verilmis olan orijinal maske goriintiilerinde kirmizi renk benign ve beyaz renk
malign akciger timoriinii ifade etmektedir. Ek olarak Sekil §.§’de orijinal maske
goriintiilerinde bulunan pudra rengi benign, fugya ise malign akciger tiimoriinii ifade

etmektedir.



45

(a) Orijinal (b) Onerilen Maske

(¢) Orijinal (d) Onerilen Maske

(e) Orijinal (f) Onerilen Maske

Sekil 4.2 Veri Seti Versiyon-2 K Kanali i¢in Orijinal Gortintiiler ve Tahmin Edilen Maskeler
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(a) Orijinal (b) Onerilen Maske

(¢) Orijinal (d) Onerilen Maske

(e) Orijinal (f) Onerilen Maske

Sekil 4.3 Veri Seti Versiyon-2 P Kanal1 i¢in Orijinal Goriintiiler ve Tahmin Edilen Maskeler
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(a) Orijinal (b) Onerilen Maske

(¢) Orijinal

(e) Orijinal (f) Onerilen Maske

Sekil 4.4 Veri Seti Versiyon-2 M Kanali i¢in Orijinal Goriintiiler ve Tahmin Edilen Maskeler



Sonuglari
[AR- Benign | [AR- Malign | mAR Lol Dice
Mask R-CNN | %74,14 %60,17 | %67,16 | %75,60 | %79,25
%77,40 %69,70 | %73,54 | %76,28 | %81,89
%62,89 %62,43 | %62,70 | %61,31 | %73,15
DeepLabv3+ |  %58,69 %14,94 | %36,81 | %53,76 | %59,28
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Cizelge 4.3 Veri Setinin Ugiincii Versiyonu i¢in Ornek Segmentasyonu Modellerinin Egitim

Mimari sabit tutularak veri setinin farkli ayrimlarindan gelen sonuglar objektif
olarak gozlenebilmistir. Cizelge ve Cizelge B.3'te verilmis olan Mask R-CNN
mimarisinin sonuglarima bakildiginda kanallarin birlestirilmesiyle elde edilen {icilincii
versiyon veri seti %2, 45 degeriyle daha yiiksek basar1 gostermistir. Aradaki bosluk
nesne smifi bazinda degerlendirildiginde benign tiimérler igin basar1 %9, 03 AP artarken
malign smifi igin bu deger %4, 14 [AP| diismiistiir. Basariy1 yiikseltmek amaciyla olusturulan
tiglincii versiyon veri setinin yapilan deneyler sonucunda [AB- Benign ve mAP degerleri ile
beklentiyi dogruladig: goriilmiistiir.

Literatiirde daha basarili tiimor segmentasyonu i¢in goriintiinlin timér konumuna
gore kirpilmasi siklikla tercih edilmektedir. Ancak yeni tani alacak pekgok tlimor bahsi
gecen goriintlilerde sahip oldugu kadar biiyilik alan kaplamamaktadir. Bu sebeple calisma
kapsaminda goriintiiler tiimore gore kirpilmamistir ve bu islem atlandigindan elde edilen
sonuclarin benzerlerine gore diisiik olmasi beklenen bir durumdur. Elde edilen degerler ile
kiigiik nesne iceren veri setlerinin 6n islemsiz kodlayici-kod ¢6ziicii mimarileri beslemek
icin kullanilmas1 Onerilmemektedir. Bu tip mimarilerin kodlayic1 kisimlarinda siirekli
olarak asagi ornekleme yapilmakta ve bu ise dnemli bilgi kaybetmeye sebep olmaktadir.
Nesne sinirlarmin genis olmamasi kaybedilen her bilgiyi daha onemli kilmaktadir. Bu
nedenle gibi ayrmtilar1 yakalamakta daha basarili olan modeller (Bolya ve dig.,
2019) kullanildiginda daha kaliteli ¢iktilar elde edilmektedir. Ek olarak daha diizgiin
siirlara sahip benign tiimorlerin (CCS, 2020b), dagmik sekilde goriinen malign tlimorlere
(NHS, 2019) gore daha yiiksek basari gosterdigi Cizelge K., Cizelge ve Cizelge f#.3'te
verilen sonuglarda goriilmektedir. Clinkli maskelerin dogruluklar1 hesaplanirken segmente
edilmis alan kullanilmaktadir. Tiimoriin yeri ve etiketi dogru olarak tahmin edilse dahi
sinirlariin  hatali olmasi basarty1 etkilemektedir. Alanin dagimiklasmasi ise simirlarin
gercege yaklagsma olasiligini olumsuz etkilemektedir. Tiimdriin segmente edilmesinin timor
smifina gore yapilmasi basariy1 etkileyen diger bir faktordiir. Dogru segmente edilip yanlis

sinif etiketi atanan ya da dogru smif etiketine sahip ancak dogru sinirlar ile segmente
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(a) Orijinal (b) Orijinal Maske

(d) Orijinal (e) Orijinal Maske

(h) Orijinal Maske

(j) Orijinal (k) Orijinal Maske (1) Onerilen Maske

Sekil 4.5 Veri Seti Versiyon-3 i¢in Mask R-CNN Mimarisinin Urettigi Orijinal Goriintiiler,
Maskeler ve Tahmin Edilen Maskeler



(a) Orijinal (b) Orijinal Maske

(d) Orijinal (e) Orijinal Maske
y

(h) Orijinal Maske

(j) Orijinal (k) Orijinal Maske (1) Onerilen Maske

Sekil 4.6 Veri Seti Versiyon-3 igin [Y OLACT| Mimarisinin Urettigi Orijinal Goriintiiler,
Maskeler ve Tahmin Edilen Maskeler
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(a) Orijinal (b) Orijinal Maske (c) Onerilen Maske

(d) Orijinal (e) Orijinal Maske (f) Onerilen Maske
y

(h) Orijinal Maske (i) Onerilen Maske

(j) Orijinal (k) Orijinal Maske (1) Onerilen Maske

Sekil 4.7 Veri Seti Versiyon-3 i¢in Mimarisinin Urettigi Orijinal Gériintiiler,
Maskeler ve Tahmin Edilen Maskeler
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(a) Orijinal (b) Orijinal Maske (c) Onerilen Maske

(d) Orijinal (e) Orijinal Maske (f) Onerilen Maske
y

.

(g) Orijinal (h) Orijinal Maske (i) Onerilen Maske
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(j) Orijinal (k) Orijinal Maske (1) Onerilen Maske

Sekil 4.8 Veri Seti Versiyon-3 i¢in DeepLabv3+ Mimarisinin Urettigi Orijinal Goriintiiler,
Maskeler ve Tahmin Edilen Maskeler
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edilememis goriintiiler de segmentasyon sonucunu olumsuz etkilemektedir. Ileride veri
setinin farkli 6n islemlere tabi tutulmas: ve daha giiclii [GPU kullanimi ile modellerinin
basarisinin arttirilmasi ihtimal dahilindedir. Ayn1 zamanda kanallarin ayr1 ayr egitilerek
iretilen sonuclarin birlestirilmesi ya da goriintiilere boyut azaltma islemi uygulanmadan
goriintiiyli 1zgaralara bolerek parca parca ele alacak sekilde ag1 egitmek daha giiclii maske

tahmini saglayabilir.
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5. SONUC VE ONERILER

Bu tezde akciger timdr segmentasyonu igin yeni ve ger¢ek MR| goriintiilerinden
olusan bir veri seti 6nerilmistir. Veri seti, Eskisehir Osmangazi Universitesi Tip Fakiiltesi
Hastanesi’nden saglanmis ve dort kanalli MR| gériintiisiiniin P, K ve M kanali ¢alismaya
dahil edilmistir. Veri seti toplam 84 farkli hastaya ait verileri icermektedir. Bu hastalarin 32
tanesi benign tanisi, kalan 52 adeti malign timori tanist almistir. Veri seti toplam ti¢ farklh
versiyonda egitilmistir. {lk versiyon, veri setinin elde edildigi islemsiz halidir. Her kanal
farkli birer goriintii olarak veri setinde varlik gdstermektedir. Ikinci versiyon, goriintii
kanallarin1 birbiri ile kiyaslamak icin olusturulmustur. Bu amagla veri seti ii¢ alt parcaya
boliinmiistiir ve kanallar ayr1 ayr1 egitilmistir. Son versiyon ise kanallarin birlegsmesinin
segmentasyon basarisini arttiracagr hipotezi ile diizenlenmistir. P, K ve M kanallar
birlestirilerek ii¢ kanalli yeni bir goriintii elde edilmistir. Tiim versiyonlarin igerdigi
goriintiilere ait detaylar Cizelge B5.1"de verildigi gibidir.

Cizelge 5.1 Veri Setinin Birinci, Ikinci ve Ugiincii Versiyonlarinda Veri Dagilimi

Benign | Malign | Egitim | Dogrulama | Toplam
Versiyon-1 920 1113 1633 400 2033
P 306 370 546 130 676
Versiyon-2 | K 306 370 546 130 676
M| 306 370 546 130 676
Versiyon-3 307 373 543 137 680

Her versiyon, objektif olarak karsilastirabilmek i¢in ayn1 mimariyi ve siniflandiriciy1
kullanarak egitilmistir. Bu gorev icin Mask R-CNN mimarisi ile ResNef-101 simiflandiris
secilmistir. Yapilan deneyler dogrultusunda iiclincii versiyon veri seti ile %2, 45 daha
yuksek sonug elde edilmis ve hipotezi dogrulamistir. Ek olarak ikinci versiyonda her kanala
ait set yine Mask R-CNN mimarisi ve ResNet-101 siniflandiricist kullanarak egitime tabi
tutulmustur. Alinan sonuglara gére K kanali goriintiilerindeki tiimorler %2, 75 ile P
kanali ve %3, 79 ile M kanal1 goriintiilerindeki tliimorlerden daha basarili segmente
edilmistir. Hesaplanan [AP degerlerine gore K kanali goriintiileri benign ve M kanali

goriintiileri malign tiimorlerin segmente edilmesinde daha iyi sonuglar vermistir.
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Son olarak veri setinin nihai versiyonunu egitmek i¢cin Mask R-CNN’le beraber

diger popiiler mimariler olan SOLOv2, [YOLACT]| ve DeepLabv3+ mimarileri secilmistir.
Bahsi gecen mimarilerden Mask R-CNN, SOLOv2 ve YOLACT| 6rnek segmentasyon
mimarileri ve DeepLabv3+ ise semantik segmentasyon mimarisidir. Aglar1 degerlendirmek
icin AP, mAH ve [oU metrikleri kullanilmistir. En basarili sonug mimarisi ile
elde edilmis ve alinan sonucun en yakini olan Mask R-CNN’den %6, 30 daha yiiksek
oldugu goriilmiistiir. Yapilan deneyler sonucunda yogun sekilde asagi ornekleme yapan

modellerin kiiciik tiimdrleri dogru segmente etmek konusunda basarisinin yeterli olmadigt
gorlilmiistiir. Benign tiimorlerin diizgilin sinirlar1 sayesinde malign tiimorlere oranla daha

kolay segmente edildigi ¢ikarimlart yapilmistir.

Bu c¢alismada literatiirde bulunmayan akciger benign ve malign tiimor
segmentasyonu gorevine ¢oziim aranmistir. Kullanilan veri seti calisma kapsaminda
hazirlanmis olup gercek tiimorlerden olusmaktadir. Veri setinin yeni olusturulmasi ile bu
caligma, literatiirdeki benzer ¢aligmalardan ayrilmistir. Ek olarak literatiirde bulunan birgok
timor segmente c¢alismasinda goriintiiler tiimor c¢evresinden kirpilmaktadir. Bu ise
goriintiide daha biiyiik timor alanit yakalanmasini ve tiimoriin daha kolay segmente
edilmesini saglamaktadir. Bu calismada 6rnek segmentasyonu modellerine kirpma islemi

uygulanmamustir.



56

KAYNAKLAR DIZiNi

Anwar, Aqeel (2022). What is Average Precision in Object Detection & Localization
Algorithms and How to Calculate 1t? URL:
https://towardsdatascience.com/what-is-average-precision-in-object-
detection - localization - algorithms - and - how — to — calculate — it -
3f330efe697b. (Erisim Tarihi: 24.11.2022).

Ay, Sevket (2020). Model Performansint Degerlendirmek — Metrikler. URL: https : / /
medium. com/deep-learning-turkiye/model-performans’%5C%C4%5C%B1n%5CY
C4%5C%B1-de’,5C%C4%5C9Ferlendirmek-metrikler-cb6568705b1. (Erisim Tarihi:
24.11.2022).

Baeldung (2022). How ReLU and Dropout Layers. URL: https://www.baeldung . com/
cs/ml-relu-dropout-layers#: ~:text=AsY5C%20a%5C%20consequence’5C%2CY
5C%20the’5C%20usage , adding%5C%20extra’5C%20ReLUs%5C%20increases’5CY
20linearly.. (Erisim Tarihi: 22.10.2022).

Bilyk, Volodymyr (2020). Computer vision opportunities in Medical Imaging Explained.
URL: https : / / volodymyrbilyk . medium . com / computer - vision -
opportunities-in-medical-imaging-explained-9e046f9e2d88. (Erisim Tarihi:
06.04.2022).

Biswal, Avijeet (2022). Top 10 Deep Learning Algorithms You Should Know in 2023. URL:
https://www.simplilearn.com/tutorials/deep-learning-tutorial/deep-

learning-algorithm. (Erisim Tarihi: 18.10.2022).

Bolya, Daniel, Chong Zhou, Fanyi Xiao ve Yong Jae Lee (2019). “Yolact: Real-time
instance segmentation”. i¢inde: Proceedings of the IEEE/CVF international conference

on computer vision, ss. 9157-9166.


https://towardsdatascience.com/what-is-average-precision-in-object-detection-localization-algorithms-and-how-to-calculate-it-3f330efe697b
https://towardsdatascience.com/what-is-average-precision-in-object-detection-localization-algorithms-and-how-to-calculate-it-3f330efe697b
https://towardsdatascience.com/what-is-average-precision-in-object-detection-localization-algorithms-and-how-to-calculate-it-3f330efe697b
https://medium.com/deep-learning-turkiye/model-performans%5C%C4%5C%B1n%5C%C4%5C%B1-de%5C%C4%5C%9Ferlendirmek-metrikler-cb6568705b1
https://medium.com/deep-learning-turkiye/model-performans%5C%C4%5C%B1n%5C%C4%5C%B1-de%5C%C4%5C%9Ferlendirmek-metrikler-cb6568705b1
https://medium.com/deep-learning-turkiye/model-performans%5C%C4%5C%B1n%5C%C4%5C%B1-de%5C%C4%5C%9Ferlendirmek-metrikler-cb6568705b1
https://www.baeldung.com/cs/ml-relu-dropout-layers#:~:text=As%5C%20a%5C%20consequence%5C%2C%5C%20the%5C%20usage,adding%5C%20extra%5C%20ReLUs%5C%20increases%5C%20linearly.
https://www.baeldung.com/cs/ml-relu-dropout-layers#:~:text=As%5C%20a%5C%20consequence%5C%2C%5C%20the%5C%20usage,adding%5C%20extra%5C%20ReLUs%5C%20increases%5C%20linearly.
https://www.baeldung.com/cs/ml-relu-dropout-layers#:~:text=As%5C%20a%5C%20consequence%5C%2C%5C%20the%5C%20usage,adding%5C%20extra%5C%20ReLUs%5C%20increases%5C%20linearly.
https://www.baeldung.com/cs/ml-relu-dropout-layers#:~:text=As%5C%20a%5C%20consequence%5C%2C%5C%20the%5C%20usage,adding%5C%20extra%5C%20ReLUs%5C%20increases%5C%20linearly.
https://volodymyrbilyk.medium.com/computer-vision-opportunities-in-medical-imaging-explained-9e046f9e2d88
https://volodymyrbilyk.medium.com/computer-vision-opportunities-in-medical-imaging-explained-9e046f9e2d88
https://www.simplilearn.com/tutorials/deep-learning-tutorial/deep-learning-algorithm
https://www.simplilearn.com/tutorials/deep-learning-tutorial/deep-learning-algorithm

57

KAYNAKLAR DiZIiNi (devam)

Brooks, James W. ve Thomas M. Krummel (2006). “Chapter 50 - Tumors of the Chest”.
Icinde: Kendig'’s Disorders of the Respiratory Tract in Children (Seventh Edition). Ed.
Victor Chernick, Thomas F. Boat, Robert W. Wilmott ve Andrew Bush. Seventh Edition.
Philadelphia: W.B. Saunders, ss. 705-732. ISBN: 978-0-7216-3695-5. DOI: https://
doi . org/10.1016/B978-0-7216-3695-5.50054-7. URL: https : / / www .
sciencedirect.com/science/article/pii/B9780721636955500547.

Brown, Robert W., Yu-Chung N.Cheng, E. Mark Haacke, Micheal R. Thompson ve
Ramesh Venkatesan (2014). Magnetic Resonance Imaging: Physical Principles and
Sequence Design. New Jersey: Wiley Blackwell.

Caelen, Olivier (2017). “A Bayesian interpretation of the confusion matrix”. Icinde: Annals
of Mathematics and Artificial Intelligence 81.3, ss. 429—450.

CCS (2020a). Cancerous Tumours of The Lung. URL: https://cancer.ca/en/cancer-

information/cancer-types/lung/what-is-lung-cancer/cancerous-tumours.
(Erisim Tarihi: 30.09.2022).

— (2020b). Non-Cancerous Lung Tumours. URL: https : / /www . webmd . com / lung /
benign-lung-tumors-and-nodules#: ~:text=A%5C%20benign’%5C%201ung%5CY%
20tumor %5C%20is , of %,5C%20cancer’5C%20is%5C%20very’,5C%20important ..
(Erisim Tarihi: 29.09.2022).

Charles, Shamar (2019). Tiimér nedir? Benign ve Malign Tiimorlerin Ozellikleri ve
Belirtileri. URL: https : / / www . verywellhealth . com / lung - neoplasms —
definition - types - causes - and - treatment - 5204884# : ~
text=A%5C%20malignant’5C%20neoplasmy5C%2C%5C%200r%5C%201ung , the%5CY
20body%5C%20 (metastatic¥%5C%20neoplasm). (Erisim Tarihi: 05.08.2022).


https://doi.org/https://doi.org/10.1016/B978-0-7216-3695-5.50054-7
https://doi.org/https://doi.org/10.1016/B978-0-7216-3695-5.50054-7
https://www.sciencedirect.com/science/article/pii/B9780721636955500547
https://www.sciencedirect.com/science/article/pii/B9780721636955500547
https://cancer.ca/en/cancer-information/cancer-types/lung/what-is-lung-cancer/cancerous-tumours
https://cancer.ca/en/cancer-information/cancer-types/lung/what-is-lung-cancer/cancerous-tumours
https://www.webmd.com/lung/benign-lung-tumors-and-nodules#:~:text=A%5C%20benign%5C%20lung%5C%20tumor%5C%20is,of%5C%20cancer%5C%20is%5C%20very%5C%20important.
https://www.webmd.com/lung/benign-lung-tumors-and-nodules#:~:text=A%5C%20benign%5C%20lung%5C%20tumor%5C%20is,of%5C%20cancer%5C%20is%5C%20very%5C%20important.
https://www.webmd.com/lung/benign-lung-tumors-and-nodules#:~:text=A%5C%20benign%5C%20lung%5C%20tumor%5C%20is,of%5C%20cancer%5C%20is%5C%20very%5C%20important.
https://www.verywellhealth.com/lung-neoplasms-definition-types-causes-and-treatment-5204884#:~:text=A%5C%20malignant%5C%20neoplasm%5C%2C%5C%20or%5C%20lung,the%5C%20body%5C%20(metastatic%5C%20neoplasm)
https://www.verywellhealth.com/lung-neoplasms-definition-types-causes-and-treatment-5204884#:~:text=A%5C%20malignant%5C%20neoplasm%5C%2C%5C%20or%5C%20lung,the%5C%20body%5C%20(metastatic%5C%20neoplasm)
https://www.verywellhealth.com/lung-neoplasms-definition-types-causes-and-treatment-5204884#:~:text=A%5C%20malignant%5C%20neoplasm%5C%2C%5C%20or%5C%20lung,the%5C%20body%5C%20(metastatic%5C%20neoplasm)
https://www.verywellhealth.com/lung-neoplasms-definition-types-causes-and-treatment-5204884#:~:text=A%5C%20malignant%5C%20neoplasm%5C%2C%5C%20or%5C%20lung,the%5C%20body%5C%20(metastatic%5C%20neoplasm)

58

KAYNAKLAR DiZIiNi (devam)

Chen, Liang-Chieh, George Papandreou, lasonas Kokkinos, Kevin Murphy ve Alan L Yuille
(2017). “Deeplab: Semantic image segmentation with deep convolutional nets, atrous
convolution, and fully connected crfs”. i¢inde: IEEE transactions on pattern analysis
and machine intelligence 40.4, ss. 834—848.

Chen, Liang-Chieh, Yukun Zhu, George Papandreou, Florian Schroff ve Hartwig Adam
(2018). “Encoder-decoder with atrous separable convolution for semantic image

segmentation”. Iginde: Proceedings of the European conference on computer vision
(ECCV), ss. 801-818.

Chen, Michael YM ve Christopher T Whitlow (2011). “Scope of diagnostic imaging”. iginde:
Basic radiology. Pope TL, Ott DJ. 2nd ed, Lange. New York, ss. 1-14.

Chollet, Francois (2018). Deep learning mit python und keras: das praxis-handbuch vom
entwickler der keras-bibliothek. MITP-Verlags GmbH & Co. KG.

Csurka, Gabriela, Diane Larlus, Florent Perronnin ve France Meylan (2013). “What is a
good evaluation measure for semantic segmentation?.” Iginde: Bmve. C. 27. 2013.
Bristol, ss. 10-5244.

Cakici, Emine (2019). Tiimor nedir? Benign ve Malign Tiimérlerin Ozellikleri ve Belirtileri.
URL: https://www.medikalakademi.com.tr/tumor-nedir-benign-ve-malign-
tumorlerin-ozellikleri-ve-belirtileri/. (Erisim Tarihi: 05.08.2022).

Dumane, Govinda (2020). Introduction to Convolutional Neural Network (CNN) using
Tensorflow. URL: https : / / towardsdatascience . com / introduction - to -

convolutional-neural-network-cnn-de73f69c5b83. (Erisim Tarihi: 22.10.2022).


https://www.medikalakademi.com.tr/tumor-nedir-benign-ve-malign-tumorlerin-ozellikleri-ve-belirtileri/
https://www.medikalakademi.com.tr/tumor-nedir-benign-ve-malign-tumorlerin-ozellikleri-ve-belirtileri/
https://towardsdatascience.com/introduction-to-convolutional-neural-network-cnn-de73f69c5b83
https://towardsdatascience.com/introduction-to-convolutional-neural-network-cnn-de73f69c5b83

59

KAYNAKLAR DiZIiNi (devam)

Dutande, Prasad, Ujjwal Baid ve Sanjay Talbar (2022). “Deep Residual Separable
Convolutional Neural Network for lung tumor segmentation”. Iginde: Computers in
Biology  and  Medicine 141, s. 105161. ISSN: 0010-4825. DOI:
https : / / doi . org / 10 . 1016 / j . compbiomed . 2021 . 105161. URL:
https://www.sciencedirect.com/science/article/pii/S0010482521009550.

Everingham, Mark, Luc Van Gool, Christopher KI Williams, John Winn ve
Andrew Zisserman (2010). “The pascal visual object classes (voc) challenge”. I¢inde:

International journal of computer vision 88.2, ss. 303—-338.

FDA (2020a). Medical X-ray Imaging. URL: https : / /www . fda . gov / radiation -
emitting-products/medical-imaging/medical-x-ray-imaging. (Erisim Tarihi:
09.05.2022).

— (2020b). Radiography. URL: https : / /www . fda . gov / radiation - emitting -
products / medical - x - ray - imaging / radiography# : ~
text=Radiography’%5C%20is?%5C%20a%5C%20type %5C%200f , fluoroscopy%5CY
20and % 5C % 20computed % 5C % 20tomography % 5C % 20procedures.. (Erisim Tarihi:
03.10.2022).

Ferlay, Jacques, Hai-Rim Shin, Freddie Bray, David Forman, Colin Mathers ve
Donald Maxwell Parkin (2010). “Estimates of worldwide burden of cancer in 2008:
GLOBOCAN 2008”. I¢inde: International journal of cancer 127.12, ss. 2893-2917.

Girshick, Ross, Jeff Donahue, Trevor Darrell ve Jitendra Malik (2014). “Rich feature
hierarchies for accurate object detection and semantic segmentation”. Iginde:

Proceedings of the IEEE conference on computer vision and pattern recognition,
ss. 580-587.


https://doi.org/https://doi.org/10.1016/j.compbiomed.2021.105161
https://www.sciencedirect.com/science/article/pii/S0010482521009550
https://www.fda.gov/radiation-emitting-products/medical-imaging/medical-x-ray-imaging
https://www.fda.gov/radiation-emitting-products/medical-imaging/medical-x-ray-imaging
https://www.fda.gov/radiation-emitting-products/medical-x-ray-imaging/radiography#:~:text=Radiography%5C%20is%5C%20a%5C%20type%5C%20of,fluoroscopy%5C%20and%5C%20computed%5C%20tomography%5C%20procedures.
https://www.fda.gov/radiation-emitting-products/medical-x-ray-imaging/radiography#:~:text=Radiography%5C%20is%5C%20a%5C%20type%5C%20of,fluoroscopy%5C%20and%5C%20computed%5C%20tomography%5C%20procedures.
https://www.fda.gov/radiation-emitting-products/medical-x-ray-imaging/radiography#:~:text=Radiography%5C%20is%5C%20a%5C%20type%5C%20of,fluoroscopy%5C%20and%5C%20computed%5C%20tomography%5C%20procedures.
https://www.fda.gov/radiation-emitting-products/medical-x-ray-imaging/radiography#:~:text=Radiography%5C%20is%5C%20a%5C%20type%5C%20of,fluoroscopy%5C%20and%5C%20computed%5C%20tomography%5C%20procedures.

60

KAYNAKLAR DiZIiNi (devam)

Girshick, Ross, Ilija Radosavovic, Georgia Gkioxari, Piotr Dollar ve Kaiming He (2018).
Detectron. https://github.com/facebookresearch/detectron.

Gonzalez, Rafael C. ve Richard E. Woods (2008). Digital Image Processing. USA: Pearson
Pretice Hall.

Guindon, Bert ve Ying Zhang (2017). “Application of the dice coefficient to accuracy
assessment of object-based image classification”. Icinde: Canadian Journal of Remote
Sensing 43.1, ss. 48—61.

Haqq, M. Gadal  (2016).  Digital  Image  Processing:  Introduction.
https : / / www . slideshare . net / MostafaGMMostafa / digital - image -
processing-an-introduction. (Erisim Tarihi: 04.10.2022).

Hassan, Zubait (2022). Instance Segmentation Vs. Object Detection: 3 Things You Need To
Know. URL: https : //www . folio3 . ai/blog/ instance - segmentation- vs -
object-detection/. (Erisim Tarihi: 24.10.2022).

He, Kaiming, Georgia Gkioxari, Piotr Dollar ve Ross Girshick (2017). “Mask r-cnn”. I¢inde:

Proceedings of the IEEE international conference on computer vision, ss. 2961-2969.

Herrera, Luis J, Hiran C Fernando, Yaron Perry, Willlam E Gooding,
Percival O Buenaventura, Neil A Christie ve James D Luketich (2003).
“Radiofrequency ablation of pulmonary malignant tumors in nonsurgical candidates”.
Icinde: The Journal of Thoracic and Cardiovascular Surgery 125.4, ss. 929-937.


https://github.com/facebookresearch/detectron
https://www.slideshare.net/MostafaGMMostafa/digital-image-processing-an-introduction
https://www.slideshare.net/MostafaGMMostafa/digital-image-processing-an-introduction
https://www.folio3.ai/blog/instance-segmentation-vs-object-detection/
https://www.folio3.ai/blog/instance-segmentation-vs-object-detection/

61

KAYNAKLAR DiZIiNi (devam)

Hofmann, Hans-Stefan, Gesine Hansen, Stefan Burdach, Babett Bartling, Rolf-Edgar Silber
ve Andreas Simm (2004). “Discrimination of human lung neoplasm from normal lung

by two target genes”. Icinde: American journal of respiratory and critical care medicine
170.5, ss. 516-519.

Howard, Andrew G, Menglong Zhu, Bo Chen, Dmitry Kalenichenko, Weijun Wang,
Tobias Weyand, Marco Andreetto ve Hartwig Adam (2017). “Mobilenets: Efficient
convolutional neural networks for mobile vision applications”. Iginde: arXiv preprint
arXiv:1704.04861.

HSGM (2017). Computer vision opportunities in Medical Imaging Explained. URL: https:
//hsgm.saglik.gov.tr/tr/kanser-turleri/kanser-turleri/akci%5C%C4%5CY%
O9Fer-kanseri.html. (Erisim Tarihi: 21.09.2022).

Karayegen, Gokay (2021). “Segmentation on brain MR 1mages by using deep learning
network and 3d modelling”. i¢inde.

Klingler, Nico (2022). Image Segmentation with Deep Learning. URL: https://viso.ai/
deep-learning/image- segmentation-using-deep-learning/. (Erisim Tarihi:

24.10.2022).

Kookna, Vikas (2022). Semantic vs. Instance vs. Panoptic Segmentation. URL: https://
pyimagesearch . com /2022 /06 /29 / semantic - vs - instance - vs - panoptic -

segmentation/. (Erisim Tarihi: 24.11.2022).

Lauterbur - Facts Nobel Prize Outreach (2022). URL: https://www.nobelprize. org/
prizes/medicine/2003/lauterbur/facts/. (Erisim Tarihi: 24.05.2022).


https://hsgm.saglik.gov.tr/tr/kanser-turleri/kanser-turleri/akci%5C%C4%5C%9Fer-kanseri.html
https://hsgm.saglik.gov.tr/tr/kanser-turleri/kanser-turleri/akci%5C%C4%5C%9Fer-kanseri.html
https://hsgm.saglik.gov.tr/tr/kanser-turleri/kanser-turleri/akci%5C%C4%5C%9Fer-kanseri.html
https://viso.ai/deep-learning/image-segmentation-using-deep-learning/
https://viso.ai/deep-learning/image-segmentation-using-deep-learning/
https://pyimagesearch.com/2022/06/29/semantic-vs-instance-vs-panoptic-segmentation/
https://pyimagesearch.com/2022/06/29/semantic-vs-instance-vs-panoptic-segmentation/
https://pyimagesearch.com/2022/06/29/semantic-vs-instance-vs-panoptic-segmentation/
https://www.nobelprize.org/prizes/medicine/2003/lauterbur/facts/
https://www.nobelprize.org/prizes/medicine/2003/lauterbur/facts/

62

KAYNAKLAR DiZIiNi (devam)

Li, Jiaxin, Houjin Chen, Yanfeng Li, Yahui Peng, Naxin Cai ve Xuyang Cao (2021).
“AMRSegNet: adaptive modality recalibration network for lung tumor segmentation on
multi-modal MR images”. Icinde: Multimedia Tools and Applications 80.25,
ss. 33779-33797.

Li, Jiaxin, Houjin Chen, Yanfeng Li, Yahui Peng, Jia Sun ve Pan Pan (2022).
“Cross-modality synthesis aiding lung tumor segmentation on multi-modal MRI

images”. i¢inde: Biomedical Signal Processing and Control 76, s. 103655.

Lin, Tsung-Yi, Priya Goyal, Ross Girshick, Kaiming He ve Piotr Dollar (2017). “Focal loss
for dense object detection”. Iginde: Proceedings of the IEEE international conference on

computer vision, ss. 2980—2988.

Lin, Tsung-Yi, Michael Maire, Serge Belongie, James Hays, Pietro Perona, Deva Ramanan,
Piotr Dollar ve C Lawrence Zitnick (2014). “Microsoft coco: Common objects in

context”. Icinde: European conference on computer vision. Springer, ss. 740—755.

Liu, Yanfeng (2018). The Confusing Metrics of AP and mAP for Object Detection / Instance
Segmentation. URL: https : / / yanfengliux . medium . com / the - confusing -

metrics-of-ap-and-map-for-object-detection-3113ba0386ef. (Erisim Tarihi:
24.11.2022).

Mitchell, Tom M ve Tom M Mitchell (1997). Machine learning. C. 1. 9. McGraw-hill New
York.

Mohri, Mehryar, Afshin Rostamizadeh ve Ameet Talwalkar (2018). Foundations of machine
learning. MIT press.


https://yanfengliux.medium.com/the-confusing-metrics-of-ap-and-map-for-object-detection-3113ba0386ef
https://yanfengliux.medium.com/the-confusing-metrics-of-ap-and-map-for-object-detection-3113ba0386ef

63

KAYNAKLAR DiZIiNi (devam)

Moradi, Elaheh, Antonietta Pepe, Christian Gaser, Heikki Huttunen, Jussi Tohka,
Alzheimer’s Disease Neuroimaging Initiative ve dig. (2015). “Machine learning

framework for early MRI-based Alzheimer’s conversion prediction in MCI subjects”.
Icinde: Neuroimage 104, ss. 398—412.

Miiller, Andreas C ve Sarah Guido (2016). Introduction to machine learning with Python: a
guide for data scientists. ” O’Reilly Media, Inc.”.

Miiller, Dominik ve Frank Kramer (2021). “MIScnn: a framework for medical image
segmentation with convolutional neural networks and deep learning”. I¢inde: BMC

medical imaging 21.1, ss. 1-11.

NCI (2022). Cancer Stat Facts. URL: https://seer.cancer.gov/statfacts/. (Erisim
Tarihi: 30.09.2022).

NHS (2019). Lung Cancer. URL: https://www.nhs.uk/conditions/lung-cancer/.
(Erigim Tarihi: 30.09.2022).

O’Shea, Keiron ve Ryan Nash (2015). “An introduction to convolutional neural networks”.
Icinde: arXiv preprint arXiv:1511.08458.

Otterlo, Martijn van ve Marco Wiering (2012). “Reinforcement Learning and Markov
Decision Processes”. Iginde: Reinforcement Learning: State-of-the-Art. Ed.
Marco Wiering ve Martijn van Otterlo. Berlin, Heidelberg: Springer Berlin Heidelberg,
ss. 3—42. ISBN: 978-3-642-27645-3. DOI: 10.1007/978-3-642-27645-3 1. URL:
https://doi.org/10.1007/978-3-642-27645-3_1.


https://seer.cancer.gov/statfacts/
https://www.nhs.uk/conditions/lung-cancer/
https://doi.org/10.1007/978-3-642-27645-3_1
https://doi.org/10.1007/978-3-642-27645-3_1

64

KAYNAKLAR DiZIiNi (devam)

Padilla, Rafael, Sergio Netto ve Eduardo da Silva (Tem. 2020). “A Survey on Performance
Metrics for Object-Detection Algorithms”. Iginde: DOI: 10.1109/IWSSIP48289 .2020.

Padma, T, Ch Usha Kumari, Dommeti Yamini, Kapilavai Pravallika, Konduru Bhargavi ve
Mula Nithya (2022). “Image Segmentation using Mask R-CNN for Tumor Detection from
Medical Images”. i¢inde: 2022 International Conference on Electronics and Renewable
Systems (ICEARS). 1EEE, ss. 1015-1021.

Paszke, Adam, Sam Gross, Soumith Chintala, Gregory Chanan, Edward Yang,
Zachary DeVito, Zeming Lin, Alban Desmaison, Luca Antiga ve Adam Lerer (2017).

“Automatic differentiation in PyTorch”. Iginde.

Rana, Kartikeya (2020). Pooling Layer — Short and Simple. URL:
https://ai.plainenglish.io/pooling-layer-beginner-to-intermediate-
faO0dbdce80eb. (Erisim Tarihi: 22.10.2022).

Ren, Shaoqing, Kaiming He, Ross Girshick ve Jian Sun (2015). “Faster r-cnn: Towards
real-time object detection with region proposal networks”. I¢inde: Advances in neural

information processing systems 28.

Schiitze, Hinrich, Christopher D Manning ve Prabhakar Raghavan (2008). Introduction to

information retrieval. C. 39. Cambridge University Press Cambridge.

Sheremet, Oleksii (2020). Intersection over union (loU) calculation for evaluating an image
segmentation model. URL: https : //towardsdatascience . com/ intersection -
over-union-iou-calculation-for-evaluating-an-image-segmentation-—
model-8b22e2e84686. (Erisim Tarihi: 24.11.2022).


https://doi.org/10.1109/IWSSIP48289.2020
https://ai.plainenglish.io/pooling-layer-beginner-to-intermediate-fa0dbdce80eb
https://ai.plainenglish.io/pooling-layer-beginner-to-intermediate-fa0dbdce80eb
https://towardsdatascience.com/intersection-over-union-iou-calculation-for-evaluating-an-image-segmentation-model-8b22e2e84686
https://towardsdatascience.com/intersection-over-union-iou-calculation-for-evaluating-an-image-segmentation-model-8b22e2e84686
https://towardsdatascience.com/intersection-over-union-iou-calculation-for-evaluating-an-image-segmentation-model-8b22e2e84686

65

KAYNAKLAR DiZIiNi (devam)

Solaguren-Beascoa, Ana (2020). Active Learning in Machine Learning. URL:

https://towardsdatascience.com/active-learning-in-machine-learning-
525e61bel16e5. (Erisim Tarihi: 14.10.2022).

Solawetz, Jacob (2020). How to Train Detectron2 on Custom Object Detection Data. (Erisim
Tarihi: 03.05.2022).

Stuart, Annie (2021). Benign Lung Tumors and Nodules. URL: https://www.webmd.com/
lung/benign-lung-tumors-and-nodules#: ~:text=A%5C%20benign}5C%201ungy
5C%20tumor%5C%20is, 0f%5C%20cancer?,5C%20is%5C%20very%5C%20important ..
(Erisim Tarihi: 29.09.2022).

Subagja, Iwan (Eyl. 2019). “Integrating Big Data with Medical Imaging”. Iginde:
International Journal of Engineering and Advanced Technology 8, s. 722. DOI:
10.35940/ijeat.F1133.0986S319.

Subramanyam, Vineeth (2021). IOU (Intersection over Union). URL: https://medium.

com/analytics-vidhya/iou-intersection-over-union-705a39e7acef. (Erisim
Tarihi: 24.11.2022).

Suetens, Paul (2009). Fundamentals of Medical Imaging. The Edinburgh Building,
Cambridge CB2 8RU, UK: Cambridge Univercity Press.

SuperAnnotate  (2021). Complete Guide to Semantic Segmentation. URL:

https : //blog . superannotate . com/ guide - to - semantic - segmentation/.
(Erigim Tarihi: 24.10.2022).


https://towardsdatascience.com/active-learning-in-machine-learning-525e61be16e5
https://towardsdatascience.com/active-learning-in-machine-learning-525e61be16e5
https://www.webmd.com/lung/benign-lung-tumors-and-nodules#:~:text=A%5C%20benign%5C%20lung%5C%20tumor%5C%20is,of%5C%20cancer%5C%20is%5C%20very%5C%20important.
https://www.webmd.com/lung/benign-lung-tumors-and-nodules#:~:text=A%5C%20benign%5C%20lung%5C%20tumor%5C%20is,of%5C%20cancer%5C%20is%5C%20very%5C%20important.
https://www.webmd.com/lung/benign-lung-tumors-and-nodules#:~:text=A%5C%20benign%5C%20lung%5C%20tumor%5C%20is,of%5C%20cancer%5C%20is%5C%20very%5C%20important.
https://doi.org/10.35940/ijeat.F1133.0986S319
https://medium.com/analytics-vidhya/iou-intersection-over-union-705a39e7acef
https://medium.com/analytics-vidhya/iou-intersection-over-union-705a39e7acef
https://blog.superannotate.com/guide-to-semantic-segmentation/

66

KAYNAKLAR DiZIiNi (devam)

Temiz, Goktan ve Suat Gezer (2016). “Pulmoner Kistik Hamartom.” I¢cinde: Respiratory
Case Reports 5.1.

VainF (2022). DeepLabv3Plus-Pytorch. URL:
https : / / github . com / VainF / DeepLabV3Plus - Pytorch. (Erisim Tarihi:
29.07.2022).

Van Rossum, Guido ve Fred L Drake Jr (1995). Python reference manual. Centrum voor

Wiskunde en Informatica Amsterdam.

Wada, Kentaro (2018). [labelme: Image Polygonal Annotation with Python.
https://github.com/wkentaro/labelme.

Wang, Chuang, Neelam Tyagi, Andreas Rimner, Yu-Chi Hu, Harini Veeraraghavan,
Guang Li, Margie Hunt, Gig Mageras ve Pengpeng Zhang (2019). “Segmenting lung
tumors on longitudinal imaging studies via a patient-specific adaptive convolutional

neural network”. iginde: Radiotherapy and Oncology 131, ss. 101-107.

Wang, Xinlong, Rufeng Zhang, Tao Kong, Lei Li ve Chunhua Shen (2020). “Solov2:
Dynamic and fast instance segmentation”. I¢inde: Advances in Neural information

processing systems 33, ss. 17721-17732.

Worp, Wouter RPH van de, Brent van der Heyden, Georgios Lappas, Ardy van Helvoort,
Jan Theys, Annemie MWJ Schols, Frank Verhaegen ve Ramon CJ Langen (2021). “Deep
learning based automated orthotopic lung tumor segmentation in whole-body mouse CT-
scans”. Icinde: Cancers 13.18, s. 4585.


https://github.com/VainF/DeepLabV3Plus-Pytorch
https://github.com/wkentaro/labelme

67

KAYNAKLAR DiZIiNi (devam)

Zacharaki, Evangelia I, Sumei Wang, Sanjeev Chawla, Dong Soo Yoo, Ronald Wolf, Elias
R Melhem ve Christos Davatzikos (2009). “Classification of brain tumor type and grade
using MRI texture and shape in a machine learning scheme”. i¢inde: Magnetic Resonance
in Medicine: An Official Journal of the International Society for Magnetic Resonance in
Medicine 62.6, ss. 1609-1618.



	ÖZET
	SUMMARY
	İÇİNDEKİLER
	ŞEKİLLER DİZİNİ
	ÇİZELGELER DİZİNİ
	KISALTMALAR DİZİNİ
	GİRİŞ VE AMAÇ
	LİTERATÜR ARAŞTIRMASI
	Akciğer Tümörü
	Benign Akciğer Tümörü
	Malign Akciğer Tümörü

	Tıbbi Görüntüleme
	Manyetik Rezonans Görüntüleme (Magnetic Resonance Imaging) (MRI)
	Dijital Görüntü İşleme

	Makine Öğrenmesi (Machine Learning) (ML)
	Derin Öğrenme
	Evrişimsel Sinir Ağları (Convolutional Neural Networks) (CNN)
	Medikal Görüntü Segmentasyonu
	Benzer Çalışmalar

	MATERYAL VE YÖNTEM
	Veri Seti
	Birinci Versiyon
	İkinci Versiyon
	Üçüncü Versiyon

	Ön İşleme
	Derin Öğrenme Mimarileri
	Mask R-CNN
	DeepLabv3+
	You Only Look at Coefficients (YOLACT)
	Segmenting Objects by Locations (SOLOv2)

	Değerlendirme Metrikleri
	Karmaşıklık Matrisi
	Birleşim Üzerinden Kesişim (Intersection over Union) (IoU)
	Ortalama Kesinlik (Average Precision) (AP)
	Sorenson-Dice Katsayısı


	BULGULAR VE TARTIŞMA
	SONUÇ VE ÖNERİLER
	KAYNAKLAR DİZİNİ

