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OZET

DOKTARA TEZi

DERIN OGRENME TEKNIKLERI iLE BAZI BAG HASTALIKLARININ
BELIRLENMESI

Ziya ALTAS
Biyosistem Miihendisligi Anabilim Dal1
Tez Danismant: Dog. Dr. Mehmet Metin OZGUVEN
Ikinci Danisman: Dog. Dr. Kemal ADEM
Aralik 2022, xi + 81 sayfa

Tiirkiye, liziim iiretiminin en ¢ok yapildigi diinyanin en 6nemli bag alanlarina sahip olan
iilkelerdendir. Bagcilikta verimliligi olumsuz etkileyen en O6nemli sebeplerden birisi bag
hastaliklaridir. Bu ¢alismada, bir yapay zeka yaklasimi olan Faster R-CNN, SSD Multibox ve
Ozgiin olarak yeni gelistirilen derin 6grenme modeli kullanilarak bazi bag hastaliklar1 tespit
edilmis ve smiflandirilmistir. Bu hastaliklar yaygin olarak goriilen ve ekonomik sorun
olusturan kiilleme, mildiyd, 6lii kol hastaligi ile asma yaprak kivrilma viriis hastaligi (GLRaV)
ve asma kisa bogum viriis (GFLV) hastaliklaridir. Onerilen yontem 11 000 gériintii kullanilarak
egitilmis ve test edilmistir. Deneysel degerlendirmeler sonucunda hastaliklarin tespiti ve
siniflandirilmasinda genel dogruluk oranlari Faster R-CNN %92, SSD Multibox %92.21 ve
gelistirilen model ile %96.95 olarak bulunmustur. Onerilen yaklasim, literatiirdeki benzer
yontemlerden daha iyi sonuglar vermistir. Bu nedenle yontemin, baz1 bag hastaliklarinin tespit
edilmesi ve smiflandirilmasinda, giivenilir bir sekilde kullanilabilecegi sonucuna varilmistir.
Bu caligmanin literatiire temel katkisi, fungal ve viral hastaliklardan olusan bes farkli bag
hastaligi i¢in biiyiik miktarda yeni bir veri seti olusturulmasi ile hastalik tespiti ve

smiflandirilmasinda 6zgiin yeni bir derin 6grenme modelinin gelistirilmesidir.

Anahtar Kelimeler: Yapay Zeka, Derin Ogrenme, Bagcilik, Bag Hastaliklari, Bitki
Hastaliklar1



ABSTRACT

DOCTORATE THESIS
DETERMINATION OF SOME VINEYARDS DISEASE WITH DEEP LEARNING
TECHNIQUES
Ziya ALTAS
Department of Biosystems Engineering
Advisor: Assoc. Prof. Dr. Mehmet Metin OZGUVEN
Second Advisor: Assoc. Prof. Dr. Kemal ADEM
December 2022, xi + 81 pages

Turkey, which has the most important vineyard areas in the world, is one of the countries where
the most grapes are produced. Vineyard diseases are one of the most important reasons that
negatively affect the yield in viticulture. In this study, some connective diseases were defined
and classified using artificial intelligence approach, Faster R-CNN, SSD Multibox and
originally newly developed deep learning model. These diseases are powdery mildew, downy
mildew, dead arm disease, grapevine leaf roll-associated virus disease (GLRaV) and grapevine
fan leaf nepovirus (GFLV) diseases that are common and cause economic problems. The
proposed method is trained and tested using 11 000 images. As a result of the experimental
evaluations, the general accuracy rates in the detection and classification of diseases were found
to be 92% for Faster R-CNN, 92.21% for SSD Multibox and 96.95% with the developed model.
The proposed approach gave better results than similar methods in the literature. Therefore, it
has been concluded that the method can be used reliably in the detection and classification of
some ligament diseases. The main contribution of this study to the literature is the creation of
a large new data set for five different connective diseases consisting of fungal and viral
diseases, and the development of a original new deep learning model for disease detection and
classification.

Keywords: Artificial Intelligence, Deep Learning, Vineyard, Vineyard Diseases, Plant

Diseases
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1. GIRIS

Diinya niifusunun hizla artmasi ve kentlesme, tarim alanlarmin ve kisi bagina diisen su gibi
dogal kaynaklarin azalmasma yol agmaktadir. Bu nedenle tarimsal iretimde verimliligi
artirmak i¢in teknolojik ve genetik yontemlerin kullanilmasi zorunlu hale gelmistir (Ozguven,
2018; Ozgiiven, 2018). Bitki verimliligini etkileyen en o6nemli faktdrlerden biri bitki
hastaliklaridir. Bitki hastaliklarinin zamaninda tespit edilip dnlenememesi, bitki veriminde ve
kalitesinde Onemli diisiislere yol agmakta ve yetistiriciler i¢in 6nemli ekonomik kayiplara
neden olmaktadir. Hastaliklarin giivenilir ve zamaninda tespiti, bu tiir kayiplart 6nemli 6l¢iide
azaltabilmektedir (Adem ve ark., 2022). Bu nedenle, bitki hastaliklarinin hizli ve dogru bir
sekilde belirlenmesi ve hastalik siddetinin degerlendirilmesi, zamaninda 6nleme ve yonetim
stratejilerinin uygulanmasi i¢in esastir (Rossi, 1995; Bock ve ark, 2010; Gavhale ve Ujwalla,

2014; Ampatzidis ve ark., 2017; Cruz ve ark., 2017; Ma ve ark., 2018; Wang ve Qi, 2019).

Hastaliklarin tespiti i¢in bitki koruma uzmanlarinin yaptigr gézlemler, uzmanlarin yasadig
yorgunluk ve konsantrasyon kaybi, sahadan toplanan numunelerin daha sonra degerlendirilmek
tizere yaniltict gorsel degerlendirmesi, tekrarlanma ihtiyact ve dogru uzman
degerlendirmelerinin elde edilmesi igin egitim maliyetleri gibi bazi olumsuzluklar
icerebilmektedir. Bu sorunlarin ¢oziimii i¢in Ozellikle biiylik iiretim alanlarinda bitki
hastaliklarinin tanimlanmasinda, hastalik siddetinde ve hastaligin ilerlemesinde insan hatalarini
azaltan daha hizl1 ve pratik yontemlere ihtiya¢c duyulmaktadir (Bock ve ark., 2010; Altas ve
ark., 2018).

Son yillarda yapay zeka, goriintii isleme ve grafik isleme birimlerindeki (GPU) gelismeler,
hassas bitki koruma ve biiylime uygulamalarini genisletebilmekte ve gelistirebilmektedir. Bitki
hastaliklarini tespit etmek ve siiflandirmak i¢in glinlimiizde cesitli yapay zeka yaklasimlari
kullanilmaktadir. En yaygin yaklasimlar, K-en yakin komsular (K-NN), lojistik regresyon,
karar agaci, destek vektér makinesi (SVM) ve derin 6grenme modeli olan Evrigimli sinir
aglaridir (CNN). Bu yaklagimlardan goriintii tanima ve smiflandirma igin hizli, otomatik ve
dogru bir sistem gelistirmek amaciyla son zamanlarda derin 6grenme ¢ok dikkat cekmekte ve
hizla goriintii siniflandirma icin standart bir teknik haline gelmektedir (Barbedo, 2019;

Geetharamani ve Arun, 2019).

Hastalik tespiti i¢in bilgisayarli gorli uygulamalari, 6zellikle goriintii isleme teknikleri ve derin
ogrenme teknikleri, bitki koruma uygulamalarinin daha etkin bir sekilde gergeklestirilmesini

saglamak i¢in biiyiik potansiyel faydalara sahiptir (Ozguven ve Yanar, 2022). Bir hastalik



durumunda bitkiler, hastaligin tiiriine gore sekil ve biyiikliikleri degisen renkli benekler,
bitkinin govde ve govde kisimlarinda goriilen cizgiler seklinde gorsel belirtiler gostermektedir.
Bu belirtiler hastalik ilerledik¢e renk, sekil ve boyut degistirmektedir. Goriintii isleme
teknikleri kullanilarak renkli cisimler ayirt edilebilmekte, bitki hastalik ve zararlilarinin siddeti
belirlenebilmektedir. Goriintli isleme tekniklerine ek olarak, makine 6grenmesi yontemleri
uygulanarak anlik hastalik tespiti i¢in uzman sistemler gelistirilebilmektedir. Ozellikle makine
ogrenmesinin bir alt dali olan derin 6grenme yontemi, bitki hastalik ve zararlilarinin, zarar
diizeylerinin belirlenmesi ve bitkinin gelisiminin izlenmesi yoluyla daha etkin bitkinin

korunmasina olanak saglamaktadir (Ozguven, 2020; Ozguven ve Altas, 2022).

Bilgi teknolojilerinde goriilen hizli gelisim sonucunda gelistirilen donanim, algoritma ve
yazilimlarin tarimda kullanilmaya baslamasiyla ortaya ¢ikan hassas tarimda, geleneksel tarima
gore isletmecilik ve karar verme islemlerinde 6nemli degisimler yagsanmistir. Tarimda mevcut
bilgi ve tecriibelerin bilgi teknolojileriyle birlikte degerlendirilmesi ile bitki goriintiilerinden
hastaliklar1 belirlemek, en 6nemli arastirma alanlarindan biri olmustur (Ozgiiven, 2018).
Tarimsal tiretimin 6ncelikli hedefi, bitkisel ve hayvansal {iretimde ekonomik, siirdiiriilebilir ve
iiretken isletmeciligin saglanmasidir. Bu amagla, tarimda verimliligin ve iirliin kalitesinin
arttirtlmasi, minimum girdi kullanimi, gida giivenilirligi, dogal kaynaklarin ve cevrenin
korunmasi gibi cesitli konularda teknoloji kullanilmasiyla, tarimsal islemlerin kolaylastirilmasi
ve ¢0zlim veya iyilestirme bekleyen sorunlara alternatif ¢oziimler gelistirilmektedir (Altas ve
ark., 2019). Bu ¢oziim gelistirme potansiyelinden dolay1 yapay zeka uygulamalarinin giiniimiiz
ve yakin gelecekteki en onemli tarimsal aragtirma konularinda yer almasi beklenmektedir.
Tarimda bir¢ok alanda yapay zeka teknikleri kullanilarak bitkisel iiretim planlamalari,
bitkilerin siniflandirilmasi, verim tahmini, bitki hastalik, zararli ve yabanci otlarinin tespiti,
tarim robotlarinda rota belirlenmesi ve uygulama kararlarinin alinmasi, serada uygun gevre
sartlarinin belirlenmesi, isletme kararlarinin alinmasi, sulama yonetimi, iirlin rotasyonunun
belirlenmesi, en uygun giibre ve alet-makine se¢imi, hayvan hastaliklarinin tespiti, uygun yem
rasyonlarinin hazirlanmasi, hayvan davraniglarinin belirlenmesi gibi konularda arastiricilar

tarafindan ¢ok sayida ¢alisma yapilmistir (Terzi ve ark., 2019).

Bu tez ¢aligmasinin amaci, iilkemiz i¢in olduk¢a onemli olan bagcilikta kisa siirede yliksek
yogunluklara ulagarak, 6nemli iiriin kayiplarina neden olan kiilleme, mildiyd, 6lii kol hastalig
ile asma yaprak kivrilma viriis hastali§i (GLRaV) ve asma kisa bogum viriis (GFLV) hastalik
gorilintiilerine bir yapay zeka yaklasimi olan derin 6grenme teknikleri kullanilarak hastaliklarin

otomatik tespit edilebilmesi ve siniflandirma isleminin gergeklestirilmesidir.



Bagcilik

Bagcilik i¢in diinyanin en elverisli iklim kusagi tizerinde bulunan {ilkemiz, kiiltiir asmasi (Vitis
vinifera L.) ve bagcilik kiiltiiriiniin anavatani olmasi nedeniyle zengin bir gen potansiyeline ve
asmanin heterozigotik yapisindan dolay1 ¢cok genis gesit ve tip zenginligine sahiptir. Ulkemiz
bagciliginda iklimin uygun olmasindan dolayr eski zamanlardan beri asma olarak
isimlendirilen (Vitis sp.) bitki yetistiriciligi yapilmaktadir. Asma, toprak ve iklim bakimindan
fazla se¢ici olmamasi ve asmadan liziim ve yaprak gibi {rlinlerin ekonomik olarak
degerlendirilme imkanina sahip olmasi nedeniyle bircok ailenin ge¢im kaynagini
olusturmaktadir. Ancak bir¢cok hastalik baglarda kalite ve verimi diisiirerek ekonomik sorunlar

meydana getirmektedir (Karabat, 2014; Altas ve ark., 2021).

Tiirkiye, 2020 y1l1 istatistiklerine gore 6 950 930 ha’lik diinya bag alanlar1 i¢inde 400 980 ha’lik
bag alan1 varligi ve 78 034 332 ton’luk diinya yas {iziim {iretiminin 4 208 980 ton’luk kismiyla
onemli bir bag yetistiriciligi yapilan bir iilke konumundadir (FAO, 2022). Cizelge 1°de TUIK
verilerine gore 2017-2021 yillar1 aras1 5 yillik Tiirkiye bag alani ve iiziim liretim degerleri
verilmistir. Cizelge 1 incelendiginde 2021 yilinda iilkemizde {iretilen toplam yas {liziimiin
%350.59’u sofralik, %38.96’s1 kurutmalik, %10.43°1 siralik-saraplik olarak ¢esitli gida
tiriinlerinin elde edilmesi amaciyla kullanilmaktadir. Uziimiin diger degerlendirme
uriinlerinden sirke, pekmez, sucuk, regel, kofter (pekmez lokumu), pestil (bastik), samsa vb.
iirinlerde yogun olarak tiiketilmektedir. Son yillarda {iziim ¢ekirdegi sanayi, ilag ve kozmetik
alanlarda da kullanilmaya baglanmistir. Resveratrol son yillarda iiziimden elde edilen anti-
kanserojen bir maddedir. Ayrica asma yapragindan salamura yapilmaktadir. Bu yapraklar

sarma olarak degerlendirilmektedir.

Cizelge 1. 2017-2021 yillar1 aras: Tiirkiye bag alan1 ve iiziim iiretimi (TUIK, 2022)

Toplam Toplam Toplam
Sofralik Kurutmalik  Saraphk
etim (Ton) Uretim (Ton) Uretim (Ton)

Toplam

Yillar  Alan (Dekar) Uretim (Ton) -
Ur

2017 4169 068 4 200 000 2109 000 1 603 000 488 000
2018 4170410 3933000 1945 262 1524 091 463 647
2019 4 054 387 4100 000 2 050 000 1599 000 451 000
2020 4009 979 4 208 908 2 218 056 1534 499 456 353
2021 3902 211 3670000 1856 929 1430 160 382911

Cizelge 2°de verilen 2020 yil1 diinya hasat edilen bag alanlar1 (ha) incelendiginde ise tiretim
alan1 olarak Ispanya, Cin, Fransa, Italya ve Tiirkiye ilk bes biiyiik iiretici iilke olarak gdze
carpmaktadir. Ulkelerin 2011-2021 yillar1 arasi {iziim iiretim ortalamasi degerlendirildiginde

ise Cin, Italya, ABD, Fransa, Ispanya ve Tiirkiye olarak siralanmaktadir (Sekil 1).
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Sekil 1. 2011-2021 yillar1 aras1 on yillik {iziim tiretimi (ton) (FAO, 2022)

Sekil 1°de gosterilen bu iilkelerden Fransa ve Ispanya saraplik iiziim iiretimi ile 6n plana

cikarken, Italya sofralik ve saraplik, ABD ve Cin sofralik, kurutmalik ve saraplik ve Tiirkiye

ise hem sofralik hem de kurutmalik iiziim iiretimi ile 6ne ¢ikmaktadir. Arjantin, Sili ve Gliney

Afrika Cumbhuriyeti Gliney yarim kiirede bagciligin gelismis oldugu diger iilkelerdir ve

buralarda da sirastyla sofralik, saraplik ve kurutmalik amagli iiretim Onem tasimaktadir
(Karabat, 2014).

Cizelge 2. Diinya hasat edilen bag alanlar1 2020 (ha) (FAO, 2022)

SiraNo Ulkeler Alan (ha)
1 Ispanya 931630
2 Cin 765 038
3 Fransa 759 060
4 Italya 703 900
5 Tiirkiye 400 998
6 ABD 372 311
7 Arjantin 214 798
8 Sili 200 906
9 Portekiz 175670
10 fran 158 467

Ulkemizde 2021 yili iiretim déneminde yaklasik 3.9 milyon dekar alanda iiziim iiretimi

yapilmistir. Bolgelere gore iiretim incelendiginde, Ege’de cekirdeksiz sofralik-kurutmalik,

Marmara’da sofralik-saraplik, Akdeniz’de ¢ekirdekli sofralik, Orta Anadolu ve Giineydogu

Anadolu’da

saraplik,

cekirdekli

sofralik-kurutmalik

liziim  yetistiriciligi

gelisme



gostermektedir. Tiim bag alanlar1 (yas, kuru ve saraplik iiziim) bakimindan incelendiginde ise
%22’lik pay ile Manisa (858 bin da) birinci sirada yer alirken, Manisa’y1 Mardin (363 bin da)
ve Denizli (341 bin da) takip etmektedir. TUIK 2021 verilerine gore olusturulan Tiirkiye bag
alanlar1 haritas1 Sekil 2’de ve Tiirkiye iiziim tiretim haritas1 ise Sekil 3’de gosterilmektedir.

Sekillerde illerin yiizdelik (%) paylarina gore renklendirme yapilmistir.

- %12
- %23

%3-4

@ %45
8 %510
- %1020
8 %20<

Sekil 2. Tiirkiye bag alanlar1 haritas1

2021 yil1 liretim doneminde iilkemizde 3.6 milyon ton iiziim iiretimi gerceklesmistir. Sekil 3°de
gosterildigi gibi {izlim liretiminde 6nemli bir yere sahip olan Manisa 1.3 milyon ton {iretimle
tilkemiz tiretiminin %35.7’sini gergeklestirmistir. Mersin 343 bin tonluk iiretimi ile ikinci
sirada, 324 bin tonluk dretim ile Denizli igiincii sirada yer almaktadir. Genel olarak
degerlendirildiginde sahip oldugu bag alani ve iiziim iiretimiyle bagcilik sektorii tilkemizin

bitkisel tiretiminde 6nemli bir yere sahiptir.

- %12
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Sekil 3. Tiirkiye liziim tiretim haritasi



Bag Hastaliklari

Fungal Hastaliklar

Kiilleme Hastaligi (Uncinula necator (Schv.) Burr.)

Mantari bir hastaliktir. Kiillemeye neden olan fungus obligat bir parazittir. Hastalik etmeni
nemli, sicak ve kurak havalarda her yil goriilebilmektedir. Ancak hastaligin gelisiminde
nemden ¢ok, sicaklik daha 6nemlidir. Kurak kosullarda bile gelisebilen bir mantardir. Optimum
gelisme sicaklik istegi 20-27°C arasindadir. Hastalik havalanmayan golge ve yar1 1g1kl1 yerlerde
daha hizli gelismektedir. Bu nedenle asmanin havalanmasini ve i¢ kisimlarin 151k almasini
saglayan yaz budamalart ¢ok Onemlidir. Asmanin tiim yesil aksami kiillemeye
yakalanabilmektedir. Hastaligin ilk gelisme doneminde geng yapraklarda hastalik zor fark
edilmektedir. Sekil 4’te gosterildigi gibi yapragin alt yiiziinde yag lekesi goriiniimiinde belirti
olusur ve iist yliziinde de renk agilmas1 yapmaktadir. Yaprak yaslandik¢a parlakligini kaybeder,
kalinlagir ve gevreklesir. Ileri dénemde, yapragin alt ve iist yiizleri kirli beyaz renkte kiil
serpilmis gibi pudramsi bir goriinlim almaktadir. Hastalikli yapraklarin kenarlar1 ice dogru
kivrilir normal seklini kaybetmektedir. Siirgiinler yesilken enfekteli kisimlar siyaha yakin koyu
kahverengindedir. Kisin bu lekeler kirmizimsi kahverengine doniismektedir. Salkimda,
hastaliga erken yakalanan taneler kiiciik kalmaktadir. irilesebilmis veya olgunlasmadan hemen
onceki donemde enfekte olmus tanelerin sap1 dogrultusunda gatladigi goriilmektedir. Taneler,
ben diisme devresine kadar enfeksiyonlara duyarlidir. Hastalik Tiirkiye’nin tiim bag
bolgelerinde hemen her yil ortaya ¢ikmakta ve miicadele yapilmadiginda %90’a varan iriin

kaybina neden olabilmektedir (Anonim, 2019c).
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Sekil 5. Kiilleme hastaliginin siirgiin ve tanedeki belirtileri (Pearson ve Goheen, 1994)

Mildiyo (Plasmopara viticola (Berk. et Curt) Berl. et de Toni)

Bag mildiy0sii, asmanin vejetatif gelisme donemi sirasinda 1lik ve yagish gecen iklime sahip
bolgelerde goriilebilen bir hastaliktir. Etmeni obligat bir parazittir. Hastalik asmanin tiim yesil
kisimlarinda goriilebilmektedir. Siirglinler 25 cm iken hastalik goriilmeye baslar. Hastalik ilk
olarak yapraklarin iizerinde sarimsi, yuvarlak, seffaf zeytinyagi lekeleri halinde kendini
gostermektedir. Lekeler gittikce biiyiir, hatta tiim yapragi sarabilir. Hastaligin sporlarinin
¢imlenebilmesi i¢in yapragin iizerine su damlasi olmasi gerekmektedir. Bu nedenle mildiy6
yagmurlu havalardan sonra veya ¢ig oldugu zaman salgin yapmaktadir. Yaprakta once yag

lekeleri, daha sonra bunlarin alt kisminda beyazimsi bir kiif tabakasi olugsmaktadir. Bu lekeler



sonradan esmerlesmekte, bazen kizarmakta ve sonugta kurumaktadir. Hava fazla yagish
gecerse hastalik geng siirgiinlere, ciceklere ve koruklara gegcmektedir. Mildiy6 kiillemedekine
benzer bir kiif olusturmaktadir. Ancak bu kiif kiillemedeki gibi yapragin her iki yiiziinde degil
sadece alt yiiziindedir. Bu hastalik ilkbaharda ¢ok sik yagmur yagmadikca pek goriilmez.
Mildiy6 hastaligi asmanin tiim yesil kisimlarini ve iriinii dogrudan etkiledigi i¢in ekonomik
onemi biyiiktiir. Sekil 6’da mildiyd hastaliginin belirtileri gosterilmektedir (Uzun, 2015;
Anonim, 2019c).

Sekil 6. Bag mildiysiiniin yapraktaki belirtisi (Anonim, 2019b)

Olii Kol Hastaligi (Phomopsis viticola Sacc.)

Olii kol (Phomopsis viticola Sacc.) siirgiinler iizerinde 0.2-0.4 mm capinda siyah yuvarlak sert
piknitleri meydana getirmektedir. Basta siirgiinler olmak {izere, yapraklar, yaprak saplari,
salkim ve salkim saplari, taneler hastaliga yakalanabilmektedir. Ulkemizde hastalik daha ¢ok
siirglinlerde kendini gostermektedir. Siirglinlin dipten itibaren {igiincii veya besinci goziine
kadar olan kisminda, lekeler ve catlamalar goriilmektedir. Once ortalar: koyu siyah lekeler
meydana gelmektedir. Daha sonra bu lekeler birlesir, diizgiin olmayan siyah ¢atlak ve yaralari
olusturmaktadir. Yaralar ¢ok derin olup, odun dokusunu da ¢atlatabilmekte ve bu tiir siirgiinler
daha sonra kurumaktadir. Hastalik “siirgiin kurumas1” adiyla da bilinmektedir. Enfekte olmusg
yapraklarda once toplu igne ucu biiylikliiglinde, etrafi sar1 haleli kii¢iik siyah lekeler meydana
gelmektedir. Daha sonra bu yapraklar sararmakta, burusmakta, kenarlar1 yirtilmakta ve kiigiik
kalmaktadir. Hastalanmisg salkim ve tane saplarinda lekeler olusabilmektedir. Catlayan,

uzunluguna yarilan siirgiinler, sonbaharda beyazlasarak hastaligin tipik seklini almaktadir. Olii



kol hastaligi sonugta asmanin kurumasina neden oldugu i¢in ekonomik 6nemi fazladir.

(Anonim, 2019a). Sekil 7°de 6lii kol hastaliginin siirgiinlerdeki belirtisi gosterilmektedir.

2 RN
Sekil 7. Olii kol hastaligmin siirgiinlerdeki belirtisi (Anonim, 2019¢)

Kursuni Kiif Hastalign (Botrytis cinerea Pers.)

Kursuni kiif ya da gri kiif olarak bilinen hastalik etmeninin eseyli formu Botryotinia fuckeliana
(de Bary) Whetzel, eseysiz formu ise Botrytis cinerea Pers.’dir. Baglarda etmenin yalnizca
eseysiz formu goriinmektedir. Hastaligin yapraklardaki belirtileri ¢ok yaygin degildir.
Yapraklarda kenarlar1 sar1 olan, agik kahverengi ve kuru lekeler seklinde goriilmektedir.
Siirgiinlerde ise hastalikli kisimlarin rengi acik kahverengiye donmektedir. Hastalikli kisimlar
bogumlara yakin yerlerde go6zlenmektedir. Tanelere hastaligin bulagmasi ¢i¢eklenme
doneminde olmaktadir. Ancak hastalik itiziimler olgunlasincaya kadar gizli kalmaktadir.
Tanelerin olgunlagsma doneminde hastalik sporlari su bulursa ¢imlenmekte ve gri renkte kiif
olusturmaktadir. Sporlarin ¢imlenebilmesi i¢in taneler {izerinde 12-24 saat boyunca yiiksek
oranda nem (%92 veya yukarisi) veya su olmalidir. Bu nedenle olgunlasma dénemi kurak
gecen yerlerde bu hastaliga pek rastlanmaz. Taneler lizerindeki su yagmurlarindan ya da
tanelerdeki catlaklardan veya salkim giivesi zararlisinin tanede acgtigi deliklerden {iziim
suyunun disar1 ¢ikmasiyla saglanmaktadir. Sik salkimli ¢esitlerde hastalik daha ¢ok
goriilmektedir. Taneler tlizerinde once 3-5 mm ¢apinda, yuvarlak, pembemsi, kizila yakin
lekeler goriilmektedir. Daha sonra bu lekeler taneyi kaplamakta ve rengi de koyulagmaktadir.
Hastalik tane i¢ine niifuz etmis ise boyle iiziimlerin depoda kiikiirtdioksit ile muamelesinden

pek basar1 saglanmaz (Uzun, 2015).
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Sekil 8. Kursuni kiif hastaliginin salkimlardaki zarari (Andnim 2019c¢)

Kav Hastaligr (Stereum hirsutum (Willd.) Pers., Phellinus igniarius (L.) Quél., Fomitiporia

mediterranea M. Fisch.)

Kav hastaligina neden olan fungal etmenler birden fazladir ve Basidiomycota subesinde yer
almaktadir. Ozellikle yasl baglarda sorun olan Kav Hastalig1 “Black measles, Apoplexy, Esca,
Folletage, White root, Esca proper, Vine decline, Sunstroke” gibi farkli isimlerle anilmaktadir.
Hastalik tablosunun ana nedeni patojenlerin irettikleri lakkaz ve peroksidaz enzimlerinin
asmanin odun dokusundaki lignini tahrip etmesi ve boylelikle su iletiminin sekteye ugramast
sonucunda yesil aksamda solgunluk, gelisme geriligi ve hatta kuruma belirtilerinin ortaya
cikmasidir. Belirtiler asmanin tamaminda veya yalnizca bir kisminda goriilebilmektedir.
Hastaligin iki belirti tipi vardir. Birincisinde hastalik kronik seyreder ve yapraklardaki
belirtilerle kendisini belli etmektedir. ikincisinde ise akut bir seyir vardir ve asma aniden
olmektedir. Bu olaya apoplexy (inme) adi1 verilmektedir. Asmada 6nce gozlerin uyanmasinda
bir gecikme fark edilmektedir. Belirtiler ¢igeklenmeden sonra, yaz aylarinda veya sonbahar
baslangicinda, dnce siirgiiniin alt kismindaki yash yapraklarda baslar, sonra tiim yapraklarda
ortaya ¢ikmaktadir. Yapraklar dogal yesilligini kaybeder ve zamanla sararmaktadir.
Yapraklarda damar aralar1 6nce sararir, daha sonra kizil kahverengi renge doniismektedir.
Damarlar nispeten yesil kalmaktadir. Bu yapraklar kurumakta ve vaktinden Once
dokiilmektedir. Taneler tizerindeki belirtiler tane baglama ile olgunlagma arasindaki herhangi
bir zamanda, tiim salkimda ya da daginik olarak tanelerin yilizeyinde énce koyu mor noktalar
seklinde ortaya ¢ikmaktadir. Daha sonra bu lekeler birleserek tiim taneyi kaplayabilmektedir
(Anonim 2019a).
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Sekil 9. Kav hastaliginin yaprakta, {iziim tanelerinde ve odun dokusunda belirtisi (Anonim

2019¢)

Sekil 9’ da goriildiigii gibi, yaprak ve tanelerdeki bu belirtilere etmenlerin iirettikleri toksinler
(pulluans, scytalone ve isosclerone) neden olmaktadir. Bu belirtileri sadece fungal etmenlerin
varligi degil, asmanin yasi, ¢esidi, liretim materyali, budama, yaralarin korunmasi, iklim
kosullari, toprak yapisi, sulama ve arazinin egimi de etkilemektedir. Hastalikli asmalarin gévde
ve kalin dallarinin enine kesitinde, merkezin ¢evresinde agik renkli yumusak dokulu hastalikl
kismin, daha koyu renkli sert dokulu bir kusakla ¢evrilmis oldugu goriilmektedir. Yildan yila
asmanin i¢i kavlar, kavlama i¢ten disa dogru olmaktadir. Bazen ¢ok sicak yaz aylarinda adeta
yildirim ¢arpmis gibi yapraklarin birden bire solup kurudugu, geng siirgiinlerin bunu izledigi

ve asmanin aniden 61diigi goriilmektedir.

Bag Antraknozu Hastaligr (Elsinoe ampelina Shear.)

Bag Antraknozu hastaligi daha ¢ok ilkbahar ve yaz aylari yagish gegen veya devamli nemli
olan baglarda goriilmektedir. Sporlarinin ¢imlenebilmesi i¢in havanin nemli olmas1 yetmez,
yaprak veya taneler iizerinde su damlasina da ihtiya¢ vardir. Bu nedenle hastalik kurak
havalarda pek goriilmez. Etmen asmanin tiim yesil kisimlarini hastalandirirsa da en ¢ok yeni
stirgiinlerde ve salkimlarda goriilmektedir. Yapraklarda dnce kiigiik lekeler olusmaktadir. Daha
sonra bunlarin ortas1 gri, kenarlar1 kirmizimsi-kKahverengi veya mor bir renk almaktadir.
Zamanla bu lekeler kurumakta ve yapraklar delinmektedir. Hastalik siddetli olursa yapraklar
tamamen kurumaktadir. Taneler iizerindeki lekeler baslangigta siyahtir. Bu lekeler zamanla
biiylir ve ortasi gri bir renk almaktadir. Bu goriiniis nedeniyle hastaliga "kus gozii ¢iirikligi"

ad1 da verilmektedir. Hastalik ¢elik marazi adiyla da bilinmektedir (Uzun, 2015).
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Sekil 10. Bag antraknozu’nun yaprakta (a), siirgiinde (b), tanelerdeki (c, d) zarar1 (Anonim,
2019c)

Viriis hastaliklar

Asma Yaprak Kivrilma Viriis Hastaligi (Grapevine leafrollassociated viruses, GLRaVs)

Asma Yaprak Kivrilma Viriis hastaligina 11 farkli virlis neden olmaktadir. Floemde bulunan
bu farkli viriislerin ayr1 ayr1 ya da gesitli kombinasyonlarda bitkiyi enfekte etmesi, yaprak
kivrilma hastalig1 belirtilerinin ortaya ¢ikmasina neden olmaktadir. Hastalik, tilkemizde bag
iiretimi yapilan hemen her bolgede goriilmekte olup hastalikla iligkili en yaygin goriilen
viriislerin GLRaV-1 ve GLRaV-3 oldugu tespit edilmistir. Hastaligin yayilis1, enfekteli as1
kalemi ve viriisii latent olarak tasiyan asma anaglarimin kullanimi ile olmaktadir. Ayrica,
unlubitlerden Planococcus ficus ve Planococcus citri ile Kahverengi kosnil (Parthenolecanium
corni) GLRaV-3’iin vektorii iken GLRaV-1’in vektorii Parthenolecanium corni’dir. Hastaligin
belirtileri, bilyiime mevsiminin sonuna dogru gériilebilmektedir. Iklim kosullarina bagli olarak
Agustos ve Eylil ayr baslarindan itibaren kirmizi iiziim ¢esitlerinin yash yapraklarinda
kirmizimsi lekeler gelismektedir. Bu lekeler genislemekte ve birlesmektedir. Yaz sonunda veya
sonbaharda kirmizimsi ve sarimsi renk, yaprak ayasinin tamamini kapladigi halde, ana
damarlar yesil olarak kalmaktadir. Kirmizi ve beyaz {iziim ¢esitlerinin her ikisinde de yaprak
ayas1 kalinlagsmakta, kirilganlasmakta ve asagi dogru kivrilmaktadir. Enfekteli asmalarda

meyve salkimlar1 ¢ok kisadir. Uziimler ge¢ ve diizensiz olgunlasmaktadir. Saglikli iiziim
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cesitlerinde meyveler olgun renklerini aldigi halde, hastalikli meyveler yesil ve beyazimsi
kalmaktadir. Kirmizi iiziim ¢esitlerinde salkimlarda diizensiz renklenme goriilmektedir. Bu
belirtiler mevsim sonunda siirgiin ucuna dogru yayilmaktadir. Beyaz iiziim ¢esitlerinde ise
yapraklarda beyaz-sari renk degisimlerine ve yaprak kenarlarindan asagi dogru kivrilmalara
rastlanmaktadir. Hastalikli asmalarda genel bodurluk ve gelisme durgunlugu hemen goéze
carpmaktadir. Hastalik asma anaglarinda belirti olusturmamasina ragmen gelismeleri
zayiflatmaktadir. Bu hastalik, meyve verimini %10-70 oraninda azaltabildigi gibi, seker oranini

da digiirmektedir (Sekil 11). (Anonim, 2019a).
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Sekil 11. Asma yaprak kivrilma viriislerinin yapraktaki (a, b) ve salkimdaki (c, d) belirtileri
(Anonim, 2019c)

Asma Kisa Bogum Virtis Hastaligr (Grapevine fanleaf nepovirus, GFLV)

Nepoviriis cinsine ait bir viriisiin yol agmis oldugu hastalik “yelpaze yaprak” ve “bulasik
soysuzlagma” olarak da bilinmektedir. Nepoviriis; {iretim materyallerinden kalem, ana¢ ve
mekanik yolla; ayrica vektorii olan kamali nematodlardan Xiphinema index ve Xiphinema
italiae ile de tasinmaktadir. Hastaligin yaprak belirtileri erken ilkbaharda gelismekte ve
vejatasyon boyunca devam etmektedir. Ancak yiiksek sicakliklarda belirtiler
maskelenebilmektedir. Yapraklarda sekil bozukluklar1 goriilmekte, yaprak simetrisi

bozulmakta, yaprak ayasi gukurlagsmakta ve karismakta, yaprakta dis sayisi1 artmaktadir. Sarilik
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belirtileri, ilkbaharda erken donemde geliserek asmanin biitiin vejetatif organlarini (yapraklar,
taze siirglin uglar1 ve salkim taslaklari) etkilemektedir. Baslangigta, yapraklarda birkag sar1 leke
ve damar bantlasmas1 goriilmektedir. Ilerleyen doénemde ise damar aralarinda cesitli
biiyiikliikteki benekler yayilarak yapragin tiimiiniin sararmasina neden olmaktadir. Bu tip

belirtilere GFLV’nin disinda diger bazi nepoviriisler de yol agmaktadir (Anonim, 2019c).

DR GR
b NS

Sekil 12. Asma yelpaze aprak Viriisii’niin yaprakta meydana getirdigi bozukluklar (a, b),

muhtelif sarilik belirtileri (c, d, e, f) ve siirgiinde meydana gelen kisa bogum aralar1 ve zikzak

gelisme (g) (Anonim, 2019c¢)

Asma Govde Cukurlasmasi Virtis Hastaligr (Rugose wood complex)

Asmalarda goriilen govde gukurlasma hastaligina 7 farkli viriis neden olmaktadir. Ulkemizde
bu virlislerden Grapevine virus A, Grapevine virus B ve Grapevine rupestris stem pitting
associated virus (GRSPaV) saptanmistir. Virlis asmanin biinyesinde sistemik olarak yer
almaktadir. Hastalik, asmanmn tiim kiiltir ve yabani formlarinda (Vitis spp.) asiyla
tasinmaktadir. Etmenlerin bazilar1 unlubitlerle (Planococcus ficus ve Planococcus citri) de
tasinmaktadir. Enfekteli asmalarda géze carpan ilk belirtiler, bitkilerde gelisme durgunlugu,
baharda gozlerde ge¢ uyanma, siirgiinlerde zayif gelismedir. Bu hastalik asmanin odunsu
kismindaki belirtiler ile karakterize edilmektedir. Asi yerinde anag¢ ve kalem uyusmazligina

benzer siskinlikler meydana gelmekte ve kalem anaca gore daha genis ¢aptadir. Govdede kabuk
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dokuda kavlamalar meydana gelmektedir. Asi noktasindaki kabuk soyuldugunda odun
ylizeyinde goriilen yiv benzeri olusumlar diizglin olmayip, girintili ¢ikintilidir. Kabugun i¢
tarafinda ise ¢ivi benzeri ¢ikintilar goriilmektedir. Bu durum hastaligin en tipik belirtisidir. Bu
belirtiler genellikle kabuk soyulmadan fark edilmez. Siddetli enfeksiyonlarda ise konukguya
bagl olarak bu yivler ¢ok daha yogun ve derindir. Ana¢ ve kalem kombinasyonu arasindaki
iliskiye bagli olarak odunsu dokulardaki belirtilerin siddeti degisebilmektedir. Hastalik
asmalarda gozle goriilebilir bir bodurluga neden olmaktadir. Enfekteli asmalarin yapraklar
daha ufak olup, meyve verimi az ve salkimlar1 ufaktir. Vitis Vinifera L. ve asma anaglarinin
cogu bu hastaliga karsi hassastir. Asisiz asmalarda ve anaglarda hastalik latent halde
bulunmakta olup, asili asmalarda belirtiler ortaya ¢ikmakla birlikte nadiren de olsa latent

enfeksiyonlar goriilebilmektedir (Anonim, 2019a).

noktasindaki siskinlik (solda), gévdedeki kabuk kavlamasi ve yiv olusumu (sagda) (Anonim,

2019c)
Bakteriyel hastaliklar

Kok Ur Hastalign (Agrobacterium vitis (Ophel ve Kerr))

Kok uru hastaligini yapan etmen bakteridir. Optimum gelisme sicakligi 25-30°C, minimum
0°C, maksimum gelisme sicakligr ise 37°C’dir. Alkali topraklarda, hafif asit karakterde
olanlara oranla daha ¢ok yayilmaktadir. Hastalik etmeni sistemik olarak asma bitkisinde,
topraga karismis urlarda ve kok pargalarinda uzun yillar canliligini siirdiirebilmektedir. Bulasik
topraklara konukcu bitki dikildiginde, kok veya gévdenin topraga yakin kisimlarinda kiiltiirel
islemler, asilama, bocek ve nematod beslenmesi gibi nedenlerle agilan taze yaralardan bitkiye
giris yapmaktadir. Hastalik, asmanin topraga yakin kisimlarinda ve kollarinda goriilmektedir.
Koklerde genellikle ur olusturmaz ama lokal nekrozlara ve ¢iirimelere neden olabilmektedir.
Urlar yaz baslangicinda beyaz-krem renkli ve yumusak goriinimli olup, yaz sonunda
kahverengine doniismektedir. Sonbaharda ise kuru ve odunsu bir yapiya biirinmektedir. Bir

sezonda tiim asmayi saracak kadar biiyilik urlar olusabilmektedir. Urlu bitkiler genellikle zayif
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siirgiin gelisimi gdsterir ve siirgiiniin ur {istiinde kalan kisimlar1 kuruyabilmektedir. Ozellikle
don olaylarinin goriildiigii yerlerde asma tlizerindeki don ¢atlaklar1 boyunca ¢ok sayida urlanma
olmaktadir. Bu belirtiler halk arasinda “siraca” ya da “uyuz” olarak adlandirilmaktadir. Ana
kok ve kok bogazinda ¢ok sayida ur olustugunda, asma bitkisinde besin elementleri ve su
iletimi sekteye ugramaktadir. Hasta bitkiler olumsuz ¢evre kosullarina ve ozellikle soguk
zararina daha duyarli hale gelmektedir (Anonim, 2019c). Sekil 14’de kok ur hastaligi

gosterilmektedir.

- . #.4 .
sty € - 3 el B .n

Sekil 14. Asmanin kollarinda (a, b, ¢, d) kok bogazinda (e) urlanmalar (Anonim, 2019c)

Derin Ogrenme

Derin 6grenme insan beyninin karmagik problemler i¢in gozlemleme, analiz etme, 6grenme ve
karar verme gibi yeteneklerini taklit eden, denetimli veya denetimsiz olarak 6zellik ¢ikarma,
doniistirme ve siniflandirma gibi islemleri biliylik miktarlardaki etiketlenmis verilerden
yararlanarak yapabilen bir makine dgrenmesi teknigidir (Kayaalp ve Siizen, 2018). Temel
olarak verinin temsilinden 6grenmeye dayalidir. Bir goriintii i¢in temsil denildiginde; piksel
basma yogunluk degerlerinin bir vektorii veya kenar kiimeleri, 6zel sekiller gibi 6zellikler
diistintilebilmektedir. Bu 6zelliklerin iginden bazilar1 veriyi daha iyi temsil etmektedir
(Ozgiiven, 2019). Derin 6grenmenin daha iyi anlasilmasi i¢in yapay zeka ve makine 6grenmesi

kavramlarinin bilinmesi gerekmektedir (Sekil 15).
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MAKINE OGRENMESI

fx

DERIN OGRENME

Sekil 15. Yapay zeka teknikleri

Yapay zeka, insan zekasinin sahip oldugu algilama, 6grenme, ge¢mis tecriibe ve diisiinme
yeteneginin bilgisayar, makine veya sistemlere kazandirilarak tahmin edilebilen veya
edilemeyen yeni durumlar karsisinda karar vermesini saglama ve gerekli islemi yapabilmesidir.
Bu karar verme islemi sirasinda insan zekasi tarafindan ilgili konunun hangi parametrelerine
bakilip degerlendiriliyorsa, yapay zekaya bu degiskenler ogretilmekte ve karar vermenin
saglanmasi i¢in de insanin zihinsel fonksiyonlarina benzeyen yorumlar yapabilen bilgisayar
modelleri yardimiyla formiiller olusturulmaktadir. Bdylece insanin diigiince yapisina benzer,
bilgisayar yazilimlariyla bir diisinme ve karar verme modeli olusturulmaktadir (Ozgiiven,
2019). Yapay zeka uygulamalarinda kullanilan yontemler asagidaki gibi gruplandirilmaktadir
(Alpaydin, 2004):

v" Smiflandirma: Gegmis verilerin hangi sinif igerisinde yer aldig1 belirtildigi durumda
yeni verinin hangi sinif i¢erisinde yer alacagini bulma islemidir.

v' Kiimeleme: Gegmis verilerin hangi siif igerisinde yer aldigi belirtilmedigi veya
bilinmedigi durumda verilerin benzerliklerine kiimelere ayristirilmasi islemidir.

v Regresyon (Egri Uydurma): Gegmis verilerin siireklilik gosteren sayisal degerlerden
olustugu durumlarda, bu degerlerden bir egri modeli tiretme islemidir.

v" Ozellik Belirleme: Gecmis verilerin cok fazla olmasi durumunda bu verilerin smifin
belirleyen 6zellikler belirlenir. Bu belirleme islemi sirasinda mevcut 6zelliklerden bir
alt kiime olusturabilecegi gibi, bunlarin birlesiminden yeni dzellikler de olusturulabilir.

v lliski Cikarimi: Bir veri ile bir baska verinin birlikte yer alma durumunun analiz

edilerek en ¢ok birlikte olan verilerin belirlenmesidir.
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Makine 6grenmesi yapay zekanin bir alt dalidir (Sekil 15). Makine 6grenmesi 6ncelikle ¢esitli
algoritmalar ve yontemler ile ge¢mis verilere bakarak, veriler arasindaki karmasik Oriintiiyii
belirleyecek matematiksel model tespit edilmekte, daha sonra veriler {izerinden tahmin
edilmesi istenilen sey hakkinda tahmin yapilmaktadir. Makine 6grenmesi yontemleri; k-en
yakin komsu algoritmasi, basit (naive) Bayes siniflandirici, karar agacglari, lojistik regresyon
analizi, k-ortalamalar algoritmasi, destek vektor makinalar1 ve yapay sinir aglaridir. Bu
yaklagimlarin bir kismi1 tahmin ve kestirim, bir kismi1 kiimeleme ve bir kismi1 da siniflandirma
yapabilme yetenegine sahiptir (Ozgiiven, 2019). Bu yontemlerde 6grenme stratejileri sunlardir

(Atalay ve Celik, 2017):

v Denetimli 6grenme: Olusturulan model ile bir grup girdi degerine karsilik onlara ait
hedef degerleri verilerek aralarindaki iliskiyi 6grenmesi ve hedef degerlere en yakin
ciktilarin iiretilmesi amaglanmaktadir.

v Denetimsiz 6grenme: Hedef degerleri olmadan sadece girdi degerleri arasindaki iliski
ortaya ¢ikarilmaya calisgilmaktadir. Bu iliski(ler) yardimu ile birbirine yakin degerler
kiimeleme yapilmaktadir. Yeni girdi bu kiimelerden hangisiyle iliskili ise o kiimeye ait
olacaktir.

v' Pekistirmeli (takviyeli) 6grenme: Hedef ¢iktiyr vermek igin bir danisman yerine, elde
edilen cikisin verilen girise karsilik iyi ya da kotii olarak degerlendiren bir kriter

kullanilmaktadir.

Sekil 16’da farkli yapay zeka tekniklerinde giris verilerinden ¢ikis verilerinin elde edilmesi

asamalar1 gosterilmektedir.

Kural Uzman

Tabanh Girig » Tasarimi > Cikis

Sistemler Program

Klasik Uzman Sznitelik

Makine Girig » Tasanmi f——0—p OZNNelk L Cikis
. —— Eslestirme
Ogrenmesi Ozellik

Temsili . - Oznitelik

= Giri » Oznitelikler ——» 3 —_— 1ki

Ogrenme ¥ Eslegtirme Cikis

_ Derin Gir .| EnBasit ! Kar';’; " Oznitelik | o
Ogrenme s ”| Oznitelik ézn"e?ik ’ Eslestirme - ¥

Sekil 16. Farkli yapay zeka tekniklerinde islem agsamalari (Badem, 2017)
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Derin 6grenme 6zellikleri

Derin 6grenme, yapay zeka ve istatistiklerin bir alt kiimesi olan makine 6grenmesinin bir alt
kiimesidir. Makine 6grenmesinde nicel veya kategorik analiz yapmak icin farkli algoritmalar
ve yontemler kullanilmaktadir. Bu tiir algoritmalar, tahminler ve ¢ikarimlar yapmak igin
verilerin karmasik modeliyle basa ¢ikabilen matematiksel modeller kullanmaktadir. Derin
O0grenme ise veri yapisinin karmasikligini yonetmek igin katmanlarda depolanan bilgilerin
soyut doniisiimlerine dayanan daha genis bir ara¢ setinden yararlanmaktadir. Bu nedenle derin
Ogrenme, verilerin temsilinden 6grenmeye dayanmaktadir (Song ve Lee, 2013). Derin 6grenme
tekniginde, biliyiilk miktarda etiketlenmis egitim verisi icerisindeki goriintiilerden ilgili
ozellikler otomatik olarak ¢ikarilmakta ve siniflandirma gibi bir gérevin otomatik olarak nasil
gerceklestirilecegi dgretilmektedir (Ayon ve Islam, 2019; Ozgiiven, 2019; Asraf ve ark., 2020;
Islam ve ark., 2020; Islam ve ark., 2021). Sekil 17°de 6rnek bir derin 6grenme uygulamasinin

genel akis1 gosterilmektedir.

Egitim seti

I'_H

nas enrenaSogq

AlexNet, VGG,
ResNet ele.
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e
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-

Sekil 17. Derin 6grenme genel akis diyagrami (Saleem ve ark., 2019)
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Sekil 17 incelendiginde, ilk olarak veri seti toplanmakta, ardindan genellikle egitim seti %80
ve test seti %20 olacak sekilde iki parcaya boliinmektedir. Ardindan, derin 6grenme modelleri
sifirdan veya transfer 6grenme teknigi kullanilarak egitilmekte ve modellerin basarisinin
degerlendirilmesi i¢in performans oOlgiitleri kullanilmaktadir. Son olarak, goriintiileri
algilamak, yerellestirmek veya smiflandirmak icin gorsellestirme teknikleri/haritalamalari
kullanilmaktadir (Saleem ve ark., 2019). Derin 6grenmede 6n islemeye gerek kalmadan
evrisimli yapay sinir ag1 (CNN) modeli olusturulabilmekte ve siniflandirmalar diger makine
O0grenmesi yontemlerine gore daha hizli ve daha dogru yapilabilmektedir (Adem, 2018; Adem

ve Kozkurt, 2019).

Makine 6grenmesinde hedef, daha once hi¢c goriinmeyen bir girdi i¢in dogru tahminler
yapilmasi veya Karar verilmesi ve bu tahmin ve karar verme siireglerini otomatiklestiren verimli
algoritmalarin gelistirilmesidir. Algoritmalar gelistirilirken kurallarin olusturulmasi sirasinda,
bir uzmanin bir karar1 alirken nelere dikkat etmesi gerektigine dair kriterler dikkate alinmalidir.
Makine Ogrenmesi yoOntemlerinin uygulanmasinda hesaplama karmagsiklifi, egitim
karmagsikligi  ve egitilmis algoritma uygulamast karmasikligit gibi karmasikliklar
bulunabilmektedir. Bir algoritmanin performans: test hatasina gore degerlendirilmektedir.
Ayrica bir algoritma g¢alisirken ¢ok sayida test noktast bulunabilmekte ve bu noktalarda hizli
karar alinmasi istenmektedir. Bu nedenle test igleminin diisiik hesaplama yiikiine sahip olmasi

gerekir (Ozguven, 2023).

Derin 6grenmede 6nemli kavramlar

Sinir Ag1

Derin 6grenmenin temelini noral aglar olusturmaktadir. Bu noral aglarin amact, bilinmeyen bir
fonksiyonun yaklasimimi belirlemektedir. Sinir aglari, birbiriyle baglantili olan néronlardan

olugmaktadir. Sekil 18’de basit bir sinir ag1 6rnegi gosterilmistir.
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Sekil 18. Sinir aginin basit bir 6rnegi
Noron

Temel biyoloji teriminde néronlar, aksonlari boyunca dendritlerden bir ugtan diger uca bir
elektrik sinyali gondermektedir. Bu sinyaller daha sonra baska bir ndrona gegirilmektedir. Bu
islemler sinir sistemi boyunca iletilerek bilgilerin beyne iletilmesini saglamaktadir. Benzer
sekilde makinelerin de insan gibi 6grenebilmesi i¢in beyinde 6grenme siirecinde etkili olan ve
beynin noron adi verilen bilgiyi isleme kapasitesinin sinir hiicreleri taklit edilmeye
calisilmaktadir. Bunun sonucunda yapay noron kavrami ortaya ¢ikmustir. Sekil 19°da 6rnek bir
yapay noron verilmektedir. Yapay noronlardan olusan aga ise noral ag denilmektedir. Noral
agda norona gelen bir girdi alinmakta ve islenmektedir. Ardindan sonraki islem i¢in diger

noronlara gonderilen bir ¢ikt1 ya da sonug ¢iktis1 gonderilmektedir.

n.Girdi

Sekil 19. Yapay néron

Agirliklar

Bir yapay sinir agindaki ndronlar arasinda her baglanti bir agirlik (weight) ile iliskilidir.
Agirliklar, bir yapay hiicreye gelen bilginin 6nemini ve hiicre iizerindeki etkisini
gostermektedir. Girdi, nérona geldiginde bir agirlik ile carpilmaktadir. Sekil 20°de gosterildigi

gibi iki girisli bir néronda her bir néron girisi, o girise atanan bir agirliga sahiptir.
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Sekil 20. Yapay noronda agirliklar

Bir a girdisinin w1 agirhigr ile iliskilendirildigi varsayildiginda, diigiimden gegtikten sonraki
giris ‘a*w1l’ olarak ifade edilmektedir. Agirliklar rastgele baslatilmakta ve bu agirliklar model

egitim siirecinde giincellenebilmektedir.
Sapma (Bias)

Girdiye agirliktan farkli ek olarak uygulanan dogrusal bilesene sapma denilmektedir. Bu sapma
degeri giris olarak tanimlanan ve girdinin agirlik ile carpimi sonucuna, agirlik katsayil girisin
araligint degistirmek igin temel olarak eklenmektedir. Sapma degerinin eklenmesi sonucunda

giris ‘a*wl+bias’ olarak ifade edilmektedir. ‘a*w1+bias’, doniisiimiin son dogrusal bilesenidir.
Aktivasyon Fonksiyonlart

Norona gelen bilginin bir sonraki norona iletilip iletilmeyecegine karar vermek igin
kullanilmaktadir. Aktivasyon fonksiyonlart noronlarin toplam (%) fonksiyonunda iretilen
¢iktilarin nasil bir degisimden gegmesi gerektigini belirlemektedir. Aktivasyon fonksiyonu
olan f() uygulandiktan sonraki ¢ikt1 ‘f(a*w1+b)’ olmaktadir. Sekil 21°de x1°den xm’ye kadar
m tane girdi ve bu girdilere karsilik gelen wl’den wm’ye kadar agirliklar ve sapma
gosterilmektedir. Agirliklar 6nce kendilerine karsilik gelen girdi ile carpilmakta ve sonra sapma
carpim sonucuna eklenmektedir. Agirlik toplamlarina karsilik gelen girdi toplamlarinin
carpimina sapma degeri eklenmesi sonucu olusan ifade u olarak kabul edilmektedir.
Aktivasyon fonksiyonunun u’ya uygulanmasi sonucu f(u) olusmakta ve néronda elde edilen
son ¢ikt1 y=f(u) olarak ifade edilmektedir. En yaygin kullanilan aktivasyon fonksiyonlari

sigmoid, ReLU (Rectified Linear Unit) ve Softmax aktivasyon fonksiyonlaridir.
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Sekil 21. Yapay noronda aktivasyon fonksiyonu
Katmanlar

Farkli1 diizeylerde yer alan néron gruplaridir. Sinir aglar1 girdi, gizli ve ¢ikti olmak iizere ii¢ ana
katmandan olusmaktadir. Agdaki siire¢ katmanlari agda bulunan gizli katmanlardir. Gizli
katmanlar, gelen veriler iizerindeki belirli gorevleri uygulayan ve bu gorevler sonucunda
olusturulan ¢iktiy1 bir sonraki katmana aktaran katmanlardir. Orta katmanlar gizlenirken girdi

ve ¢ikt1 katmanlar1 goriiniir olan katmanlardir.
Cok Katmanli Algilayict (MLP)

Karmagik gorevlerin gerceklestirilebilmesi i¢in tek bir ndron yeterli olmadigindan istenen
ciktilarin {iretilebilmesi i¢in birden fazla nérondan olusan noron gruplart kullanilmaktadir.
Temel olarak en basit ag giris katmani bir gizli katman ve ¢ikis katmanindan olugmaktadir.
Tam bagli baglantilar olarak adlandirilan MLP’de, her bir katmanda birden fazla ndron
bulunmakta ve tiim katmanlardaki noronlar kendisinden sonraki katmanda bulunan ndronlar ile

baglantilidir.
Ileri Yayitlim

Girdi verilerinin girig katmanindan gizli katmana oradan da ¢ikis katmanina aktarildigini ifade
eden islemdir. ileri yayilim isleminde bilgi sadece tek yonlii ve ileri dogru yol almaktadir. Giris
katmani, gizli katmanlar i¢in girdiyi saglamaktadir. Gizli katmana aktarilan bilgi, ¢ikt1 iiretmesi
igin ¢ikis katmanina aktarilmakta ve ¢ikis katmaninda da c¢ikti dretilerek siireg

sonlandirilmaktadir. Bu yapida geriye dogru bir hareket s6z konusu degildir.
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Maliyet (Kayip) Fonksiyonu

Bir modelde olusturulan yapay sinir aginin amaci ger¢ek degerlere en yakin ¢iktilar1 tahmin
etmeye calismaktir. Modelin  dogruluk degeri maliyet fonksiyonu kullanilarak
hesaplanmaktadir. Maliyet fonksiyonu, ger¢ek degerlerin tahmininde basari igin
odiillendirmeye, basarisizlik i¢in cezalandirmaya c¢alismaktadir. Bodylece modelin
basarilarindan veya hatalardan ders ¢ikarmasini saglamaktadir. Bir modelin galistiriimasindaki
amag tahmin dogrulugunun arttirilarak hatanin azaltilmasi ve maliyet fonksiyonunun minimize
edilmesidir. En diisiik maliyet fonksiyonu degerine sahip Sinir agi, optimize edilmis ¢iktilari

olusturan agdir.
Ogrenme Orani

Maliyet fonksiyonunu minimize etmek i¢in yapilan, her tekrar sayisinda (iterasyon) elde edilen
en aza indirgeme miktar1, 6grenme orani olarak ifade edilmektedir. Basit bir ifadeyle, maliyet
fonksiyonunun minimum noktasina inme orani 6grenme oranidir. Problemin ¢dziimiinde en
uygun sonucu elde etmek i¢in 6grenme oran1 dikkatli bir sekilde se¢ilmelidir. Aksi takdirde en
uygun ¢Oziim elde edilememekte ve agm en uygun ¢ozlimiine yaklagmasi sonsuza dek

stirebilmektedir.
Geri Yayilim

Sinir ag1 tanimlandiginda, diiglimlere rastgele agirlik ve sapma degerleri atanmaktadir. Tek bir
iterasyon ile edilen ¢ikt1 icin agin hatasi hesaplanabilmektedir. Elde edilen hata degeri, maliyet
fonksiyonunun egimi ile birlikte agin agirliklarinin, giincellenebilmesi i¢in aga geri
beslenmektedir. Sonraki iterasyonlarda hatanin minimize edilmesi i¢in bu agirhiklar
giincellenmektedir. Maliyet fonksiyonunun egimi kullanilarak agirliklarin glincellenmesi geri
yayilim olarak ifade edilmektedir. Agin hareketinin geriye dogru oldugu geri yayilimda egim
ile birlikte hata, ¢ikti katmanindan geriye dogru gizli katmanlara aktarilarak agirliklarin

giincellenmesi saglanmaktadir.
Yiginlar

Tiim girdinin tek seferde gonderilmesi yerine girdiler rastgele secilmis esit biytikliikte,
birbirinden bagimsiz yigmlara boliinerek agda egitilmektedir. Verilerin, yiginlar seklinde
egitilmesinde kullanilan ag modeli, tek seferde tiim veri kiimesindeki girdilerin aga

beslenmesiyle olusturulan modele gore daha yaygindir.
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Yineleme (Epoch) Sayilart

Hem ileri hem de geri yayilimda tim girdi yi§inlarinin tek bir egitim tekrar sayisi1 yineleme
sayis1 olarak ifade edilmektedir. Agin egitiminde kullanilacak olan yineleme sayisi
secilebilmektedir. Tekrar sayisinin yliksek olmasi agin daha yiliksek dogruluk degerine
ulagmasini saglayabilmektedir. Ancak ¢ok yiiksek segilen tekrar sayisi agin asir1 uyumuna

(overfitting) sebep olabilmektedir.
Seyreltme (Dropout)

Agin agir1 uyumunu 6nlemek i¢in kullanilan seyreltme katmaninda diizenleme (regiilarizasyon)
islemine verilen isimdir. Egitim esnasinda gizli katmanlardaki belirli sayida néronun rastgele
birakilmasidir. Egitim, noronlarin farkli bilesimlerinden olusan ¢esitli sinir ag1 mimarilerinin
olugmasina neden olmaktadir. Bu diizenleme islemi birden fazla agin ¢iktisinin sonug ¢iktisini

iiretmek i¢in bir araya getirildigi toplama iglemi olarak diistiniilmektedir.
Yigin Normalizasyonu

Veri dagiliminin bir sonraki katmanla ayni olmasini saglamak icin yapilan belirli kontrol
noktalar1 olusturma islemidir. Agmn egitimindeki agirlik, egimli inisin her bir adiminda
degismektedir. Bu degisiklikler, verinin bir sonraki katmana ne sekilde gonderilecegini
belirlemektedir. Veriler bir sonraki katmana goénderilmeden 6nce agik bir sekilde normalize
edilmektedir. Ciinkii sonraki katman, daha 6nce bu katmana gonderilen dagilimina benzeyen

bir veri y18in1 beklemektedir.
Filtreler

Evrigimli sinir aglarindaki bir filtre, sarmalanmis bir ¢ikt1 iiretmek i¢in girdi goriintiisliniin bir
boliimiiyle carpilan agirlik matrisi gibidir. 28*28 boyutlarindaki bir goriintiide, 3*3’liik rastgele
secilmis bir filtre belirlenirse, bu filtre sarmalanmig (kivrimli) ¢ikti olarak bilinen sonucu
olusturmak i¢in goriintlintin farkli 3*3’1iik boliimleri ile ¢arpilmasi gerekmektedir. Belirlenen
filtrenin boyutu genellikle orijinal goriintiiniin boyutundan daha kiigiik Ol¢ektedir. Filtre
degerleri, maliyet fonksiyonunun minimize edilmesi i¢in yapilan geri yayilim esnasindaki

agirlik degerleri gibi giincellenmektedir.
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Derin 6grenme kitaplik ve platformlar

Torch

Cok boyutlu tensorler icin veri yapilarinin ve bunlar {izerinden matematiksel islemlerin
tanimlandig kitapliktir. C'deki bir uygulama ile LUA dili kullanilarak gelistirilen Torch'un
Python uygulamasina PyTorch denilmektedir.

TensorFlow

Makine 6grenmesi i¢in Google tarafindan gelistirilen ugtan uca agik kaynakl bir platformdur.
Vektorler veya n boyutlu matrisler olan tensor kavramina dayanmaktadir. Gelistiricilerin yeni
makine 6grenmesi teknolojilerini kolayca olusturulup gelistirmelerine olanak taniyan kapsamli
ve esnek bir kitaplik ekosistemine sahiptir. Cok sayida soyutlama seviyesi bulundugu igin
¢oziilmek istenilen probleme uygun olani1 segme imkani sunmaktadir. Google'in TensorFlow'u
su anda diinyanin en popiiler 6grenme kitapligidir. TensorFlow ile sunucularda, cihazlarda ve

Web’de model olusturup egitme ve dagitma imkan1 bulunmaktadir (Savas, 2019).
Theano

Cok boyutlu dizileri iceren matematiksel ifadelerin verimli bir sekilde tanimlanmasina,
optimize edilmesine ve degerlendirilmesine olanak tanimaktadir. Bir Python kiitiiphanesidir.
Python’da yazilmis ¢ok genel bir kiitiiphane dogrudan derin 6grenme i¢in kullanildig: gibi
tizerine yazilmis Keras veya Lasagne gibi kiitiiphanelerle de kullanilabilmektedir (Clark,
2018).

Caffe

Caffe, ifade yapisi, hiz ve modiilerlik goz oniinde bulundurularak tasarlanmis bir derin 6grenme
kitapligidir. Mimarisi ve uygulamalari, derin 06grenme problemlerinde kullanimini
yayginlagtirmaktadir. Bir GPU makinesinde egitmek icin tek bir etiket ayarlayarak CPU ile
GPU arasinda ge¢is yapilabilmekte ve bilgisayarlar ile mobil cihazlar iizerinde kullanilmak igin
dagitilabilmektedir. Genisletilebilir yapis1 ve fonksiyonelligi sayesinde, pek ¢ok arastirmact
tarafindan yenilikler ve eklemeler yapilmistir. Ayrica algoritmayi hizli ¢alistirma 6zelligine

sahiptir (Savas, 2019).
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Keras

Python ile yazilan TensorFlow iizerinde calisan bir derin 6grenme platformudur. igerdigi cok
fazla islevsel fonksiyon sayesinde Keras, Theano ya da Tensorflow’a gore daha kolay
uygulama gelistirilebilir oldugu ic¢in yaygin kullanim alanma sahiptir. Keras, kullanici
deneyimini 6n planda tutan, kullanic1 dostu bir arayiizii olan ve onceligi makineler olmayan,
insanlar i¢in tasarlanmis bir birbiriyle tutarli ve basit kullanimli API (Application Programming
Interface) sunmaktadir. Hata ayiklama igin geri bildirim saglamaktadir. Yeni modiillerin
eklenmesi kolay olup, mevcut 6rneklerle yapilabilecek ¢oziim kiimesi genistir. Bu 6zellikleri
arastirmalar i¢in uygun yapida olmasimi saglamakta ve genisletilebilmektedir. Sinir ag1
katmanlari, maliyet fonksiyonlari, optimize ediciler, baslatma semalari, aktivasyon
fonksiyonlar1 ve diizenlilestirme semalari, yeni modeller olusturmak igin birlestirilebilecek

modiiler tasarima imkan saglamaktadir (Clark, 2018; Savas, 2019).
Microsoft Cognitive Toolkit (CNTK)

CNTK, sinir aglarin1 yonlendirilmis bir grafik araciligiyla bir dizi hesaplama adimi olarak
tanimlayan birlesik bir derin 6grenme platformudur. CNTK, kullanicinin ileri beslemeli
DNN’ler, CNN’ler ve tekrarlayan sinir aglari (RNN’ler/ LSTM’ler) gibi popiiler model tiplerini
kolayca gergeklestirmesini ve birlestirmesini saglamaktadir. Python, C# veya C++ programlara
bir kiitiphane olarak dahil edilebilmekte veya kullanicinin kendi model agiklama dili
(BrainScript) araciligiyla bagimsiz bir makine 6grenme araci olarak kullanilabilmektedir. Ek
olarak, Java programlarinda CNTK model degerlendirme islevselligi kullanilabilmektedir

(Clark, 2018; Savas, 2019).
DL4J

Java i¢in Derin Ogrenme (DL4J), Java ve Scala igin yazilmis ilk derin 6grenme kitaphigidir.

Hadoop ve Apache Spark ile koordineli galismaktadir (Clark, 2018).

Derin 6grenmede kullanilan algoritma tiirleri

Derin 6grenme algoritmalari hemen hemen her tiir veriyle calismakta ve karmasik sorunlari
cozmek i¢in biiylik miktarda bilgi islem giicii ve bilgi gerektirmektedir. Gelisen teknoloji
sayesinde derin 6grenme algoritmalarinin sayisi her gecen giin artmaktadir. Son yillarda en

popiiler olan algoritmalar (Bengio ve ark., 2015; Janiesch ve ark., 2021):
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Evrisimli Sinir Aglar1 (Convolutional Neural Networks - CNN)

Uzun Kisa Siireli Bellek Aglar1 (Long Short Term Memory Networks - LSTM)
Tekrarlayan Sinir Aglar1 (Recurrent Neural Networks - RNN)

Uretken Cekismeli Aglar (Generative Adversarial Networks - GAN)

Radyal Temel Fonksiyon Aglar1 (Radial Basis Function Networks - RBFN)
Cok Katmanli Algilayicilar (Multilayer Perceptrons - MLP)

Kendi Kendini Diizenleyen Haritalar (Self Organizing Maps - SOM)

Derin inang Aglar1 (Deep Belief Networks - DBN)

Kisith Boltzmann Makinalar1 (Restricted Boltzmann Machines - RBM)

YV V.V V V V V V V V

Otomatik Kodlayicilar
Uzun Kisa Siireli Bellek Aglar: (LSTM)

LSTM'ler, uzun siirede bagimliliklart 6grenmek ve bunlara uyum saglamak i¢in programlanmis
Tekrarlayan Sinir Aglari (RNN) olarak tanimlanmaktadir. Temel olarak geg¢misteki bilgilerin
mevcut bilgiyi agiklamasinda ve gelecek bilginin tahmin edilmesinde etkili bir yontemdir.
Uzun ve kisa siireli depolama katmaninin ana bileseni, depolama blogu verilen bir birimdir.
Uzun ve kisa siireli bellek bloklarinin giris, ¢ikis ve unutma kapilari olmak tizere ii¢ kapist
vardir. Bu kapilar hiicrenin yazilmasini, okunmasini ve sifirlanmasimi gergeklestirmektedir.
LSTM, ge¢mis verileri daha uzun siire ezberleyebilmekte ve geri ¢agirabilmektedir. Hafizay1
veya oOnceki girdileri smirlayabildikleri i¢in yaygin olarak zaman serisi tahminlerinde
kullanilmaktadir. LSTM, zaman serileri tahmini uygulamalarinin yani sira, konugma taniyicilar
olusturmak, farmasdtiklerde gelisme ve miizik dongiilerinin kompozisyonu gibi bir dizi olayda

da calismaktadir.
Tekrarlayan Sinir Aglart (RNN)

LSTM'lerden saglanan girdinin RNN'lerin girdi olarak kullanilmasina izin veren bir dongi
olugturan bazi yoOnlendirilmis baglantilardan olugmaktadir. Bu girdiler, derinlemesine
gomiilmekte ve LSTM'lerin ezberleme yetenegini zorlamaktadir. Bu durum girdilerin dahili
bellekte bir siire emilmesini saglamaktadir. Bu nedenle RNN'ler, LSTM'ler tarafindan korunan
girdilere bagimlidir ve LSTM'lerin senkronizasyon olgusu altinda ¢alismaktadir. RNN'ler
cogunlukla goriintiiye altyazi ekleme, zaman serisi analizi, el yazisi verileri tanima ve verileri
makinelere ¢evirmede kullanilmaktadir. RNN'ler, siire t olarak tanimlanmissa ¢ikis beslemeleri
(t-1) stirede takip etmektedir. Ardindan, t tarafindan belirlenen ¢ikis, t+1 girisi beslemektedir.

Benzer sekilde, bu islemler herhangi bir uzunlukta olusan tiim girdiler igin tekrarlanmaktadir.
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Ayrica, RNN'ler ge¢mis bilgileri depolamakta ve model boyutu artirilmasina ragmen girdi

boyutunda bir artis olmamaktadir.
Uretken Cekismeli Aglar (GAN)

GAN'lar, egitim verileriyle eslesen yeni veri ornekleri olusturmak i¢in kullanilan derin
ogrenme algoritmalar1 olarak tanimlanmaktadir. GAN genellikle yanlis veri liretmeyi 6grenen
bir iirete¢ ve bu yanlis veriden 6grenerek kendini uyarlayan bir ayrimci olmak iizere iki
bilesenden olugsmaktadir. GAN'lar, sahte verileri ve gergek verileri iireterek ve anlayarak
simiilasyonda ¢aligmaktadir. Bu verileri anlamaya yonelik egitim sirasinda, tiretici farkli tiirde
sahte veriler tiretmektedir. Burada ayrimci hizla uyum saglamayi ve buna yanlis veri olarak

yanit vermeyi 6grenmektedir.
Radyal Temelli Fonksiyon Aglari (RBFN)

RBFN'ler, ileri beslemeli bir yaklagimi izleyen ve aktivasyon fonksiyonunda radyal temelli
fonksiyonlar1 kullanan sinir ag: tiirleridir. Genellikle zaman serisi tahmini, regresyon testi ve
siniflandirma icin kullanilan girdi katmani, gizli katman ve cikti katmani1 olmak {izere ii¢
katmandan olugmaktadir. RBFN'ler, egitim veri setinde bulunan benzerlikleri 6lcerek bu
gorevleri yerine getirmektedir. Genellikle, bu verileri girdi katmanina besleyen bir girdi
vektoriine sahiptir. Boylece tanimlamay1 dogrular ve 6nceki veri kiimelerini karsilagtirarak
sonuglart yayinlarlar. Girdi katmaninda bu verilere duyarli néronlar bulunmakta ve katmandaki
diigiimler veri smifin1 smiflandirmada etkilidir. Noronlar, giris katmaniyla yakin biitiinlesme
icinde caligsalar da baslangicta gizli katmanda bulunmaktadir. Gizli katman, ¢ikisin néronun
merkezine olan uzakligiyla ters orantili olan Gauss transfer fonksiyonlarini icermektedir. Cikis
katmani, Gauss fonksiyonlarmin néronda parametre olarak iletildigi ve ¢iktinin tretildigi

radyal tabanli verilerin dogrusal kombinasyonlarina sahiptir.
Cok Katmanli Algilayicilar (MLP)

MLP'ler, derin 6grenme teknolojisinin temelidir. Cesitli algilayicit katmanlarina sahip ileri
beslemeli sinir aglari sinifina aittir. Bu algilayicilarin i¢inde ¢esitli aktivasyon fonksiyonlari
vardir. MLP'ler ayrica baglantili giris ve ¢ikis katmanlarina sahiptir ve sayilar1 aynidir. Ayrica
bu iki katmanin arasinda gizli kalan bir katman vardir. MLP'ler cogunlukla goriintii ve konusma
tanima sistemleri veya diger bazi ¢eviri yazilimu tiirlerini olusturmak i¢in kullanilir. MLP'lerin

caligmasi, girdi katmanindaki verileri besleyerek baslar. Katmanda bulunan néronlar, bir yonde
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gecen bir baglant1 kurmak i¢in bir grafik olusturmaktadir. Bu girdi verilerinin agirliginin gizli
katman ile girdi katmani arasinda oldugu bulunmustur. MLP'ler, hangi diiglimlerin harekete
gegmeye hazir oldugunu belirlemek igin aktivasyon fonksiyonlarini kullanmaktadir. Bu
aktivasyon fonksiyonlar1 arasinda tanh fonksiyonu, sigmoid ve ReLU'lar bulunmaktadir.
MLP'ler, temel olarak, verilen veri setinden istenen ¢iktiy1 elde etmek i¢in katmanlarin ne tiir

bir korelasyona hizmet ettigini anlamak i¢in modelleri egitmek i¢in kullanilmaktadir.
Kendi Kendini Diizenleyen Haritalar (SOM)

SOM'lar, yapay ve kendi kendini organize eden sinir aglari ile verilerin boyutlarini anlamak ve
verileri gorsellestirmek i¢in tasarlanmistir. Veriler genellikle yiiksek boyutludur. SOM'lar,
farkli diigiimlerin agirliklarin1 baglatmakta ve ardindan verilen egitim verilerinden rastgele
vektorler secerek verilerin gorsellestirilmesine yardimer olmaktadir. Bagimliliklarin
anlagilabilmesi ve goreli agirliklart bulmak i¢in her diiglimii incelemektedir. Kazanan diigiime
karar verilmekte ve buna En Iyi Eslesen Birim (BMU) denilmektedir. Daha sonra SOM'lar bu
kazanan diigiimleri kesfetmektedir. Diigiim BMU'ya ne kadar yakinsa, agirlig1 tanima ve daha
fazla aktivite gergeklestirme sansi o kadar fazladir. Ayrica, BMU'ya daha yakin higbir

diigiimiin kagirilmamasini saglamak i¢in birden fazla yineleme yapilmaktadir.
Derin Inan¢ Aglari (DBN)

DBN'ler, tesadiifi etkenlere maruz degiskenlerin yani sira c¢esitli gizli katmanlara sahip
olduklari i¢in tiretken modeller olarak adlandirilmaktadir. Gizli degisken, ikili degerlere sahip
oldugu i¢in gizli birim olarak adlandiriimaktadir. DBN'ler ayrica Boltzmann Makineleri olarak
da bilinmektedir. Bunun nedeni 6nceki ve ardisik katmanlarla iletisim kurmak i¢in birbirinin
tizerine istiflenmesidir. DBN'ler, asagidan yukariya gecis yaklagimini izleyen her katmandaki
gizli degerde bulunan degerlerden 6grenmektedir. DBN'ler, hareketli nesneleri yakalamanin

yani sira video ve goriintii tanima gibi uygulamalarda kullaniimaktadir.
Kisitlanmis Boltzmann Makineleri (RBM'ler)

RBM'ler verilen girdi setindeki olasilik dagilimindan 6grenen tesadiifi degisken sinir aglarina
benzemektedir. Bu algoritma esas olarak boyut kii¢iiltme, regresyon ve simiflandirma, konu
modelleme alaninda kullanilmakta ve DBN'lerin yapi taslar1 olarak kabul edilmektedir.
RBM'ler, goriiniir katman ve gizli katman olmak iizere iki katmandan olugmaktadir. Bu

katmanlarin her ikisi de gizli birimler araciligiyla baglanmaktadir. RBM'lerin isleyisi, girdilerin
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kabul edilmesi ve bunlarin sayilara gevrilmesiyle gergeklestirilmektedir. RBM'ler, her girdinin
agirhgini hesaba katmaktadir. Bu girdi agirliklart yeniden yapilandirilmis girdilere
dontstiiriilmektedir. Daha sonra, bu ¢evrilmis girdilerin her ikisi de bireysel agirliklarla birlikte
birlestirilmektedir. Bu girdiler son olarak aktivasyonun gergeklestirildigi goriiniir katmana

itilmekte ve kolayca yeniden yapilandirilabilen ¢iktilar tiretilmektedir.
Otomatik Kodlayicilar

Otomatik kodlayicilar, girislerin ve cikiglarin genellikle ayn1 oldugu verileri kopyalayan
yiiksek diizeyde egitilmis 6zel bir sinir agi tiiriidiir. Kodlayici, kod ve kod ¢oziicli olmak iizere
ii¢ bilesenden olusmaktadir. Denetimsiz 6grenme ile ilgili sorunlar1 ¢6zmek i¢in tasarlanmistir.
Otomatik kodlayicilar goriintiiyii veya girisi kodlayarak boyutunu kiiciiltmektedir. Kod ¢oziicii
goriintii diizglin gériinmiiyorsa, agiklama igin sinir agina iletmektedir. Ardindan netlestirilmis
goriintii, yeniden yapilandirilmis goriintii olarak adlandirilarak yeni veri olusturulmaktadir.
Kodlayicidaki verinin girdi boyutu ile kod ¢oziicli sonucundan olusan yeni verinin ndron sayisi

(boyutu) ayn1 olmaktadir.

Evrisimli sinir aglar1 (CNN)

Insanlar bir goriintiiye baktiginda nesneleri, nesnelerin renklerini ve sekillerini, ayn1 tipteki
nesnelerin sayisini, durus bicimleri gibi Ozelliklerini rahatca sdyleyebilmektedir. Ayni
goriintiiyli bilgisayar ise, bir say1 matrisi olarak gormektedir. Evrisimli sinir aglar1 ile goriintii
siiflandirma, nesne tanimlama, goriintii segmentasyonu gibi islemler basarili bir sekilde
yapilmaktadir. CNN ¢ok sayida gizli katman kullanilarak goriintiilerdeki farkli 6zelliklerin
algilanmasin1 saglamaktadir. Bundan dolay:r goriintiilerdeki nesnelerin hangi nitelikte oldugu
kolay bir sekilde ayirt edilebilmektedir. Genel olarak ConvNets olarak bilinen evrisimli sinir
aglar1 (CNN), verileri birden ¢ok katmandan geg¢irmekte ve evrisim islemlerini 6zellik haritalar
cikararak yapmaktadir. CNN, birden fazla evrisim ve havuzlama katmalarindan olugsmaktadir.
[k evrisim katmanlari, kenarlar veya koseler gibi kiiciik temel dzellikleri algilayarak yeni
kanallar eklemektedir. Havuzlama katmanlart ¢oziiniirligii azaltirken kanal sayisini
degistirmemektedir. Sonraki evrisim katmanlarinin daha 6nce tespit edilen temel 6zellikleri,
veri kiimesine 0zgii daha karmagsik daha biiyiikk 6zelliklerle yeniden birlestirmesine olanak
tanmimaktadir. Evrisim katmanlart filtrelerin 6grenilebilir agirlik matrislerini  kullanarak
filtrelerin 6zelliklerini tanirken, havuzlama katmanlar1 da cekirdeklerinde bir ortalama veya
maksimum islevini kullanmaktadir. Hem filtreler hem de ¢ekirdekler her seferinde adim adim

donen bir pencere olarak giris lizerinde hareket ettirilmektedir. Bir CNN yapist Sekil 22°de
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goriildiigii gibi birden fazla evrisim, ReLU (Diizlestirilmis Dogrusal Birim) ve havuzlama

katmanina sahip olabilmektedir.

4
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Sekil 22. Bir evrigimli sinir aginin yapisi

CNN katmanlan

CNN, iki temel asamadan olusmaktadir. Bu asamalardan ilki 6znitelik haritalarinin ¢ikarimi
asamasidir. Ikinci asama ise siniflandirma asamasidir. Derin 6grenme algoritmalarini, klasik
makine 6grenme algoritmalarindan ayiran en temel fark, CNN’lerin birinci asamasi igerisinde
yer alan, etiketli goriintii verileri kullanilarak 6znitelik haritalarinin ¢ikarilmasi ve ardindan bu
Oznitelik haritalarinin kendi i¢lerinde eslenmesi iglerinin tiimii, girdi verileri (etiketli goriintii
pikselleri) ilizerinden tam otomatik olarak yapilmasidir. Diger bir ifadeyle oOznitelik
haritalarinin  ¢ikarilmasi islemi, etiketli goriintii piksellerine farkli filtreler uygulayarak
gorlintiiniin dokular1 ve bu dokularin birbiri ile olan iliskisi hakkinda bilgi edinmektir.
CNN’lerin birinci asamasi sirastyla, evrisim katmanlari, ReLU katmani ve havuzlama
katmanlarindan olusmaktadir. ikinci asamasinda ise, tam baglantili katmanlar ve softmax
katmani bulunmaktadir (Deng ve Yu, 2013; Kim, 2017). Sekil 23’te CNN katmanlari

gosterilmektedir.
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Giris Katmani (Input Layer)

Evrisim Katmani

Havuzlama (Pooling) Katmani
Tam Baglantili (Full-Connected) Katman

Dropout Katmani

Siiflandirma (Classification) Katmani

Softmax Katmani

Sekil 23. CNN katmanlari
Evrisim Katmani

Evrigim katmani derin 6grenmenin ilk agamasini olusturmaktadir. Bu katmanda girdi veriye,
kayan filtreler uygulanmaktadir. Buradaki kayan filtre terimi, yatay ve dikey hareketler ile girdi
veri lizerinde dolasarak filtrelerin uygulanmasimmi ve girdi verisinin evrilmesini ifade
etmektedir. Evrigsim katmaninin sayisi ve igerisinde uygulanacak olan filtre genisligi, filtre
sayisi, adim aralig1 (stride) ve dolgu boyutu (pad) gibi parametreler tasarlanacak agin yapisina

gore secilmektedir.
ReLU Katmani

Derin 6grenme algoritmalarindaki kullanilan verilerin igerisinde yapilacak igin tanimina gore
anlamli ve anlamsiz veri ayirimi yapmak i¢in farkli diizenleme teknikleri uygulanmaktadir.
Bunlara 6rnek olarak L1/L2, Dropout, ReLU teknikleri verilebilmektedir. Diinyada en yaygin
kullanilan aktivasyon fonksiyonlarindan ReLU’da girdi verisinin her bir elemanina bir esik
deger uygulanarak negatif giris degerlerinde sifiri, pozitif giris degerlerinde ise giris degerini
oldugu gibi ¢ikisa aktarmaktadir. Verinin degeri, sifirdan kiiciik ise sifira esitlenmekte, sifirdan
biiylik ya da sifira esit ise verinin kendi degerini ilgili veriye atamaktadir. Dropout, biiyiik
veriler ile ugrasildiginda, agin ezberlemesinin 6niine ge¢cmek icin gizli katmanlar iizerinde,
belirlenen agirliklarin tekrar durumuna gore elemeler yapmasi islemidir. L1/L2 ise derin

o0grenme ¢alismalarinin gizli katmanlarinda kullanilan bir aktivasyon fonksiyonudur.
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Havuzlama (Pooling) Katmani

Aktivasyon katmanindan sonra elde edilen aktivasyon haritasinin 6zelligini kaybetmeyecek
sekilde uzamsal boyutunun azaltilmasi havuzlama katmani ile miimkiin olmaktadir. Daha az
uzamsal bilgi daha az parametre anlamina gelmekte ve bu da modelin hesaplama performansini
arttirmaktadir. Bir diger faydasi da asir1 uyumu (ezber) engellemesidir. Evrisim katmaninda
oldugu gibi veri lzerinde filtre gezdirme esasina dayanmaktadir. Ortalama havuzlama ve
maksimum havuzlama olarak iki farkli sekilde havuzlama calismasi yapilabilmektedir.
Maksimum havuzlama, belirlenen matris boyutuyla, 6znitelik haritasi tizerinde dolagimlar
yapmaktadir. Dolasim yapilirken havuzlama matrisi iginde kalan 6znitelik haritas1 bolgesi
icerisinden, maksimum degere sahip olan deger alinmaktadir. Ortalama havuzlama yonteminde

ise degerlerin ortalamalar1 alinmaktadir (Sekil 24).

Ortalama
Havuzlama

Maksimum
Havuzlama

Sekil 24. ki farkli ydntem kullanilarak elde edilen havuzlama islemi
Tam Baglantili (Full-Connected) Katman

Klasik bir CNN’de evrisim ve havuzlama isleminden sonra bir tam bagli katman
bulunmaktadir. Tam bagli katman adindan da anlasilacag: tlizere 6nceki katmana tam olarak
baghdir. Tam bagh katmanda yapilan islem; bir onceki katmandan gelen veri ile agirlik

degerinin ¢arpilmas1 ve sonrasinda sapma hesaplamasi yapilmasidir.
Softmax Katmani

Softmax katmani, egitilen aga sunulan girdi verisi iizerinde tiim agsamalar gerceklestirildikten
sonra son asama olan etiket tahmininin yapildigi katmandir. Bu katmanda kullanilan softmax
siniflandiricisi, ¢ikisin siniflara ait olma olasiliginin dagilimini vermektedir. Dolayisiyla 0-1
arasinda deger iiretmektedir. Uretilen degerin 1’e yakin olmasi agm tahmin ettigi nesnenin

dogru olma olasiligint arttirmaktadir.
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Faster R-CNN Modeli

Faster R-CNN, nesne tespiti i¢in kullanilan bir derin 6grenme mimarisidir. Bu mimari, Sekil

25'de goriildiigi gibi li¢ boliimden olugmaktadir.

'
.
-----
+

; Box
regression

(Inception,
ResNet, vb.)

Paylasilan conv
katmanlar

Sekil 25. Faster R-CNN mimarisi (Adem ve ark., 2022)

Sekil 25'de goriildiigii gibi ilk kisimda evrisim katmanindaki filtreler ile goriintiiniin
Oznitelikleri ¢ikarilmis ve boylece iki boyutlu matris yapisinda bir Oznitelik haritasi
olusturulmustur. Ikinci boliimde, sinir ag1 olarak kullanilan Bolge Onerme Agi (RPN), 6zellik
haritalarinda ilgili nesneye benzerlik olasiligini tahmin etmektedir. Tahmin katmani agsamasi
olan ii¢iincii boliimde, Fast R-CNN ag1 kullanilarak bolgelerin siniflandirma degeri ile tahmin
dogruluk orani birlestirilerek iki cikti katmami olusturulmustur. Ik c¢ikti katmam softmax
smiflandirmasini gergeklestirirken, diger ¢ikt1 katmani tahmin dogrulugunu veren regresyon
katmanidir. Bu boliimde smirlayict kutularin - smiflari  belirlenerek puan tahminleri
yapilmaktadir. Faster R-CNN modelinin getirdigi yenilik, RPN aginin dogrudan o6zellik
haritasinin bulundugu katmana baglanabilmesidir. Bu sayede tiim goriintiilerde nesne tespiti

icin bir ortam saglanmaktadir (Jiang ve Learned-Miller, 2017).
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SSD Multibox Modeli

Single Shot Multi-Box Detector (SSD) modeli, goriintiilerdeki nesneleri algilamak i¢in tek bir
CNN kullandig1 i¢in bu alandaki en hizli ¢alisan algoritmalardan biridir (Liu ve ark., 2016;
Ning ve ark., 2017). Yiiksek ¢ozlinirliiklii goriintiilerde nesne algilama ve siniflandirma igin
yaygin olarak kullanilmaktadir (Liu ve ark., 2019). Nesne tespiti i¢in belirledigi alanlarda sabit
boyutlu smirlayict kutular olusturmakta ve belirlenen her kutu igin tahmin puani
hesaplanmaktadir. Egitim asamasinda, modeldeki tiim parametreler, geriye yayilim algoritmasi
ve kayip degerleri ile giincellenmektedir (Li ve Zhou, 2017). Bu sayede optimum filtre
parametreleri belirlenmekte ve kayip degeri en aza indirilmektedir. Bu asamadaki tiim
hesaplamalar tek bir agda yaparak érnekleme asamasini ortadan kaldirdigi icin diger nesne
algilama yapan modellere gore uygulamasi ¢cok kolay ve basittir (Ghoury ve ark., 2019). SSD

Multibox mimarisi, Sekil 26'de gosterilmektedir.

- ~ -
! Detection + _ For Each I" ! Detection + _ For Each '
I Bl 1 Spatial Location n I e 1 Spatial Location ;
! i 1 1 - i 1 1
SSD A% 4 o | | MultiClass 1 . o | [ MultiClass 0
B ! ' 2 1 1 Classification | : oo | ; 2 1 1 Classification :'"
1 1
I.qul [ '|ol#| ) i
3 S | | Bounding Box ! | i Ca !| | Bounding Box I |
3! ' 'l | Regressor ', 4l ' | | Regressor '
A \ ’ e \ ’
RS, . s e e P IEESNE | i e e ’

________________

CONV

Layers

Input Extract Feature @ CONV  Feature = CONV Feature
Image Features Maps Layers Maps Layers Maps |
|

Detecting at MultiScale Feature Maps

Sekil 26. SSD Multibox mimarisi (Adem ve ark., 2022)
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2. LITERATUR OZETLERI

Fuentes ve ark. (2017) ¢alismalarinda, domates bitkilerinde Yaprak Kiifii, Gri Kiif, Kanser,
Veba, Yaprak Kemirgeni, Diisiik Sicaklik, Kiilleme, Beyaz Sinek hastalik ve zararlilar tespit
etmek icin derin 6grenme yaklasimini dnermektedirler. Daha Hizli Bolge Tabanli Evrigsimli
Sinir Ag1 (Faster R-CNN), Bolge Tabanli Tamamen Evrisimli Ag (R-FCN) ve Tek Cekim
Coklu Kutu Dedektor (SSD) derin 6grenme modellerini kullanmiglardir. Arastiricilar derin
ogrenme modellerinin egitimi ve testi i¢cin dokuz hastalik ve zararli smifi igeren 5 000 adet
goriintli kullanmislardir. Deneylerini gergeklestirmek igin veri setini %80 egitim, %10
dogrulama ve %10 test seti olarak ayirmislardir. Yaptiklar1 ¢alisma sonucunda modellerin
basar1 oranlar1 Faster R-CNN %83, R-FCN %385.98 ve SSD %82.53 olarak elde ettiklerini
bildirmislerdir. R-FCN modelinin, Faster R-CNN ve SSD modellerine gore daha basarili

sekilde hastalik ve zararlilar tespit ettigini raporlamislardir.

Lu ve ark. (2017) yaptiklar1 ¢alismada, geltik hastaliklarinin otomatik olarak tanimlanmasi ve
tespiti icin CNN modeli kullanmiglardir. Veri setleri Mantar Hastaligi, Kahverengi Leke,
Bakteriyel Yaprak Yanikligi, Bakteriyel Solgunluk, Bakanae Hastaligi, Tohum Yanikligi,
Kabuk Yanikligi, Kabuk Ciiriikliigi, Bakteriyel Kabuk Ciirtikliigii, Sahte Leke c¢eltik
hastaliklarini icermektedir. Arastiricilar CNN modelin egitimi ve testi i¢in hastalikli ve saglikli
celtik yapragi ve sap1 goriintiileri iceren 500 adet goriintii kullanmislardir. Caligmalarinda
kullanilan CNN modeli ile %95.48 dogruluk elde edilmis ve 6nerilen yontemin etkin sekilde
uygulanabilir oldugu bildirilmistir. Ek olarak kullandiklar1t CNN modelini, destek vektor
makinesi (SVM) ve pargacik siiriisii optimizasyonu (PSO) ile karsilastirmislardir. CNN modeli
%95.48 dogruluk orani ile SVM %91 ve PSO %88 modellerinden daha yiiksek bir basari

oraninin elde edildigini raporlamislardir.

DeChant ve ark. (2017) c¢alismalarinda, musir bitkisinde Kuzey Yaprak Yanikligi (NLB)
hastaligin1 otomatik olarak tespit etmek icin bir sistem oOnermislerdir. Arastiricilar CNN
modelinin egitim ve test islemleri i¢in saglikli ve hastalikli yaprak goriintiileri iceren toplam 1
796 goriuntii kullanmiglardir. Veri setlerini %701 egitim, %15'1 dogrulama ve %15 test
goriintiisii olarak bolmiislerdir. Onerdikleri sistemin, test seti goriintiilerinde %96.7 dogruluk

elde edildigini bildirmislerdir.

Rangarajan ve ark. (2018) calismalarinda, domates bitkisi hastaligi siniflandirmasi igin
AlexNet ve VGG16 olmak iizere iki derin 6grenme modeli onermislerdir. Veri setlerini
Saglikli, Ge¢ Yaniklik, Yaprak Kiifii, Iki Noktal1 Kirmiz1 Oriimcek Hasar1, Erken Yaniklik,
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Mozaik Viriisii, Sar1 Yaprak Kivrilmas: Virlisii Hastalig1 olmak iizere 7 sinif iceren domates
yapragi goriintiileri olusturmaktadir. Arastiricilar, 13 262 goriintii kullanilan ¢alismalarinda
siiflandirma dogrulugu VGG16 icin %97.29 ve AlexNet icin %97.49 bulundugunu
bildirmislerdir.

Barbedo (2018), derin 6grenme ile bitki hastaliklarinin siniflandirilmasi tizerine bir arastirma
yapmustir. Calisgmasinda 12 bitki tiirtinde 56 hastalik i¢in 1 383 goriintii iceren veri seti
kullanmigtir. Goriintiilerin %80'i egitim, %20'si dogrulama i¢in kullanmigtir. Deneylerini
orijinal ve arka plant kaldirmis goriintiiler tizerinde iki farkli sekilde gergeklestirmistir.
Deneysel sonuglari orijinal goriintiilerde %84, arka plani kaldirilmis goriintiilerde %87 genel
dogruluk elde edildigini bildirmistir. Arastirici elde ettigi sonuglar neticesinde CNN'lerin bitki

patolojisi problemleri ile basa ¢ikabilen giiclii araclar oldugunu raporlamistir.

Tiirkoglu ve Hanbay (2018) yaptiklar ¢aligmada, kayisida ¢il hastaligi tespiti i¢in dnceden
egitilmis CNN’e dayali AlexNet, VGG16 ve VGGI19 derin 6grenme modellerini
kullanmislardir. Bu modellerden elde edilen 6znitelikler K-En Yakin Komsu (KNN) yontemi
kullanilarak smiflandirilmistir. Onerdikleri yontemin basarisinin test edilmesi i¢in kullanilan
veri seti 308 saglikli, 652 ¢il hastalig1 olmak iizere toplam 960 yaprak goriintiisii igermektedir.
Veri setlerini %90' egitim ve %10'a test setini olusturacak sekilde rastgele bolmiislerdir.
Yaptiklari ¢alisma sonucunda, VGG16 modeli %94.8 olarak en yiiksek dogruluk elde edildigini
ve bunu sirastyla VGG19 %92.9, AlexNet %89.7 olarak takip edildigini raporlamiglardir.

Ferentinos (2018) calismasinda, otomatik bir bitki hastalig1 tespit ve teshis sistemi olusturmak
icin AlexNet, AlexNetOWTBnN, GoogLeNet, Overfeat ve VGG CNN modellerini kullanmustir.
Modellerin egitim ve test islemlerini 25 bitki tiiriinii iceren 58 farkli sinifa sahip 87 848 adet
goriintii  kullanilarak gergeklestirmistir. Veri setini %801 egitim ve %20'si test setini
olusturacak sekilde rastgele bolmiistiir. Arastirict test seti goriintiileri iizerinden AlexNet
%099.06, AlexNetOWTBN %99.44, GoogLeNet 97.27, Overfeat %98.96 ve VGG %99.48
basar1 orani elde ettigini bildirmistir. Ayrica bu yiiksek performans seviyelerine dayanarak,
CNN’lerin bitki hastaliklarinin otomatik olarak tespiti ve teshisi i¢in olduk¢a uygun oldugunu,
mobil cihazlarda kullanim i¢in mobil uygulamalara entegrasyonunun miimkiin olabilecegini

raporlamstir.

Kerkech ve ark. (2018) yaptiklari ¢aligmada, bag hastaliklarinin otomatik tespiti i¢in Asir1 Yesil
(ExG), Asirt Kirmizi (ExR), Asirt Yesil-Kirmizi (ExGR), Yesil-Kirmizi Bitki indeksi (GRVI),
Normallestirilmis Fark Indeksleri (NDI) ve Kirmizi-Yesil indeksi (RGI) bitki ortiisii indeksleri

38



kullanarak CNN performanslarini incelemisler ve karsilastirmislardir. Veri setleri 4 410 adet
goriintii icermektedir. Calismalar1 sonucunda, vejetasyon indekslerinin kombinasyonunda
EXG-EXR %95.79, EXG-EXR-EXGR %95.80, EXG-EXR-GRVI 9%95.86, ExG-ExR-NDI
%95.65, EXG-EXR-RGI %95.82 basar1 orani elde edildigini bildirmislerdir.

Ashqgar ve Abu-Naser (2018) yaptiklar1 ¢alismada, domateste Erken Yaniklik, Yaprak Lekesi,
Yaprak Kiifti, Bakteri Lekesi ve Sar1 Yaprak Kivrilma Viriisii hastaliklarint CNN modeli
kullanarak belirlemislerdir. Calismalarinda modelin egitilmesi ve test edilmesi i¢in saglikli ve
hastalikli 9 000 yaprak goriintiisii kullanmiglardir. Model test setinde %99.84'liikk bir dogruluk
elde edildigini bildirmislerdir.

Dhakal ve Shakya (2018) bitki hastaliklarinin tespiti iizerine yaptiklari ¢alismada, hazir veri
seti kullanilarak domateste Bakteriyel Leke, Sar1 Yaprak Kivrilma Virisi, Geg¢ Yaniklik
hastaliklarint derin 6grenme ile belirlemiglerdir. Calisma sonucunda genel dogruluk
%98.59’1uk bir performans gostererek bitki hastaligi tespitinde biiyiik bir basart oldugunu

raporlamiglardir.

Sharma ve ark. (2019) calismalarinda, domates bitkisinde Geg Yaniklik, Yaprak Kiifii, iki
Noktal1 Kirmizi Oriimcek Hasari, Bakteriyel Leke, Erken Yaniklik, Siyah Leke, Yaprak
Lekesi, Mozaik Viriisii, Sar1 Yaprak Kivrilmasi Viriisii hastaligint CNN modelleri ile tespit
etmiglerdir. Modellerin egitim ve test iglemleri i¢in toplam 17 929 goriintii kullanmiglardir.
Veri seti iizerinde ayn1 CNN modeli, hem tam goriintiiler kullanilarak hem de segmentli
gorlintiiler kullanilarak egitilmistir. Calisma sonucunda model basar1 orani tam goriintiiler i¢in
%42.3 segmentli gortintiiler i¢in %98.6 elde edildigini bildirmislerdir. Arastiricilar, otomatik
yontemlerin hastaliklarin zamaninda tespiti i¢in uzman olmayan kisilere kolaylik saglayacagi

raporlanmistir.

Too ve ark. (2019) yaptiklari ¢aligmada, bitki hastaliklarinin otomatik tespit edilmesi icin VGG
16, Inception V4, 50-101-152 katmanli ResNet ve 121 katmanli DenseNet CNN modelleri
kullanmiglardir. Kullandiklar1 veri seti 14 bitki i¢in 38 farkli siif iceren 54 306 adet
goriintiiden olugsmaktadir. Veri setindeki goriintiiler %801 egitim, %20'i test igin
kullanmiglardir. Deneysel ¢alismalari sonucunda test goriintiileri lizerinde elde etikleri basari
oranlart VGG 16 %81.83, Inception V4 %98.08, ResNet 50 9%99.59, ResNet 101 %99.66
ResNet 152 %99.59 ve DenseNet 121 %99.75 olarak bulundugunu raporlamislardir. Elde
edilen sonuglar neticesinde, DenseNet modelinin bitkilerin gériintii tabanli hastalik tanimlama

gbrevi icin 1y1 bir mimari oldugunu bildirmislerdir.
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Barbedo (2019) yaptig1 ¢alismada, GoogLeNet derin 6grenme modelini kullanarak bireysel
lezyonlardan ve lekelerden bitki hastalik tespitini gerceklestirmistir. Modelin egitim ve test
islemleri igin 14 bitki tiiriinii igeren 56 farkli sinifa sahip 46 409 adet goriintii kullanmigtir. Veri
setini %80'1 egitim ve %20'si test setini olusturacak sekilde rastgele bolmiistiir. Caligmasinda
orijinal goriintiileri kullanarak elde ettigi genel dogruluk %82 iken bireysel leke goriintiileri
kullanarak elde ettigi genel dogruluk %94 oldugunu bildirmistir. Arastirict bu sonuglar
neticesinde yeterli veri oldugu siirece derin 6grenme tekniklerinin bitki hastaliklarinin tespiti

ve taninmast i¢in etkili bir yontem oldugunu raporlamistir.

Sorte ve ark. (2019) calismalarinda, kahve bitkisinde otomatik hastalik tanima sistemi
gelistirmek igin Yaprak Leke ve Pas hasligin1 AlexNet modeli ile belirlemislerdir. Arastiricilar
derin 6grenme modelinin egitimi ve testi i¢in 2 250 adet goriintii kullanmiglardir. Deneylerini
gerceklestirmek igin veri setini %80 egitim, %10 dogrulama ve %10 test seti olarak
ayirmiglardir. Calismalar1 sonucunda, Yaprak Leke hastaligi icin %98, Pas hastaligi i¢in %97
dogruluk elde edildigini bildirmislerdir.

Alruwaili ve ark. (2019) yaptiklar1 ¢alismada, zeytin hastaliklarinin tespiti ve siniflandirmasi
icin CNN’¢ dayali AlexNet modelini 6nermislerdir. Calismalarinda 14 bitki tiirti i¢in farkli 52
siif iceren 54 306 yaprak goriintiislinii veri seti olarak kullanmislardir. Veri setindeki
goriintiilerin %801 egitim asamasinda %20’si test asamasinda kullanmiglardir. Calismalari
sonucunda onerilen yontem %99.11'lik bir genel dogruluk elde ettigini bildirmislerdir. Ek
olarak genel kesinlik, duyarlilik ve F1 skor degerleri sirasiyla %99.49, %99.11 ve %99.29

oldugunu raporlamiglardir.

Geetharamani ve Arun (2019) yaptiklar1 ¢alismada, bitki hastaliklarinin tanimlanmasi igin
CNN modeli kullanmiglardir. Veri seti olarak 39 smif iceren 54 305 adet goriintii kullanarak
modeli egitmislerdir. Deneylerini gergeklestirmek igin veri setini %90 egitim, %5 dogrulama
ve %5 test seti olarak ayirmiglardir. Calisma sonucunda modelin genel olarak %96.46
smiflandirma dogruluguna ulastigim bildirmislerdir. Onerilen modelin, geleneksel makine
ogrenimi yaklasimlariyla karsilastirilmis ve SVM %50.69, Lojistik Regresyon %80.99, Karar
Agact %72.23 ve K-NN %87.86 degerlerinden daha yiiksek dogruluk elde edildigini

raporlamislardir.

Ozguven ve Adem (2019) c¢alismalarinda, seker pancarinda yaprak lekesi hastaliginin
(Cercospora beticola Sacc.) otomatik tespiti i¢in bir CNN modelinin parametreleri

degistirilerek giincellenmis Faster R-CNN mimarisi ve Faster R-CNN mimarisi 6nermislerdir.
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Modellerin egitilmesi ve test edilmesi i¢in 155 goriintli kullanmislardir. Deneylerini
gerceklestirmek i¢in veri setini %85 egitim, %15 test seti olarak ayirmislardir. Test goriintiileri
tizerinden toplam dogru simiflandirma orant %95.48 olarak bulundugunu bildirmislerdir. Ek
olarak, onerilen yaklagim goriintiiye ve tespit edilecek bolgelere géore CNN parametrelerindeki

degisikliklerin Faster R-CNN mimarisinin basarisini artirabilecegini raporlamislardir.

Cruz ve ark. (2019) calismalarinda, Asma Sariligi (GY) hastaligin1 AlexNet, GoogLeNet,
Inceptionv3, ResNet-50, ResNet-101 ve SqueezeNet CNN modelleri kullanarak
belirlemiglerdir. Modellerin egitilmesi ve test edilmesi igin 2 680 yaprak goriintiisii
kullanmiglardir. Deneylerini gergeklestirmek igin veri setini %80 egitim, %20 test seti olarak
ayirmiglardir. Deneysel ¢alismalart sonucunda test goriintiileri lizerinde elde etikleri basari
oranlar1 AlexNet %97.63, GoogLeNet %96.36, Inceptionv3 %98.43, ResNet-50 %99.18,
ResNet-101 %99.33, SqueezeNet %93.77 olarak bulundugunu raporlamislardir.

Zhong ve Zhao (2020) ¢alismalarinda, Genel Uyuz, Ciddi Uyuz, Gri Nokta, Genel Sedir Pas
ve Ciddi Sedir Pas elma yapragi hastaliklarinin tespiti i¢in DenseNet-121 derin 6grenme modeli
kullanmiglardir. Veri seti olarak 2 462 elma yapragi goriintiisii kullanilmistir. Modelin egitim
ve test islemleri i¢in veri setindeki gorlintilerin %85'c1 egitim, %15'1 dogrulama ig¢in
ayirmiglardir.  Arastiricilar Onerilen yontemin test seti goriintiilerinde Genel Uyuz %71.15,
Ciddi Uyuz %74.47, Gri Nokta %97.97, Genel Sedir Pas %91.42 ve Ciddi Sedir Pas %85.71
dogruluk elde edildigini bildirmislerdir.

Esgario ve ark. (2020) calismalarinda, kahve yapraklarindaki biyotik etkenlerin neden oldugu
stres siddetini tanimlayabilen ve tahmin edebilen pratik bir sistem tasarlamak igin AlexNet,
GoogLeNet, VGG16, ResNet-50, MobilNetV2 CNN modellerini kullanmislardir.
Calismalarinda kullandiklar1 veri seti 2 147 arabica kahve yaprag goriintiilerini icermektedir.
Veri setlerini %80' egitim ve %20'si test setini olusturacak sekilde ayirmislardir. Calismalari
sonucunda ResNet50 modeli biyotik stres siniflandirmasi ig¢in %95.24 ve siddet tahmini i¢in
%86.51 dogruluk, AlexNet modeli biyotik stres siniflandirmasi ig¢in %91.67 ve siddet tahmini
icin %86.90 dogruluk, GoogLeNet modeli biyotik stres siniflandirmasi igin %94.05 ve siddet
tahmini i¢in %82.94 dogruluk, VGG16 modeli biyotik stres siniflandirmasi i¢in %94.44 ve
siddet tahmini igin %86.51 dogruluk, MobilNetVV2 modeli ise biyotik stres siniflandirmasi igin
%94.44 ve siddet tahmini i¢in %84.13 dogruluk elde edildigini bildirmislerdir. Arastiricilar

deneysel sonuglar neticesinde, 6nerilen sistemin kahve plantasyonlarindaki biyotik streslerin
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tanimlanmas1 ve nicellendirilmesinde yardimci olmak i¢in uygun bir ara¢ olabilecegini

raporlamislardir.

Chen ve ark. (2020) calismalarinda, bitki hastaliklarinin otomatik olarak tanimlanmasi ve
tespiti i¢in INC-VGGN adi verilen gelistirdikleri derin 6grenme mimarisini kullanmiglardir.
Calismalarinda 500 c¢eltik ve 466 musir yaprak goriintiisii igeren toplam 966 goriintii
kullanilmiglardir. Modelin egitim ve test islemleri i¢in veri setindeki goriintiilerin %70'1 egitim,
%30'u dogrulama i¢in ayirmiglardir. Arastiricilar yaptiklart c¢alisma sonucunda ¢eltik
hastaliklarinin ortalama %92, misir hastaliklarinin ortalama %80.38 dogruluk ile tespit

edildigini raporlamislardir.

Sethy ve ark. (2020) yaptiklar1 ¢alismada, celtikte Bakteriyel Yaniklik, Kahverengi Leke,
Tungro ve Yaniklik hastaliklarinin tanimlanmasi i¢in ResNet+SVM yaklasiminda CNN
modelinin performansini incelemiglerdir. Veri seti, 5 932 ¢eltik yapragi goriintiisi
icermektedir. Modelin egitim ve test islemleri i¢in veri setindeki goriintiilerin %80'1 egitim,
%20'si dogrulama i¢in ayirmiglardir. Calismalart sonucunda elde ettikleri basar1 oranlari
Bakteriyel Yaniklik %98.38, Kahverengi Leke %96.70, Tungro %100 ve Yaniklik %96.43

oldugunu bildirmislerdir.

Mishra ve ark. (2020) c¢alismalarinda, misir bitkisinde Pas ve Kuzey Yaprak Yanikligi
hastaliklarinin tespiti i¢in CNN’e dayanan gergek zamanli bir yontem sunmuglardir. Derin
ogrenme modellerinin egitimi ve testi igin 4 382 adet goriintii kullanmiglardir. Deneylerini
gerceklestirmek igin veri setini %70 egitim, %10 dogrulama ve %?20 test seti olarak
ayirmiglardir. Calismalar1 sonucunda elde ettikleri basar1 oranlar1 Pas hastaligi i¢in 9%96.32,
Kuzey Yaprak Yanikligi igin %98.88 oldugunu bildirmislerdir. EK olarak, CNN modeli akilli
telefondan yakalanan canli goriintillerde ortalama %88.66 dogruluk elde edildigini
raporlamiglardir. Arastiricilar sunduklari misir bitkisi hastalik tanima modelinin, Raspberry-Pi

veya akilli telefon ve drone’lar gibi akilli cihazlarda ¢alisabilecegini vurgulamiglardir.

Agarwal ve ark. (2020) calismalarinda, Ge¢ Yamiklik, Yaprak Kiifii, iki Noktali Kirmizi
Oriimcek Hasar1, Erken Yaniklik, Mozaik Viriisii, Sar1 Yaprak Kivrilmas: Viriisii, Yaprak
Lekesi, Bakteriyel Leke domates hastaliklarini tespit etmek icin CNN tabanli bir model
gelistirmiglerdir. Veri setlerinde 10 000 goriintii kullanmiglardir. Deneylerini gergeklestirmek
icin veri setini %70 egitim, %20 dogrulama ve %10 test seti olarak ayirmislardir. Siniflandirma

dogrulugu smiflara gore %76 ile %100 arasinda degismekte oldugunu bildirmislerdir.
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Aragtiricilar 6nerilen modelin ortalama dogrulugunun 9 hastalik ve 1 saglikli sinif i¢in %91.2

oldugunu bildirmislerdir.

Karthik ve ark. (2020) yaptiklar1 ¢alismada, domates yapraklarindaki Erken Yaniklik, Geg
Yaniklik ve Yaprak Kiifii hastaliklarini tespit etmek icin CNN’e dayali derin 6grenme modeli
gelistirmislerdir. Deneyde kullandiklar1 veri seti 120 000 goriintii icermektedir. Deneylerini
gergeklestirmek icin veri setini %70 egitim, %20 dogrulama ve %210 test seti olarak
ayirmiglardir. Arastiricilar onerilen yontemin, toplam %98'lik bir dogruluk elde edildigini

bildirmislerdir.

Darwish ve ark. (2020) ¢alismalarinda, misir bitkisinde Gri Yaprak Lekesi, Kuzey Yaprak
Yaniklik ve Pas hastaliginim tespiti icin VGG16 ve VGG19 olmak {izere dnceden egitilmis
CNN modeli gelistirmislerdir. Calismalarinda veri seti olarak 15 408 goriintii kullanmislardir.
Modelin egitim ve test islemleri i¢in veri setindeki goriintiilerin %80' egitim, %Z20'si
dogrulama i¢in ayirmislardir. Arastiricilar calismanin sonucunda VGG16 modeli i¢in Gri
Yaprak Lekesi %96, Kuzey Yaprak Yaniklik %93 ve Pas hastaligi %100 VGG19 modeli i¢in
Gri Yaprak Lekesi %91, Kuzey Yaprak Yaniklik %96 ve Pas hastaligi %100 dogruluk elde
edildigi bildirilmistir.

Guti’errez ve ark. (2021) yaptiklar1 ¢alismada, asma yapraklarinda mildiy6 ve oriimcek akari
semptomlarinin tespiti ve ayirt edilmesi igin derin 6grenme modeli kullanmislardir.
Calismalarinda veri seti olarak 841 goriintii kullanmislardir. Deneylerini gergeklestirmek igin
veri setini %65 egitim, %15 dogrulama ve %20 test seti olarak ayirmislardir. Hastalik ve
zararhnmn ikili siniflandirmasinda (Mildiyé+Oriimcek Akart) %91 dogruluk elde edildigini
bildirmislerdir. Bu yiiksek dogruluk, tarla kosullarinda alinan asma yapragi goriintiilerinin
siniflandirilmasi igin derin 6grenme ve bilgisayarla gorme tekniklerinin etkinlik gosterdigini
vurgulamiglardir. Ek olarak oriimcek akari ile mildiyo belirtilerini ayirt edebilen karmagsik

ozelliklerin otomatik olarak bulundugunu raporlamislardir.

Lu ve ark. (2022) yaptiklar1 caligmada, bag yapragi Mildiyo, Kiilleme, Kahverengi Leke, Siyah
Leke, Yaprak Yanikligi, Esca, Besin Eksiklik, Bag Yaprak Uyuzu, Yaprak Giivesi, Viriis
hastalik tespiti igin Ghost-Convolution ve Transformer aglarina dayali etkili ve dogru bir
yaklagim Onermislerdir. Arastiricilar 11 sinif igeren 12 615 goriintii veri seti kullanmiglardir.
Deneylerini gerceklestirmek igin veri setini %70 egitim, %10 dogrulama ve %20 test seti olarak
ayirmiglardir. Test goriintiileri lizerinde %98.14 genel dogruluk degeri elde edildigini

bildirmislerdir.
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Guo ve ark. (2022) yaptiklar1 galismada, bagda Kiilleme, Antraknoz, Kahverengi Leke,

Kursuni Kiif, Siyah Leke ve Mildiy6 hastaligini tespit etmek i¢in Faster R-CNN, SSD ve Yolox

modellerini uygulamislardir. Modelleri egitmek ve test etmek i¢in 2 300 goriintiiyii veri seti

olarak kullanmislardir. Veri setindeki gorintiilerin %90'i egitim, %10'u dogrulama igin

ayirmiglardir. Calisma sonunda Faster R-CNN %79.12, Yolox %83.22, SSD %76.23 dogruluk

orani elde edildigini bildirmislerdir. Arastiricilar yaptiklari ¢alisma ile bag yapragi hastaligi

tespitindeki sorunlara ¢oziimler getirildigini ve tarimsal liretimde bag hastaliklarinin ve

semptomlariin otomatik analizi igin bir referans saglandigini raporlamislardir.

Literatiir taramalarinda c¢esitli arastiricilar tarafindan bitki hastaliklarinin derin 6grenme ile

tespiti ve siniflandirilmasina yonelik yapilan ¢alismalar incelendiginde tespit edilen detaylar

asagida siralanmistir;

>

Calismalarin bir kismi dogal kosullarda bir kismi ise sabit bir arka plan kullanilarak
gerceklestirildigi goriilmektedir. Bu durum bazi1 avantajlar veya dezavantajlar
saglamaktadir. Sabit bir arka planda aliman goriintiilerde modelin ¢alismasinin daha
kolay oldugu ve basar1 oraninin daha yiliksek ¢ikmasina katki sagladigi belirlenmistir.
Dogal kosullarda alinan goriintiiler iizerinden bu durumun tersi olabilmektedir. Ancak
dogal kosullarda basarinin arttirilmasi, ileride yapilacak gercek zamanl sistemler igin

olduk¢a 6nem tagimaktadir.

Yapilan ¢alismalarin bazilarinda hazir goriintiiler bazilarinda ise goriintiileme cihazlar
ile toplanan veriler kullanilarak gerceklestirildigi goriilmektedir. Bitki hastaliklar
konularinda yapilan ¢aligmalar ile literatiire biiyiik katkilar saglanmaktadir. Boylece

tarimsal faaliyetleri iyilestirmek icin gerekli caligmalarin yapilmasinin 6nii agilacaktir.

Ozellikle bag hastaliklari konusunda biiyiik miktarda veri bulunmamasina ragmen

kiilleme ve mildiy6 hastaliklar1 ¢alisilmistir.

Bazi calismalar sadece derin 6grenme modeli ile gergeklestirilebildigi gibi, basari
oranini artirmak i¢in makine 6grenmesi veya goriintii islemeyle birlikte kullanilarak da

gerceklestirildigi goriilmiistiir.

Calismalarin genelinde daha 6nceden egitilmis modeller kullanilarak transfer 6grenme

uygulandig1 ve yeni gelistirilen model sayilarinin ise az oldugu tespit edilmistir.
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Bu tez ¢alismasinin 6zgiinliigii, bagda yaygin olarak goriilen ve ekonomik sorun olusturan
kiilleme, mildiy6, 6li kol hastalig: ile asma yaprak kivrilma viriis hastaligi (GLRaV) ve asma
kisa bogum virlis (GFLV) hastalik gorintiilerinin oldugu 06zgiin yeni bir veri seti
olusturulmustur. Goriintiiler farklt dogal kosullarda sabit bir arka plan kullanilmadan gercek
ortamdan toplanmistir. Calismada hem transfer 6grenme hem de yeni bir model gelistirilerek

smiflandirma islemi gergeklestirilmis ve performans karsilastirilmasi yapilmustir.
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3. MATERYAL ve YONTEM

3.1. Materyal
3.1.1. Calismada degerlendirilen bag hastahiklari

Bag hastaliklar1 fungal, viriis ve bakteriyel olmak {izere {i¢ grupta toplanmaktadir. Calismada
yaygin olarak goriilen ve ekonomik sorun olusturan fungal hastaliklardan kiilleme, mildiyd,
oli kol hastaligi ile viriis hastaliklarindan asma yaprak kivrilma viriis hastaligi (GLRaV) ve
asma kisa bogum viriis (GFLV) hastaliklari degerlendirilmistir. Sekil 27’de ¢alismada

degerlendirilen bag hastaliklarina 6rnek goriintiiler verilmistir.

1.Kiilleme
2.0¥ii kol
3.Mildiyo
4.Asma Kisa Bogum
Viriis Hastahg
S.Yaprak Kivrilma
Viriis Hastalig

Sekil 27. Calismada degerlendirilen bag hastaliklari

3.1.2. Arastirma alanlari

Calismada degerlendirilen bag hastaliklar1 goriintiilerinin elde edilmesi i¢in Tokat ilinde bag
alanlar1 aragtirllmistir. Arastirilan bag alanlarinin bulundugu ilgeler Sekil 28°da verilmistir. Bu

ilgelere ait asagida siralanan yerlerden hastalik goriintiileri alinmastir.

» Tokat Orta Karadeniz Gegit Kusagi Tarimsal Arastirma Enstitiisii Miidiirligiine ait bag
alanlari,

> Tokat Gaziosmanpasa Universitesi Tarimsal Uygulama ve Arastirma Merkezi bag
alanlari,

» Merkez ilgesine bagl Giiryildiz beldesi bag alanlari,

» Merkez ilgesine bagli Emirseyit beldesi bag alanlari,

» Merkez ilgesine bagli Komeg kdyii bag alanlari,

» Merkez ilgesine bagl Biiyiikyildiz ve Kiigiikyildiz koyleri bag alanlari,
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> Pazar ilgesine bagl bazi beldeler ile 6zellikle Uziiméoren beldesi bag alanlari,
» Erbaa ilgesine bagli bazi1 belde bag alanlari,
» Niksar ilgesine bagli bazi belde bag alanlari.

\
S e / Resadiye g
/ [
/ (
/ Zile “7/
N\ ‘\_/{
T\ _
Yesilyurt
| Sulusaray
-

Sekil 28. Arastirma alanlari

Sekil 29 ve Sekil 30°da gosterilen Tokat Gaziosmanpasa Universitesi Tarimsal Uygulama ve
Arastirma Merkezi’ne ait bag alanlarinda ayrilan 4 sirada ilaglama yapilmayarak mildiyo,

kiilleme ve 6lii kol hastaliklarin goriilmesi kontrollii sartlarda saglanmustir.

Google

Sekil 29. Tokat Gaziosmanpasa Universitesi Tarimsal Uygulama ve Arastirma Merkezi bag

alanlan
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3.1.3. Cahismada kullanilan cihazlar

Seil 30. Calsa icin ayrilan siralar

Bag hastaliklarinin goriintiilerini elde edebilmek i¢in Sekil 31°de gosterilen GoPro marka Hero

7 Black model kamera ve akilli telefon kullanilmustir. Cizelge 3’te kullanilan GoPro Hero 7

Black kameranin ve Cizelge 4’te ise akilli telefonun 6zellikleri verilmistir.

Sekil 31. GoPro Hero 7 Black

Cizelge 3. GoPro Hero 7 Black kameranin teknik 6zellikleri

Donanim

Teknik Ozellik

Gériintii Islemcisi

Sensor Tipi

Etkin Piksel

Ekran Boyutu

Azami Coziiniirlik
Azami Video Coziinlirliigi
Video Coziiniirligi
Video Kare Hiz1

Goriintii Orant

Sensor Formati

Sensor Boyutu (Genislik)
Sensdr Boyutu (Uzunluk)
En Diisiik ISO

En Yiiksek ISO

GPS (Konum) o6zelligi
Optik Imaj Sabitleme

GoPro GP1
CMOS

12 MP

2.0 in¢

4 000x3 000
3 840x2 160
Ultra HD

60 fps

4:3

1/2.3 ing
6.17 mm
4,62 mm
100

6 400
Mevcut
Mevcut
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Cizelge 4. Akilli telefonun teknik 6zellikleri

Donamm Teknik Ozellik
Isletim Sistemi Android
Islemci Tiirii Qualcomm SnapDragon 810
Islemci Hiz1 2 GHz
Islemci Cekirdek Sayis1 8
Ekran Coziiniirligii 1 920x1 080
Etkin Piksel 23 MP
Video Coziniirligii 3 840x2 160
Video Cozintrligi Ultra HD
Video Kare Hiz1 60 fps
Sensor Formati 1/2.3 ing
En Diistik ISO 100
En Yiiksek ISO 12 800
Odak Uzaklig 24 mm

Derin 6grenme islemleri icin iyi bir islemci ve ekran kartina sahip bilgisayara gereksinim
vardir. Yiksek performansli grafik isleme birimleri (GPU) derin 6grenme islemleri i¢in verimli
bir yapiya sahiptir. Calismada da Nvidia grafik kartina (GPU) sahip Asus marka bilgisayar

kullanilmistir. Bilgisayarin teknik 6zellikleri Cizelge 5’de verilmistir.

Cizelge 5. Calismada kullanilan bilgisayarin teknik 6zellikleri

Donanim Teknik Ozellikler
Sistem Ureticisi Asus
Islemci (CPU) Intel Core i9
Ekran Kart1 (GPU) Nvidia Quadro RTX 4000 - 8 GB - GDDR6
Islemci Onbellegi 20 MB
Cekirdek Sayisi 20
Islemci Tipi 10850K (10.Nesil)
Islemci Hiz1 4.8 GHz
Bellek (RAM) 64 GB-DDR5
Bellek Hiz1 3600 Mhz
SSD Kapasitesi 1TB

3.1.4. MATLAB

MATLAB, kullanicilarin sistemleri hizli ve verimli bir sekilde analiz etmeleri ve tasarlamalari
icin 6zel olarak hazirlanmig bir programlama platformudur. MATLAB, matematigin en dogal
ifadesine izin veren matris tabanli bir dil kullanmaktadir. MATLAB, derin 6grenme
matrislerini basit ve sezgisel bir sekilde isleyebilme konusunda en iyi programlama
platformlarindan biri olarak kabul edilmektedir. MATLAB, etiketleme i¢in sinyal verilerini,
ses verilerini, goriintiileri ve videoyu iceren etkilesimli derin 6grenme uygulamalarina sahiptir.

Etiketleme, derin 6grenmedeki en zor ve zaman alan islemlerden biridir. MATLAB, bu
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islemleri otomatiklestiren ideal bir uygulamadir. Derin 6grenme islemleri ¢ok biiylik miktarda
veri setine ihtiyag duydugundan MATLAB, yeterli veriye sahip olunmadiginda yapay veri
iiretilmesine de yardimci olabilmektedir. Bu sayede modellerin basarit oraninin arttirilmasini

saglamaktadir. Derin 6grenme igslemleri icin MATLAB'in avantajlar

v' MATLAB, derin 6grenme TensorFlow, PyTorch ve MxNet gibi ¢ergeveler arasinda
etkilesim kurmanin ve veri aktarmanin ¢esitli yollarina sahiptir.

v' MATLAB, modelleri diger ¢ergeveler arasinda ige ve disa aktarmak igin ONNX'i
destekler. Ornegin, PyTorch'ta tasarlanan bir model MATLAB'a getirilebilmekte ve
MATLAB!de egitilen modeller ONNX c¢ergevesi kullanilarak disa aktarilabilmektedir.

v" MATLAB, Python ile birlikte ¢alisabilirligini de destekler: Python MATLAB'dan ve
MATLAB Python'dan aratilabilmektedir.

v Deep Learning Toolbox algoritmalari, 6nceden egitilmis modeller ve uygulamalarla
derin sinir aglarini tasarlamak ve uygulamak i¢in bir ¢erceve saglamaktadir.

v" MATLAB ayrica pekistirmeli (takviyeli) 6grenme, otonom siiriis, dogal dil igleme, tibbi

goriintii isleme ve bilgisayarla gorii icin 0zel arag kutular1 ve iglevsellik saglamaktadir.
3.2. Yontem

Calismada belirlenen amaca ulasmak i¢in gerceklestirilen yontem ve uygulamalar asagida

siralanmustir.
3.2.1. Goriintiilerin elde edilmesi

Tokat iklim sartlarinda erken ilkbahar ile ge¢ sonbahar (Mart-Kasim) arasinda asma
yetistiriciligi yapilmaktadir. Bu siire zarfinda ¢alisilan hastaliklarin her biri vejetasyon
doneminde ilk semptomlarin goriilmesinden hastaliklarin gelisme dénemleri boyunca takip
edilerek goriintiiler alinmistir. Calismada akilli telefon kullanilarak 1 920 x 1 080 piksel
¢oziiniirliikte 4 892 adet goriintii, GoPro Hero Black 7 kamera kullanilarak 4 000 x 3 000 piksel
coziintirliikte 6 108 adet goriintii olmak iizere toplam 11 000 goriintii elde edilmistir. Gorlintiiler
saglikli ve hastalikli yaprak, siirgiin ve salkim goriintiileri igermektedir. Derin 6grenme
basarisinin arttiritlmasina katki saglamak i¢in gortintiiler farkli dogal aydinlanma kosullarinda

alimmastir.
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3.2.2. Veri setinin olusturulmasi

Vejetasyon siiresince alinan ham goriintiiler bilgisayara aktarilip, saglikli ve her bir hastalik
icin ayr1 ayr1 dosyalanmistir. Cizelge 6’da olusturulan veri seti gosterilmistir. Cizelgede
gosterildigi gibi veri seti 6 sinif (ID) iceren toplam 11 000 goriintiiden olusmaktadir. Literatiir
taramalarinda bitki hastalik tespitinin yapildig1 derin 6grenme calismalarinda (Cruz ve ark.,
2019; Guti'errez ve ark., 2021; Ji ve Wu, 2022) veri setleri %70 egitim, %30 test islemleri igin
boliinmektedir. Bu ¢alismalardan yola ¢ikarak veri seti benzer sekilde boliinmistiir. Her bir
sinifta goriintii sayisinin %701 egitimde %10’u dogrulamada ve %20’si de testte kullanilmistir.
Toplam goriintiiniin 7 700’1 egitimde, 1 100’1 ise egitim dogrulugunu kontrol etmek igin
dogrulamada kullanilmigtir. Sistemin hi¢ gormedigi kalan 2 220 goriintli ise test olarak
kullanilmistir. Calismada saglikli goriintiiler yaprak, salkim, siirgiin tizerinde, kiilleme hastalig1
ise hem yaprak, hem de salkim fizerinde gergeklestirildiginden goriintii sayilari diger

siniflardan daha fazla olmustur.

Cizelge 6. Calismada olusturulan veri seti

Simif Hastalk Goriintii sayisi Egitim Dogrulama Test
(ID) (adet) (%70) (%10) (%20)
0 Saglikli 2420 1694 242 484
1 Kiilleme 3215 2 250 322 643
2 Mildiyd 1375 963 137 275
3 Olii kol 1729 1211 172 346
4 GLRaV 1136 795 114 227
5 GLFV 1125 787 113 225

Toplam 11 000 7700 1100 2 200

3.2.3. Veri on isleme ve etiketleme

Calisma hastaliklarin belirlenmesi iizerine oldugu i¢in goriintiilerdeki nesnelerin 6rneklerini
bulmak i¢in bir bilgisayarlt gérme teknigi olan nesne algilama algoritmalart kullanilmistir.
Nesne algilama algoritmalari, yiiksek bir basari oraninda nesneleri tespit edebilmesi igin
goriintiilerin bir 6n islemden gegirilmesi ve 6zellikle veri setinin etiketleme islemleri olduk¢a
onemlidir. Bu yiizden ¢alismada veri seti isleme tabi tutulmadan 6nce bazi goriintiilerdeki 151k
yansimasi, bulaniklik ve benek gibi giiriiltiilerin giderilmesi i¢in 6n isleme tabi tutulmustur.
Giriltiiller giderildikten sonra tiim goriintiiler modellere giris boyutu olarak 512x512
¢oziiniirliikte yeniden boyutlandirilmistir. On islemlerden sonra MATLAB programinda
“Image Labeler” uygulamasi ile toplam 11 000 goriintii tizerinde etiketleme islemleri

yapilmistir. Image Labeler uygulamasinda ilgili alan1 (ROI) etiket olarak isaretlemek igin
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dikdortgen etiketleri kullanilmistir. Calismada Image Labeler ile etiketlenen goriintiilere

ornekler Sekil 32 ile Sekil 37 arasinda verilmistir.

Scene Labels
[ JFungalHastaliklar

Scene Labels
[ JFungalHastalikiar

Kulleme
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Scene Labels
:]FungalHastalikIar

Scene Labels
[ JFungalHastalikiar
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Scene Labels

[ viralHastaliklar

> Scene Labels
en [ ViralHastalikiar

3

I SUSS
r .. : G
Sekil 37. Asma kisa bogum virlis etiketi (GFLV) 6rnegi
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3.2.4. Modellerin gelistirilmesi

Bag hastaliklar1 goriintiilerinde hastalikli bolgelerin tespit edilmesi ve smiflandirilmasi igin
yeni bir model gelistirilmistir. Gelistirilen modelin mimarisi Sekil 38’de gosterilmistir. Mimari
dort evrisim katman ile birlikte dort ReLU katmanu, {i¢ havuzlama katmani, bir tam baglantili
katman ve softmax siniflandiricisindan olusmaktadir. Giris goriintiileri 512x512x3 RGB olarak

modele verilmistir. Cikt1 siniflar1 saglikli ve bes hastalik goriintiilerinden olusmaktadir.

§12x512x3
Girdi
]

Cikti Siniflan

Saglikh
Kiilleme

- — . > Mildiys

Qlukoel

GLRaV

GLFV

Evrigim 1 Evr|§|m 2 Havuzlama Evrisim 3 Havuzlama Evr|§|m 4 Havuziama
+ M Tam Baglantili
ReLU RELU ReLU RE'-'-' Katman
J
-
Softmax
Siniflandinci

Sekil 38. Calismada gelistirilen model mimari
Model mimari tasarlanirken asagidaki adimlar dikkate alinmistir;

» Nesne algilama icin egitim verilerinin olusturulmasi. Goriintiideki nesnenin konumunu ve

boyutunu tanimlayan dikdortgen etiketleri kullanarak nesne algilama yer gergegi (ground

truth) etiketlenmistir.

» Nesne algilama dedektdr aginin olusturulmasi. Her nesne dedektdrii benzersiz bir ag

mimarisi icermektedir. Ornegin, Faster R-CNN dedektdrii algilama igin iki asamali bir ag
kullanirken, SSD Multibox dedektorii tek asamali bir ag kullanmaktadir. Gelistirilen
modelde ag olusturmak igin “layers” islevleri kullanilmistir. Ayrica, Derin Ag Tasarimcisi

(Deep Network Designer) kullanilarak ag katman katman tasarlanmistir.

» Dedektoriin egitilmesi. Nesne algilama dedektoriinii egitmek igin “trainObjectDetector”

islevi kullanilmistir.

» Test seti kullanilarak dedektoriin degerlendirilmesi. Gelistirilen modelin performansini

O0lcmek icin egitilmis nesne detektorii genis bir goriinti  kiimesi iizerinde
degerlendirilmistir.  Sonuglart  degerlendirmek i¢in  “evaluateDetectionPrecision”,

“evaluateDetectionRecall” gibi islevler kullanilmistir.
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» Derin 0grenme dedektdrlerini kullanarak nesneleri algilama. Egitimli dedektor

kullanilarak bir goriintiiddeki nesneler algilanmistir. Nesne algilama islevi kullanilarak
sinirlayict kutular, tahmin puanlart ve sinirlayict kutulara atanan kategorik etiketler

gosterilmistir.

Teknolojik gelismelerle birlikte her giin yeni model mimariler ortaya ¢ikmaktadir. Literatiir
taramalar1 incelendiginde arastiricilar tarafindan nesne tespitinde dogruluk ve zaman
performansi acisindan Faster R-CNN ve SSD Multibox modelleri en yaygin kullanilan
modellerdir. Bu nedenle ¢alismada yeni gelistirilen model ile karsilagtirma yapmak i¢in Faster

R-CNN ve SSD Multibox modelleri kullanilmustir.

Calismada kullanilan derin 6grenme modellerine iliskin egitim sirasinda olusturulan
parametreler modelin hesaplama karmasikligin1i dogrudan etkilemektedir. Hesaplama
karmagsikligina ek olarak, modelin yiiksek smiflandirma dogrulugu da ¢ok onemlidir.
Modellerde kullanilan parametreler deneysel sonuglar neticesinde elde edilmistir. Objektif bir
degerlendirme yapabilmek icin kullanilan derin 6grenme modellerinin egitimi sirasinda
parametrelere ayni degerler verilmistir. Bunlar; CNN modellerinde hastalikli bélgelerin daha
iyi ayirt edilebilmesi i¢in input degeri 512x512x3 olarak alinmistir. Evrisim katmanlarinda 32
adet 4 adim, 2 dolgu’lu 3x3’liik filtre uygulanmistir. Ogrenme oran1 0.001 olarak belirlenmistir.
Degerin ¢ok diisiik secilme amaci 6grenme hizini diisiirmek ve 6grenme siiresini artirmaktir.
Bu degerin yliksek se¢ilmesi durumunda ¢ok hizli 6grenmeye ¢alistigi icin yetersiz 6grenmeye
neden olmaktadir. Agirlik giincelleme asamasinda kullanilan “MiniBatchSize” degeri 32 olarak
belirlenmistir. Egitim algoritmasinin veri seti iizerindeki uygulama sayisini gosteren
“MaxEpochs” degeri 100 olarak belirlenmistir. Hastalikli bolgeyi ayni verilerle 6grenerek
“Shuffle” degeri “ever-epoch” olarak secilmistir. Asir1 68renmeyi 6nlemek icin “Dropout”
degeri 0.1 olarak ayarlanmistir. Ayrica daha iyi bir degerlendirme i¢in veri setinden 6rnekler
rastgele segilmistir. Calismada bag hastalik goriintiilerinde hastalikli bdlgelerin tespiti ve

siniflandirilmasi igin kullanilan modelin islem basamaklar1 Sekil 39'da gosterilmistir.
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S——

S$SD Multibox Saglikh

Geligtirilen Kiilleme

Etiketli

Veri Seti Mildiy6

W =D = =G

Olii Kol

GLRaVv

GLFV
—

rmoo=

Test Veri Seti
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Sekil 39. Calismanin genel akis semast

Sekil 39’da goriildiigii gibi, 6n isleme asamasinda etiketlenen veri seti, model kurulum
agamasinda Faster R-CNN, SSD Multibox ve gelistirilen derin 6grenme modelinde ayri ayri

egitilmistir. Egitilen modeller siniflandirma asamasinda test edilerek siniflari tahmin etmistir.
3.2.5. Model performans metrikleri

Karisiklik matrisi (Confusion Matrix) bir smiflandirma islemleri i¢in kurulan modellerin
performans degerlendirmesinde kullanilabilen bir Olgiittiir. Karigiklik matrisi, hem ikili
siiflandirmada hem de ¢ok sinifli siniflandirma problemlerinde yaygin kullanilmaktadir.
Tahmin edilen ve gergek degerlerin 4 farkli kombinasyonundan olugsmaktadir. Sekil 40°da
karigiklik matrisi Ornegi verilmistir. Tablonun bir boyutunda, matris gergek degerleri
almaktadir. Matris daha sonra gercek degerleri diger boyuttaki tahmin edilen degerlerle
eslemektedir. Matristen Duyarlilik, Kesinlik, Ozgiilliikk, Dogruluk ve en énemlisi AUC-ROC

egrileri gibi hesaplanabilen birgok performans metrigi vardir.
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Sekil 40. Karisiklik matrisi (Confusion matrix)

» Dogru pozitif (True Positive-TP); siniflandirici tarafindan pozitif sinifa ait verilerden

kag tanesinin dogru sekilde siniflandirildig temsil edilmektedir.

» Dogru negatif (True Negative-TN); siniflandirici tarafindan negatif sinifa ait verilerden

kag tanesinin dogru sekilde siniflandirildigi temsil edilmektedir.

» Yanlis pozitif (False Positive (Tip 1 Hata)-FP); gercekte negatif sinifa ait olan bir

verinin siniflandirma sonucunda pozitif sinif olarak etiketlenmesidir.

» Yanlis negatif (False Negative (Tip 2 Hata)-FN); gergekte pozitif smifa ait olan bir

verinin siniflandirma sonucunda negatif sinif olarak etiketlenmesidir.

PR B TNR

o e -l (Duyarlilik - Hassasiyet) =——— (Czgillik) = —_—
Pozitif :
SETSEKPEE Negatr - :
Tahmin veya
Siniflandirma . + . .

Yayginlik = Kesinlik =

™™ .+. +.

Dodruluk = L Hata Orani = L

FP
H-N H-N

Sekil 41. Karigiklik matrisinden hesaplanan birgok 6l¢iimiin gosterilmesi

Sekil 41°de verilen bir karisiklik matrisinden elde edilen performans dlgtimleri, Esitlik 1-7

denklemlerinde gosterildigi gibi temsil edilmektedir;

» Duyarlilik, pozitif olarak tahmin edilmesi gereken islemlerin ne kadarmi pozitif olarak

tahmin edildigini gosteren bir metriktir.
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TP _ TP
(TP+FN) Tium pozitifler

Duyarlilik veya Hassasiyet (Recall-Sensitivity) = Q)
Ozgiilliik, gercek degeri negatif olup negatif simiflandirilan saymin, gergek degeri negatif
olanlarin tiimiine oranidir.

TN TN

Ozgiilliik (Specificity) = (TN+FP) ~ Tim negatifler @

Kesinlik, pozitif olarak tahminlenen degerlerin ger¢ekten kag¢ adedinin pozitif oldugunu

gostermektedir.

TP — TP (3)
(TP+FP)  Tahmin edilen pozitifler

Kesinlik (Precision) =

TP+FN _ Tim pozitifler
Yaygimnlik (Prevalence) = To = P

(4)

plam Toplam

Dogruluk, bir modelin basarisin1 dlgmek icin ¢ok kullanilan ancak tek basina yeterli
olmadig1 goriilen bir metriktir. Dogruluk degeri modelde dogru tahmin edilen alanlarin

toplam veri kiimesine orani ile hesaplanmaktir.

TP+TN
Toplam

Dogruluk (Accuracy) = (5)

F1 Skor, kesinlik ve duyarlilik degerlerinin harmonik ortalamasini géstermektedir. Basit bir
ortalama yerine harmonik ortalama olmasinin sebebi ise u¢ durumlart da gbéz ardi
edilmemesidir. Basit bir ortalama hesaplamasi olmasi durumunda Kkesinlik degeri 1 ve
duyarlilik degeri 0 olan bir modelin F1 skoru 0.5 olacak ve bu durum yaniltacaktir. F1 skor
degerinin kullanilmasinin en temel sebebi esit dagilmayan veri kiimelerinde hatali bir model

secimi yapilmamasidir.

2 * Duyarlilik * Kesinlik

F1 Skor (F1 Score) = Duyarlihik+Kesinlik ©)
FP+FN

Hata Orani (Error Rate) = s (7)
Toplam
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4. BULGULAR ve TARTISMA
4.1. Faster R-CNN Sonugclari

Cizelge 7°de Faster R-CNN modelinin performansinin degerlendirilmesi i¢in hedef nitelige ait

tahminlerin ve ger¢ek degerlerin karsilastirildigi karisiklik matrisi verilmistir.

Cizelge 7. Faster R-CNN modelinin karisiklik matrisi (Confusion matrix)

Tahmin
0 2 5
Saglikl GLRaV | GLFV
0
Saghkh | 470 0 0 0

1

Gergek

Cizelge 7 incelendiginde test goriintiileri tizerinde yapilan islemlerden sonra; sar1 ile gosterilen
degerler gercekte olmasi gereken sinifin dogru tahmin edildigi sayiy1, kirmizi ile ise gercekte
olmasi gereken smifin yanlis tahmin edildigi sayilari gostermektedir. Faster R-CNN derin
o0grenme modelinin test goriintiilerine uygulanmasi sonucunda, 484 saglikli goriintliniin 470’1,
643 kiilleme hastaliginin 590’1, 275 mildiy6 hastaliginin 240’1, 346 6lii kol hastaliginin 319°u,
227 GLRaV hastaliginin 206’s1 ve 225 GLFV hastaliginin 199’u dogru smiflandirilmistir.
Cizelge 8’de Faster R-CNN modelinin basarisinin degerlendirilmesinde kullanilan kesinlik,
duyarlilik, F1 skor ve dogruluk degerleri verilmistir. Toplamda 2 220 test gériintiisiinden 2024

gortintii dogru tahmin edilerek genel basar1 oran1 %92 olarak bulunmustur.

Cizelge 8. Faster R-CNN modelinin basarisinin degerlendirilmesi

Simif Kesinlik Duyarhhik F1 Skor Dogruluk
0 (Sagliklr) 97.10 95.72 96.40 98.30
1 (Kiilleme)  91.33 944 92.83 95.83
2 (Mildiyo)  87.27 86.95 87.10 96.61
3 (Oliikol) 92.19 90.62 91.39 97.12
4 (GLRaVv)  90.74 92.37 91.54 98.15
5 (GLFV) 84.44 85.40 84.91 97.12
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Faster

degerlendirilebilmesi igin Kesinlik-Duyarlilik (PR) egrisi ve ROC egrisi Sekil 42'de

gosterilmistir.

Kesinlik-Duyarlihk (PR) Egrisi

e2 o o

LR

R-CNN modelinin dogruluk agisindan elde

edilen

ROC Egrisi

iP—

o o
. -

pozntf oran

dogru

o o
.~ -

e o2 o

Ll os
yanhs pontif oram

Sekil 42. Faster R-CNN modelinin PR egrisi ve ROC egrisi

sonuclarin  daha

Kesinlik-Duyarlilik (PR) egrisi, dengesiz verilerle islem yaparken bir modelin performansinin
daha gergekei bir gortinlimiinii saglamaktadir. Sekil 42'de goriildiigii gibi egrinin altinda kalan
oldukga fazladir. Bu alanin yiiksek olmasi ¢alismada kullanilan veri setinde siniflar arasinda
ayirt etmede bir sorun yasanmadigini ve tutarli sonuglar elde edildigini gostermektedir. Egrinin

altinda kalan arttik¢a modelin siniflar arasinda ayirt etme performansi artmaktadir.
4.2. SSD Multibox Sonuclari

Cizelge 9°da SSD Multibox modelinin performansinin degerlendirilmesi i¢in hedef nitelige ait

tahminlerin ve gercek degerlerin karsilastirildigi karigiklik matrisi verilmistir.

Cizelge 9. SSD Multibox modelinin karisiklik matrisi (Confusion matrix)

Tahmin
0
Saglikli
0
Saghkh | 400
1
Kiilleme

Gercek
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4
GLRaV 0 0 213 0
5
GLEV 0 0 0 208

Cizelge 9 incelendiginde test goriintiileri tizerinde yapilan islemlerden sonra; sar1 ile gosterilen
degerler gercekte olmasi gereken sinifin dogru tahmin edildigi sayiy1, kirmizi ile ise gercekte
olmasi gereken sinifin yanlis tahmin edildigi sayilar1 gostermektedir. SSD Multibox modelinin
test goriintiilerine uygulanmast sonucunda 484 saglikli goriintiiniin 460’1, 643 kiilleme
hastaliginin 591°1, 275 mildiy6 hastaliginin 251°1, 346 6lii kol hastaliginin 324’u, 227 GLRaV
hastaliginin 213’°s1 ve 225 GLFV hastaliginin 208’u dogru simiflandirilmistir. Cizelge 10°da
SSD Multibox modelinin basarisinin degerlendirilmesinde kullanilan kesinlik, duyarlilik, F1
skor ve dogruluk degerleri verilmistir. Toplamda ise 2 220 test goriintiisiinden 2 047 gériintii
dogru tahmin edilerek genel basari orani %92.21 olarak bulunmustur. SSD Multibox modelinin
dogruluk agisindan elde edilen sonuglarin daha iyi degerlendirilebilmesi i¢in Kesinlik-

Duyarlilik (PR) egrisi ve ROC egrisi Sekil 43'de gosterilmistir.

Cizelge 10. SSD Multibox modelinin basarisinin degerlendirilmesi

Simf Kesinlik Duyarhlhik F1 Skor Dogruluk
0 (Saglikl)  95.04 93.69 94.36 97.38
1 (Killeme) 91.91 91.20 91.55 94.94
2 Mildiyo) — 91.27 85.10 88.11 96.78
3 (Oliikol) 93.64 100 96.72 98.94
4 (GLRaV)  93.83 96.38 95.10 98.95
5 (GLFV) 92.44 94.12 93.27 98.56

Kesinlik Duyarhlik (PR) Egrisi ROC Egrisi

kesinbk
pozitif oram

dogru

N L o4 o o ) L 02 o L1 e

duyarklk vanlis pozitif oram
Sekil 43. SSD Multibox modelinin PR egrisi ve ROC egrisi
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Sekil 43'de gosterilen SSD Multibox modelinin Kesinlik-Duyarlilik (PR) egrisi, Faster R-CNN
modeline gore egri altinda kalan biraz fazladir. Bu alanin yiiksek olmasi ¢alismada kullanilan
veri setinde smiflar arasinda ayirt etmede bir sorun yasanmadigini ve tutarli sonuglar elde
edildigini gostermektedir. Egrinin altinda kalan alanin 1’e yaklagsmasi modelin siniflar1 ayirt

etme performansinin arttigini gostermektedir.
4.3. Gelistirilen Model Sonuclari

Cizelge 11°de, galismada gelistirilen modelin performansinin degerlendirilmesi i¢in hedef

nitelige ait tahminlerin ve ger¢ek degerlerin karsilastirildigi karisiklik matrisi verilmistir.

Cizelge 11. Calismada gelistirilen modelin karisiklik matrisi (Confusion matrix)

Tahmin
0 1 2 3 4 5
Saglikl | Kiilleme | Mildiy | Olii kol | GLRaV | GLFV
0
Saglikh 484 0 0 0 0 0
1
Kiilleme 0 0 0
0 0 0
Gergek
340 0 0
0 222 0
0 0 216

Cizelge 11 incelendiginde, test goriintiileri ilizerinde yapilan islemlerden sonra; sar ile
gosterilen degerler gercekte olmasi gereken sinifin dogru tahmin edildigi sayiy1, kirmizi ise
gercekte olmasi gereken simifin yanlis tahmin edildigi sayilari gostermektedir. Gelistirilen
modelde 484 saglikli test goriintiisiinden hepsi tespit edilmistir. 643 kiilleme hastaliginin 610’u,
275 mildiy6 hastaliginin 261’1, 346 6lii kol hastaliginin 340°1, 227 GLRaV hastaliginin 222’si
ve 225 GLFV hastaliginin 216’°s1 dogru simiflandirilmigtir. Her bir sinif i¢in elde edilen tahmin
degerleri diger modellere gore daha yiikksek bulunmustur. Cizelge 12’de ise calismada
gelistirilen modelinin basarisinin degerlendirilmesinde kullanilan kesinlik, duyarlilik, F1 skor
ve dogruluk degerleri verilmistir. Toplamda ise 2 220 test goriintiisiinden 2 133 goriintii dogru

tahmin edilerek genel basar1 oran1 %96.95 olarak bulunmustur.
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Cizelge 12. Calismada gelistirilen modelin basarisinin degerlendirilmesi

Sinif Kesinlik Duyarhlik F1 Skor Dogruluk
0 (Sagliklr) 100 9527 97.58 98.89
1 (Killeme)  94.87 97.44 96.14 97.75
2 (Mildiyo)  94.91 90.63 92.72 98.11

3 (Oliikol) 98.27 100 99.13 99.72
4 (GLRaV) 97.80 100 98.89 99.77
5 (GLFV) 96 100 97.96 99.58

Gelistirilen modelinin dogruluk agisindan elde edilen sonuglarin daha iyi degerlendirilebilmesi

icin Kesinlik-Duyarlilik (PR) egrisi ve ROC egrisi Sekil 44'de gosterilmistir.

Kesinlik-Duyarhhk (PR) Egrisi ROC Egrisi
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Sekil 44. Gelistirilen modelinin PR egrisi ve ROC egrisi

Gelistirilen modelin Kesinlik-Duyarlilik (PR) egrisi incelendiginde, dengesiz verilerle
ugrasirken bir modelin performansinin daha gercekei bir gorliniimiinii saglamaktadir. Sekil
44°de gorildiigi gibi, egrinin altinda kalan Faster R-CNN ve SSD Multibox modeline gore
daha fazladir. Bu alanin ¢ok yiiksek olmasi ¢alismada kullanilan veri setinde siniflar arasinda
ay1rt etmede bir sorun yasanmadig1 ve diger modellere gore daha tutarli sonuglar elde edildigini
gostermektedir. Modelin smniflar1 ayirt etme basari orami arttikga egrinin altinda kalan
artmaktadir. Egrinin altinda kalan alanin 1 olmasi modelin miikemmel bir performans

gosterdigi anlamina gelmektedir.
4.4. En yi Sonucun Degerlendirilmesi

Calismada gelistirilen modelin yani sira transfer 6grenme yapilarak hazir modeller ile de

denemeler yapilmistir. Kullanilan bu modeller SSD Multibox ve Faster R-CNN’dir. Modellerin
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test goriintiileri tizerinden elde edilen basar1 sonuclarinin karsilastirilmas1 Cizelge 13°de

verilmistir.

Cizelge 13. CNN modellerinin basari oranlarinin karsilastirilmasi

Siniflar Dogruluk -
Gelistirilen Model | Faster R-CNN | SSD Multibox

0 (Saghkl) 98.89 98.30 97.38
1 (Kiilleme) 97.75 95.83 94.94
2 (Mildiy6) 98.11 96.61 96.78
3 (Oliikol) 99.72 97.12 98.94
4 (GLRaV) 99.77 98.15 98.95
5 (GLFV) 99.58 97.12 98.56

Cizelge 13 incelendiginde, gelistirilen modelin saglikli ve hastalikli goriintiiler iizerinden
Faster R-CNN ve SSD Multibox modellerine gore genel olarak daha basarili bir sekilde ¢alistigi
goriilmektedir. Gelistirilen modelin genel dogrulugu %96.95 elde edilerek Faster R-CNN %92
ve SSD Multibox %92.21 modellerine gore daha basarili bulunmustur. Sonug olarak gelistirilen
model halihazirda olan modellere gore basar1 oran1 daha yiiksek bir sekilde hastaliklari tespit
edebilmis ve smiflandirmistir. Faster R-CNN ve SSD Multibox modellerinin birbirine gore
karsilagtirmasi incelendiginde de saglikli ve kiilleme sinifinda Faster R-CNN modelinde daha
iyi sonuglar elde edilirken, viriis hastaliklar1 ile mildiyé ve oliikkol hastaliginda ise SSD
Multibox modeli daha iyi sonuglar vermistir. Sekil 45-48°de elde edilen performans metriklerin

karsilastirmali grafikleri verilmistir.

Dogruluk Karsilastirmalari

102

100

98
%
94
92
90 I
88

0 (Saglikl) 1 (Kulleme) 2 (Mildiyd) 3 (Oliikol) 4 (GLRaV) 5 (GLFV) Ortalama
Dogruluk

B Gelistirilen model Faster R-CNN B SSD Multibox

Sekil 45. Modellerin karsilagtirmali dogruluk degerleri
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Kesinlik Karsilagtirmalari
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B Gelistirilen model = Faster R-CNN B SSD Multibox

Sekil 46. Modellerin karsilastirmali kesinlik degerleri

Duyarlilik Karsilagtirmalari
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Sekil 47. Modellerin karsilastirmali duyarlilik degerleri
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F1 Skor Karsilastirma
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M Gelistirilen model Faster R-CNN  m SSD Multibox

Sekil 48. Modellerin karsilastirmali F1 skor degerleri

5 (GLFV)

Sekil 45 ile Sekil 48 arasinda verilen grafikler incelendiginde, gelistirilen model ile kesinlik,
duyarlilik ve F1 skor metriklerinde Faster R-CNN ve SSD Multibox modellerinden daha

yiksek degerler bulunmustur. SSD Multibox modeli kesinlik metriginde sadece saglikli

goriintii sinifinda, duyarlilik metriginde ise saglikli, kiilleme ve mildiy6 siniflarinda Faster R-

CNN modeline gore diisiik degerde kalmistir. SSD Multibox modeli Faster R-CNN modeline

gore 6zellikle mildiyd, 6lii kol ve viriis hastaliklarinda daha basarili sonuglar elde etmistir.

Bitkilerde bazi bag hastaliklarin teshisi konusunda son yillarda yapilan akademik ¢alismalarin

ve Onerilen yontemde gelistirilen modelin basari oranlarinin karsilastirilmasi Cizelge 14°de

verilmistir.

Cizelge 14. Bag hastaliklarin tespitine yonelik ¢caligmalarin karsilastirilmasi

Yazar Y1l Goriintii Sayis1 Model Nesne Dogruluk
GLRaVv 93.30
Ghoury ve ark. 2019 113 Faster R-CNN Mildiyo 95,57
Liu ve ark. 2020 12 740 DICNN Mildiy6 96.00
Gutierrez ve ark. 2021 275 CNN Mildiy6 91.00
Mildiy6 86.91
Guo ve ark. 2022 2 300 Faster R-CNN Kiilleme 85.39
Mildiyo 96.44
Lu ve ark. 2022 12 615 MobilenetV3_large Kiilleme 99.31
GLRaV 98.55
Kiilleme 97.75
Mildiyo 98.11
Onerilen Yontem 2022 11 000 Gelistirilen Model Olii kol 99.72
GLRaVv 99.77
GLFV 99.58
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Onerilen yaklasim, literatiirdeki benzer yontemlerden daha iyi sonuglar vermistir. Literatiirde
son 5 yilda yapilan ¢alismalar incelendiginde, bitki hastaliklarinin teshisinde derin 6grenme
modellerinin yogun olarak kullanildig1 goriilmektedir. Calismalarda genellikle derin 6grenme
modelleri olarak Faster R-CNN, SSD, VGG16, VGG19 ve GoogLeNet, AlexNet, ResNet
modellerinin tercih edildigi goriilmektedir. Ayrica literatiirdeki tiim calismalarda derin

O0grenme modellerinin dogrudan bitki hastaliklarinin gériintiilerine uygulandigi goriilmiistiir.

Bu ¢alismada, Faster R-CNN derin 6grenme modelinin test veri setine uygulanmasi sonucunda
hastaliklarin dogruluk oranlari; kiilleme %95.83, mildiy6 %96.61, 6li kol %97.12, GLRaV
%98.15, GFLV %97.12 olarak bulunmustur. Hastaliklarin tespiti ve siniflandirilmasinda %92
genel dogruluk elde edilmistir.

SSD Multibox derin 6grenme modelinin test veri setine uygulanmasi sonucunda hastaliklarin
dogruluk oranlari; kiilleme %94.94, mildiy6 %96.78, 6lii kol %98.94, GLRaV %98.95, GFLV
%98.56 olarak bulunmustur. Hastaliklarin tespiti ve siniflandirilmasinda %92.21 genel

dogruluk elde edilmistir.

Gelistirilen derin 6grenme modelinin test veri setine uygulanmasi sonucunda hastaliklarin
dogruluk oranlart; kiilleme %97.75, mildiyo %98.11, 6lii kol %99.72, GLRaV %99.77, GFLV
%99.58 olarak bulunmustur. Hastaliklarin tespiti ve siniflandirilmasinda %96.95 genel

dogruluk elde edilmistir.

Bu sonuglar neticesinde bag hastaliklarinin tespit edilmesi ve siniflandirilmasi i¢in dogru derin
o0grenme modelinin  belirlenmesinin  6nemli  oldugu sonucuna varilmistir. Yanlis
siiflandirmalar incelendiginde, bitki yapraklarinin goriintiilerinde giines kaynakli parilti ve
golgelerin oldugu goriilmektedir. Kiligarslan (2022), hibrit yontemlerin daha yiiksek
performans gosterdigini bildirmistir. Hastalik tespitinde de hibrit yontemler uygulanarak yanlis
smiflandirmalarin Oniine ge¢ip basar1 oraninin daha da artacagi diistiniilmektedir. Sekil 49°da
Faster R-CNN modelinin uygulanmasina, Sekil 50’de ise gelistirilen modelinin uygulanmasina

ornek gorlintli verilmistir.
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5. SONUC ve ONERILER

Goriintli isleme ve yapay zeka alanlarindaki hizli gelismelere bagl olarak tarimsal alanlardaki
caligmalar da bu teknolojik gelismelerden paymi almistir. Son yillarda, o6zellikle bitki
hastaliklarinin otomatik teshisi i¢in arastiricilar derin 6grenme yontemlerinin gelistirilmesine
odaklanmustir. Yapilan ¢alismalarda, hastalik semptomlarinin daha hizli saptanmasi ve hastalik
smiflandirma sonuglarinin  dogrulugunun artirilmasi {izerine ¢alisilmaktadir. Model

performansi arttikca bitki hastaliklarinin tanimlanmasindaki basar1 da artacaktir.

Bu c¢alismada, baz1 bag hastaliklarinin tespiti ve siniflandirilmasi icin Faster R-CNN, SSD
Multibox ve gelistirilen derin 6grenme modeli yontem olarak Onerilmistir. Deneysel
degerlendirmeler sonucunda, hastaliklarin tespiti ve smiflandirilmasinda genel dogruluk
oranlar sirasiyla Faster R-CNN %92, SSD Multibox %92.21 ve gelistirilen model %96.95
olarak bulunmustur. Bu sonuglar neticesinde énerilen yontemin, bag hastaliklarinin tespiti ve
siniflandirilmasinda gilivenilir bir sekilde kullanilabilecegi sonucuna varilmistir. Ayrica yapay
zeka yontemleri ile birlikte hastalik tespitinin manuel yaklasimlara gore ¢ok daha hizli ve daha
basarili sonuglar iirettigi goriilmektedir. EK olarak, gelistirilecek yeni model basarilarinin daha
da arttirilmasi ile goriintiileme ve veri iletimi teknolojilerindeki gelismeler ile bitki hastalik

gorlintiilerinin ger¢ek zamanl olarak degerlendirilmesini de saglayabilecektir.

Derin 6grenmenin mevcut hesaplama ve verilerin miktarindaki artislardan kolayca
yararlanabilmesi ve elle ¢ok az miihendislik gerektirmesi nedeniyle, yakin gelecekte ¢ok daha
fazla basartya sahip olacagi disiiniilmektedir. Gelecekteki calismalarda, bag hastaliklar
goriintiileri tizerinden derin 6grenme yontemleri kullanilarak, hizli karar verebilecek uzman

sistemlerin gelistirilmesi amaglanmaktadir.

Bagcilik, 6zel bilgi ve beceri isteyen tarim koludur. Bakim islerinin zamaninda uygulanmasi
cok onemlidir. Hastalik ve zararlilarla miicadele mutlaka yapilmalidir. Ancak zamansiz ve
gereksiz ilag kullanim1 dogal dengeyi bozmakta, insan sagligina zarar vermekte, lirtinde kalite
ve verim kayiplarina yol agmaktadir. Bu nedenle, hastaliklarin erken teshisi ve tanisi ¢ok
onemlidir. Yiriitilen ¢alisma bag hastaliklarinin erken donemde tespit edilmesine imkan
saglayabilecektir. Calisma sonunda elde edilen ¢iktilar ve ulasilan sonuglar neticesinde, bu
calismanin bilimsel ve teknik olarak c¢esitli is kollarinda faydali olacagi diistiniilmektedir.

Bunlar;
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» Bilim agisindan: Derin 6grenme, hizla goriintii siniflandirma i¢in standart bir teknik
haline gelmektedir. Derin 6grenme kullanarak bitki hastaliklarinin otomatik olarak
tanimlanmasinin Oniindeki sorun, pratikte bulunan cok cesitli kosullart ve belirti
ozelliklerini temsil edebilecek goriintii veri tabanlarinin eksikligidir. Tarimsal alanda
hastalik goriintii veri seti bulmak ¢ok zor olmaktadir. Bu c¢alismada, bazi bag
hastaliklarinin farkli aydinlanma kosullarinda alinan goriintiileri ile olusturulan yeni
veri seti bag hastaliklar1 alanina 6nemli katki saglayacaktir. Bu veri setlerini kullanacak
arastirmacilarin yapacag farkl ¢aligmalara kolaylik saglayacak ve gerceklestirilen bu
calisma, arastiricilarin kendi ¢alismalarina yol gosterici olacaktir. Ayrica ¢alismadan

elde edilen sonuglar, yeni ¢alismalarin yapilmasina dnciiliik edecegi diisiiniilmektedir.

> Ciftci/Uretici agisindan: Topraklarin birinci derecede faydalanicilari onu isleyip
lizerinde {retim yapan ¢iftgilerdir. Bitki hastaliklari, T{reticinin  verimini
etkileyeceginden oOncelikle kendileri bu durumdan olumsuz etkilenecektir. Bu
olumsuzluklarin 6nlenebilmesi igin erken uyari veren uzman sistemlerin gelistirilmesi,
ciftgilere zaman kayb1 olmadan gerekli tedbirlerin alinmasini saglayacaktir. Boylelikle
ciftgilerin hastaliklara erken miidahalesiyle verim kaybi olabildigince en aza

indirilecektir.

» Sanayi agisindan: Bitki hastaliklar1 ile miicadelede en yaygin olarak kimyasal yollardan
elde edilen pestisitler kullanilmaktadir. Ancak zamaninda ve yerinde uygulanmayan
pestisitler bitkiye ve ¢gevreye zarar vererek, dogal dengeyi bozmakta ve insan sagligina
zarar vermektedir. Bu sorunlarin 6niine gegmek igin zamaninda, dogru miktarda ve
dogru pestisitin uygulamasi gerekmektedir. Bu ¢alismanin devaminda yapilacak
calismalarla, bitki hastaliklarinin otomatik ve ger¢ek zamanl olarak belirlendigi uzman

sistemler, otonom ilaglama robotlar1 gibi uygulamalarin gelistirilmesine galisilacaktir.

» Ekonomi ag¢isindan: Tarim iriinleri fiyatlarin giderek arttigi gliniimiiz kosullarinda,

verimli ve kaliteli iiretim yapilmasiyla iilke ekonomisine 6nemli katkilar saglanacaktir.

72



6. KAYNAKLAR

Adem, K., 2018. Exudate detection for diabetic retinopathy with circular hough transformation
and convolutional neural networks. Expert Systems with Applications, (114):289-295.

Adem, K. ve Kozkurt, C., 2019. Defect detection of seals in multilayer aseptic packages using
deep learning. Turk J Elec Eng & Comp Sci, 27:4220-4230.

Adem, K., Ozguven, M.M. ve Altas, Z., 2022. A sugar beet leaf disease classification method
based on image processing and deep learning. Multimedia Tools and Applications.

Anonim, 2019a. Bag entegre miicadele teknik talimati. Gida Tarim ve Hayvancilik Bakanligi,
Tarimsal Arastirmalar ve Politikalar Genel Miidiirliigii, Tiirkiye.

Anonim, 2019b. Westover vineyard advising. http://www.vineyardadvising.com/frost-or-
fungi/ (Erisim Tarihi: 27.10.2019).

Anonim, 2019c. Zirai miicadele teknik talimatlar1 cilt 4. Gida Tarim ve Hayvancilik Bakanligi,
Tarimsal Arastirmalar ve Politikalar Genel Miidiirligi, Bitki Sagligi Arastirma Daire
Bagkanligi.

Akgiil, D.S., 2013. Bitki fungal hastaliklar1 (bag hastaliklar1). Cukurova Universitesi, Ziraat
Fakiiltesi Bitki Koruma Boliimi, Ders Notlar1, Adana.

Altas, Z., Ozguven, M.M. ve Yanar, Y., 2018. Determination of sugar beet leaf spot disease
level (Cercospora beticola sacc.) with 1mage processing technique by using drone.
Current Investigations In Agriculture And Current Research, 5(3):621-631.

Altas, Z., Ozgﬁven, M.M. ve Yanar, Y., 2019. Bitki hastalik ve zararli diizeylerinin
belirlenmesinde goriintii isleme tekniklerinin kullanimi: seker pancari yaprak leke
hastalig1 6rnegi. International Erciyes Agriculture, Animal Food Sciences Conference
24-27 April 2019 - Erciyes University - Kayseri/Turkiye.

Altas, Z., Ozgiiven, M.M. ve Dilmag, M., 2021. Gériintii isleme teknikleri ile bag yaprak uyuzu
hasarinin belirlenmesi. Gaziosmanpasa Bilimsel Arastirma Dergisi (GBAD), 10(3):77-
87.

Alpaydin, E., 2004. Introduction to machine learning. The MIT Press.

Atalay, M. ve Celik, E., 2017. Biiyiik veri analizinde yapay zeka ve makine Ogrenmesi
uygulamalari. Mehmet Akif Ersoy Universitesi Sosyal Bilimler Enstitiisii Dergisi,
9(22):155-172.

Ampatzidis, Y., De Bellis, L. ve Luvisi, A., 2017. iPathology: robotic applications and

management of plants and plant diseases. Sustainability, 9(6):1010.

Asraf, A., Islam, M. ve Haque, M., 2020. Deep learning applications to combat novel
coronavirus (COVID-19) pandemic. SN Comput Sci, 1(6):1-7.

Agarwal, M., Singh, A., Arjariac, S., Sinhad, A. ve Gupta, S., 2020. ToLeD: tomato leaf disease
detection using convolution neural network. Procedia Computer Science 167:293-301.

Alruwaili, M., Alanazi, S., EI-Ghany, S.A. ve Shehab, A., 2019. An efficient deep learning
model for olive diseases detection. (IJACSA) International Journal of Advanced
Computer Science and Applications, 10:8.

Ashgar, B.A.M. ve Abu-Naser, S.S., 2018. Image-based tomato leaves diseases detection using
deep learning. International Journal of Academic Engineering Research (IJAER),
2(12):10-16.

Ayon, S.1. ve Islam, M.M., 2019. Diabetes prediction: a deep learning approach. Int J Inform
Eng Electron Bus, 12(2):21.

Barbedo, J.G.A., 2018. Impact of dataset size and variety on the effectiveness of deep learning
and transfer learning for plant disease classification. Computers and Electronics in

Agriculture, 153:46-53.

Barbedo, J,G.A., 2019. Plant disease identification from individual lesions and spots using deep
learning. Biosystems Engineering, 180:96-107.

73


http://www.vineyardadvising.com/frost-or-fungi/
http://www.vineyardadvising.com/frost-or-fungi/

Badem, H., 2017. Derin 0grenme yontemleri kullanarak hiperspektral imgelerin
siniflandirilmasina  yonelik yeni yaklasimlar. Erciyes Universitesi, Fen Bilimleri
Enstitiisii, Bilgisayar Miithendisligi Anabilim Dal1 (Doktora Tezi), Kayseri.

Bengio, Y., Goodfellow, I. ve Courville, A., 2015. Deep learning. MIT Press, 2015.

Bock, C.H., Poole, G.H., Parker, P.E. ve Gottwald, T.R., 2010. Plant disease severity estimated
visually, by digital photography and image analysis, and by hyperspectral imaging. CRC
Crit Rev Plant Sci, 29(2):59-107.

Chen, J., Chen, J., Zhang, D., Sun, Y. ve Nanehkaran, Y.A., 2020. Using deep transfer learning
for image-based plant disease identification. Computers and Electronics in Agriculture
173:05393.

Clark, D., 2018. Top 16 open source deep learning libraries and platforms.
https://www.kdnuggets.com/2018/04/top-16-open-source-deep-learning-libraries.html.

Cruz, A.C., Luvisi, A., De Bellis, L. ve Ampatzidis, Y., 2017. X-FIDO: an effective application
for detecting olive quick decline syndrome with deep learning and data fusion. Front
Plant Sci, 8:1741.

Cruz, A., Ampatzidis, Y., Pierro, R., Materazzi, A., Panattoni, A., Bellis, L.D. ve Luvisi, A.,
2019. Detection of grapevine yellows symptoms in vitis vinifera L. with artificial
intelligence. Computers and Electronics in Agriculture, 157:63-76.

Darwish, A., Ezzat, D., Hassanien ve A.E., 2020. An optimized model based on convolutional
neural networks and orthogonal learning particle swarm optimization algorithm for plant
diseases diagnosis. Swarm and Evolutionary Computation, 52:100616.

DeChant, C., Wiesner-Hanks, T., Chen, S., Stewart, E.L, Yosinski, J., Gore, M.A, Nelson, R.J.
ve Lipson, H., 2017. Automated identification of northern leaf blight-infected maize
plants ~ from  field imagery using deep learning.  Phytopathology,
http://dx.doi.org/10.1094/PHYTO-11-16-0417-R.

Deng, L. ve Yu, D., 2013. Deep learning: methods and applications. Foundations and Trends
in Signal Processing, 7(3-4):197-387.

Dhakal, A. ve Shakya, S., 2018. Image-based plant disease detection with deep learning.
International Journal of Computer Trends and Technology ( JCTT ), 61(1):2231-2803.

Esgario, J.G.M., Krohling R.A. ve Ventura J.A., 2020. Deep learning for classification and
severity estimation of coffee leaf biotic stress. Computers and Electronics in Agriculture,
169:105162.

FAO, 2022. Food and agriculture organization of the united nations. FAOSTAT,
https://www.fao.org/faostat/en/#data/QCL (Erisim Tarihi: 25.10.2022).

Ferentinos, K.P., 2018. Deep learning models for plant disease detection and diagnosis.
Computers and Electronics in Agriculture, 145:311-318.

Fuentes, A., Yoon, S., Kim, S.C. ve Park, D.S., 2017. A robust deep-learning-based detector
for real-time tomato plant diseases and pests recognition. Sensors, 17:2022.

Gavhale, K.R. ve Ujwalla, G., 2014. An overview of the research on crop leaves disease
detection using image processing techniques. IOSR J Comput Eng, 16(1):10-16.

Geetharamani, G. ve Arun, P.J., 2019. Identification of plant leaf diseases using a nine-layer
deep convolutional neural network. Computers and Electrical Engineering, 76:323-338.

Ghoury, S., Sungur, C. ve Durdu, A., 2019. Real-time diseases detection of grape and grape
leaves using Faster R-CNN and SSDMobileNet architectures. International Conference
on Advanced Technologies, Computer Engineering and Science (ICATCES 2019), Apr
26-28, 2019 Alanya, Turkey.

Guti'errez, S., Hernandez, 1., Ceballos, S., Barrio, I, Navajas, A.M.D. ve Tardaguila, J., 2021.
Deep learning for the differentiation of downy mildew and spider mite in grapevine under
field conditions. Computers and Electronics in Agriculture, 182:105991.

Guo, W., Feng, Q., Li, X,, Yang, S. ve Yang, J., 2022. Grape leaf disease detection based on
attention mechanisms. Int J Agric & Biol Eng, 15(5):205-2012.

74


http://dx.doi.org/10.1094/PHYTO-11-16-0417-R
https://www.fao.org/faostat/en/#data/QCL

Islam, M., Haque, M., Igbal, H., Hasan, M., Hasan, M. ve Kabir, M.N., 2020. Breast cancer
prediction: a comparative study using machine learning techniques. SN Comput Sci,
1(5):1-14.

Islam, M.M., Karray, F., Alhajj, R. ve Zeng, J., 2021. A review on deep learning techniques
for the diagnosis of novel coronavirus (COVID-19). IEEE Access, 9:30551-30572.
Janiesch, C., Zschech, P. ve Heinrich, K., 2021. Machine learning and deep learning. Electronic

Markets, 31:685-695.

Ji, M. ve Wu, Z., 2022. Automatic detection and severity analysis of grape black measles
disease based on deep learning and fuzzy logic. Computers and Electronics in
Agriculture, 193:106718.

Jiang, H. ve Learned-Miller, E., 2017. Face detection with the Faster R-CNN. In: 2017 12th
IEEE international conference on automatic face & gesture recognition (FG 2017), pp
650-657.

Karabat, S., 2014. Tirkiye ve diinya bagciligi. Apelasyon, ISSN:2149-4908.
http://apelasyon.com/Yazi/33-dunya-ve-turkiye-bagciligi (Erisim Tarihi: 26.08.2019).

Kayaalp, K. ve Siizen, A.A., 2018. Derin 6grenme ve Tiirkiye’deki uygulamalari. IKSAD
Yayinevi, ISBN 978-605-7510-53-2.

Karthik, R., Hariharan, M., Anand, S., Mathikshara, P., Johnson, A. ve Menaka, R., 2020.
Attention embedded residual CNN for disease detection in tomato leaves. Applied Soft
Computing Journal, 86:105933.

Kerkech, M., Hafiane, A. ve Canals, R., 2018. Deep leaning approach with colorimetric spaces
and vegetation indices for vine diseases detection in UAV images. Computers and
Electronics in Agriculture, 155:237-243.

Kiligarslan, S., 2022. Kuru iiziim tanelerinin siniflandirilmasi i¢in hibrit bir yaklagim. Miih.
Bil. ve Aras. Dergisi, 4(1):62-71.

Kim, P., 2017. MATLAB Deep Learning; with machine learning, neural networks and artificial
intelligence. Springer, ISBN-13 (electronic): 978-1-4842-2845-6.

Li, Z. ve Zhou, F., 2017. FSSD: feature fusion single shot multibox detector. arXiv
preprintarXiv:1712.00960.

Liu, W., Anguelov, D., Erhan, D., Szegedy, C., Reed, S., Yang Fu, C. ve Berg, A.C., 2016.
SSD: single shot multibox detector. European Conference on Computer Vision, ECCV
2016: Computer Vision-ECCV 2016, pp 21-37.

Liu, F., Wang, Y., Wang, F.C., Zhang, Y.Z. ve Lin, J., 2019. Intelligent and secure content-
based image retrieval for mobile users. IEEE Access, 7(99):1-1.

Liu, B., Ding, Z., Tian, L., He, D., Li, S. ve Wang, H., 2020. Grape leaf disease identification
using improved deep convolutional neural networks. Front Plant Sci, 11:1082.

Lu, Y., Yi, S, Zeng, N., Liu, Y. ve Zhang, Y., 2017. Identification of rice diseases using deep
convolutional neural networks. Neurocomputing, 267:378-384.

Lu, X., Yang, R., Zhou, J., Jiao, J., Liu, F., Liu, Y., Su, B. ve Gu, P., 2022. A hybrid model of
ghost-convolution enlightened transformer for effective diagnosis of grape leaf disease
and pest. Journal of King Saud University-Computer and Information Sciences, 34:1755-
1767.

Ma, J., Du, K., Zheng, F., Zhang, L., Gong, Z. ve Sun, Z., 2018. A recognition method for
cucumber diseases using leaf symptom images based on deep convolutional neural
network. Comput Electron Agric, 154:18-24.

Mishra, S., Sachan, R. ve Rajpal, D., 2020. Deep convolutional neural network based detection
system for real-time corn plant disease recognition. Procedia Computer Science,
167:2003-2010.

Ning, C., Zhou, H., Song, Y. ve Tang, J., 2017. Inception single shot multibox detector for
object detection. Proceedings of the IEEE International Conference on Multimedia and
Expo Workshops (ICMEW) 10-14 July 2017. IEEE, 978-1-5386-0560-8/17.

75


http://apelasyon.com/Yazi/33-dunya-ve-turkiye-bagciligi

Ozguven, M.M., 2018. The newest agricultural technologies. Curr Investigations Agric Curr
Res, 5(1):573-580.

Ozguven, M.M. ve Adem, K., 2019. Automatic detection and classification of leaf spot disease
in sugar beet using deep learning algorithms. Physica A, 535:122537.

Ozguven, M.M., 2020. Deep learning algorithms for automatic detection and classification of
mildew disease 1n cucumber. Fresenius Environmental Bulletin, 29(08/2020):7081-7087.

Ozguven, M.M. ve Altas, Z., 2022. A new approach to detect mildew disease on cucumber
(Pseudoperonospora cubensis) leaves with image processing. Journal of Plant Pathology,
104:1397-1406.

Ozguven, M.M. ve Yanar, Y., 2022. The technology uses in the determination of sugar beet
diseases. 1n. sugar beet cultivation, management and processing. Springer, Editor: Misra,
V., Srivastava, S., Mall, A.K. (Eds), Sayfa: 621-642, ISBN: 978-981-19-2729-4.

Ozguven, M.M., 2023. The digital age in agriculture. Florida: CRC Press Taylor & Francis
Group LLC. ISBN 9781032385808.

Ozgiiven, M.M., 2018. Hassas tarim. Akfon Yayinlari, Sayfa Sayisi: 334, Ankara.

Ozgiiven, M.M., 2019. Teknoloji kavramlar1 ve farklari. International Erciyes Agriculture,
Animal Food Sciences Conference 24-27 April 2019-Erciyes University-
Kayseri/Turkiye.

Pearson, R.C. ve Goheen, A.C., 1994. Compendium of grape disease. The American
Phytopathological Society (APS), ISBN 0-89054-088-8, USA.

Rangarajan, A.K., Purushothaman, R. ve Ramesh, A., 2018. Tomato crop disease classification
using pre-trained deep learning algorithm. Procedia Computer Science 133:1040-1047.

Rossi, V., 1995. Effect of host resistance in decreasing infection rate of cercospora leaf spot
epidemics on sugarbeet. Phytopathol Mediterr, 34:149-156.

Savas, S., 2019. Karotis arter intima media kalinliginin derin 6grenme ile siniflandirilmasi.
Gazi Universitesi Fen Bilimleri Enstitiisii Bilgisayar Miihendisligi Ana Bilim Dali,
Doktora Tezi, Ankara.

Saleem, M.H., Potgieter, J. ve Arif, K.M., 2019. Plant disease detection and classification by
deep learning. Plants, 8:468.

Sharma, P., Berwal, Y.P.S. ve Ghai, W., 2019. Performance analysis of deep learning CNN
models for disease detection in plants using image segmentation. Information Processing
in Agriculture, 2214-3173.

Sethy, P.K., Barpanda, N.K., Rath, A.K. ve Behera, S.K., 2020. Deep feature based rice leaf
disease identification using support vector machine. Computers and Electronics in
Agriculture, 175:105527.

Sorte, L.X.B., Ferraz, C.T., Fambrini, F., Goulart, R.D.R. ve Saito, J.H., 2019. Coffee leaf
disease recognition based on deep learning and texture attributes. Procedia Computer
Science, 159:135-144.

Song, H.A. ve Lee, S.Y., 2013. Hierarchical representation using NMF. International
conference on neural information processing, pp 466-473.

Terzi, 1., Ozgiiven, M.M., Altas, Z. ve Uygun T., 2019. Tarimda yapay zeka kullanimu.
International Erciyes Agriculture, Animal Food Sciences Conference 24-27 April 2019 -
Erciyes University - Kayseri/Turkey.

TUIK 2022. Tiirkiye istatistik kurumu. https://data.tuik.gov.tr/Kategori/GetKategori?p=tarim-
111&dil=1. (Erisim Tarihi: 21.11.2022).

Too, E.C., Yujian, L., Njuki, S. ve Yingchun, L., 2019. A comparative study of fine-tuning
deep learning models for plant disease identification. Computers and Electronics in
Agriculture, 161:272-279.

Tiirkoglu, M. ve Hanbay, D., 2018. Derin 6grenme algoritmalarindan elde edilen 6zniteliklere
dayal1 kayisi hastalik tespiti. IEEE, 978-1-5386-6878-8/18.

Uzun, 1., 2015. Bagcilik. Hasad Yaymcilik, ISBN:9758377336.

76



Wang, Q. ve Qi, F., 2019. Tomato diseases recognition based on Faster RCNN. IEEE, 10th
International Conference on Information Technology in Medicine and Education
(ITME), 78-1-7281-3918-0.

Zhong, Y. ve Zhao, M., 2020. Research on deep learning in apple leaf disease recognition.
Computers and Electronics in Agriculture, 168:105146.

77



7. OZGECMIS

78



