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OZET
Yiksek Lisans Tezi

NESNELERIN INTERNETI TABANLI AG TRAFIGINDE ILERIi MAKINE
OGRENIMI VE DERIN OGRENME YONTEMLERI iILE ANOMALI TESPITI

Yagiz Onur KOLCU
Afyon Kocatepe Universitesi
Fen Bilimleri Enstitisu
Bilgisayar Anabilim Dali
Damsman: Dr. Ogr. Uyesi Ahmet Hasim YURTTAKAL

Nesnelerin Interneti'nin (IoT) yayginlasmasi ve aga bagli cihaz sayisindaki hizl artis hem
faydalar1 hem de birgok sorunu beraberinde getiriyor. Bu sorunlarin en dnemlisi siber
saldirilardir. Bu siber saldirilar itibar ve zaman kaybiin yani sira maddi kayiplara da
neden olmaktadir. Bu kayiplari ortadan kaldirmak veya minimuma indirmek i¢in saldirt
tespit sistemleri (IDS) ve saldir1 6nleme sistemleri (IPS) kullanilmaktadir. IDS, imza
tabanli veya anormallik tabanli olacak sekilde tasarlanmistir ve su anda makine 6grenimi
yontemleri olarak anomali tabanli sistemler kullanilarak gelistirilmektedir. Bu ¢alismanin
amaci, botnet'i saldirt tiirlerinden biri olarak ele alarak, aginiza yiiksek basar1 oranina
sahip bir saldir1 olup olmadigini tespit etmektir. Bu sistemin gelistirilmesi i¢in makine
Ogrenmesi yontemlerinden biri olan Kolektif Derin Sinir Agi (DNN) kullanilarak en
dogru sonuca yonelik ¢6ziim yontemlerinin arastirilmasi amaclanmaktadir. Calismada
bilimsel arastirma i¢in UCI Machine Learning kiitiiphanesinde bulunan N-BaloT veri seti
kullanilmistir. Veriler, 2 botnet tarafindan taginan 1 iyi huylu ag akisi ve 9 kotii amagh
ag akisindan olusur. Simiflandirma asamasindan itibaren CNN aglarinin kiimelenmis
toplulugu kullanilmistir. Onerilen yontem %99 dogruluga ulasmis olup, sonuglar gelecek

caligmalar i¢in cesaret vericidir.

2023, viii + 85 sayfa
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ABSTRACT
M.Sc. Thesis

ANOMALY DETECTION IN INTERNET OF THINGS BASED NETWORK
TRAFFIC WITH ADVANCED MACHINE LEARNING AND DEEP LEARNING
METHODS

Yagiz Onur KOLCU
Afyon Kocatepe University
Graduate School of Natural and Applied Sciences
Department of Computer
Supervisor: Asst. Prof. Ahmet Hasim YURTTAKAL

The widespread use of the Internet of Things (IoT) and the rapid increase in the number
of devices connected to the network bring both benefits and many problems. The most
important of these problems is cyber attacks. These cyber attacks cause financial losses
as well as loss of reputation and time. Intrusion detection systems (IDS) and intrusion
prevention systems (IPS) are used to eliminate or minimize these losses. IDS are designed
to be signature-based or anomaly-based, and are currently being developed using
anomaly-based systems as machine learning methods. The aim of this study is to detect
whether there is an attack on your network, with a high success rate, by considering botnet
as one of the attack types. In order to develop this system, it is aimed to use Ensemble
Deep Neural Networks (DNN), which is one of the machine learning methods, and to
search for solution methods for the most accurate result. In the study, N-BaloT dataset in
the UCI Machine Learning library was used for scientific research. The data consists of
1 benign network stream and 9 malicious network streams carried by 2 botnets. Stacked
ensemble of DNN networks has been used from the classification stage. The proposed
method has achieved %99 accuracy and the results are encouraging for future studies.

2023, viii + 85 pages

Keywords: Botnet, Internet of things, Ensemble, Deep neural network, Cyber threats



TESEKKUR

Bu aragtirmanin  konusu, deneysel caligmalarin yOnlendirilmesi, sonuglarin
degerlendirilmesi ve yazimi agsamasinda yapmis oldugu biiyiik katkilarindan dolayi tez
danigmanim Saymn Dr. Ogr. Uyesi Ahmet Hasim YURTTAKAL, arastirma ve yazim
sliresince yardimlarini esirgemeyen Saymn Dr. Berker BAYDAN’a her konuda Oneri ve

elestirileriyle yardimlarin1 gordiigiim hocalarima, arkadaslarima tesekkiir ederim.

Bu arastirma boyunca maddi ve manevi desteklerinden dolay1 aileme tesekkiir ederim.

Yagiz Onur KOLCU
Afyonkarahisar 2023



ICINDEKILER DiZiNi

Sayfa

OZET oottt [
ABSTRACT Lt I
TESEKKUR .....cootiiiiiiiieiisieie ettt sttt ii
ICINDEKILER DIZINI.....cooiiiiiiieiieeeececee et iv
KISALTMALAR DIZINI ....ocoiiiiiiiiiicece s Vi
CIZELGELER DIZINI......oiiiiiiiiiee et vii
RESIMLER DIZINI ..ottt viii
L GIRIS ottt sttt 1
I\ 10 (Y21 Yo USSR 1
1.2 TEZIN OrganiZASYONU .......cueeueiuieieieieestesieste st ste sttt sbe st eesresbesbesbesneeneas 2

2. KURAMSAL TEMELLER ..o 4
2.1 YAPAY ZEKA ..o 4
2.2 MaKine OFIENIMESI.......cvv.everirirrsireiisisesisesesssssssssesesssssssssssessssese s sesassssessssesesneas 7
2.2.1 Denetimli OFIENME .........c.cvveiveriiveiieeiesiieisssee et 9

2.2.2 Denetimsiz OFIENME. ......ccvevrivevirereriieeiiseeiesesesessiss e 10

2.2.3 Takviyeli OFIENME. ....c.c.cvevreiieriieeieieeeeieie ettt 11

2.3 Derin OFIENME ...co.vuvvivieiriiicieiee et 12
2.3.1 Derin SINIT AGIATL....cocviiiieiieiieeee e 14

2.3.2 Evrigimli Sinir AZlari.......ccoooviiiiiiiiiiiic 15

2.3.3 YInelemell AZIAr........cooooioiiiiiieii e 17

2.3.4 Otomatik Kodlay1ict SInit AZL.....cccceiiiiiiiiiiiiiiciesee s 18

2.3.5 SINIT AGACIATT .. 19

2.4 KOleKtif OFIENME ......cvvviviviieciicieicsee et 21
2.4.1TOrDAIAMA ... 23

2.4.2 YUKSEITME ..o 25

243 Y1ZIMIAMA ..ot 26

2.4.4 OYIAMA ...c.viiiiiiiieeee bbb 27

2.5 Nesnelerin INterneti...........cccviviviiiveiieiiiicie et 28
2.6 AZ SalAITIArT.....coiiiiicee e 30
2.6.1 DDOS ... 33

2.6.2 Fiziksel Saldirtlar ... 36

2.6.3 KIMITK AVI coviiiiiiiiciie e 36



2.6.3 Saldir1 Tespit SIStEMICTT.....c.uveiviiiiiieiieie e 37

2.6.5 BOMNEL ... 38

2.7 ANOMAIT TESPILE ... 43

3. LITERATUR BILGILERI ....ovviiicieeeteseeeeeee s s s s s s s s 45
4, MATERYAL VE METOT ..ottt 56
AL VEN KUMESI .ttt bbbttt be e neas 56
4.2 ONEIIEN YONEIM.....ovveeeeeeieiee et tes ettt en et ss s seeaesans 57

5. BULGULAR ..ottt sttt sbe st ene it e 60
5.1 Performans MEetrTKIBI T .......ccviiieiieie e 60
5.2 Performans SONUGIATT........ccuiuiiiiiiiiiie it 60

6. TARTISMA VE SONUC .....ovoieieieeiseeeee e esees s s tes st enes s 65
T KAYNAKLAR Lottt sttt be bt seabesbe s enenneneas 68
(07461 20 @11, 1 15U 85



KISALTMALAR DiZiNi

Kisaltmalar

AUC Area Under the Curve (Egri Altindaki Alan)

ASR Automatic Speech Recognition (Otomatik Konusma Tanima)

C&C Command and Control (Komut ve Kontrol)

CNN Convolutional Neural Network (Evrisimli Sinir Ag1)

COVID-19 Coronavirus Disease (Koronaviriis Hastalig1)

DDoS Distributed Denial of Service (Dagitilmis Hizmet Reddi)

DNN Deep Neural Network (Derin Sinir Ag1)

DoS Denial of Service (Hizmet Reddi)

EA Evolutionary Algorithm (Evrimsel Algoritma)

ECASP Ensemble Classifier Algorithm with Stack Process (Yigin
Islemi ile Kolektif Smiflandirici Algoritmasi)

ELBAD Ensemble Learning Approach Based On Balanced Accuracy
And Diversity (Dengeli Dogruluk ve Cesitlilik Temelli
Kolektif Ogrenme Yaklasimi)

ELM Extreme Learning Machine (Asir1 Ogrenme Makinesi)

ENN Evolved Neural Network (Evrilen Sinir Ag1)

HTTP Hypertext Transfer Protocol (Hipermetin Transfer Protokoli)

HTTPS Hypertext Transfer Protocol Secure (Guvenli Hipermetin
Transfer Protokoli)

IDS Intrusion Detection System (Saldirt Tespit Sistemi)

IRC Internet Relay Chat (Internet Uzerinden Sohbet)

IP Internet Protocol (Internet Protokolii)

KNN K-Nearest Neighbors Algorithm (K-En Yakin Komsu
Algoritmast)

LSTM Long Short-Term Memory (Uzun Kisa Dénem Hafiza)

LOF Local Outlier Factor (Yerel Aykir1 Deger Faktorii)

MITM Man in the Middle (Ortadaki Adam)

N-BaloT Ag-based Internet of Things (Ag Tabanli Nesnelerin Interneti)

NDT Neural Decision Trees (Noral Karar Agaglari)

NIDS National Institute for Discovery Science (Ulusal Kesif
Bilimleri Enstitlsi)

NN Neural Network (Sinir Ag1)

P2P Peer to Peer (Esten Ese)

ROC Receiver Operating Characteristic (Alic1 Isletim Karakteristigi)

SaaS Software as a Service (Yazilim Hizmeti Olarak)

SSH Secure Shell Protocol (Guvenli Kabuk Protokolii)

SQL Structured Query Language (Yapilandirilmig Sorgu Dili)

SVM Support Vector Machine (Destek Vektor Makinesi)

TPR Total Physical Response (Toplam Fiziksel Tepki)

UCl Unique Client Identifier (Benzersiz Istemci Tanimlayic1)

UNIDS Unsupervised Network Intrusion Detection System
(Denetimsiz Ag Saldir1 Tespit Sistemi)

USB Universal Serial Bus (Evrensel Seri Veri Yolu)

Vi



CIZELGELER DIiZiNi

Sayfa
Cizelge 4.1 Biitiin Cihazlarin Trafik Dagilimi. .........cccoccviveiieieiieieese e 57
Cizelge 5.1.1 KariSIKITK MAtIiSi. ..uecveieerieiiesiresie e seesieseesiee e sae e eseesnae e snesnnesneeneens 60
Cizelge 5.1.2 Metriklerin FOrmUIEri. .........cccooveiiiii e 60
Cizelge 5.2 Performans MEetriKIEr. ..o 63

vii



RESIMLER DiZiNi

Sayfa
Resim 2.1 Dogal Dil Isleme Uygulamalart .............cocoevvveveveveveeessseeesesesssesenen, 05
Resim 2.2.1 Makine OZrenimi SUIECT.........ovvrvivevirieeieieeeesieeteesesse e sss s, 07
Resim 2.2.2 Endiistride Makine OFrenimi..........ccccevievevieerireeeiecesieeseseesessesesenn, 09
Resim 2.3.1 Yapay Zeka, Makine Ogrenimi ve Derin Ogrenme.............ccccoevverrvrevnnnene, 12
Resim 2.3.2 Derin Sinir Ag1 Katman GOSterimi..........ccccvverveiiieiieeriesieseesieseeseeseesnnenns 14
Resim 2.3.3 CNN Mimarisinin Nasil Tasarlanacagini Gosteren textCNN Modeli ....... 16
Resim 2.4.1 KoleKtif SIiflandiricn ........coiveriiieiieiecicseesece e 23
Resim 2.4.2 Bag@ing TEKNIZI .......ccouerveiiriiiiiiiiiieieiesee et 25
Resim 2.6.1 Siber Guvenlik TeNditleri ...........coocoviiiiiiiiiiiie 31
Resim 2.6.2 Baslica Siber Giivenlik Tehditleri...........cociiveiiiiieiieiiiieceee e 33
RESIM 2.6.3 DDOS SAIAITIST .eeuviivieiieii et ae et ee e sreeneeenee e 34
Resim 2.6.4 Botnet Nasil CalISIr.......couvieriierieiieiieie e sieesie e st sie e sieesie e ssee e snee e 40
Resim 4.2.1 Ornek DNN MIMAIIST ........o.vuriririrniiinieinineessese s ssseseessseens 58
ReSIM 4.2.2 ONEIIEN MOUEL ... 58
Resim 5.2.1 Dogruluk - Epoch Grafigi........ccccovviiiiiiiiiiiiii i 61
Resim 5.2.2 Test Seti Karigikltk MatriSi.........cccccoviveriiiienieenesie e 62
RESIM 5.2.3 ROC EGIISI....cviiiiiiiiiiiieieiie ettt 64

viii



1. GIRIS
1.1 Motivasyon

Nesnelerin Interneti (IoT), fiziksel cihazlarin ve nesnelerin ag yoluyla birbirine
baglanmasidir (Elkhodr vd. 2013). En 6nemli faydasi nesnelerin uzaktan algilanmasini
ve kontroliinii saglamasidir. Ayrica insan miidahalesini en aza indirerek ekonomi ve
verimlilik saglar. [oT, akilli ev aletleri, su sayaglari, giivenlik kameralar1 gibi internete
bagl cihazlardan olusmaktadir. Bu cihazlar, Linux cihazlar iizerinde ¢alisan islemci ve
IP adresli kiigiik bilgisayarlardir (Barrera vd. 2017). 2021 yilinda en az 10 milyar aktif
IoT cihazi bulunurken, 2030 yilinda bu sayinin 25,4 milyar1 agacagi tahmin edilmektedir
(Huyghue 2021). IoT cihazlari, operasyonlari sirasinda 6nemli miktarda veri tretir, isler
ve degistirir. IoT cihazlari, is kesintilerine, gizlilik ihlallerine ve hatta fiziksel
yaralanmalara yol agabilecek ¢esitli fiziksel, a§ ve uygulama katmani saldirilarina
egilimlidir. Bu nedenle, giivenlik gereksinimleri, {irlin yeniligi ile ayn1 dncelik diizeyine
gelir (Skorin-Kapov vd. 2016). Cagimizin en biiyiik sorunu olan ag giivenligi artik sadece
bilgisayarlar i¢in degil, internete bagli her cihaz i¢in biiyilik bir sorun haline geldi. Her
giin milyonlarca yeni cihaz internete baglaniyor. Ancak bu biiyiik gelisme biiytik riskleri
de beraberinde getiriyor. Her gecen giin siber suglar hizla yayilmakta ve siber suglular
cesitli saldirilar gergeklestirmektedir (Gantz ve David 2012). Bu nedenle saldir1 tespit
sistemlerinin performansmin arttirilmast bilgi teknolojilerinin en 6nemli hedefleri
arasindadir (Ahmetoglu ve Das 2019). Bot aglari, IoT giivenlik agiklarindan en ¢ok
yararlanabilen tehditlerden biridir (Bezerra vd. 2019). Botnet, internete bagh ve kotii
amagh yazilim bulasmis cihazlarin bir koleksiyonudur. Bu botlar, hizmet reddi ve cesitli
spam saldirilart i¢in kullanilabilir (Bertino ve Islam 2017). Ayrica, botlar yasa dist
kaynaklardan yanlis bilgi dagitmayi, kimlik, sifre ve finansal verileri ele ge¢irmeyi ve ek
ana bilgisayarlara erisim i¢in sifreyi kirmak {lizere verileri islemeyi amaglar. (Grizzard vd.
2007). Bu nedenle, botnet'lerin tespiti ve ortadan kaldirilmasit 6nemli siber giivenlik
sorunlaridir. Gilivenilir ve ucuz Botnet tespit modelleri, iletim verilerini bozmadan riskleri
tespit etmek ve uyarmak icin gereklidir (Algelal vd. 2020). Bot aglarinin tespiti, kot
amacl yazilim tespit sistemlerinden veya anormallik tespit sistemlerinden farklidir.
Ciinkii diger saldirilar bireysel bir modeli temsil ederken, botnet saldirilar1 biiyiik bir

saldir1 agmin pargasidir (Geer 2005). Yapay zeka ve makine dgrenimi algoritmalari,



veriler iizerinde insan goziiniin fark edemeyecegi karmagik kaliplart 6grenerek hizli,
dogru, insandan bagimsiz sonuglar saglar (El Naga ve Murphy 2015). Son yillarda
donanim ve islem kapasitesi teknolojisindeki gelismelerle birlikte makine 6grenmesi ve
yapay zeka algoritmalar1 ag glivenligi ¢calismalarini daha basarili kilmaktadir (Lu 2019).
Stevanovic ve Pedersen (2016), botnet tanimlama c¢alismalarinda yapay sinir aglar gibi
denetimli 6grenme yOntemlerini ve hiyerarsik kiimeleme gibi denetimsiz 6grenme
yontemlerini vurgulamistir (Stevanovic ve Pedersen 2016). Verma ve Ranga (2020),
kolektif yontemlerinin IoT aglarindaki Hizmet Reddi (DoS) saldirilarini tespit etmede
basarili oldugunu buldu (Verma ve Ranga 2020). Altunay ve Albayrak (2021), siber
saldirilar1 6nlemek i¢in Evrigimli Sinir Aglart (CNN) kullanarak 6zellik se¢imine dayali
bir saldir1 tespit uygulamasi gerceklestirmistir. Verileri tehdit olarak algilama basarisi
Brute Force icin %98,7, DoS icin %98,5, Botnet icin %98,9 ve SQL Injection icin %99,1
olmustur (Altunay ve Albayrak 2021).

Nesnelerin Interneti (IoT), fiziksel cihazlarin, araglarin ve nesnelerin internet {izerinden
baglant1 kurma ve veri aligverisi yapma bi¢iminde devrim yaratti. Verimlilik, tiretkenlik
ve rahatlik agisindan dikkate deger faydalar sunarken, loT cihazlarinin yaygin kullanimi
ayni zamanda onemli giivenlik sorunlar1 da dogurmaktadir. Kullanici verilerini korumak,
sistem biitlinliiglinl siirdiirmek ve potansiyel riskleri azaltmak i¢in bu endiselerin ele
alinmas1 son derece Onemlidir. Anomali tespiti, IoT cihazlar1 alaninda, giivenlik
ithlallerine isaret edebilecek anormal kaliplar1 veya davraniglar1 tanimlayabilen giiclii bir
giivenlik yaklasimi olarak ortaya cikiyor. Kuruluslar ve bireyler, anomali algilama
yontemlerini birlestirerek 10T cihazlarmin giivenligini giiclendirebilir ve gelisen siber
tehditler karsisinda verilerinin giivenligini ve gizliligini saglayabilir. Bu ¢alismada IoT
cihazlarma yonelik botnet saldirilarinin  tespiti  kolektif derin sinir agt ile
smiflandirilmistir. 2 botnet saldirisina ait 1 iyi huylu ve 9 zararli olmak iizere 10 farkli
IoT cihazinin ag trafikleri %99 dogrulukla siniflandirildi. Onerilen yéntem hizl, giivenli

ve yliksek dogrulukla otomatiktir.

1.2 Tezin Organizasyonu

Calismanin ikinci bolimda, literatirde yer alan akademik calismalarin kapsamli bir

incelemesini icermektedir. Materyal metot kisminda yapay zekd, makine 6grenmesi,



derin 6grenme gibi kavramlarin matematiksel alt yapilar1 verilmistir. Bu bdliimde ayrica
siber guvenlik ve botnet anlatilarak saldir tiirlerine kapsamli bir sekilde deginilmistir.
Dordiinci  boliim, oOnerdigimiz yaklasimin katmanlarimi, karmasikligini, hiper
parametrelerini ve modelin performansini degerlendirir. Son olarak tartisma ve sonug

kisminda Onerilerin Gizerinde yogunlasilmis ve bu sekilde tez ¢alismasi sonlandirilmistir.



2. KURAMSAL TEMELLER

2.1 Yapay Zeka

Yapay zeka (YZ), bilgisayarlarin ve diger makinelerin insan benzeri diisiinme, 6grenme
ve problem ¢ozme yeteneklerine sahip olmasini saglayan bilim ve teknoloji dalidir
(Chintawar vd. 2023). Yapay zeka, insanin dogal zekasindan ilham alan ve insan beyninin
karmasikligin1 ve ¢evikligini taklit etmeye ¢alisan teknoloji alanidir. Bu bilim dali, insan
gibi diistinen ve hareket eden makineler yaratmak icin algoritmalar ve matematiksel
modeller kullanarak makinelerin bilissel yeteneklerini gelistirmeyi amaglar. Insan
zekasinin benzersiz Ozelliklerini taklit etmeyi amacglayan bu alan, yazilim ve
algoritmalarin yardimiyla makinelerin karmasik gorevleri basarili bir sekilde yerine

getirmesini hedefler.

Yapay zeka caligmalari, bilgisayarlarin ve makinelerin ¢esitli yeteneklere sahip olmasini
saglar; 6rnegin, dildeki anlam ve baglami anlama, gorsel nesneleri tanima ve insanlara
yardimci olacak sekilde kararlar verme gibi. Bu amagla, yapay zeka teknolojisi, insan
zekasinin Ozelliklerini anlamak ve modellemek i¢in farkli disiplinlerden yararlanir,
ornegin; psikoloji, felsefe, dil bilimi ve ndrobilim. Dogal dil isleme, yapay zeka
teknolojisinin 6nemli bir bileseni olarak, makinelerin insan dilini anlamasin1 ve dogru bir
sekilde islemesini saglar (Young vd. 2018). Bu teknoloji, miisteri hizmetleri, otomatik
ceviri ve bilgi edinme gibi pek ¢ok alanda kullanilmaktadir. Yapay zeka uygulamalarinin
basarisi, biiylik 6lciide 6grenme yeteneklerine dayanir. Burada 6n plana ¢ikan unsurlar;
gozetimli 6grenme, gdzetimsiz dgrenme ve pekistirmeli 6grenme gibi farkli 6grenme
yontemleridir. Bu yontemler, makinelerin deneyimlerinden ve verilerden 6grenerek,
belirli gorevlerde daha basarili ve etkili hale gelmesini saglar. Resim 2.1 de birgok alanda

bulunan dogal dil islemenin uygulama alanlar1 goriilmektedir
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Resim 2.1 Dogal Dil Isleme Uygulamalari.

Dogal dil isleme uygulama alanlarinin artmasi ile giiniimiizde yapay zeka teknolojisi hizla
gelisiyor ve giinlilk hayatimizda giderek daha fazla yer kapliyor. Kisisel asistanlardan
akilli ev sistemlerine, tibbi teshisten mali analizlere kadar yapay zeka uygulamalari insan
hayatin1 kolaylastirmak ve verimliligi artirmak i¢in kullaniliyor. Yapay zeka, tibbi
goriintiileme ve teshis siireclerinde 6nemli gelismelere yol acarak, hastalarin daha dogru
ve hizli tedavi almasina imkan tanimaktadir. Bu ¢alismalar sayesinde, teshis siireclerinin
maliyet ve zaman ag¢isindan verimliligi artmaktadir. Yapay zeka, saglik sektoriinde tibbi
teshis ve tedavi siireclerini iyilestirmekte Onemli bir rol oynamaktadir. Gelismis
algoritmalar ve biiyiik veri analizi sayesinde, hastaliklarin erken teshisi ve uygun tedavi
yontemlerinin belirlenmesi daha hizli ve dogru bir sekilde gergeklestirilmektedir. Derin
ogrenme, biiyiik veri kiimelerinden 6zellik ¢ikarimi yaparak, goriintii ve ses isleme gibi
alanlarda 6nemli basarilar elde etmistir (LeCun vd. 2015). Bu sayede, makineler insanlar
gibi algilayarak ve 6grenerek karmagik problemleri ¢6zme becerisi kazanmaktadir. Yapay
zekd ve makine Ogrenimi yontemleri, finans ve yatirim sektoriinde risk analizi ve
tahminlerde bulunma konusunda 6nemli gelismelere yol agmaktadir. Finans sektoriinde
yapay zeka, algoritmik ticaret ve risk analizi gibi alanlarda blyik veriyi analiz ederek,
yatirnmcilara daha iyi kararlar alabilecekleri bilgiler saglamaktadir (Dhar 2016). Bu
durum, finansal piyasalarin daha etkin ve verimli ¢alismasina katkida bulunmaktadir.
Otomotiv sektoriinde, yapay zeka ve otonom siirlis teknolojileri, siirlis deneyimini daha

giivenli ve konforlu hale getirme potansiyeline sahiptir. Otonom siiriis teknolojilerinde



yapay zeka, giivenli ve etkili bir siiriis deneyimi sunarak, ulasim sektoriiniin gelecegini
sekillendirmektedir (Milanes vd. 2014). Bu teknoloji sayesinde, trafik kazalarinin
azaltilmas1 ve enerji tiiketiminin optimize edilmesi hedeflenmektedir. Yapay zeka
destekli enerji yonetimi sistemleri, enerji tiiketiminin optimize edilmesi ve kaynaklarin
daha verimli kullanilmasi igin enerji sektdriinde 6nemli bir rol oynamaktadir (Zheng vd.
2018). Bu sistemler, enerji verimliligini artirarak siirdiiriilebilir enerji hedeflerine
ulasmay1 kolaylastirmaktadir. Akilli sebekeler ve enerji yonetimi sistemleri ile enerji
tikketiminin optimize edilmesi ve kaynaklarin daha verimli kullanilmasi, stirdiiriilebilir
bir enerji gelecegi icin dnemli adimlar olarak goriilmektedir. Otomotiv sektoriinden tibba,
egitimden finansa kadar pek ¢ok sektorde, yapay zeka uygulamalari sayesinde onemli

basarilar elde edilmistir.

Yapay zeka uygulamalari, farkli 6grenme yontemleri ve disiplinlerle desteklenerek,
giinlik yasamimiza ve is diinyasina entegre olmaktadir. Bu sayede, yasam kalitemizi
arttirmak ve gelecegin sekillenmesinde 6nemli roller iistlenmektedir. Sehir planlamasi ve
yonetiminde sehirlerin daha yasanabilir ve siirdiiriilebilir hale gelmesine katki
saglamaktadir (Batty vd. 2012). Ulasim, enerji, su ve atik yonetimi gibi alanlarda yapilan
analizlerle, sehirlerin altyapisinin iyilestirilmesi ve dogal kaynaklarin daha etkin
kullanilmasi hedeflenmektedir. Ozellikle makine 6grenimi ve derin grenme yontemleri
sayesinde, makinelerin biiyiikk veri kiimelerinden 6grenmesi ve bu bilgileri yeni
durumlara uygulamasi miimkiin hale gelmistir. Yapay zeké algoritmalari, 6zellikle derin
ogrenme, bilgisayarlarin agik¢a programlanmadan 6grenmelerini saglayarak goriintii
tanima gorevlerinde kayda deger bir ilerleme kaydetmistir (Chintawar vd. 2023, Surden
2019). Gelisen yapay zeka, derin 6grenme ve sinir aglar kullanarak, goriintii igleme ve
dogal dil isleme gibi alanlarda 6nemli basarilar elde etmeye devam etmektedir. Bu
basarilar, yapay zekanin giinliilk yasamimizda daha fazla yer almasina ve farkli
sektorlerde etkin ¢oziimler sunmasina olanak saglamaktadir. Giliniimiizde yapay zeka,
siirekli gelisen bir alan olarak karsimiza ¢cikmaktadir. Ozellikle biiyiik teknoloji sirketleri,
yapay zeka lizerine yaptiklar1 yatirnmlar ve arastirmalarla bu alanda onemli adimlar
atmaktadir. Bu kapsamda, dil anlama, goriintii tanima ve dogal dil isleme gibi alanlarda
yapilan calismalar, yapay zekanin giinlik hayatimizda daha fazla yer almasi

saglamaktadir.



2.2 Makine Ogrenmesi

Makine Ogrenimi, bilgisayarlarin insan miidahalesi olmaksizin tecriibe ve veriyle
O0grenme yetenegi gelistiren bir yapay zeka dalidir. Temel amaci, algoritmalarin ve
modellerin veri lizerinde egitilerek daha 6nce karsilagsmadiklart durumlar i¢in tahminlerde
bulunmalarini saglamaktir. Makine 6grenimi, ge¢mis verilerden 6grenebilen, kaliplari
tantyabilen ve bu verilere dayali olarak mantiksal kararlar verebilen sistemler
olusturmaya odaklanan yapay zekanin bir alt kiimesidir. Basit bir ifadeyle, makine
Ogrenimi, bilgisayarlara agik¢a programlanmadan verilerden Ogrenmeyi Ogretme
yontemidir. Verilerdeki kaliplar1 otomatik olarak taniyabilen ve daha sonra bu kaliplar
tahminler veya kararlar vermek i¢in kullanan algoritmalar gelistirmeyi igerir. Makine
Ogrenimi, verileri analiz ederek 6grenen ve bu O6grenmeyi, gelecekteki kararlar ve
tahminler i¢in kullanabilen algoritmalarin gelistirilmesine odaklanan bir yapay zeka
alanidir (Goodfellow vd. 2016). Bu alanda calisan arastirmacilar, siirekli gelisen veri
kiimeleri ve teknolojiler ile basarilarina devam etmektedirler. Makine 6grenimi, 6zellikle
biiylik verilerin patlamasiyla giiniimiiz diinyasinda giderek daha 6nemli hale gelmektedir.
Her giin ¢ok biiyiik miktarda veri iiretilirken, bu verileri analiz etmek ve anlamlandirmak
icin makine 6grenimi algoritmalart 6nem arz etmektedir. Makine 6greniminin saglik,

finans, pazarlama vb. gibi ¢esitli alanlarda ¢ok sayida uygulamasi bulunmaktadir.

Makine Ogrenimi Sureci

EGITIM VERILERI OGRENME SONUGLAR

ALGORITMA EGITIMLI MODEL

Resim 2.2.1 Makine Ogrenimi Siireci.



Makine 6greniminin baslica ii¢ yontemi vardir: gézetimli 6grenme, gozetimsiz 6grenme
ve takviyeli 6grenme (Sutton vd. 2018). Resim 2.2.1 de bulunan siiregler ele alindiginda
bu yontemler, farkli tiirde veri ve 6grenme gorevleri i¢in uygulanarak, algoritmalarin
basarilarin1 artirmaya yonelik c¢alismalarin  temelini olusturmaktadir. Denetimli
o0grenmede bir algoritma, girdileri ve ¢iktilar1 ile birlikte kendisine saglanan egitim
verilerinden 6grenir. Bu veriler, gelecekteki algoritmik tahminler igin bir kilavuz olarak
kullanilir. Bu tiir makine Ogrenimi, gorlintii tanima veya spam filtreleme gibi
siniflandirma gorevleri i¢in kullanilir (Bhowmick ve Hazarika 2016). Denetimsiz
ogrenmede, yapisal ozellikleri ve girdi verileriyle iligkileri kesfetmek i¢in bir algoritma
egitilir. Denetimsiz O0grenme algoritmalari, siniflandirma ve kiimeleme gibi veri
madenciligi uygulamalarinda yaygin olarak kullanilmaktadir. Takviyeli 6grenme, cevre
ile etkilesime girerek ve geri bildirim alarak 6grenen algoritmalara dayanir. Bu geri

bildirim genellikle ddiiller ve cezalar seklinde gelir.

Son yillarda, derin 6grenme olarak adlandirilan makine dgreniminin bir alt dal biiyiik ilgi
gérmiistiir. Derin 6grenme, sinir aglarinin karmasik yapilarindan yararlanarak, veriden
ozellik cikarimi ve dgrenme siireclerini daha etkin hale getirmeyi amaglar. Ozellikle
biiylik veri kiimelerinde ve gorsel ve isitsel veri analizinde derin 6grenme yontemleri
onemli basarilar elde etmistir. Derin 6grenme, makine 6grenimi alaninin 6nemli bir alt
dalidir ve biiyiik veri kiimelerinde, gorsel ve isitsel veri analizinde 6nemli basarilar elde
etmektedir (LeCun vd. 2015). Bu yontem, karmasik sinir aglar1 kullanarak, o6zellik

cikarimi ve 6grenme slireglerini daha etkin hale getirmeyi amaglar.



Makine Ogrenimi )
Yapay Zeka Derin Ogrenme

Resim 2.2.2 Endustride Makine Ogrenimi.

Makine 6grenimi, teknolojinin hizla gelistigi glinlimiiz diinyasinda, pek ¢ok endiistride
ve sektorde verimlilik ve dogrulugun artirilmasi i¢in kullanilmaktadir. Finans alaninda,
makine 6grenimi algoritmalari, yatirim kararlarina yardimci olmak i¢in piyasa verilerini
analiz eder ve potansiyel riskleri belirlemeye ¢alisir. Bu sayede, yatirimcilar daha bilingli

ve dogru kararlar alabilirler.

2.2.1 Denetimli Ogrenme

Denetimli 6grenme, etiketli giris ve ¢ikis verileri kullanilarak bir algoritmanin egitildigi
bir makine 6grenimi tilirlidiir. Denetimli 6grenme, etiketli veri kiimeleri iizerinde
calisarak, Oriintlileri ve iliskileri kesfeden algoritmalarin gelistirildigi bir makine
ogrenimi yontemidir (Kotsiantis vd. 2007). Bu yontem, gesitli uygulamalar i¢in dogru
tahminler yapabilen modellerin olusturulmasina olanak tanir. Bagka bir deyisle,
algoritmaya bilinen sonuglar1 olan bir dizi veri verilir ve etiketli egitim verilerine dayali
olarak yeni veriler iizerinde tahminler yapmay1 6grenir. Bu tiir bir 6grenme, istenen ¢ikti
bilindiginde ve algoritma, girdi verilerine dayali olarak dogru tahminler yapmak iizere
egitilebildiginde kullanighdir. Denetimli 6grenme genellikle, amacin bir girdi verilen bir
siif etiketini tahmin etmek oldugu siiflandirma problemlerinde kullanilir (Jadhav ve
Channe 2016). Destek vektor makineleri (SVM), lojistik regresyon, Naive Bayes ve sinir

aglar1 dahil olmak tlizere denetimli 6grenmede cesitli algoritmalar kullanilir. Destek



vektor makineleri (SVM), denetimli 6grenme algoritmalari arasinda popiiler ve basarili
bir yontemdir ve siniflandirma ve regresyon problemlerinde kullanilabilir (Cortes ve
Vapnik 1995). SVM, genellikle yiiksek dogruluk oranlar1 ve diisiik hata paylan ile
sonuglar tiretir. Bu algoritmalar, ger¢ek diinya senaryolarinda dogru tahminler yapabilen
modelleri egitmek i¢in kullanilir. Ornegin, denetimli grenme, konusma tanima, goriintii
tanima ve Oneri sistemleri gibi uygulamalarda kullanilabilir. Denetimli 6grenmeye baska
bir ornek, amacin bir metin verilen bir sinif etiketini tahmin etmek oldugu metin
siniflandirmasidir (Muhammad ve Yan 2015). Denetimli 6grenme, dolandiricilik tespiti,
kotii amacl yazilim tespiti ve veri girisi sirasinda insan hatalarini belirleme dahil ancak

bunlarla sinirli olmamak tizere birgok pratik uygulamaya sahiptir (Dua ve Bais 2014).

2.2.2 Denetimsiz Ogrenme

Denetimli 6grenme, etiketli giris ve ¢ikis verileri kullanilarak bir algoritmanin egitildigi
bir makine 6grenimi tiiriidiir. Baska bir deyisle, algoritmaya bilinen sonuglart olan bir
dizi veri verilir ve etiketli egitim verilerine dayali olarak yeni veriler iizerinde tahminler
yapmay1 Ogrenir. Bu tiir bir 6grenme, istenen ¢ikti bilindiginde ve algoritma, girdi
verilerine dayali olarak dogru tahminler yapmak tizere egitilebildiginde kullanishidir.
Denetimli 6grenme ile karsilastirildiginda, denetimsiz 6§renme, veriye 6nceden atanmis
etiketler veya kategoriler olmaksizin c¢alisir. Bu nedenle, denetimsiz 6grenme
algoritmalarinin amaci, verinin dogal gruplamalarini ve iligkilerini 6grenerek, verinin
icindeki Ozelliklerini ortaya c¢ikarmaktir. Denetimsiz 6grenme yontemlerinin temel
ozellikleri arasinda, veri kiimesindeki benzerlikler1 ve farkliliklari belirleyerek veriyi
analiz etme ve verinin karmagikligini azaltarak daha anlasilir hale getirme yer alir.
Kiimeleme ve boyut indirgeme, denetimsiz Ogrenme algoritmalarmin iki temel
kategorisidir. Kiimeleme, veriyi benzer 6zelliklere gére gruplara ayirmayi amaclarken,
boyut indirgeme, verinin temel 6zelliklerini koruyarak daha diisiikk boyutlu bir temsile
sikigtirir. Kiimeleme, denetimsiz 6grenme algoritmalari arasinda yaygin olarak kullanilan
bir yontemdir ve veriyi benzer 6zelliklere gore gruplara ayirmay1 amaglar (Jain 2010). Bu
yontem, veri madenciligi ve analizi gibi alanlarda Onemli bir rol oynamaktadir.
Denetimsiz &grenme, makine 6greniminin &nemli ve kullamisli bir ydntemidir. Oz

o0grenme (autoencoder) algoritmalari, denetimsiz 6grenme algoritmalarinin basarili bir
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ornegidir ve veriyi daha diisiik boyutlu bir temsile sikistirarak, daha sonra bu temsili
kullanarak orijinal veriyi yeniden olusturmay1 amaglar (Bengio vd. 2013). Bu teknik, veri
sikistirma ve giirliltii azaltma gibi uygulamalarda kullanilabilir. Etiketlenmemis veri
kiimeleri Uzerinde ¢alisarak, veri i¢indeki yapilar1 ve oriintiileri kesfeder ve bu sayede
veriyi daha anlasilir ve iglenebilir hale getirir. Glinlimiizde, denetimsiz 6grenme
algoritmalari, cesitli uygulama alanlarinda basar1 saglamakta ve verinin dogal

Ozelliklerini ve gruplamalarini ortaya ¢ikarmaya yardimei olmaktadir.

2.2.3 Takviyeli Ogrenme

Takviyeli 6grenme, ajanlar adi1 verilen yapay zeka unsurlarinin etkilesimli ortamlarda
optimal kararlar vererek performanslarini en iist diizeye ¢ikarmayi hedefleyen bir
o0grenme yaklasimidir. Cesitli alanlarda popilerlik kazanan giliglii bir 6grenme
cercevesidir. Bir aracinin bir ortamda nasil karar verecegini deneme yanilma yoluyla
ogrendigi Markov karar siireclerine dayali makine Ogreniminin bir alt alanidir. Bu
slirecte, ajanlar deneyimlerinden ve alinan geri bildirimlerden yararlanarak, zaman iginde
odul sinyallerini maksimize eden eylemleri belirlerler (Zhou vd. 2017). Takviyeli
o0grenme, belirli bir eylem i¢in beklenen uzun vadeli 6diilii tahmin etmek i¢in bir deger
fonksiyonu kullanmay1 igermesinin yani sira (Zhou vd. 2017) yiiksek boyutlu sistemlere
uygulanabilen politika gradyan yontemlerinin kayda deger istisnasit disinda, model
tabanli veya modelsiz 6grenme olarak siniflandirildigr bilinmektedir (Zhou vd. 2017,
Peters ve Schaal 2008). Bu, siirekli kesif ve deneme-yanilma yoluyla gergeklestirilir.
Takviyeli 6§renme, basit kontrol gérevlerinden motor beceriler ve hareketler gibi bir¢cok
serbestlik derecesine sahip karmasik 6grenme gorevlerine kadar cesitli alanlarda da

uygulanabilir (Peters ve Schaal 2008).

Takviyeli 6grenme toplulugu tarafindan 6nerilen yontemlerin cogu insansi robotlar gibi
yuksek boyutlu sistemler icin uygun olmasa da takviyeli O0grenme alan1 hizla
genislemekte ve gesitli alanlarda kullanilmaktadir (Kiran vd. 2021, Peters ve Schaal
2008). Takviyeli 6grenme, Ozellikle dinamik ve karmagsik problemlerin ¢dziimiinde,
O0grenen sistemlerin uyum saglama ve stratejilerini gelistirme yetenegi agisindan biiyiik

bir avantaj sunar.
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2.3 Derin Ogrenme

Derin 6grenme, temsili 6grenme ile yapay sinir aglarini kullanan bir tiir makine 6grenimi
ve yapay zekadir. Bu sinir aglari, kaliplari tanimak ve insanlara benzer sonuglar ¢ikarmak
igin tasarlanmis algoritma katmanlaridir. Karmasik sorunlart modellemek ve ¢6zmek igin

yapay sinir aglarin1 kullanan, hizla biiyliyen bir makine 6grenimi alanidir.

Yapay Zeka, Makine Ogrenimi ve Derin Ogrenme ' '

Yapay Zeka

apay zeka, insan dugunce sureglerinin
makineler tarafindan programlanmig
simuUlasyonudur.

Makine &grenimi

Makine ©grenimi, insan égrenimini
taklit etmek igin veri ve algoritmalari
kullanir ve toplanan iggdruler Gzerine

inga ederek dagrulugunu gelistirir.

Derin Ogrenme, yapay
sinir aglari temelli bir
makine égrenimi
taradar.

Resim 2.3.1 Yapay Zeka, Makine Ogrenimi ve Derin Ogrenme.

Derin 6grenme tigten fazla katman igerir (giris, ¢ikis ve gizli katmanlar) ve ndron sayisina
bagli bir dogrulukla rastgele bir islevi yaklasik olarak tahmin edebilir (Nakaura vd. 2020).
Bu, daha dogru tahminler ve kararlar verebilen daha karmasik modellerin gelistirilmesine
olanak tanir. Derin 6grenme, geleneksel makine 6grenimi algoritmalarina kiyasla biyiik
Olcekli, giirtiltiilii ve yapilandirilmamais verilerle basa ¢ikmada daha 1yidir (Janiesch vd.
2021). Algoritma verilerini tarayabilir ve manuel 6zellik gelistirmeye gerek kalmadan
ilgili  ozellikleri kendi basina belirleyebilir. Derin  0grenme algoritmalari,
otomatiklestirilmis 06zellik Ogrenmeyi kullanarak el isi Ozellik miihendisliginin
siirlamalarinin iistesinden gelerek, verileri artan soyutlamanin birden ¢ok katmaninda
temsil etmeyi otomatik olarak 6grenebilir (Janiesch vd. 2021, Bini 2018). Derin 6grenme,
uyarlanabilir test, goriintii siniflandirma, dogal dil isleme, nesne algilama ve daha fazlasi

i¢in i, bilim ve devlet alanlarinda yaygin olarak kullanilmaktadir (Dargan vd. 2020).
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Derin 6grenmenin en dnemli 6zelliklerinden biri resim, metin ve miizik gibi ¢ok karmasik
verileri igsleme yetenegidir (Nakaura vd. 2020). Bununla birlikte, derin 68renme
algoritmalari, geleneksel makine 6grenimi algoritmalarina kiyasla daha karmasiktir ve
daha fazla veri ve hesaplama giicii gerektirir (Janiesch vd. 2021). Ozetle, derin 6grenme,
verilerin hiyerarsik temsillerini 6grenmek i¢in cok katmanli sinir aglarini egitmeyi iceren
bir makine 6grenimi alt kiimesidir ve ¢ok karmasik verileri isleme yetenegi ve derin
katmanlar1 kullanma becerisi agisindan geleneksel makine 6grenimi algoritmalarindan
farklidir. Derin 6grenme algoritmalarinin ¢ok yonliiliigii, onlart ¢ok ¢esitli uygulamalar
icin uygun hale getirir ve biliylik miktarda veriden 6grenme yetenekleri, onlar1 6zellikle
veri agisindan zengin alanlarda kullanigh kilar (Butt vd. 2020). Derin 6grenme, en iyi
ozellikleri otomatik olarak &grenen ve temsil eden giiglii bir yaklasimdir. Onceki
katmandan gelen girdi verilerini isleyen yapay noron katmanlarindan olusan derin sinir
aglar1 aracihigryla gergeklestirilir. Ilk katmanlar, girdi verilerinin basit bir sekilde
islenmesini gergeklestirirken, {ist katmanlar karmagik 6zellik 6grenmeyi gerceklestirir
(Sharma vd. 2021). Derin modeller, biiyiik 6lglide asir1 parametrelenmistir (Belkin vd.
2018), bu da onlarin daha biiyiik verileri ve karmasiklig1 ele almalarin1 saglar. Derin
ogrenmedeki temel zorluk, modellerin egitim verilerine tam olarak uyma egiliminde
oldugu ve test verilerinde zayif genelleme performansina yol agan bir fenomen olan asir1
uyumdur (Belkin vd. 2018). Bununla birlikte, fazla uydurmaya ragmen, derin modeller
test verilerinde iyi performans gosterir. Genelleme, optimizasyon sirecinden ziyade
cekirdek fonksiyonunun Ozelliklerine baghdir (Belkin vd. 2018). Otomatik 6zellik
O0grenme siireci, derin 6grenmeyi saglam kilar ve evrisimli sinir aglari, tekrarlayan aglar,
cekismeli aglar ve otomatik kodlayicilar gibi ¢esitli derin sinir aglar tiirleri ile
genellestirilmis bir yaklagimdir (Ghosh vd. 2019). Derin 6grenme, 6nemli bir etkiye sahip
oldugu goriintii boliimleme alan1 da dahil olmak {izere gelecekte dikkate deger sonuglar
iiretebilecek ¢esitli uygulamalara sahiptir. Bununla birlikte, arastirma siirekli bir siirectir

ve gelecekte yeni mimariler gelisebilir (Sharma vd. 2021).
Derin 6grenme, bilgisayarla gérme, dogal dil isleme ve konusma tanima gibi birgok

alanda giderek daha popiler bir teknik haline geldi. Bilgisayar goriisiinde derin

o0grenmenin dikkate deger bir uygulamasi, son yillarda aragtirmalarin ana odak noktasi
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haline gelen tibbi goriintiilemedir (Esteva vd. 2019). Dogal dil islemede, duygu analizi,
dil gevirisi ve chatbot gelistirme gibi gorevler i¢in derin 6grenme kullanilir (Deng ve Liu
2018). Kelime gomme ve tekrarlayan sinir aglari, dogal dil islemede kullanilan iki giiclii
o6grenme modelidir (Yang vd. 2019). Derin 6grenmenin kullanimi, biiyiik verinin
ozelliklerini otomatik ve verimli bir sekilde yakalayarak, dogal dil islemede ¢ok basarili
olmustur (Chai vd. 2021). Derin 6grenmenin kullanimi1 bu alanlarda devrim yaratmis ve

yapay zeka ve bilgisayar bilimlerinde 6nemli bir arastirma alan1 haline gelmistir (Yang
vd. 2019).

2.3.1 Derin Sinir Aglar

Bir sinir ag1, insan beynine benzer hiyerarsik bir yapida birbirine bagh diigiimleri veya
noronlar1 kullanan bir makine 6grenme siirecidir. Bu siirece derin 6grenme denir ve
karmagik matematiksel modelleri kullanarak verileri karmasik sekillerde isleyebilir
(Hoyal Cuthill vd. 2019). Girdi ve ¢iktidan olusan ikiden fazla katmana sahip bir sinir
ag1, derin 6grenme algoritmasi olarak kabul edilebilir. En basit haliyle, bir sinir aginin
yalnizca iki katmani vardir; bir giris katmani ve bir ¢ikis katmani. Bununla birlikte, derin
sinir aglari, daha yaygin olan tek gizli katmanli sinir aglarindan farklidir ¢iinki

derinlikleri, daha karmasik verileri islemelerine izin verir (Peng vd. 2021).

Cikti Katmani

Giris Katmani

Gizli Katman 1 Gizli Katman 2

Resim 2.3.2 Derin Sinir Ag1 Katman Gosterimi.

Sinir aglariin gelisimi, derin 6grenmenin gelisiminde 6nemli bir itici faktor olmustur.
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(Schmidhuber 2015). O zamandan beri, evrisimli sinir aglar1 (CNN'ler) ve derin inang
aglart (DBN'ler) dahil olmak iizere sinir ag1 mimarilerinde bir¢ok ilerleme kaydedildi.
Evrimsel sinir ag1 (ENN), evrimsel algoritmanin (EA) uyarlanabilir mekanizmasini sinir
ag1 yapisiyla birlestiren uyarlanabilir bir yontemdir (Ma ve Xie 2022, Miikkulainen vd.
2019). Bu ilerlemeler, derin sinir aglarin1 her zamankinden daha gii¢lii ve genel hale
getiriyor. Derin bir sinir aginin mimarisi genellikle, agdan gegerken verileri isleyen ve
dontistiiren birbirine bagli ¢ok sayida diigliim veya néron katmanindan olusurlar. Derin
O0grenmenin altinda yatan mimari olarak yapay sinir aglarinin kullanilmasi, algoritmanin
birgok varyantinin gelistirilmesine yol a¢gmistir. Derin sinir aglarinin mimarisini ve
bilesenlerini anlamak, etkili makine 6grenimi modellerini tasarlamak ve uygulamak i¢in
cok 6nemlidir. Derin sinir aglarinin en 6nemli uygulamalarindan biri gériintii ve konugsma
tanimadir. Evrisimli sinir aglar1 (CNN'ler) gibi derin 6grenme mimarileri, otomatik
konusma tanima (ASR) gerceklestirmek i¢in kullanilmistir. CNN'ler ayrica giiriiltii
smiflandirma gorevleri i¢in de kullanilmistir ve derin 6grenme modelleri igin ses
verilerini isleyebilirler. Ayrica, bilgisayarlarin goriintiilerdeki oriintiileri tanimasina ve
buna gore siniflandirmasina izin veren, goriintii tanima gdrevleri icin derin sinir aglar
kullanilmistir (Alam vd. 2020). Derin sinir aglarinin goriintiileri ve konugmay1 dogru bir
sekilde tanima ve siiflandirma yetenegi, tip, giivenlik ve eglence gibi alanlarda simdiden

bliyiik ilerlemelere yol agmustir.

2.3.2 Evrisimli Sinir Aglar

Evrisimli sinir aglar1 (CNN'ler), oncelikle gorsel gortintiileri analiz etmek i¢in kullanilan
makine 6grenimi ve yapay sinir aglarmin bir alt kiimesidir. Ozellikle goriintii tanima ve
siniflandirma gibi gorsel veri isleme problemlerine uygulanmak {izere tasarlanmig derin
o0grenme modelleridir. Derin 6grenmede CNN, gorsel goriintiileri analiz etmek i¢in en
yaygin olarak kullanilan bir yapay sinir aglart sinifidir (Sharma vd. 2018). Bir CNN, bir
girdi gOriintiisiinii alan, gorlintliniin farkli yonlerine evrisim adi verilen bir siireg
aracilifiyla anlam atayan ve goriintiideki belirli nesneleri veya ozellikleri tanimak ve
siniflandirmak i¢in egitilmis bir derin 68renme algoritmasidir (saturncloud.io 2023).
CNN'ler, yerel oOzelliklerin korunmasina ve Ogrenilmesine odaklanarak, verilerin

hiyerarsik yapilarin1 yakalamada etkili bir yaklagim sunarlar. Evrisimli katmanlar, girdi
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verileri lizerinde filtreler uygulayarak 6zellik haritalar1 olusturur ve bu sayede ag, temel
Ozelliklerden karmagik oOzelliklere dogru O6grenir. CNN'ler, evrisimli katmanlar,
havuzlama katmanlar1 ve tamamen bagli katmanlar gibi ¢oklu yap1 bloklarini kullanarak
geri yayllim yoluyla 6zelliklerin uzamsal hiyerarsisini otomatik ve uyarlanabilir bir
sekilde Ogrenmeyi amacglar (Yamashita vd. 2018). CNN mimarisi ve katmanlari,
CNN'lerin temel yapi taslaridir. Derin 6grenme CNN {i¢ katmandan olusur: evrisim
katmani, havuzlama katmani ve tamamen bagli katman (techtarget.com 2023). Evrisimli
bir katman, 6zellikleri ayiklamak ve bir 6zellik haritasi olusturmak igin bir girdi
goriintiisline bir dizi filtre uygular. Havuzlama katmanlari, evrisimli sinir aglarinin bagka
bir 6nemli bilesenidir. Havuzlama katmanlari, &zellik haritalarinin  boyutsalligini
azaltarak CNN'leri hesaplama agisindan daha verimli hale getirir. Boylece, agin daha
once goriilmemis verilere uygulanabilirligi saglanir. Tamamen baglantili katmanlar,
evrisimli ve havuzlama katmanlarimin ¢iktisini alir ve goriintiileri  simiflandirir
(upgrad.com 2023, Neshatpour vd. 2019). Bu katmanlar, girdi boyutunu ve
hesaplamalarin karmasikligini azaltarak ag1 daha verimli kilar ve modelin genellestirme
yetenegini artirir. Etkin siireklilik oranlari, Evrisimli Sinir Aglar1 (CNN) i¢in 0grenme
siirecini optimize ederek, gorintii siniflandirma performansinda Snemli bir artis

saglamaktadir (Y1lmaz ve Demir 2022).

.
Uygulama Duygu Analizi (tek metin) [ Dogal Dil Cikarimi (metin giftleri) [
Subword

On Egitim word2vec Glove embedding BERT T

Resim 2.3.3 CNN Mimarisinin Nasil Tasarlanacagini Gosteren textCNN Modeli.

CNN'lerin goriintli ve video tanimada ¢esitli uygulamalar1 vardir. Yiiz tanima, nesne
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tanima ve tanima, konusma tanimada kullanilirlar (techtarget.com 2023). Son yillarda
CNN, c¢esitli bilgisayarla gérme gorevlerine hakim oldu ve tim diinyadaki
arastirmacilarin ilgisini ¢ekti (Yamashita vd. 2018). Ozetle, CNN'ler gliclii bir makine
O0grenimi aracidir ve gesitli gorilintii ve video tanima gorevlerinde ¢ok etkili olduklari
kanitlanmistir. Gorilintii ve video analitigi, tibbi goriintiileme ve otonom araglar gibi
cesitli alanlarda basarili uygulamalara sahiptir ve gelecekte de bu tiir problemlerin

¢6zlmuinde énemli bir rol oynamaya devam edecektir.

2.3.3 Yinelemeli Aglar

Yinelemeli bir ag, bir¢ok girdi verisi yinelemesinden 6grenmek icin tasarlanmig bir tiir
sinir agidir. Verileri tek bir geciste isleyen geleneksel ileri beslemeli sinir aglarinin
aksine, yinelemeli aglar, verileri her biri bir 6ncekinin sonuglarina dayanan bir dizi
yinelemede islemektedir. Bu, yinelemeli aglarin verilerdeki daha karmagik kaliplar1 ve
iligkileri 6grenmesine izin vererek, onlar1 6zellikle dogal dil isleme ve konusma tanima
gibi gorevler icin kullanigh hale getirir (Neshatpour vd. 2019). Yinelemeli aglar, diger
sinir aglar tiirlerinden farkli benzersiz bir mimariye sahiptir. Genellikle, her biri girdi
verilerini farkli bir sekilde isleyen birden ¢ok katmandan olusurlar. Her katmanin ¢iktis1
daha sonra bir sonraki iterasyon i¢in girdi olarak aga geri beslenir. Bu siireg, ag istenilen

dogruluk diizeyine ulasana veya bir durma kriteri saglanana kadar devam eder
(Neshatpour vd. 2018).

Yinelemeli bir agdaki katmanlar, uygulamaya bagli olarak evrisimli, tekrarlayan ve ters
evrigimli katmanlar icerebilir (Neshatpour vd. 2019). Yinelemeli aglar, dogal dil isleme
ve konusma tanimada yaygin olarak kullanilmaktadir. Ornegin, metin verilerini analiz
etmek ve simiflandirmak, konusma kaliplarini tanimak ve konusulan dili tanimak icin
kullanilabilirler (Liu vd. 2020). Ayrica, metni bir dilden digerine ¢evirmek i¢in kullanilan
makine cevirisi sistemlerinin dogrulugunu artirmak i¢in yinelemeli aglar kullanilmistir
(Kiranyaz vd. 2021). Genel olarak yinelemeli aglar, karmasik verileri islemek i¢in giiclii

araclardir ve makine 6grenimi ve yapay zeka alaninda 6nemli bir arastirma alanidir.
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2.3.4 Otomatik Kodlayici Sinir Ag1

Otomatik kodlayict sinir aglari, son yillarda veri yapilarim1 kesfetme ve sikistirici
temsillerini gelistirme yetenekleri nedeniyle popiilerlik kazanan bir yapay sinir agi
tirtidiir (jeremyjordan.me 2023). Bir otomatik kodlayici, tipik olarak boyut azaltma, veri
sikistirma ve 6zellik ¢ikarma i¢in girdi verilerini kodlamay1 ve kodunu ¢ézmeyi 6grenen
denetimsiz bir 6grenme algoritmasidir (Wang vd. 2020). Girdisini diisiik boyutlu bir
temsile sikistirarak ve ardindan orijinal boyutlarina geri dondiirerek Yyeniden
yapilandirmay1 6grenen bir sinir agidir (simplilearn.com 2023). Basit bir ifadeyle, bir
otomatik kodlayici sinir agi, girdi verilerini daha verimli bir sekilde temsil etmeyi
ogrenen bir veri sikistirma algoritmasi olarak diistiniilebilir (mygreatlearning.com 2023).
Sinirsel otomatik kodlayic1 aglar1 fikri onlarca yildir vardir (stats.stackexchange.com
2023). 1988'de Bourlard ve Kamp ilk otomatik kodlayiciy1 6nermistir (Bank vd. 2020).
O zamandan beri, her biri kendine 6zgu 6zelliklere ve uygulamalara sahip olan otomatik
kodlayici sinir aglarmin birgok ¢esidini gelistirilmistir (iq.opengenus.org 2023). Oto
kodlayicilar i¢in en yaygin sinir agi tiirlerinden bazilar giiriiltii giderici oto kodlayicilari,
varyasyonel oto kodlayicilari, evrisimli oto kodlayicilar1 ve tekrarlayan oto kodlayicilari
icerir (towardsdatascience.com 2023). Otomatik kodlayici sinir aglari, verimli veri
temsillerini denetimsiz bir sekilde 6grenme yetenekleri nedeniyle makine 6grenimi
alaninda popiiler araglar haline gelmistir (Sun vd. 2016). Goriintii ve konugma tanima,
dogal dil isleme ve anormallik tespiti gibi ¢esitli alanlarda kullanilmaktadir
(kdnuggets.com 2023). Otomatik kodlayici sinir aglari, verilerden anlamli 6zellikler
cikarmak ve bunlari daha kompakt temsillere sikistirmak i¢in gii¢lii bir aractir, bu da
biiyiik miktarda veriyi depolamayi, iletmeyi ve islemeyi kolaylastirir
(towardsdatascience.com 2023). Otomatik kodlayici sinir aglari, goriintii isleme ve veri
sikistirma dahil olmak tizere cesitli uygulamalara sahiptir. Otomatik kodlayicilar, geri
yayllimi kullanan ve hedef degerleri girisle eslesecek sekilde ayarlayan denetimsiz
makine 6grenimi algoritmalaridir (medium.com 2023). Otomatik kodlayicilar, popiiler
bir derin Ogrenme kitapligi olan Keras'ta goriintii sikistirma i¢in kullanilabilir
(blog.paperspace.com 2023). Sento ve ark. tarafindan 2016'da derin sinir aglarim
kullanan bir goriintii sikistirma algoritmasi gdsterilmistir (Sento 2016). Otomatik
kodlayicilar, girdiyi gizli bir alana sikistirarak ve ardindan ciktiyr bu sikistirilmis

gosterimden yeniden yapilandirarak ¢alismaktadir (towardsdatascience.com 2023). Bu
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nedenle, sinirsel otomatik kodlayici aglari, verimli goriintii isleme ve veri sikistirma igin
kullanilabilir (iopscience.iop.org 2023). Otomatik kodlayici sinir aglari, anormallik
tespiti ve aykir1 deger analizi i¢in de kullanilabilir. Otomatik kodlayicilar, sinir aglarinin
Ozelliklerini anormallik tespiti i¢in aglar1 egitmenin verimli bir yolunu elde etmek icin
ozel bir sekilde kullanir (medium.com 2023). Sinir aglart hileli olmayan veriler tGizerinde
egitilebilir ve daha sonra aykir1 degerleri bulmak icin hileli ve hileli olmayan verilerin bir
karigimi tizerinde test edilebilir. Otomatik kodlayici, anormallikleri veya aykir1 degerleri
tespit etmek i¢in yeniden yapilandirma hatalarin1 kullanan denetimsiz bir sinir agi
modelidir (pub.towardsai.net 2023). Bu nedenle, otomatik kodlayict sinir aglari, ¢esitli
uygulamalarda verimli anomali tespiti ve aykirt deger analizi i¢in kullanilabilir. Otomatik
kodlayict sinir aglari, ozellik ¢ikarma ve veri gorsellestirme i¢in de kullanilabilir.
Otomatik kodlayicilar, girdilerinin sikistirilmis temsillerini 6grenmeye calisan sinir agi
modelleridir (machinelearningmastery.com 2023). Cikartilan 6zellikler daha sonra,
temeldeki veri yapist hakkinda fikir edinmek i¢in gorsellestirilebilir. Otomatik kodlayici
sinir aglar1, denetimsiz 6zellik ¢ikarma i¢in kullanilabilir. Bu, goriintii tanima ve dogal
dil isleme gibi gesitli uygulamalar i¢in kullanighdir (analyticsvidhya.com 2023). Bu
nedenle, otomatik kodlayici sinir aglari, ¢esitli uygulamalarda verimli 6zellik ¢ikarma ve

veri gorsellestirme i¢in kullanilabilir.

2.3.5 Sinir Agaclar:

Sinir agaclari, yapay sinir aglar1 ve karar agaglar1 tekniklerinin bir araya getirilmesiyle
olusturulan hibrid bir makine 6grenimi modelidir. Dogrudan verilerden 6grenmek yerine
arama yollarin1 6grenmek i¢in kiigiik sinir aglarindan olusan bir hiyerarsi kullanan hibrit
bir makine Ogrenme semasidir. Sinir agaci, dogrudan veri yerine arama yollarim
ogrenmek i¢in kiiciik sinir aglarindan olusan bir hiyerarsi (agag¢) kullanan karma bir
semadir. Bu yaklagim, karar agaclarinin yorumlana bilirligi ve yapay sinir aglarinin
esnekligi ve 0grenme kapasitesini birlestirerek, daha giiclii ve etkili bir 6grenme siireci
sunar. Sinir agaclari, siniflandirma ve regresyon problemleri gibi ¢esitli makine 6grenimi
gorevlerinde kullanilabilir (Zhou vd. 2020, Ojha ve Nicosia 2022). Sinir agac¢larinin
temel mimarisi, karar agaci diiglimlerinde sinir aglari kullanarak daha karmasik ve

dogrusal olmayan iligkileri 6grenmeyi saglar. Karar agacindaki her diigiim, gelen veriyi
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analiz etmek ve bir sonraki diigiime yonlendirmek i¢in kiiclik bir sinir ag1 igerir. Bu
sayede, sinir agact modeli, verinin dogrusal olmayan yapilarin1 daha iyi yakalayabilir ve
daha dogru tahminler yapabilir (Xhemali vd. 2009). Sinir agag¢larinin diger sinir ag1
mimarilerine gore ¢esitli avantajlar1 vardir. Sinir agaclari, karsilastirilabilir performans
elde etmek i¢cin daha az parametre gerektirdiklerinden derin sinir aglarindan hesaplama
acisindan daha verimlidir. Ayrica, Sinir agaglarimdaki karar agacglar1 ve sinir aglarmin
kombinasyonu, sinif hiyerarsilerinin ve karar dallariin kullanimina izin vererek
performansin artmasina yol agar (Chen vd. 2018). Yapay sinir aglarinin esnekligi
sayesinde, sinir agaglari modelleri karmagik ve giiriiltiili veri kiimelerinde daha iyi
performans sergileyebilir. Ayrica, karar agaclarimin yorumlana bilirligi, modelin
sonuclarini ve 6grenme siirecini daha kolay anlamamiza ve analiz etmemize olanak tanir.
Bu 6zellik, modelin uygulanabilirligini artirarak, daha genis bir uygulama yelpazesinde
degerli sonuclar elde etmeye yardimci olur. Sinir agaclari, karar agaclarinin ve yapay sinir
aglarinin giiglii 6zelliklerini bir araya getirerek, daha etkili ve giiglii bir makine 6grenimi
modeli sunar. Yapay sinir ag1 mimarisi, makine 6grenimi modellerinin basarisinda,
ozellikle goriintii isleme ve Oriintii tamimada kritik bir rol oynar. Ozellik tabanl
segmentasyon ve nesne tanima gorevlerinde gelismis performans ve verimlilikleri
nedeniyle sinir aglarmin kullanimi, klasik oriintii siniflandiricilarin ve kiimeleme
tekniklerinin yerini alarak son yillarda artmistir (Egmont-Petersen vd. 2002). Bununla
birlikte, mimariyi optimize etmek i¢in en iyi yontemin nasil belirlenecegi konusunda bir
fikir birligi bulunmadigindan, optimum sinir ag1 yapilandirmasinin belirlenmesi bir sorun
olmaya devam etmektedir (Ciancio vd. 2016). Genel olarak, goriintii isleme ve sinir
aglarinda orilintii tanima tekniklerinin uygulanmasiyla ilgili hala ¢oziilmemis sorunlar
olsa da yeni gelismeler ve bu tekniklerin gesitli uygulamalarda artan kullanimi nedeniyle
bu alanda biiyiik ilerleme potansiyeli vardir (Egmont-Petersen vd. 2002). Sinir agaglari,
dogrudan verilerden 6grenmek yerine arama yollarin1 6grenmek i¢in kiiciik sinir
aglarindan olusan bir hiyerarsi kullanan hibrit bir yaklasimdir. Derin 6grenmede sinir
agaclarinin uygulanmasinin faydalar1 6nemlidir. Sinir agaglarinin dogas1 geregi
yorumlanabilir oldugu bulunmustur ve bu da onlar1 derin 6grenme modellerinin nasil
karar verdigini anlamak i¢in yararl bir arag¢ haline getirir (Yang vd. 2018). Ayrica sinir
agaclari, karmasik veri yapilarini temsil etmek i¢in gereken parametre sayisini azaltarak

derin 6grenme modellerinin performansini iyilestirme potansiyeline sahiptir (Li vd.
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2022). Ancak sinir agaclarini tasarlamak ve uygulamak zor olabilir. En biiyiik
zorluklardan biri, derin sinir aglarinin ve karar agaclarinin biiylik 6l¢iide bagimsiz
paradigmalar lizerinde caligmasidir (Tanno vd. 2019). Ayrica sinir agaglari, bazi
uygulamalarda sinirlayici bir faktor olabilen arama yollarini etkili bir sekilde 6grenmek
icin biiylik miktarda egitim verisi gerektirir. Ayrica, sinir agaglarinin yorumlana bilirligi,
karmagik ¢ok katmanli uygulamalarda kullanildiginda zarar gorebilir (Yang vd. 2018).
Bu zorluklara ragmen sinir agaglari, derin 6grenmede umut verici bir arastirma alani

olmaya devam ediyor.

lleriye bakildiginda, sinir agaclarinin derin 6grenmedeki potansiyel uygulamalar1 ¢ok
fazladir. Ornegin, Noral Karar Agaclari (NDT), sinif hiyerarsilerini ve karar dallarini
uygulayan, onlar1 siniflandirma ve tahmin gorevleri i¢in giiclii araglar haline getiren hibrit
sinir ag1 modelleridir (Jain ve Kumar 2007). Karar agaglar1 ayrica basit uygulama, az
sayida parametre ve farkli veri tlirlerine uyum saglama yetenegi sunarak onlari ¢esitli
uygulamalar i¢in yararli araclar haline getirir (Arifuzzaman vd. 2023). Derin 6grenme
gelistikce, sinir agaclarinin daha verimli ve etkili derin 6grenme modelleri gelistirmede

giderek daha 6nemli bir rol oynamasi muhtemeldir (Alzubaidi vd. 2021).

2.4 Kolektif Ogrenme

Kolektif 6grenimi, son bir tahmin yapmak i¢in birden ¢ok temel 6greniciyi birlestiren bir
makine Ogrenimi teknigidir. Bu yontem, diger Ogrenme yontemlerine kiyasla
siniflandirma performansini basarili bir sekilde gelistirir. Onerilen ¢ergevede, temel
Ogrenenlerin kombinasyonu dogrusal bir donilistime doniistiiriiliir ve amac fonksiyonu,
degisen yon carpami yontemi ile verimli bir sekilde ¢doziilebilir. Diger 6grenme
yontemleriyle karsilastirildiginda kolektif 6grenmenin biiyiik avantajlar1 vardir. Ornegin,
cesitlilik ile bireysel dogrulugu dengelemeye calisir (Mao vd. 2019). Kolektif segimi,
kolektif 6greniminde sicak bir konudur ve bireyleri birlestirme siireci dogrusal
dontistimler igerebilir (Caruana vd. 2004). Optimum agirliklar, lineer doniisiimiin optimal
izdiisim yonii izlenerek elde edilir. Kolektif 6grenmenin amaci, siniflandirma
performansini iyilestirmektir (Mao vd. 2019). Temel Ogreniciler, farkli yontemler
kullanilarak bagimsiz olarak iiretilebilir ve secilen bir temel siniflandirici alt kiimesi, tiim

kolektif sisteminden daha iyi performans gosterebilir (Caruana vd. 2004). Kolektif
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O0grenme, veri akisi analizi ve siniflandirmasi i¢in kullanilmig ve goriintii siniflandirma,
segmentasyon, yiliz tanima ve tibbi goriintii analizinde basari1 elde etmistir. Kolektif
yontemlerinin bazi popiiler 6rnekleri, Breiman tarafindan 6nerilen AdaBoost, Bagging ve
rastgele ormanlar ve farkli smiflarin benzer Orneklerini ayirt etmek igin agag
kolektifleridir (Mao vd. 2019). ELBAD (Ensemble learning approach based on balanced
accuracy and diversity), dogruluk ve ¢esitliligi dengelemek i¢in iki asamali bir yapay ar1
kolonisi algoritmasi kullanan ve 30 UCI veri setinde diger popiiler kolektif 6grenme
algoritmalarindan daha iyi performans goOsteren, Onerilen bir kolektif 6grenme
yontemidir. Bununla birlikte, ELBAD, bir kolektif siniflandirici olusturmak i¢in gereken
sireyi azaltmak icin sistematik bir parametre ayarlama prosediri gerektirir (Mao vd.
2019). Kolektif 6grenimi, siniflandirma dogrulugunu iyilestirmek i¢in birden ¢ok temel
ogreniciden olusan bir kolektif olusturan bir makine &grenimi teknigidir. lyi bir
genelleme becerisine sahip gucli bir kolektif olusturmanin anahtari, temel 6grenicilerin
hem dogru hem de gesitli olmasini saglamaktir; bu, temel 6grenenler arasindaki ¢esitliligi
artirmak i¢in etiketlenmemis veriler kullanilarak elde edilebilir (Zhang vd. 2013). Yeni
bir veri noktasin1 siniflandirirken, her temel 6grencinin tahminleri, nihai bir tahmin elde
etmek icin (agirlikli) oylama yoluyla birlestirilir (Dietterich 2000). Siniflandirma
dogrulugunu daha da artirmak i¢in son yillarda hata diizeltme ¢ikt1 kodlamasi, torbalama
ve artirma gibi kolektif 6grenme algoritmalar1 gelistirilmistir. Bir kolektif yontemi, tipik
olarak herhangi bir bireysel siniflandiricidan daha iyi performans gosteren bir dizi
siniflandirict tireten bir 6grenme algoritmasidir. Bayes ortalamasi, orijinal kolektif
yontemi olarak kabul edilir (Dietterich 2000). Kolektif 6grenmenin, problem alaninin
farkli yonlerini yakalayan ve daha iyi tahminlere yol agabilen farkli siniflandirici
kolektifleri olusturarak siniflandirma dogrulugunu gelistirdigi gosterilmistir (Dietterich

1997).
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Resim 2.4.1 Kolektif Siniflandirici.

Kolektif 6grenimi, daha dogru tahminler olusturmak igin birden fazla bagimsiz 6n
goriiciiden gelen tahminleri birlestiren bir mekanizmadir. Torbalama ve rastgele
ormanlar, tahmin i¢in baz1 popiiler kolektif yontemleridir. Bu algoritmalar, genel tahmin
dogrulugunu iyilestirmek i¢in birlikte calisan bir dizi model olusturmak i¢in farkli veri
orneklerini ve 6zellik alt kiimelerini kullanir (Dale vd. 2010). Kolektif 6grenimi, asiri
uydurmay1 azaltabilir ve model saglamlhigini iyilestirebilir. Yontem, ¢ogunluk karari
alarak veya farkli modellerin tahminlerinin ortalamasini alarak ¢alisir. Bu yaklasim, farkli
modellerin gii¢lii yanlarin1 birlestirerek hata diizeltme yoluyla tahminlerin genel
dogrulugunu artirir. Kolektif 6grenmeyi bu kadar etkili kilan, modellerin ¢esitliligidir
(Dale vd. 2010). Bu teknik, o6zellikle biliyiik miktarda veri oldugunda ve her bir veri
kiimesi i¢in hangi modelin en uygun oldugunu belirlemenin zor oldugu durumlarda
kullanighidir. Kolektif 6grenimi, goriintii tanima, dogal dil isleme ve tibbi tan1 dahil olmak
tizere cesitli uygulamalarda 6ngdrii performansini 6nemli dl¢iide artirabilecegini gosteren

cok sayida caligma ile aktif bir aragtirma alanidir.

2.4.1 Torbalama

Onyiikleme birlestirme olarak da bilinen torbalama (Bagging), varyansi azaltarak ve fazla
uydurmayr Onleyerek model dogrulugunu iyilestirmek igin makine Ogreniminde

kullanilan bir kolektif yontemidir (blog.paperspace.com 2023). Torbalamada, orijinal
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veri kiimesinin farkli 6nyiikleme 6rnekleri kullanilarak ¢coklu temel modeller egitilir ve
bu modellerin sonuglarinin ortalamasi alinarak bir Kkolektif modeli olusturulur
(towardsdatascience.com 2023). Bu teknik, ek veri 6rnekleri iireterek tahmine dayali bir
modelin varyansini azaltmaya yardimci olur (mygreatlearning.com 2023). Torbalama,
makine Ogrenimi modellerinin performansinm1 ve dogrulugunu gelistirme yetenegi
nedeniyle kolektif 6greniminde popiiler bir teknik haline gelmistir (simplilearn.com
2023). Torbalamanin, geleneksel makine 6grenimi yontemlerine gore ¢esitli avantajlari
vardir. Kararlilik saglar ve bir model ¢ok karmasik oldugunda ve egitim verilerinde 1yi
performans gosterirken yeni verilerde kotli performans gosterdiginde meydana
gelebilecek asir1 uyum riskini azaltir (educba.com 2023). Bu teknigin, optimum
performans i¢in kritik olan modelin yanlhiligin1 ve varyansini azaltmada etkili oldugu
gosterilmistir (mygreatlearning.com 2023). Rastgele ormanlar, ekstra agaclar ve
torbalanmis karar agacglari dahil olmak iizere gesitli torbalama yontemleri mevcuttur
(scikit-learn.org 2023). Rastgele orman, temel model olarak karar agaglarini kullanan ve
agaclar arasindaki korelasyonu azaltmak i¢in her bolmede ozelliklerin rastgele bir alt
kiimesini secen popiler bir torbalama yontemidir (blog.paperspace.com 2023). Ote
yandan, Ekstra Agaclar, rastgele bolmelerle ¢ok sayida karar agaci olusturur ve rastgele
bir 6zellik alt kiimesinden en 1yi ayrimi seger (towardsdatascience.com 2023). Genel
olarak torbalama, varyansi azaltarak ve fazla uydurmay: onleyerek makine 6grenimi
modellerinin performansin1 ve dogrulugunu artirabilen gii¢lii bir kolektif 6grenme
teknigidir. Onyiikleme toplamasi olarak da bilinen torbalama, makine &greniminde
varyansi azaltmak ve fazla uydurmayi onlemek igin guclu bir kolektif yontemidir
(blog.paperspace.com 2023). Torbalamanin arkasindaki ana fikir, egitim verilerinin farkl
onyiikleme orneklerini kullanarak birden ¢ok modeli egitmek ve ardindan modellerin
genel dogrulugunu iyilestirmek i¢in tahminlerini birlestirmektir (towardsdatascience.com
2023). Torbalama, ¢oklu modellerden gelen tahminleri birlestirerek model varyansini
azaltmaya ve genelleme performansini iyilestirmeye yardimci olabilir (ibm.com 2023).
Torbalama, karar agaglari, rastgele ormanlar ve sinir aglar1 dahil olmak {izere ¢esitli
makine 0grenimi algoritmalarinda basariyla uygulanmistir (mygreatlearning.com 2023).
Bir kolektif yaklasiminda torbalamay1 uygularken dikkate alinmasi gereken birkag en iyi
uygulama vardir. Farkli modellerin verilerdeki giiriiltiiye karsi farkli hassasiyetleri

olabileceginden, Onemli bir husus temel aliman modelin se¢imidir. Ayrica hem
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kolektifteki model sayist hem de Onylikleme Orneklerinin boyutu, modellerin
performansini etkiler (ibm.com 2023). Dogruluk, kesinlik ve ayrimcilik gibi uygun
metrikleri kullanarak torbalama modellerinin performansini degerlendirmek de
onemlidir. Genel olarak, makine 6grenimi uygulayicilari, en iyi uygulamalar: izleyerek
ve torbalamay1 verimli bir sekilde uygulayarak model dogrulugunu ve giivenilirligini

iyilestirmek igin bu kolektif yaklagiminin giiciinden yararlanabilir.

Orjinal Veri

Altkime D1 AltkUme D2 AltkUme D& AltkUme D5

Model 1 Model 2 Model 4 Model 5

Birlesik Tahmin

Resim 2.4.2 Bagging Teknigi.

2.4.2 Yikseltme

Yukseltme (Boosting), tek bir giiclii 6grenci olusturmak igin birden fazla zayif 6grenciyi
birlestiren, makine 6greniminde kullanilan popiiler bir kolektif yontemidir. "Y tikseltme™
terimi, zay1f 6grenicilere yinelemeli olarak uyan, onlari bir kolektif modeline ekleyen ve
onceki zayif 6grenicilerin hatalarii daha iyi hesaba katmak i¢in egitim veri setini
guncelleyen bir algoritma ailesini ifade eder (towardsdatascience.com 2023).
Giiclendirme, genellikle dnyargi hatasimi1 azaltan ve giiclii tahmin modelleri olusturan
sirali bir Kkolektif yontemidir (mygreatlearning.com 2023). Yontem, tek bir zayif
Ogrenicinin sonuglarina agirliklar atar ve daha sonra onceki zayif 6greniciler tarafindan
yanlis siniflandirilan Orneklere daha fazla agirlik verir (aws.amazon.com 2023).
Yikseltme, torbalama ve yiginlama gibi diger kolektif yontemlerine gore g¢esitli

avantajlara sahiptir. Giiglendirmenin ana avantajlarindan biri, zayif Ogrenicilerin
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dogrulugunu gelistirme ve bdylece kolektif modelinin genel performansini gelistirme
yetenegidir. Ayrica, yukseltme, giiriltilii verileri ve aykirt degerleri diger kolektif
yontemlerinden daha etkili bir sekilde isleyebilir (geeksforgeeks.org 2023). Yikseltme
ayrica cesitli makine Ogrenimi problemlerine uygulanabilen esnek bir yontemdir.
AdaBoost, klasik gradyan artirma ve modern gradyan artirma dahil olmak iizere farkli
giiclendirme teknikleri vardir. AdaBoost, yanlis siniflandirilmis 6rneklere daha yiiksek
agirliklar ve dogru smiflandirilmis 6rneklere daha diisiik agirliklar atayan popiiler bir
artirma algoritmasidir (towardsdatascience.com 2023). Klasik gradyan yulkseltme, her
yeni agacin bir 6nceki agacin hatalarimi diizelttigi bir kolektif modeline yinelemeli olarak
karar agaclar1 eklemeyi igerir. XGBoost ve LightGBM gibi modern gradyan yukseltme,
model dogrulugunu daha da yikseltmek i¢in daha gelismis optimizasyon teknikleri
kullanir (ibm.com 2023). Kullanilan spesifik teknige bakilmaksizin, yikseltme, makine
O0grenimi modellerinin performansini 6nemli Ol¢iide artirabilen giiclii bir kolektif

teknigidir (geeksforgeeks.org 2023).

2.4.3 YiZinlama

Kolektif yontemleri, son tahminin dogrulugunu ve saglamligini gelistirmek i¢in birden
fazla modelin tahminlerini birlestiren makine oOgrenme teknikleridir. Yiginlama
(Stacking), makine 6grenimi modellerinin performansini iyilestirmek igin en populer
kolektif yontemlerinden biridir. Yiginlama, katilan kolektif Giyelerinin tahminlerini en iyi
sekilde nasil  birlestirecegini  6grenmek icin  bir meta modeli egitir
(machinelearningmastery.com 2023). Yiginlamanin arkasindaki mantik, her bir
modelden daha iyi performans gosteren en iyi modeli olusturmak igin ¢oklu 6grenme
algoritmalar1 kullanmaktir. Yiginlama, torbalama ve yukseltme gibi diger kolektif
yontemlerinden farklidir c¢iinkii genellikle heterojen zayif Ogrenicileri dikkate alir
(towardsdatascience.com 2023). Yigmlamanin ana avantaji, siniflandirma ve regresyon
problemlerini ¢ozmek icin bir dizi iyi performans godsteren modelin Ozelliklerini
kullanabilmesidir (machinelearningmastery.com 2023, javatpoint.com 2023). Yiginlama,
karar agaglari, k-NN (k-en yakin komsu algoritmasi) ve destek vektor makineleri dahil
olmak tizere her tiirlii modelle kullanilabilir. Ancak yiginlamanin dezavantajlarindan biri,

nihai modele ekstra karmasiklik katmasidir (towardsdatascience.com 2023).
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Ozetle, y1ginlama, makine dgrenimi modellerinin performansini iyilestirebilen giiclii bir
kolektif teknigidir. Katkida bulunan birden fazla modelden tahminleri birlestirmek i¢in
bir meta modelin egitilmesini igerir. Artan dogruluk ve saglamlik gibi bir¢ok avantaji
olmasina ragmen, artan karmagiklik gibi baz1 dezavantajlar1 da vardir. Yine de yiginlama,
makine 0grenimi modellerinin performansini artirmak ic¢in hala popiiler bir tekniktir

(javatpoint.com 2023, mygreatlearning.com 2023).

2.4.4 Oylama

Kolektif yontemleri, siniflandirma, regresyon, o6zellik segimi ve aykirt deger tespiti
problemlerinde tahmine dayali dogrulugu, genellemeyi ve saglamligi gelistirme
yetenekleri nedeniyle makine 6grenimi alaninda kapsamli bir sekilde incelenmistir (Li
vd. 2014). Bir kolektif yontemi, tahminlerin agirlikli oylarmi kullanarak yeni veri
noktalarini siniflandirarak tahminler yapmak icin birden ¢ok temel 6greniciyi birlestiren
bir 6grenme algoritmasidir (Dietterich 2000). Bayes ortalama alma ilk kolektif yontemi
olsa da son yillarda hata diizeltme ¢ikti kodlamasi, torbalama ve yikseltme gibi daha yeni
algoritmalar tamtild1 (Dietterich 2000). Ozellik nem analizi, bir sonraki asamada makine
6grenimi modelinin son girdi 6zellik uzay1 i¢in katki tanimlayicilarini segmek ve boylece
model i¢in en bilgilendirici 6zellikleri segmek i¢in kullanilabilir (Li vd. 2014). Yi1g8ilmis
kolektif yaklagiminin, diger kolektif yontemlerine kiyasla performansi etkili bir sekilde
artiran, onerilen ¢ergevede bu 6grenicilerin dogrusal bir doniisiimiinde birden fazla temel
Ogreniciyi birlestirebildigi icin ¢esitli problemlerde basarili oldugu gosterilmistir (Mao
vd. 2019). Ayrica hem ¢esitliligi hem de bireysel dogrulugu maksimize eden yeni bir
agirlikli kolektif ogrenmesi Onerilmistir. Bu 6nemlidir, ¢iinku kolektif sistemlerinde
cesitlilik genellikle g6z ardi edilmektedir. Ancak tahmin dogrulugunu gelistirmede ¢ok
6nemli bir rol oynar (Mao vd. 2019).

Dogruluk ve c¢esitlilik fonksiyonlarmi optimize etmek i¢in Zhang ve ark. veri
modellerinden yararlanmak i¢in denetimsiz kiimeleme ve bulanik atama yontemlerini
entegre etmistir. Performansi artirmak amaciyla dogruluk ve g¢esitlilik islevlerini

dengelemek i¢in optimizasyon hedefleri olusturmaktadir. Mao ve ark. (2019) tarafindan
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kolektif 6grenimi ile dogrusal doniisiim arasindaki iliskiye dayanan bir dontisiim Kolektif
O0grenme gergevesi Onerilmistir. Diger taraftan Zhang ve ark. tarafindan ise kolektif
o0grenme performansini iyilestirmek i¢in kolektif dogrulugunu ve ¢esitliligini dikkate
almak icin bir genetik algoritma kullanan bir kolektif siniflandirici se¢im yontemi de
Onerilmigtir. Bu nedenle, oylama (Voting) mekanizmalarina odaklanarak kolektif
yontemlerinin dogrulugunu optimize etmek, makine 6grenimi modellerini geligtirme

potansiyeline sahip 6nemli bir arastirma alanidir.

2.5 Nesnelerin interneti

Nesnelerin Interneti (IoT), sensorler, yazilim ve baglant1 ile gémiilii fiziksel cihazlar,
araglar, cihazlar ve diger nesnelerden olusan bir ag1 kapsar ve internet lizerinden otonom
veri toplama ve aligverisi saglar. Bu devrim niteligindeki teknoloji, saglik, ulagim, tarim
ve imalat gibi gesitli sektorlerde cesitli uygulamalar bulmustur (Chatterjee ve Ahmed
2022). IoT cihazlarim giinliik hayatimiza sorunsuz bir sekilde entegre ederek verimlilik,
uretkenlik ve rahatlikta 6nemli ilerlemeler saglandi. IoT cihazlarmin sundugu sayisiz
avantaja ragmen, giivenlik endiseleri 6nemli bir zorluk olmaya devam ediyor. IoT
cihazlarinin yaygin olarak benimsenmesi, kullanic1 gizliligi ve sistem biitiinliiglinde
ihlallere yol acan giivenlik agiklarini ortaya ¢ikardi (Aljabri vd. 2023). IoT giivenligi,
internete bagl ve ag tabanli cihazlari korumak i¢in koruyucu Onlemler uygulamaya
odaklanir (techtarget.com 2023). Anomali tespiti, IoT cihazlar1 alaninda saglam bir
guvenlik yontemi olarak 6ne ¢ikiyor. Anormallik tespiti, [oT cihazlari tarafindan toplanan
verilerde, potansiyel guvenlik ihlallerinin veya tehditlerinin gostergesi olarak hizmet
eden alisilmadik kaliplarin veya davranislarin tanimlanmasini igerir (Diro vd. 2021). Bu
yontem, alternatif giivenlik mekanizmalarin1 geride birakarak IoT cihazlarinin
giivenligini giiclendirmede muazzam bir potansiyele sahiptir. IoT cihazlart her
zamankinden daha yaygin hale geldikg¢e, gilivenlik endiselerini ele alma ihtiyaci ¢ok
Oonemli hale geliyor (Khraisat ve Alazab 2021). Anomali tespit yontemleri, givenlik
ihlallerinin tespit edilmesinde ve Onlenmesinde, kullanici verilerinin giivenligini ve
gizliligini saglamada ¢ok 6nemli bir rol oynamaktadir. IoT cihazlarinin kullanimi artmaya
devam ettikce, potansiyel tehditlere ve giivenlik agiklarina karsi koruma saglamak i¢in
esnek giivenlik dnlemlerinin uygulanmasi zorunlu hale geliyor. IoT cihazlarinin birbirine

bagl dogas1 ve iirettikleri ve ilettikleri hacimli veriler g6z oniine alindiginda, cesitli
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guvenlik risklerine karsi hassastirlar. Zayif kimlik dogrulama ve yetkilendirme
mekanizmalari, yetersiz sifreleme ve giivenli olmayan yazilim ve {iriin yazilimi, IoT
cihazlarinda yaygin giivenlik agiklarini temsil eder (emnify.com 2023). Sonug olarak, IoT
cihazlarinin gilivenliginin saglanmasi hem bireyler hem de kuruluslar i¢in 6énemli bir
endise kaynagi haline geldi. IoT giivenlik ihlallerinin yansimalari ciddi olabilir; finansal
kayiplar, itibar kaybi ve tehlikeye atilmig kisisel ve hassas veriler olabilir. Bazi
durumlarda, bu ihlaller tibbi cihazlar veya otonom araglar baglaminda oldugu gibi fiziksel
zarara bile neden olabilir (Aljabri vd. 2023). Bu nedenle, IoT cihazlarinin giivenligine
oncelik verilmesi, olasi1 zararlarin 6nlenmesi ve giivenlik ihlallerinin etkisinin en aza
indirilmesi igin vazgecilmez hale geliyor. Anomali algilama yontemleri, loT cihazlarinin
giivenligini artirmada ¢ok dnemli bir rol iistlenir. Bu teknikler, bir giivenlik ihlaline isaret
edebilecek olagandisi davraniglari veya kaliplari tespit etmeyi ve isaretlemeyi icerir.
Ornegin, anormallik tespiti, bir siber saldirnin gdstergesi olan anormal ag trafigini veya
cihaz davranisini belirleyebilir (Chatterjee ve Ahmed 2022, Mazhar vd. 2023). loT
cihazlarin1 ve bagh olduklar1 aglari korumak igin giivenlik teknolojilerinin, surekli
genisleyen IoT giivenlik agiklar1 ve riskleri yelpazesini ele almasi gerekir
(paloaltonetworks.com 2023). Bireyler ve kuruluslar, etkili giivenlik O6nlemleri
uygulayarak IoT cihazlariyla iliskili riskleri azaltabilir ve verilerinin giivenligini ve

gizliligini saglayabilir.

Anormallik tespiti, IoT gilivenliginde bu amagla yaygin olarak kullanilan makine
ogrenimi teknikleriyle 10T cihazlarimin giivenligini saglamanin kritik bir yonii olarak
ortaya c¢ikiyor (Han vd. 2022). Bu teknikler, modelleri cihazlarin normal davranig
kaliplarin1 tanimas1 ve herhangi bir sapmay1 anormallik olarak isaretlemesi i¢in egiterek
siber tehditleri tespit etmede basarili oldugunu kanitliyor (Chen vd. 2022). Istatistiksel
yaklasimlar, [oT cihazlari i¢in anormallik tespitinde de yaygin bir kullanim bulmaktadir
ve istatistiksel aykir1 degerleri potansiyel anormallikler olarak belirlemek i¢in cihaz
verilerinin analizini gerektirir (Chatterjee ve Ahmed 2022). Bu nedenle, makine §grenimi
ve istatistiksel yaklagimlar, anormallikleri tespit ederek IoT cihaz giivenligini artirmada
etkili oluyor. Davranigsal analiz, bir giivenlik tehdidine isaret eden herhangi bir
olagandis1 etkinligi belirlemek i¢in cihaz davraniginin analizini igeren IoT cihazlarinda

anormallik tespitine yonelik bagka bir yaklagimi temsil eder (Shamim vd. 2023). Makine
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Ogrenimi tabanli anormallik tespitinden yararlanmak, IoT aglarinda c¢ok c¢esitli siber
tehditlere kars etkili bir glivenlik ¢6ziimii olarak hizmet eder (Alanaziv e Aljuhani 2022).
Anormallik tespit sistemleri, alternatif giivenlik mekanizmalarina kiyasla IoT cihazlarinin
glivenligini saglamada ozellikle basarilidir (Diro vd. 2021). Bu, IoT cihazlarindaki
anormallikleri tespit etmek i¢in davranis analizi ve makine 6grenimi tabanli yaklagimlari
benimsemenin 6nemini vurguluyor. IoT cihazlarinin kapsamli kullanimi artmaya devam
ettikce, giivenlik ve mahremiyet endiseleri daha biiyiik 6énem kazaniyor (Aljabri vd.
2023). Anomali tespit teknikleri, IoT ortamlarinda performans ve giivenlikle ilgili
saldirilart tespit etmek ve azaltmak igin kullanilabilir (Achiluzzi vd. 2022). IoT
cihazlarina 6zel olarak uyarlanmis ana bilgisayar tabanli anormallik algilama
yaklagimlari, cihazin sistem c¢agrisi verilerindeki olagandisi etkinlikleri tanimlamay1 ve
bdylece olasi giivenlik tehditlerini algilamay1 amaglar (Shamim vd. 2023). Anormallik
algilama yontemleri kullanilarak, IoT cihazlarmin gilivenligi artirilarak siber tehditlere

kars1 koruma saglanabilir (Wang vd. 2022).

2.6 Ag Saldirilar

Siber giivenlik, elektronik sistemleri, aglari, verileri ve mobil cihazlar1 kot niyetli
saldirilardan koruma uygulamasidir (usa.kaspersky.com 2023). Dijital teknolojiye artan
giiven ile bu, modern yasamin énemli bir yoniidiir. Siber giivenlik, bilgilerin gizliligini,
biitinligiinii ve kullanilabilirligini saglamak igin Onlemler ve kontroller igerir
(csre.nist.gov 2023). Kisisel olarak tanimlanabilir bilgiler ve korunan saglik bilgileri dahil
olmak {izere hassas bilgileri hirsizlik ve hasardan korumak onemlidir (upguard.com
2023). Siber guvenlik, hassas bilgileri siber saldirilardan korumak igin proaktif adimlar
atmak i¢in bireyler, igletmeler ve hiikkiimetler i¢in kritik dneme sahiptir. Siber guvenlik
tehditleri ve riskleri coktur ve siirekli gelismektedir. En yaygin siber tehditlerden bazilari
kotii amaglt yazilim, kimlik avi, ortadaki adam saldirilar1 ve parola saldirilaridir
(onlinedegrees.und.edu 2023, reciprocity.com 2023). Siber giivenlik riskleri arasinda
kotii amacl yazilim, parola hirsizligi, trafik miidahalesi ve hassas bilgilere yetkisiz erisim
yer alir. Siber giivenlik risklerinin finansal kayip, kimlik hirsizlig1 ve itibar kayb1 gibi
ciddi sonuglari olabilir (nist.gov 2023). Bu nedenle, en son siber giivenlik tehditlerinden
haberdar olmak ve bunlara karst korunmak icin proaktif adimlar atmak Snemlidir.

GunUmUzun dijital ¢aginda, siber giivenlik her zamankinden daha 6nemlidir. Siber saldir1
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tehdidi yaygindir ve basarilt bir saldirinin sonuglari ciddi olabilir. Ag giivenligi, hassas
verilerin giivenligini saglamak ve gesitli ag saldirilarina karsi savunmak igin gerekli bir
kosuldur (audra.io 2023). Bu nedenle bireyler, isletmeler ve hiikiimetler siber giivenligin
Onemini anlamali ve hassas bilgileri siber tehditlerden korumak i¢in etkin onlemler

alimmalidir. Resim 2.6.1 de karsilasabilecegimiz giincel tehditler bulunmaktadir

Siber Giivenlik Tehditleri

=]
Sosyal Miihendislik

=
DDoS Saldinlan

Tedarik Zinciri Saldirilan

Resim 2.6.1 Siber Guvenlik Tehditleri.

Siber saldir1, internete baglh bir bilgi sistemini tehdit eden kotii niyetli bir olaydir. Bu
saldirilar genellikle HTTP/HTTPS protokolii iizerinden gergeklestirilir. Cogu web
saldirisi, yogunlastirilmig bir dizi saldir1 teknigi kullanir. Bu saldirilar1 daha iyi anlamak
ve daha giivenli uygulamalar gelistirmek i¢in, yeni bir web saldirilar1 taksonomisi
onerilmis ve gercek diinyadaki web saldiris1 ornekleriyle gosterilmistir (Alvarez ve
Petrovi¢ 2003). Siber saldirilara karsi genel giivenlik agigini degerlendirmek igin,
yalnizca saldirganin saldirilarimi tek tek degil, ayn1 zamanda kombinasyon halinde de
degerlendirmek onemlidir (Jajodia vd. 2005). Saldir1 taksonomileri, saldir1 bilgisini
otomasyona uygun hale getirerek davetsiz misafirleri tespit etmek igin kullanilabilir
(Alvarez ve Petrovi¢ 2003). Siber saldirilar1 anlamak, saldirgan davranisimi daha genis bir
baglamda incelemeyi gerektirir (Wang vd. 2005). Web saldirilar1, ag olusturmadaki en
onemli giivenlik sorunlarindan biridir. Web sunucularina ve uygulamalarina uygun
olmayan yetkilendirme, web saldirilarin1 baslatabilir (Lai vd. 2008). Saldirganlar, agi

farkli amaclarla bozmak i¢in farkl tiirde siber saldirilar ve baslatmak istedikleri saldiri
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smifiyla ilgili araclart kullanmaktadir (Hoque vd. 2014). Bu saldirilar bir¢cok sekilde
olabilir, 6rnegin: Truva at1 saldirisi, DoS/DDoS saldirisi veya tarama saldirisi (Hoque vd.
2014). Siber saldirilar, hedef agdaki giivenlik ag¢iklarindan yararlanarak ag gilivenlik
mekanizmalarini atlatmaya ¢alisir (Hoque vd. 2014). Saldirganlar genellikle glvenlik
aciklarina gore bilgi toplayarak web sitelerini veya veri tabanlarini ve kurumsal aglar
hedefler (Hoque vd. 2014). Ag saldirilarinin en yaygin tiirlerinden biri, mesru
kullanicilara hizmet vermemek i¢in ag1 asir1 trafikle asir1 yuklemeyi amaglayan DDoS
saldirisidir (Hoque vd. 2014). Saldirganlar ayrica normal ag etkinliklerini bozmak icin
yazilim hizmetlerindeki giivenlik agiklarindan, hatalardan ve yanlis yapilandirmalardan
yararlanabilmektedir (Hoque vd. 2014). Bu saldirilar, ag cihazi arizalari, ag asiri
yiiklemeleri, ag veriminde ciddi diisiisler, kotii niyetli tarama ve diger benzer faaliyetler
dahil olmak iizere mesru ag islemlerini bozabilir. Bu saldirilar, davraniglarina ve
potansiyel etki veya hasarin ciddiyetine gore farkli kategorilere ayrilir (Hoque vd. 2014).
Siber saldirilar i¢in finansal ¢ikarlar, merak, akran tanima, gii¢, rekabet avantaji, intikam
vb. gibi c¢esitli motivasyonlar vardir (Nurse vd. 2014). Diglanma veya
arkadaslara/aileye/iilkeye baglilik korkusu da c¢alisanlari saldirilara katilmaya motive
edebilir (Nurse vd. 2014). Saldirganlar kisisel veya kurumsal kazang i¢in hassas bilgileri
istismar edebildiginden, igeriden gelen tehditler kuruluslar i¢cin 6nemli bir endise
kaynagidir. Bir siber saldiriyr gerceklestirmenin anonimligi ve kolayligi, onu diisiik
maliyetli ve iligskilendirme acisindan diisiik riskli kilar (Kumar ve Carley 2016). Finansal
kazang ve intikama ek olarak, siber saldirilar politik olarak da motive edilebilir (Nurse
vd. 2014). Geleneksel siber giivenlik kavramlari, dis tehditlere odaklanir; ancak, dahili
tehditler nedeniyle, bir kurulusun giivenligine yonelik daha biiyiik tehdit iceride olabilir
(Nurse vd. 2014). Siber saldirilar1 daha iyi onlemek ve kontrol altina almak igin

arkasindaki farkli motivasyonlari anlamak 6nemlidir.
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Resim 2.6.2 Baslica Siber Guvenlik Tehditleri.

2.6.1 DDOS

Dagitilmis Hizmet Reddi (DDoS) saldirisi, ag varliklarinin normal akisini bozmak igin
tasarlanmis bir ag saldirisidir. Bir DDoS saldirisinda, birden fazla viriislii bilgisayar
sistemi tek bir hedefe saldirir ve saldirtya ugrayan web sitesi veya hizmetin kullanicilarina
hizmet reddine neden olur (cloudflare.com 2023). Bu saldir tiirii, hedef sistemi trafikle
doldurmayr ve mesru kullanicilar igin erigsilemez hale getirmeyi amaglar
(usa.kaspersky.com 2023). DDoS saldirilari, 6nemli mali kayiplara neden olabilecegi ve
bir sirketin itibarina zarar verebilecegi i¢in ¢evrimigi isletmeler i¢in ciddi bir tehdit
olusturmaktadir (techtarget.com 2023). DDoS saldirilari, hacimsel saldirilar, uygulama
katmani saldirilari ve protokol saldirilart dahil olmak tizere bir¢ok bigimde olabilir. Toplu
saldirilar, hedefi biiyiik hacimli trafikle doldururken, uygulama katmani saldirilar1, hedef
sistemde ¢aligan belirli uygulamalar1 veya hizmetleri hedefler. Protokol saldirilari, hedef
sistemleri tehlikeye atmak icin ag protokollerindeki giivenlik agiklarindan yararlanir
(ncsc.gov.uk 2023). Bu saldirilar ayn1 anda birden fazla kaynaktan baslatilabilir, bu da

kars1 6nlemleri zorlastirir (proofpoint.com 2023).
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Resim 2.6.3 DDoS Saldirist.

DDoS saldirilarin1 6nlemek i¢in kuruluslar, giivenlik duvarlar, izinsiz giris tespit ve
Onleme sistemleri ve icerik dagitim aglart dahil olmak iizere gesitli glivenlik dnlemleri
uygulayabilir. Bu 6nlemler, DDoS saldirilarini gergek zamanli olarak tespit edip kontrol
altina almaya ve hedef sistem iizerindeki etkiyi en aza indirmeye yardimci olabilir
(cloudflare.com 2023). Ek olarak, kuruluslar, DDoS saldirilarina kars1 kapsamli koruma
saglamak i¢in DDoS koruma hizmetlerini uygulamak iizere li¢iincii taraf saglayicilarla
ortaklik kurabilir (comptia.org 2023). Farkli DDoS saldiri tiirlerini anlamak ve etkili kars1
onlemler uygulamak, kuruluslarin bu biiyiiyen tehdide kars1 savunma yapmasi icin kritik
Oneme sahiptir (usa.kaspersky.com 2023). Dagitilmis Hizmet Reddi (DDoS) saldirilari,
web sitesi ve ag kullanilabilirligi i¢in 6nemli bir tehdit olusturur. Bir DDoS saldirisinda,
kotii niyetli aktorler, hedeflenen bir sunucuyu, hizmeti veya agi trafikle doldurmak, asir
yiiklemek ve mesru kullanicilar i¢in kullanilamaz hale getirmek i¢in birden fazla
bilgisayar veya cihaz kullanir (cloudflare.com 2023). DDoS saldirilarinin, bir kurulusun
operasyonlarini olumsuz etkileyebilecek uzun siireli kesinti, diisiik web sitesi performansi
ve ag kesintiler1 gibi ciddi sonuglar1 olabilir (techtarget.com 2023). Bu nedenle
kuruluglar, kullanilabilirliklerini stirdiirmek ve is siirekliligini saglamak icin aglarini ve
web sitelerini DDoS saldirilarindan korumak icin proaktif adimlar atmalidir. DD0S
saldirilar1 ayrica is geliri ve itibar kaybina neden olabilir. Kapali kalma siiresi ve yavas
web sitesi performansi, satis kaybina, kacirilan firsatlara ve kurumsal itibarin zarar

goérmesine yol acabilir (alOnetworks.com 2023). Ayrica, basarili bir DDoS saldirisi, bir
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sirketin marka itibarina ve miisteri giivenine ciddi sekilde zarar verebilir ve bunun uzun
vadeli sonuglar1 olabilir (mass.gov 2023). Bu nedenle, sirketlerin bu tiir saldirilarin
etkisini azaltmak i¢in DDoS korumasma yatirim yapmast ¢ok 6nemlidir. DDoS
saldirilar1, glivenlik ekiplerini oltalama saldirilar1 gibi diger kotli niyetli faaliyetlerden
uzaklagtirmak ic¢in dikkat dagitici olarak kullanilabilir (blog.netwrix.com 2023). Bu
nedenle kuruluslar, hassas verilerini siber tehditlerden korumak i¢in DDoS korumasinin
yani sira veri sifreleme, erisim kontrolleri ve calisan egitimi gibi diger onlemleri i¢eren
kapsamli bir gilivenlik stratejisi uygulamalidir. Dagitilmis Hizmet Reddi (DDoS)
saldirilari son yillarda daha yaygin hale gelmistir ve isletmeler ve kuruluslar i¢in dnemli
bir tehdit olugturmaktadir. DDoS saldirisi, hedeflenen bir sunucunun, hizmetin veya agin
normal trafigini trafik veya baglant1 istekleriyle doldurarak bozmaya yonelik kotii niyetli
bir girisimdir (cloudflare.com 2023). Bu tiir saldirilar1 6nlemek i¢in giivenlik duvarlari,
izinsiz girig tespit ve Onleme sistemleri ve igerik filtreleme gibi etkili ag giivenlik
Onlemlerinin uygulanmasi ¢ok onemlidir (techtarget.com 2023). Bu onlemler, kotii
amagch trafigi hedef aga ulasmadan 6nce tespit edip engellemeye yardimci olarak basarili
bir DDoS saldirisi riskini azaltir. Isletmelerin farkinda olmas1 gereken bir diger tehdit de
e-posta, kisa mesaj veya sosyal medya yoluyla bireyleri hedef alan bir tiir sosyal
miithendislik saldirist olan kimlik avidir. Kimlik avi saldirilart genellikle oturum agma
kimlik bilgileri veya finansal bilgiler gibi kullanici kimlik bilgilerinin ¢alinmasiyla
sonuclanir (imperva.com 2023). Bu tiir saldirilar1 6nlemek icin, ¢alisanlar1 kimlik avi
teknikleri ve siipheli e-posta veya mesajlarin nasil taninacagi ve bildirilecegi konusunda
egitmek onemlidir. Bu, diizenli egitim ve simiile edilmis kimlik avi saldirilar1 yoluyla
yapilabilir (techtarget.com 2023). DDoS saldirilarina ve ilgili tehditlere kars1 korunmak
icin diizenli giivenlik kontrolleri ve glincellemeleri de gereklidir. Bu denetimler, aglar ve
uygulamalardaki giivenlik agiklarinin belirlenmesine yardimei olabilir ve bu hatalar daha
sonra yamalar ve guncellemeler yoluyla giderilebilir (ncsc.gov.uk 2023). Ek olarak bir
DDoS koruma hizmetinin uygulanmasi, kotii amagl trafigi filtreleyerek ve mesru trafigin
hedefine ulagsmasina izin vererek bir saldirmin etkisini azaltmaya yardimeci olabilir
(cloudflare.com 2023). Sirketler, giivenlik 6nlemlerini diizenli olarak giincelleyerek ve
gbzden gegcirerek basarili bir DDoS saldirist riskini azaltabilir ve aglarini, verilerini ve

miisterilerini zarar gérmekten koruyabilir.
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2.6.2 Fiziksel Saldirilar

Fiziksel saldiri, bir saldirganin bir aga veya bilgisayar sistemine fiziksel erisim elde ettigi
saldiridir. Fiziksel saldir1, saldirganin zarar verme veya zarar verme niyetini iceren belirli
bir fiziksel tehdit tiridir (knowww.eu 2023). Fiziksel saldirilar, giivenli bir veri
merkezine girmek, bir binanin kisith alanlarma gizlice girmek veya erigimlerinin
olmadig1 terminalleri kullanmak gibi bir¢ok sekilde olabilir (csoonline.com 2023).
Fiziksel saldirilarin ciddi sonuglari olabilir. Bu saldirilarin bunlarin gergeklesmemesi igin
onlem almak son derece 6nemlidir. Fiziksel saldirilar cesitli sekillerde gelebilir. Ornegin,
bir saldirgan, internete bagli bir anahtar kartli erisim sistemini tehlikeye atarak, bir binaya
fiziksel erisim vermelerine veya iptal etmelerine izin verebilir. Ortadaki adam (MITM)
saldirilari, bir saldirganin agdan paketleri yakaladigi, degistirdigi ve yeniden yerlestirdigi
baska bir fiziksel saldir1 bi¢imidir (cisservl.towson.edu 2023). Fiziksel erisim saldirilari,
cihaz hirsizligi, USB baglanti noktasina erisim ve sabit siirliciilerin uygunsuz sekilde
imha edilmesi dahil olmak (izere herkesin bilgi ¢alabilecegi yollar1 igerir. Bu nedenle,
farkli fiziksel saldir tiirlerinin farkinda olmak ve bunlar1 6nlemek i¢in gerekli dnlemleri
almak 6nemlidir. Fiziksel saldirilara kars1 korunmak i¢in ag cihazlarinin giivenli yerlerde
tutulmasi1 gibi onlemler alinmalidir. Ek olarak, gilivenlik kameralari, erisim kontrol
sistemleri ve giivenlik personeli gibi uygun fiziksel giivenlik 6nlemlerinin alinmasi ¢ok
onemlidir. Kuruluglar ayrica fiziksel giivenlik onlemlerindeki bosluklar1 belirlemek ve
gidermek i¢in duzenli glivenlik denetimleri yapabilir. Calisanlar fiziksel saldirt riskleri
ve bunu 6nlemek i¢in atabilecekleri adimlar konusunda egitmek de 6nemlidir. Kuruluglar
bu oOnlemleri alarak fiziksel saldir1 riskini 6nemli Olgiide azaltabilir ve aglarini ve

bilgisayar sistemlerini zarar gérmekten koruyabilir.

2.6.3 Kimlik Av1

Kimlik Avi (Phishing), siber suclularin hassas bilgileri ele gecirmek amaciyla sahte
elektronik iletisim araglar1 kullanarak hedeflerini kandirmaya c¢alistig1r kotii amaclh bir
tekniktir. 2019'da isletmelerin yaklasik %901 kimlik avi saldirilar1 tarafindan hedef
alindigindan, kimlik avi internet kullanicilari, hiikiimetler ve hizmet saglayicilar i¢in

onemli bir tehdit haline geldi (Alkhalil vd. 2021). Kimlik avi1 saldirilari, kullanicilart
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hassas bilgileri ifsa etmeleri, kotli amagli yazilim indirmeleri veya sahte hesaplara para
aktarmalari i¢in kandirarak gergeklestirilir (Alkhalil vd. 2021). Bu saldirilar, sesli kimlik
avi (kimlik avi), sosyal medya saldirilari, SMS/metin kimlik avi (SMishing) ve koti
amacli USB diisiirmeler dahil olmak tizere birgok bicimde olabilir (Alkhalil vd. 2021).
Saldirganlar, mesru web sitelerinin davraniglarini kopyalayarak ve hedeflenen kurbanlara
spam, metin mesajlari veya sosyal aglar araciligryla URL'ler gondererek web sitesi
sayfalar1 olusturur (Basit vd. 2021). Kullanicilar kimlik avi saldirilari tarafindan saldiriya
ugradiginda, hassas bilgileri ¢calinabilir ve bu da finansal dolandiricilia ve diger giivenlik
ihlallerine yol agabilir (Basit vd. 2021). Kimlik av1 saldirilar1 son yillarda istikrarli bir
sekilde artt1 ve daha karmasik hale geldi, siber arastirmacilarin ve gelistiricilerin etkilerini
belirlemek ve azaltmak igin daha fazla dikkat cekti (Alkhalil vd. 2021). Istismar edilen
vektorlere iligkin bilgi, daha fazla istismar1 dnlemek ve yeni savunmasiz vektorleri
belirlemek ic¢in karsi onlemler tasarlamak ic¢in kullanilabilir. Bu tekniklerin sistematik
olarak anlasilmasi, daha etkili kimlik avi 6nleme tekniklerinin gelistirilmesine yol agabilir
(Chiew vd. 2021). Giderek daha fazla kullanic1 giinliik isleri i¢in Internet'e giivendikge,
daha iyi dogruluk ve yanat siiresi ile kapsamli bir kimlik avi saldir1 tespit ¢oziimiine sahip
olmak giderek daha 6nemli hale geliyor (Basit vd. 2021). Gegmiste birden fazla ¢6ziim
Onerilmis olsa da saldirganlar bu saldirilarin {istesinden gelmek i¢in 6nerilen ¢oziimlerin
giivenlik agiklarint g6z oniinde bulundururlar (Basit vd. 2021). COVID-19 pandemisi
sirasinda cevrimici ig birligi araglarinin kullaniminin artmasiyla birlikte, kimlik avi
saldirilarinin sayis1 da 6nemli dlgtide yiikseldi (Basit vd. 2021). Bu durum, farkindalik ve
korunma Onlemlerinin daha da onemli hale gelmesine neden oldu. Dolayisiyla, bu
tehditlere karsi bilingli olmak, internet kullanirken dikkatli davranmak ve oltalama
saldirilarina kars1 etkili koruma stratejileri gelistirmek, glivenligimizi koruma adina kritik

6neme sahiptir.

2.6.3 Saldir: Tespit Sistemleri

Saldir1 Tespit Sistemi (IDS), ag saldirilarini tespit etmek ve dnlemek i¢in 6nemli bir
aragtir ¢linkii ag saldir1 tespiti, ag operatorleri icin dnemli bir gérevdir. Geleneksel olarak,
iki ana IDS yaklasimi vardir: imza tabanli veya yanlis kullanim tespiti ve anormallik

tespiti. Imza tabanli IDS, normal calisma icin imzalar veya yapilandirma dosyalari
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bicimindeki harici bilgilere dayanir ve son on yilda kapsamli bir sekilde incelenmistir.
Ote yandan, anormallik tabanli IDS'ler, normal trafik davranisindan sapmalari tespit
etmek icin istatistiksel ve makine 6grenimi teknikleri kullanir ve izinsiz giris tespiti i¢in
onemli bir arastirma ve gelistirme yonuni temsil eder (Casas vd. 2012). Bununla birlikte,
anomali tabanli siber saldir1 tespiti i¢in yeni teknikler ve veri kiimeleri hakkinda
sistematik bir literatiir ¢alismas1 yoktur. NIDS literatiiriindeki en dikkate deger agik
kaynak sistemleri Bro ve SNORT'tur. Ayrica, gogu NIDS, gelen trafigi bir saldir1 imzalari
kitapligiyla karsilastirarak bilinen saldirilar1 tespit edebilen kotiiye kullanim tespit
tekniklerine dayanmaktadir. Ancak bu yaklasimlar, siber saldirilar tespit etmek igin
imzalanmis veya isaretlenmis trafik kayitlari seklinde dis bilgi gerektirdiklerinden
sinirlamalara sahiptir. NIDS'ye bagka bir yaklasim, imza, etiketli trafik veya egitim
kullanmadan bilinmeyen ag saldirilarini tespit edebilen Denetimsiz Ag Saldir1 Tespit
Sistemidir (UNIDS). UNIDS, saldir1 olusturan trafik 6rneklerini korlemesine ayiklamak
icin glcli kimeleme tekniklerine glvenir (Casas vd. 2012). UNIDS, siber saldirilari
tespit etmek i¢in aykiri degerleri, yani ¢ogunluktan 6nemli Ol¢lide farkli Grnekleri
tanimlar. UNIDS tarafindan kullanilan algoritma paralel hesaplama i¢in ¢ok uygundur ve
KDD99 veri seti ve iki operasyonel agdan gercek trafik seritleri dahil olmak {izere {i¢
farkli trafik veri seti iizerinde degerlendirilmistir. UNIDS, ag izinsiz girislerini ve
saldirilart belirlemek icin alt uzay kiimelemesine ve ¢oklu kanit toplama tekniklerine
dayali denetimsiz bir aykir1 deger algilama yontemi kullanir ve bilinmeyen saldirilar
algilamak i¢in geleneksel suistimal algilama tabanli NIDS ile karsilastirildiginda 6zellikle

iyi performans gosterir (Casas vd. 2012).

2.6.5 Botnet

Botnet, iizerlerinde kétii amacl yazilim adi verilen kétii amach kod yiiklii olan, ele
gecirilmis, internete bagli cihazlardan olusan bir agdir. Cok sayida siber saldiri
gerceklestirmek icin kullanilabilen bir kotii amach yazilim tiiriidiir (Limarunothai ve
Munlin 2015, Plohmann ve Gerhards-Padilla 2012). "Botnet" terimi, "robot" ve "ag"
kelimelerinin birlesimidir. Bot aglar1 genellikle siber suclular tarafindan c¢esitli
dolandiricilik ve siber saldirilar gerceklestirmek i¢in olusturulur (usa.kaspersky.com

2023). Bu aglar, kotii amach etkinlikleriyle karakterize edilir ve kotli amagli yazilim,
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DoS, kimlik avi ve enjeksiyon saldirilar gibi ¢esitli siber saldirt tiirlerini gergeklestirmek
icin kullanilir (Rahman ve Tomar 2021). Bot aglar1 dinamik ve esnektir ve ag giivenligi
i¢in en biiylik tehdit haline gelmistir (Eslahi vd. 2012). Ko6tii amagl yazilim, DoS, kimlik
avi1 ve enjeksiyon saldirilar1 dahil olmak iizere cesitli saldiri tiirlerini baglatma yetenegine
sahiptirler (Rahman ve Tomar 2021). Bot aglari, merkezi veya merkezi olmayan bir
mimariye sahip olabilir ve kotli amacli yazilim bulastirma, sosyal miithendislik ve yazilim
glivenlik agiklarindan yararlanma gibi ¢esitli teknikler kullanilarak olusturulabilir
(Limarunothai ve Munlin 2015). Bir cihaza kotii amagli yazilim bulastiginda, bir botnet'in
parcasi haline gelir ve cesitli saldirilar i¢in kullanilabilir. Bot yoneticileri, tespit
edilmekten kaginmak i¢in botnet'leri izler ve diizenli olarak giinceller (Eslahi vd. 2012).
Tipik bir giinde, internete bagli 800 milyon bilgisayarin yaklasik %40 botnet'lere aittir
(Li vd. 2009). Bot aglari, internet giivenligi i¢in ciddi bir tehdittir ciinkii genellikle
Bitcoin gibi sanal para birimlerine odaklanan para kazanma etkinlikleri veya dagitilmis
hizmet reddi (DDoS) saldirilari i¢in kullanilabilirler (Plohmann ve Gerhards-Padilla
2012). Biiyiiklik ve cografi dagilim agisindan o6lgmek zor olabilir ve mevcut ve
gelecekteki zorluklart nedeniyle, onlar1 anlamak ve takip etmek 6nemlidir (Plohmann ve
Gerhards-Padilla 2012, Limarunothai ve Munlin 2015). Bot aglari, gizli bilgileri ¢almak,
kotii amagli yazilim dagitmak ve bilgisayar aglarin1 kapatmak gibi kotii niyetli faaliyetler
i¢in siber suglular tarafindan olusturulur ve siirdiiriiliir (Karim vd. 2015). Bu saldirilar
hizmetleri kesintiye ugratmak, verileri ¢almak veya giici kesmek i¢in kullanilabilir
(Karim vd. 2015). Bot aglar1 ayrica spam gondermek, viriisleri ve solucanlar1 yaymak ve
Dagitilmis Hizmet Reddi (DDoS) saldirilar1 baslatmak i¢in kullanilir (Karim vd. 2015).
Bot aglar1 genellikle spam kampanyalarinda, tiklama sahtekarliginda ve dagitilmis hizmet
reddi (DDoS) saldirilarinda kullanilir. DDoS saldirilarinda, botnet'ler sistemleri
cokertmek ic¢in kullanilir, bu da onlarin ¢6kmesine veya mesru kullanicilar tarafindan
kullanilamamasina neden olur (techtarget.com 2023). Yetkisiz kok erisimi, botnet
saldirilart yoluyla da elde edilebilir (Karim vd. 2015). Ek olarak, botnet'ler yasa dis1
aramalar yapmak ve kontrol panellerine erismek i¢in kullanilabilir (Karim vd. 2015).
Botnet saldirilar1 genellikle siber suclular Truva at1 viriisleri enjekte ederek veya temel
sosyal miihendislik tekniklerini kullanarak bir cihaza yetkisiz erisim elde ettiginde baglar

(securityscorecard.com 2023).
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Resim 2.6.4 Botnet Nasil Calisir.

Suclular, mobil botnet'leri uzaktan olusturmak ve kontrol etmek i¢in kusurlu mobil
cihazlar1 ve akilli telefonlar1 kullanir. Bir cihaza virlis bulagtiginda, daha fazla saldir1
baslatmak ve kotii amagli yazilimi diger cihazlara yaymak icin kullanilabilir. Bot aglari,
kullanict verilerini bilgisi olmadan toplamak ve dosyalara ve fotograflara yetkisiz erisim
elde etmek i¢in de kullanilabilir. Botnet'e kaydolduktan sonra, viriislii cihazlar komuta ve
kontrol (C&C) altyapisinda bulunan cihazlarla iletisim kurabilir. Bu iletisim, suclularin
mali ¢ikarlar elde etmesine veya web sitelerine veya aglara saldir1 baslatmasina olanak
tanir. Ayrica, toplanan veriler kimlik hirsizligi, kredi karti dolandiriciligi, spam, web
sitesi saldirilar1 ve kotii amagli yazilim dagitimi igin etik olmayan bir sekilde kullanilabilir
(Karim vd. 2015). Bot aglari, siber suglular i¢in giiclii araglar olabilir ve onlara genis
cthaz aglar lizerinde erisim ve kontrol saglar. Bazi durumlarda, tek bir botnet cihazinin
giivenligi ayn1 anda birden fazla saldirgan tarafindan ele gegirilebilir ve her saldirgan
genellikle bunlar farkli saldir tiirleri i¢in aynm1 anda kullanir (imperva.com 2023). Bot
aglariyla iliskili riskleri anlamak, bireylerin ve kuruluslarin kendilerini potansiyel
saldirilardan korumalari i¢in kritik 6neme sahiptir. Giiglii glivenlik 6nlemleri uygulayarak
ve siipheli etkinliklere karsi uyanik kalarak, bot aglar1 ve diger siber saldir tiirleri ile
iligkili riskleri azaltabilirsiniz. Botnet, ele gecirilmis ve kotli amagli yazilim olarak bilinen
kotii amach kodla yiiklenmis, internete bagl cihazlardan olusan bir agdir. Genellikle
"bot" olarak adlandirilan bu cihazlarin her biri, genellikle bir siber suglu veya bilgisayar

korsan1 olmak iizere bir varligin kontrolii altindadir. Bot aglari, savunmasiz cihazlarin
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kontroliinii ele geg¢irmek i¢in kotii amagh yazilimlarin kullanilmasini igeren bir bulasma
ve yayilma siireci araciligtyla olusturulur ve kontrol edilir (usa.kaspersky.com 2023). Bir
cihaza viriis bulastifinda, dagitilmis hizmet reddi (DDoS) saldirilari, veri hirsizlig1 ve
kotii amagh yazilim yayilimi dahil olmak iizere bir dizi kotii amacgh etkinlik ig¢in
kullanilabilir (datadome.co 2023). Bir botnet olusturma ve kontrol etme siireci, cihazlara
kotli amagh yazilim bulastirmayi igerir; bu, saldirganlarin cihazlarin kontroliinii ele
gecirmesine ve onlar1 kotii amagli faaliyetler i¢in kullanmasina olanak tanir. Bu siireg
genellikle cihaza erisim elde etmek i¢in yazilim veya donanimdaki giivenlik agiklarindan
yararlanmay1 igerir. Bir cihaza virlis bulastiginda, bir botnet'in parcasi haline gelir ve
diger cihazlara veya aglara saldirmak i¢in kullanilabilir (McDermott vd. 2018). Botnet
komut ve kontrol (C&C) iletisimleri, saldirganlar tarafindan botnet'leri yonetmek ve
kontrol etmek i¢in kullanilir. Bir DDoS saldirisi baglatmak veya veri ¢almak gibi belirli
eylemleri gerceklestirmek igin botlara komutlar gonderilir (datadome.co 2023). C&C
altyapisi tipik olarak bot ile iletisim kurmak i¢in merkezi bir sunucudan veya dagitilmig
bir sunucu agindan olusur (datadome.co 2023). Botnet saldirilart mobil aglarin gesitli
yonlerine odaklanir, mobil aglardaki botnet saldirilarinin isleyisine iliskin farkindalik
yaratir, mobil aglara dayali botnet'lerin olasi tehditlerini ve glivenlik agiklarini analiz eder
ve mobil kotli amagh yazilimin yayilmasini inceler. Botnet yaraticilart ve kotii amacl
yazilm programcilari, dikkate deger biiylimesi nedeniyle Android platformunu
hedeflerken, komutlar1 yaymak i¢in mikro bloglamay1 kullanan bir mobil robot olan
Andbot, onu gizli ve tespit edilmesini zorlagtirmaktadir (Karim vd. 2015). Ayrica, bulut
tabanli push mobil botnet, komutlar1 yaymak i¢in push tabanli bildirim hizmetlerini
kullanir ve buluttan cihaza mesajlasma hizmetleriyle yeni bir C&C kanalina sahiptir.
Botnet saldirganlari, yetkisiz erisim elde etmek i¢in mobil cihazlarin istismar edilen
giivenlik aciklarindan yararlanir. Virlis bulagsmis mobil cihazlara, amacglart mobil
kullanici cihazi kaynaklarina ve igerigine erisim kazanmak ve bunlar1 yonlendirmektir.
Botnet'ler bagl cihazlar i¢in 6nemli bir tehdit olusturuyor ve cihazlar1 bulasmaya karsi
korumak ve mevcut olabilecek kotii amagl yazilimlari tespit edip kaldirmak i¢in adimlar
atmak kritik 6nem tasiyor. Botnet turlerinden biri, blylk hacimlerde spam gdndermek
icin kullanilan spam botnet'tir. Bu botnet'ler genellikle kotii amagli yazilim bulagmis
bilgisayarlar ve akilli telefonlar gibi viriislii cihazlardan olusur ve bot ¢obanlar1 tarafindan

uzaktan kontrol edilebilir (techtarget.com 2023). Spam bot aglari, bireyleri kandirarak
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oturum a¢ma kimlik bilgileri ve kredi kart1 numaralar1 gibi hassas bilgileri ifsa etmek i¢in
tasarlanmis kimlik avi e-postalarmi yaymak i¢in yaygin olarak kullanilir. Bu tiir
botnet'lerin Internet altyapisi iizerinde dnemli bir etkisi olabilmesinin yani sira e-posta
sunucularinin spam ile asir1 yiiklenmesine neden olarak mesru kullanicilar i¢in daha
yavas e-posta teslim sirelerine sebep olabilmektedir. Bagka bir botnet tiiri olan DDoS
botnet, dagitilmis hizmet reddi saldirilarimi gergeklestirmek icin kullanilmaktadir. Bir
DDoS saldirisi sirasinda, bir botnet, hedeflenen bir sunucuya veya uygulamaya bir dizi
istek gondererek, bunalmasina ve ¢okmesine neden olur (imperva.com 2023). DDoS bot
aglar1 genellikle siber suclular tarafindan sirketlerden zorla para almak veya siyasi
kuruluslarin veya devlet kurumlarinin operasyonlarini bozmak i¢in kullanilir. Bu tiir
saldirilara kars1 savunma yapmak zor olabilir ¢iinkii binlerce hatta milyonlarca cihazi
etkileyerek tiim saldir1 trafiginin tespit edilmesini ve engellenmesini zorlastirir. Banka
Truva At1 botnet'leri, bireylerden hassas finansal bilgileri ¢almak i¢in kullanilan bagka bir
botnet tiiriidiir. Bu botnet'ler, tipik olarak, bireyler ¢evrimi¢i bankacilik hesaplarina
eristiginde kimlik bilgilerini ve diger hassas bilgileri ele ge¢iren kotii amagli yazilimlar
cihazlara bulastirir (dataprot.net 2023). Banka Truva Ati1 botnet'leri genellikle kimlik avi
e-postalart veya kotii amach web siteleri aracilifiyla dagitilir ve bir kisinin finansal
giivenligi lizerinde onemli bir etkiye sahip olabilir. Botnet, bir saldirganin sahiplerinin
bilgisi olmadan kontroliinii ele ge¢irdigi, kotli amaclh yazilim bulagmis bilgisayarlardan
veya cihazlardan olugan bir agdir (Arshad vd. 2011). Bot aglar farkli topolojilere ve
mimarilere sahip olabilir ve farkli iletisim protokolleri ve enfeksiyon mekanizmalar
kullanabilir (Amini vd. 2015). Bot aglari, merkezi ve esler arasi tiirler olarak
siniflandirilabilir. Merkezi botnet'ler, komut ve kontrol kanallar1 olarak IRC veya HTTP
protokollerini kullanir (Arshad vd. 2011). Ote yandan, esler aras1 botnet'ler, komut ve
kontrol kanallar1 icin P2P protokollerini kullanir (Arshad vd. 2011). Popiiler P2P
botnet'lerinin Ornekleri Storm Worm ve Nugache'dir (Arshad vd. 2011). Bot aglari,
bankacilik veri hirsizligi, spam, dagitilmis hizmet reddi, kimlik hirsizlig1 ve kimlik avi
gibi c¢esitli amagclar icin kullanilabilir (Amini vd. 2015). Bu nedenle, kullanicilarin
botnet'lerin olusturdugu tehdidi ve cihazlarini botnet bulagsmasindan korumak i¢in gerekli
onlemleri anlamalar1 énemlidir. IoT cihazlar1 veya Nesnelerin Internetine bagli cihazlar,
kolayliklar1 ve giinliik gorevleri daha verimli hale getirme yetenekleri nedeniyle son

yillarda daha popiiler hale gelmistir. Bu cihazlar, akilli termostatlar ve ev
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yardimcilarindan giivenlik kameralarina ve tibbi ekipmanlara kadar her seyi icermektedir.
Bununla birlikte, IoT cihazlarmin yiikselisi, botnet saldirilarina karsi duyarliligin
artmasina da yol agmistir (trendmicro.com 2023). Son yillarda, IoT cihazlarini hedef alan
birka¢ biiyiik Olcekli botnet saldiris1 gerceklestigi bilinmektedir. Kotii sohretli Mirai
botnet, milyonlarca IoT cihazina bulasti1 ve 2016'da biiyiik web sitelerine yapilan biiyiik
bir DDoS saldirisindan sorumluydu (securityintelligence.com 2023). Baska bir 0rnek,
kontrolii ele gecirmek ve saldirilar baslatmak i¢in IoT cihazlarindaki giivenlik agiklarini
hedefleyen Reaper botnet'idir (trendmicro.com 2023). Bu saldirilar, IoT botnet
saldirilarinin potansiyel etkisini ve IoT cihazlarini gelecekteki saldirilara karst korumanin
onemini gostermektedir (einfochips.com 2023). IoT cihazlar1 her yerde yayginlastikca,
botnet saldirilarim1 6nlemek ve kisisel verileri ve g¢evrimig¢i hizmetleri korumak icin
guvenliklerine 6ncelik vermek kritik hale gelmektedir (alOnetworks.com 2023). loT
cihazlarindaki botnet'leri tespit etmek, ¢ok sayida bagli cihaz, karmasik ag trafigi ve
botnet saldirilarinin evrimi nedeniyle zor olabilir. Bununla birlikte, derin 6grenme
teknikleri, IoT cihazlarinda botnet'leri yiiksek dogrulukla tespit etme konusunda umut
vaat etmektedir (Celil vd. 2020, Alissa vd. 2022). Bu yontemler, ag trafigini analiz etmek
ve botnet etkinligiyle iligkili kaliplar1 belirlemek i¢in makine 6grenimi algoritmalarini
kullanir. Bot aglarinin erken tespiti, siber giivenlik uzmanlarimin daha fazla hasar
onlemek ve saldirilarin etkisini azaltmak i¢in adimlar atmasini saglar (Pokhrel vd. 2021,
Catillo vd. 2023). Ozetle, IoT cihazlarina yonelik botnet saldirilarini énlemek ve
azaltmak, saglam giivenlik Onlemlerinin uygulanmasini, cihazlarin diizenli olarak
giincellenmesini ve gelismis tespit yontemlerinin kullanilmasii igeren kapsamli bir
yaklasim gerektirir. Bagli cihazlarin sayist artmaya devam ettikge, IoT cihazlarina
saldiran botnet tehdidi artmaya devam edecektir (Alani 2022). Bu nedenle, IoT cihazlarini
botnet saldirilarindan korumak igin tetikte olmak ve proaktif dnlemler almak son derece

onemlidir.

2.7 Anomali Tespiti

Anomali tespiti, beklenen davramis veya kaliplara uymayan gozlemleri veya veri
noktalarini belirleme islemidir (towardsdatascience.com 2023). Bir tiir anomali, belirli
bir veri noktasinda meydana gelen izole bir anomaliyi ifade eden nokta anomalisidir. Bu

anomaliler, tim veri kiimesiyle karsilastirildiginda aykir1 degerler olarak kabul edilir
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(Hayes ve Capretz 2015). Nokta anormallikleri, verilerin ortalama ve standart sapma gibi
istatistiksel 6zelliklerini inceleyerek ve beklenen araligin disinda kalan veri noktalarini
gozlemleyerek tanimlanabilir (Foorthuis 2021). Baska bir anormallik tiirti, bir dizi veri
noktasi i¢inde meydana gelen toplu bir anormalliktir. Toplu anormallikler, verilerde
beklenen davranistan sapan olagandisi modeller veya egilimler gdzlemlenerek tanimlanir
(splunk.com 2023). Bu anormallikler, g gibi veri noktalar1 arasindaki iliskilere bakilarak
tespit edilebilir. Korelasyon veya kiimeleme ve beklenen modellere uymayan veri noktasi
gruplar1 tanimlanir (Foorthuis 2021). Baglamsal anomaliler, verilerin analiz edildigi
baglam veya ortam nedeniyle ortaya ¢ikan baska bir anomali tiirtidiir (Calikus vd. 2022).
Kosullu aykir1 degerler olarak da bilinen baglamsal aykiri1 degerler, ayn1 baglamda
bulunan diger veri noktalarindan onemli Olciide farkli olan veri noktalarni igerir
(anodot.com 2023). Bu anormallikler, verilerle iligkili baglamsal bilgiler (zaman, konum
veya kullanic1 davranigi gibi) incelenerek ve beklenen kaliplara uymayan herhangi bir
veri noktasi belirlenerek tanimlanabilir (Hayes ve Capretz 2015, rapidminer.com 2023).
Anomali Tespiti, normal olmayan olay ve davraniglar belirlemek ve bunlar1 tanimlamak
icin kullanilan bir yontem olarak kabul gorebilmektedir. Bahsedilmekte olan bu yontem,
farkli sektorlerde kullanilmakta olup cesitli anomali tespit yontemleri bulundugu

bilinmektedir.
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3. LITERATUR BILGILERI

Bahsi vd. (2018) odak noktasi olarak belirledikleri, makine 6grenimi tabanli IoT botnet
algilama yontemlerinde sadelestirme yontemleri kullanmaktir. Bot aglar1, kotii amacl
saldirilar baglatmak i¢in IoT cihazlarinin istismar edilebilme tehlikesidir. Hedefleri boyut
kiictiltme algoritmalarinin botnet algilama performansini iyilestirme tizerindeki etkisini
arastirmaktir. Calisma, farkli boyut kii¢iiltme yontemlerinin IoT botnet tespiti Uzerindeki
etkisini degerlendirmekte ve en etkili yontemleri belirlemektedir. Elde edilen sonuglar,
Onerilen boyut kiigiiltme teknigini kullanan sistemin botnet tespiti i¢in daha yiiksek
dogruluk, hassasiyet ve 6zglinliige sahip oldugunu gostermektedir. Bu aragtirma, boyut
kiigiiltme tekniklerini kullanarak IoT botnet tespiti i¢in gelismis ve etkili ¢ozlimler

saglamaya yonelik 6nemli bir adim olarak goriilebilir.

Alkahtani vd. (2021) Nesnelerin Interneti (IoT) uygulamalarla ilgili botnet saldirilarinin
tespiti Uzerine  CNN-LSTM modellerini kullanmiglardir. Botnet saldirilari, IoT
cihazlarmin potansiyel saldiri noktalari halindedir. Calismalarinda CNN-LSTM
modelinin, [oT ag trafigini analiz ederek anormal davraniglar: tanimlayabildigi ve botnet
saldirilarini bagarili bir sekilde tespit edebildigi sonucuna varmiglardir. Ayrica, modelin
dogruluk, duyarlilik ve yaraticilik tarafinda yiliksek puan aldig1 goriilmiistiir. Bu ¢aligsma,
IoT uygulamalarina yapilan botnet saldirilarini tespit etmek icin yeni bir perspektif

sunmakta ve CNN-LSTM modelinin kullanimini vurgulamaktadir.

Segun vd. (2021) IoT ug cihazlarinda sifirinci giin botnet saldirilarini tespit etmek icin
birlesik bir derin 6grenme yontemini incelemislerdir. Sifirmnci glin botnet saldirilari,
bilinmeyen gulvenlik agiklarindan yararlanan tehditlerdendir. Hedeflenen, birlesik bir
derin 6grenme yaklagiminin [oT ug cihazlarina yapilan botnet saldirilarini tespit etmedeki
etkinligini degerlendirmektir. Arastirma, dagitik bir 6grenme yontemiyle u¢ cihazlardan
alinan yerel verileri kullanarak giincel ve dogru bir model olusturmay1 hedeflemektedir.
Sonuglar, ortak derin 6grenme yaklagiminin sifirinct giin botnet saldirilarmi yiiksek
dogrulukla tespit etmede basarili oldugunu gostermistir. Ayrica teknigin ug cihazlarin
mahremiyetini korurken giincelleme ve 6grenme gercgeklestirmek igin diisiik veri iletisim

gereksinimleri sagladig1 gézlemlendi. Bu calisma, IoT ug¢ cihazlarinda sifir giin botnet
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saldirilarint tespit etmek icin yeni bir yaklasim Onererek birlesik derin 6grenme

yaklasimlariin 6nemini géstermektedir.

Bacha vd. (2022) anomali tabanli bir saldir1 tespit sistemi gelistirmeyi ve bunun i¢in bir
Kernel Extreme Learning Machine yaklagiminda bulunmusglardir. Anormallikler, IoT
sistemlerindeki gilivenlik aciklarini ve saldirilar1 belirlemek i¢in Onemli isaretlerdir.
Aragtirma, Kernel Extreme Learning Machine algoritmalarin1 kullanarak IoT
ortamlarindaki anormallikleri tespit etmeyi amaglamistir. Calisma, yontemin etkisini ve
performansini degerlendirir ve sonuglari analiz eder. Sonuglar, Kernel Extreme Learning
Machine'in IoT ortamindaki anormallikleri yiiksek dogrulukla basarili bir sekilde tespit
ettigini gostermektedir. Bu ¢alisma, IoT giivenlik alaninda yeni bir anormallik algilama
yaklagimi Onererek Kernel Extreme Learning Machine yaklagiminin verimliligini

vurgulamaktadir.

Al-Garadi vd. (2020) IoT giivenligi i¢in makine ve derin dgrenme yaklagimlarini
inceleyen bir anket ¢alismasidir. Arastirmada, [oT sistem giivenligi i¢in ¢esitli makine ve
derin 6grenme ydntemlerine odaklanmislardir. Ornegin, bu yontemler giivenlik ihlallerini
tespit etmek, saldirilart 6nlemek ve kotii niyetli davraniglart siniflandirmak i¢in kullanilir.
Calisma, literatiirdeki farkli makine ve derin 6grenme yaklagimlarini1 analiz etmekte ve
bunlarin  IoT giivenligindeki katkilarim1  degerlendirmektedir. Sonuglar, farkh
yaklasimlarin farkli IoT giivenlik senaryolarinda basariyla kullanilabilecegini ve genel
olarak ToT giivenligine onemli katkilar saglayabilecegini gostermektedir. Makine ve
derin 6grenme yaklagimlarinin IoT giivenligindeki roliinii ve niteligini kapsamli bir
sekilde inceleyen bu calisma, gelecekteki arastirma ve uygulamalar i¢in 6nemli bir

kaynak haline gelmistir

Alotaibi vd. (2020) Nesnelerin Interneti ortamindaki siber saldirilar tespit etmek icin
cesitli derin 6grenme yontemlerini incelemislerdir. Arastirmada, siber saldirilarin derin
O0grenme yontemleri kullanilarak tespit edilmesine odaklanmistir. Calisma, birden fazla
derin 6grenme modelini birlestirerek olusturulmus bir model yigininin islevini ve
performansint degerlendirmektedir. Sonuglar, bu y1gilmis derin 6§renme yaklasiminin

IoT'deki siber saldirilar1 yiiksek dogrulukla basarili bir sekilde tespit edebildigini
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gostermektedir. Bu yaklasimin ayrica karmagsik saldir tiirlerini tespit ettigi ve yanlis
pozitif oranini diisiik tuttugu bulunmus. Sonug olarak bu ¢alisma, loT ortamindaki siber
saldirilar1 tespit etmek i¢in yeni bir yaklasim oOnererek derin 6grenme yontemlerinin

basarisini arttirmaktadir.

Zhang vd. (2018) koprii catlaklarmin tespitinde evrisimli sinir ag1 modellerinin
uygulanmasini arastirmistir. Arastirmada IoT cihazlarina yerlestirilen sensorlerin veri
topladig1 ve bu verileri evrigimli sinir ag1 modeline girdi olarak kullandig1 bir sistemin
tasarlandig1 goriilmektedir. Sonuglar, yontemin koprii ¢atlaklarini yiiksek dogrulukla
tespit etmede basarili oldugunu gostermektedir. Ayrica IoT teknolojisi sayesinde
kopriiniin durumunun siirekli olarak izlenebildigi ve zamaninda miidahale edilebildigi

tespit edilmistir.

Okur ve Dener (2020) IoT botnet saldirilarini tespit etmek i¢in makine O6grenimi
yontemlerinin  kullanimin1  incelemektedir. Arastirma, IoT ortamlarinda botnet
saldirilarint tespit etmeye odaklanmigtir. Ayrica cesitli makine d6grenmesi yontemleri
kullanilarak botnet saldirilarini tespit etmeye yoOnelik bir sistem gelistirilebildigini
gostermistir. Sonuglar, bu yontemlerin botnet saldirilarini tespit etmede etkili oldugunu
ve yiksek dogruluk sagladigini gostermektedir. Sistemde kullanilan 6znitelik segcme ve

siniflandirma algoritmalarinin da tanima performansini iyilestirdigi goriilmiistiir.

Meidan vd. (2018) derin otomatik kodlayicilar kullanarak IoT botnet saldirilarinin ag
tabanli tespitine odaklanmistir. Bu calismanin amaci [oT ortamlarinda botnet saldirilarini
ag trafigi analizi ile tespit etmektir. Calismada derin otomatik kodlayiciya sahip bir N-
BaloT (Network-based Internet of Things) modeli gelistirilmistir. Model, normal ve
anormal ag trafigi dinamiklerini 6grenerek IoT botnet saldirilarini tespit etmeyi amaglar.
Elde edilen sonuglar, N-BaloT modelinin yiiksek kesinlik ve duyarlilik degerlerine sahip
oldugunu gostermektedir. Bu ¢alisma, IoT botnet saldirilarini tespit etmek i¢in derin
otomatik kodlayicilarin ve ag tabanli yontemlerin basarili bir sekilde uygulandigini

vurgulamakta ve givenlige 6nemli katkilar saglamaktadir.

Mirsky vd. (2018) cevrimigi siber saldirilar: tespit etmeye yonelik bir dizi otomatik
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kodlayici olan Kitsune yontemini sunmustur. Arastirma, otomatik kodlayicilarin toplama
modellerini kullanarak Internet'teki ag tabanli saldirilari tespit etmeye yonelik bir
yaklasim sergiliyor. Kitsune, ag trafigini ger¢ek zamanli olarak analiz etmek ve anormal
davraniglar1 tespit etmek i¢in tasarlanmistir. Elde edilen sonuglar, Kitsune yonteminin
daha ytiksek dogruluk ve tespit oranina sahip oldugunu gostermektedir. Ek olarak, diisiik
yanlis pozitif orantyla c¢esitli saldir1 tiirlerini basartyla tespit ettigi bulunmustur. Bu
calisma, bir otomatik kodlayici toplulugu olan Kitsune yOnteminin g¢evrimigi siber
saldirilart tespit etmenin etkili bir yolu oldugunu vurgulamaktadir. Bu, siber giivenlik

acisindan onemli bir adim olarak goriilebilir.

Pokhrel vd. (2021) IoT ortaminda botnet leri tespit etmek i¢cin makine O6grenimi
yontemlerinin  kullanimin1  incelemistir. Arastirmada, IoT sistemlerinde botnet
saldirilarini tespit etmeyi hedeflemislerdir. Tespite yonelik bir sistem gerceklestirilmistir.
Sonuglarinda, bu yontemlerin botnet saldirilarini yiiksek dogrulukla etkili bir sekilde
tespit edebildigini gostermektedir. Bu calisma, bir IoT ortamindaki botnet saldirilarini
tespit etmek i¢in makine dgrenimi ydntemlerinin basarili bir sekilde uygulanmasini

vurgulamaktadir.

Naveed vd. (2021) botnet tespiti i¢in otomatik sinir agi1 yapi1 se¢iminin nasil
gerceklestirilecegini aragtirmiglardir. Arastirmalarinin odak noktasi, IoT ortamlarindaki
botnet saldirilarini tespit etmek i¢in en etkili sinir ag1 mimarisini otomatik olarak
se¢cmektir. Calismada, farkli sinir ag1 yapilar1 ve yapi se¢im algoritmalari kullanilarak bir
otomatik sinir ag1 yap1 se¢im sistemi tasarlanmistir. Sonuclar, bu otomatik yap1 se¢iminin
IoT botnet tespitinde 6nemli bir gelisme sagladigint ve dogruluk oranini artirdigini
gostermektedir. Ayrica bu sistem sayesinde daha iyi performans i¢in sinir ag1 yapisinin
optimize edilebilecegi ve algilama yeteneklerinin gelistirilebilecegi tespit edilmistir. Bu
calisma, [oT ortamlarinda botnet saldirilarini tespit etmek i¢in otomatik sinir ag1 mimarisi

seciminin dnemini vurgulamakta ve daha etkili ve verimli tespit yontemleri sunmaktadir.
Cid-Fuentes vd. (2018) yeni botnet turlerini tespit etmek icin uyarlanabilir bir cerceve

saglamay1 amaglamaktadir. Arastirmalari, botnet saldirilarimin hizli degisimine ve

gelisimine uyum saglayabilecek bir algilama sistemi gelistirmeye odaklanmigtir.
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Calismalarinda cesitli Oznitelik ¢ikarimi ve makine 6grenimi teknikleri kullanilarak
uyarlamali bir tanima ¢ergevesi tasarlanmistir. Elde edilen sonugta, uyarlamali ger¢evenin
yeni ve bilinmeyen botnet tiirlerini yiiksek dogrulukla basarili bir sekilde tespit
edebildigini gdéstermektedir. Bu ¢alisma, glivenlik uzmanlarinin hizla gelisen tehditlere
daha etkin bir sekilde yanit vermesini saglayan, botnet saldiris1 tespitine uyarlanabilir bir

yaklasim sunmaktadirlar.

AsSadhan ve Moura'nin (2014) c¢alismadaki amaci, botnet trafigindeki periyodik
davranigi tespit etmek i¢in etkili bir kontrol ucag: trafik analizi yontemi Onermektir.
Arastirma, botnet saldirilarini tespit etmede periyodik davranigin énemini vurgulamaya
odaklantyor. Bu c¢alismada, kontrol ucagi trafigi analiz edilerek botnet trafigindeki
periyodik kaliplar1 tespit etmek icin etkili bir yontem gelistirilmistir. Elde edilen sonuglar,
yontemin botnet trafigindeki periyodik davranislari tespit etmedeki yiliksek basar1 oranini
ve etkinligini gostermektedir. Ayrica yontemin geleneksel yontemlere gore daha etkili
oldugu, botnet saldirilarinin daha hizli ve daha dogru tespit edilmesini sagladig: goriildii.
Bu calisma, kontrol diizlemi trafik analizine dayali botnet saldirist tespitine yeni bir
yaklasim sunarak giivenlik uzmanlarinin saldirilar1 daha etkili bir sekilde onlemesine
yardimci olur. Arastirmacilarimizin bu ¢alismasi, botnet saldirilarinda periyodik kaliplari

tespit etmek i¢in daha etkili araglar saglayarak sektore benzersiz bir katkidir.

Alauthman vd. (2020) etkili bir pekistirmeli 6grenmeye dayali botnet algilama ydntemi
onermektedir. Calismanin odak noktasi, botnet saldirilarini tespit etmek i¢in takviyeli
O0grenme yontemleri kullanmanin Onemini vurgulamaktadir. Bu calismada verilen
Ozelliklerden yola cikilarak pekistirmeli 6grenme modeli tasarlamiglardir. Sonuglar,
yontemin botnet saldirilarini yiiksek dogrulukla tespit etmek icin etkili bir sekilde
kullanilabilecegini gostermektedir. Calisma, giivenlik uzmanlarinin saldirilar1 daha
verimli bir sekilde tespit etmesine yardimci olabilecek, botnet saldiris1 tespitine yonelik

takviyeli 6grenmeye dayal1 bir yaklagim sunmaktadir.
Mathur vd. (2018) ag trafigini inceleyerek botnet'leri tespit etmek i¢in klasik ¢oziimlerin

disinda bir 6neri sunmay1 hedefliyor. Calismanin odak noktasi olarak botnet saldirilarini

tespit etmek icin ag trafigini analiz etmenin Onemini vurgulamak oldugu
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sOylenebilmektedir. Bu arastirmada, ag trafigini analiz etmek ve botnet saldirilarini tespit
etmek i¢in bir yontem gelistirilmistir. Verilere dayanarak, yontemin botnet saldirilarin
ylksek dogrulukla tespit etmek i¢in etkili bir ara¢ oldugu goriilmektedir. Ayrica ag trafigi
analiz edilerek botnet saldirilarinin daha dogru smiflandirilabilecegi ve yanlis pozitif
oraninin azaltilabilecegi tespit edilmistir. Bu makale, giivenlik arastirmacilarinin
saldirilar1 daha etkili bir sekilde tespit etmesine yardimcr olmak icin ag trafigi kesif

tekniklerine odaklanmis bir botnet saldir1 tespit yontemi sunmaktadir.

Satilmis ve Akleylek (2021) makine 6grenimi ve derin 6grenme modellerinin 10T
cihazlarindaki  gilivenlik  agiklarmin ~ ortadan  kaldirilmasindaki ~ sonuglara
yogunlasmislardir. Calismada, farkli makine 6grenimi ve derin 6grenme modellerine
kapsamli bir genel bakis sunar. Sonuglar, bu modellerin IoT giivenligi alaninda 6nemli
bir rol oynadigini ve gesitli giivenlik tehditlerini etkili bir sekilde tespit edip bunlara kars1
koyabildigini gostermektedir. Ayrica bu inceleme, IoT giivenligi i¢in makine 6grenimi
ve derin 6grenme modellerinin farkli uygulama senaryolarinda nasil kullanildigini ve ne
gibi avantajlara sahip oldugunu gosterir. Bu c¢alisma, [oT giivenligi alanindaki
arastirmalara genel bir bakis sunar ve giivenlik uzmanlarina ve bu alanda yogun
arastirmalar sunanlara daha iyi bir anlayis kazanmalarina yardimci olur. Arastirmacilar
tarafindan hazirlanan bu inceleme, alaninda 6zgiin bir kaynak olarak kabul edilebilir ve
IoT giivenligi icin makine Ogrenimi ve derin Ogrenme modellerinin yararini

vurgulamaktadir.

Satilmis ve Akleylek (2021), IoT cihazlarindaki giivenlik agiklarinin giderilmesinde
makine Ogrenimi ve derin Ogrenme modellerine agirlik vermistir. Calismada, bu
modellerin ¢esitli glivenlik risklerini giiclii bir sekilde belirleyerek karsi koyabildigi ve
IoT cihazlan giivenligi i¢in farkli yontem senaryolarinda nasil kullanildigina dair genis
bir bakis sunmuslardir. Bu arastirma, IoT giivenligi alaninda yapilan calismalara genis bir
bakis sunulurken, makine 6grenimi ve derin 6grenme modellerinin giivenlik uzmanlarina

sagladig1 avantajlar ve katkilar1 belirtmektedirler.

Vinayakumar vd. (2020) IoT aglarindaki botnet saldirilarini tespit etmede derin 6grenme

tekniklerinin etkinligini vurgulamay: amacglamislardir. Calismalarinda gorsellestirme
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yontemleri ile derin O0grenme algoritmalarin1 birlestiren bir botnet tespit sistemi
gelistirilmistir. Elde edilen bulgular, sistemin IoT aglarindaki botnet saldirilarini yiiksek
dogrulukla basarili bir sekilde tespit ettigini gostermektedir. Sistemin ayrica
gorsellestirme yetenekleri nedeniyle saldir1 analizi ve takibinin daha iyi anlagilmasina izin
verdigi gorilmiistiir. Calismada, akilli sehir IoT aglarindaki botnet saldirilarini tespit
etmek i¢cin derin 6grenmeye dayali bir yaklagim sunmakta ve giivenlik profesyonellerinin
saldirilara daha etkin bir sekilde yanit vermesine yardimci olmaktadir. Sonug olarak,
alaninda 6zgiin bir katki olup, IoT aglarinda botnet saldirilarini tespit etmek i¢in yeni bir

gorsellestirme sistemi sunmaktadir.

Anthi vd. (2019) yapmis olduklar1 bu ¢alismasinda denetimli 6grenme algoritmasindan
yararlanarak bir izinsiz giris tespit sistemi gelistirmislerdir. Elde edilen sonuglar, sistemin
akilli ev IoT cihazlarinin sizmasmi yiiksek dogrulukla basartyla karsiladigini
gostermektedir. Ayrica, sistemin giivenlik olaylarini analiz etmek ve giivenlik ihlallerini
tespit etmek icin etkili bir ara¢ oldugu kanitlanmistir. Bu ¢alisma, akilli ev IoT cihaz
giivenligi i¢in, kullanicilarin giivenlik aciklarini daha etkili bir sekilde tespit etmesine
yardimci olabilecek, Ogrenme tabanli bir denetimli penetrasyon tespit sistemi

sunmaktadir.

Shafigq vd. (2020) IoT aglarinda kotii amagh bot IoT trafigini tespit etmede makine
Ogrenimini kullanmay1 amaglamiglardir. Calismada CorrAUC adli bir yontem, trafigin
ozelliklerini analiz etmek icin gelistirilmistir. Elde edilen bulgular, yontemin IoT
aglarindaki kotii amach bot IoT trafigini yiiksek dogrulukla basariyla tespit ettigini
gostermektedir. Ayrica, CorrAUC'nin diger trafik analiz yontemlerine kiyasla daha etkili
oldugu ve yanlis pozitif oranlarini azalttigi bulunmustur. Yapilan bu ¢alisma, giivenlik
arastirmacilarinin saldirilar1 daha verimli bir sekilde tespit etmesine yardimci olabilecek,
IoT aglarindaki kétii amaclh bot IoT trafigini tespit etmeye yonelik makine 6grenimi

tabanl bir yontem olan CorrAUC'yi sunmaktadir.
Eskandari vd. (2020) Passban IDS adli bir izinsiz giris tespit sistemi gelistirdiler. Elde

edilen sonuglar, sistemin IoT ug¢ cihaz penetrasyonlarina ytiksek tespit orani ile basarili

bir sekilde karsi koydugunu gostermektedir. Ayrica Passban IDS'nin normal davranisi
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modellemek ve anormallikleri tespit etmek i¢in zeka tabanli algoritmalar kullanarak daha
etkili oldugu bulundu. Bu ¢alisma, giivenlik uzmanlarinin daha etkili saldir1 6nlemleri
almasina yardimer olabilecek, IoT ug cihazlarindaki sizma olaylarini tespit etmek icin

anomali tabanli bir akilli algilama yontemi olan Passban IDS'yi sunmaktadir.

Al Shorman vd. (2020) denetimsiz 6grenme ydntemlerinin IoT aglarindaki botnet
saldirilari tespit etmedeki etkileri iizerine bir ¢alisma yapmislardir. Calismada, tek
simifl1 destek vektor makinesi ve gri kurt optimizasyon algoritmasi birlestirilerek akilli
bir sistem tasarlanmigtir. Sonuglarda, sistemde kullanilan denetimsiz Ogrenme
yonteminin IoT botnetlerini yiliksek dogrulukla basarili bir sekilde tespit ettigini
gostermektedir. Bu calisma, IoT aglarina yapilan botnet saldirilarini tespit etmek icin
katilimsiz, zekaya dayal1 bir yaklasim sunmakta ve giivenlik uzmanlarinin saldirilar1 daha
verimli bir sekilde tespit etmesine yardimei olmaktadir. Bu ¢alisma, IoT botnet'lerini

tespit etmek icin yeni bir akilli sistemi ortaya ¢ikaran, alana 6zgiin bir katkidir.

Alkahtani ve Aldhyani (2021) CNN (Convolutional Neural Network) ve LSTM (Long
Short Term Memory) modellerini birlestiren bir botnet saldir1 tespit modeli gelistirdiler.
Sonuglar, modelin 10T uygulamalarinda botnet saldirilarini yiiksek dogrulukla basarili bir
sekilde tespit ettigini gostermektedir. Ayrica CNN ve LSTM kombinasyonundan dolay1
modelin zamansal oriintiileri ve detayli 6znitelikleri etkin bir sekilde analiz edebildigi de
bulunmustur. Bu ¢alisma, giivenlik arastirmacilarinin saldirilart daha verimli bir sekilde
tespit etmesine yardimci olabilecek, IoT ortamlarindaki botnet saldirilarini tespit etmek

i¢in derin 6grenmeye dayali bir model olan CNN-LSTM'y1 sunmaktadir.

Shareena vd. (2021) IoT ortamlarinda botnet saldirilarini tespit etmek igin derin 6grenme
yontemlerini kullanmiglardir. Bu c¢alismada, derin sinir aglari ve Oznitelik ¢ikarma
teknikleri kullanilarak bir penetrasyon tespit sistemi gelistirilmistir. Sonugclar, sistemin
loT botnet saldirilarim1  yiiksek dogrulukla basarili bir sekilde tespit ettigini
gostermektedir. Ayrica, derin Ogrenme yoOntemlerinin, saldirilar1 algilamak ve
siniflandirmak i¢in karmasik 6zellikleri etkili bir sekilde analiz ettigi bulunmustur. Bu
calismada, giivenlik arastirmacilarinin saldirilar1 daha etkin bir sekilde tespit etmesine

yardime1 olmak igin Nesnelerin Interneti ortaminda derin dgrenme tabanli bir botnet
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saldir1 tespit sistemi sunulmustur.

Liu vd. (2021) bu alanda, 10T veri kiimesi CCD-INID-V1'de gomulu 6zellik secimi ve
siniflandirma i¢in CNN'leri kullanmay1 amaglar. Arastirma, IoT veri setlerinde gomiilii
Ozellik seciminin ve CNN modellerinin siniflandirtlmasinin ~ kullanilabilirligini
vurgulamaya odaklanmaktadir. Bu ¢alismada CCD-INID-V1 veri setine gomulu 6zellik
segme yontemi uygulanmis ve elde edilen 6nemli 6zellikler kullanilarak bir CNN modeli
egitilmistir. Sonuglar, yontemin CCD-INID-V1 veri setinde yliksek siniflandirma
dogrulugu sagladigini ve ozellik se¢imi yoluyla CNN modellerinin performansini
tyilestirdigini gostermektedir. Ayrica gdmmelerin 6znitelik se¢cimi sayesinde gereksiz
Ozniteliklerin azaldig1 ve modelin Oriintiileri daha iyi taniyabildigi goriilmiistiir. Bu
calisma, IoT veri kiimelerinde gémiilii 6zellik secimi ve CNN modelleri kullanarak

siiflandirma performansini iyilestirmek i¢in kendine 6zgii bir yaklagim sergilemektedir.

Hwang vd. (2019) otomatik kodlayicilar ve evrisimli sinir aglar1 kullanarak Nesnelerin
Internetindeki kotii niyetli trafigi tespit etmeyi hedeflemislerdir. Hedefledikleri
caligmalarina otomatik kodlayici ve evrisimli sinir ag1 modeli kullanilarak bir algilama
sistemi olarak yansimaktadir. Gelistirdikleri modelleri, [oT trafiginin 6zelliklerini
¢ikararak normal trafigi kotii amagh trafikten ayrigtirmislardir. Sonuglar, yontemin 1oT
ortamindaki kotlii amagl trafigi yiiksek dogrulukla basarili bir sekilde tespit ettigini
gostermektedir. Ayrica, otomatik kodlayict ve evrisimli sinir ag1 modelinin
kombinasyonu sayesinde, derin 6zniteliklerin etkin bir sekilde analiz edilebildigi ve kot
amacl trafik kaliplarinin tespit edilebildigi bulunmustur. Bu arastirma, gilivenlik
uzmanlarinin kotii amagh trafigi daha etkili bir sekilde tespit etmesine yardimeci

olabilecek benzersiz bir IoT giivenligi yaklagimi sunmaktadir.

Reddy ve Shyam (2022) giivenli bir SaaS ¢ercevesine dayali bir sistem gelistirilmistir.
Sistem, ag trafigini analiz etmek ve saldirilar tespit etmek i¢in ¢esitli makine 6grenimi
algoritmalar1 kullanir. Sonuglar, bu yaklagimin saldirilar etkili bir sekilde tespit edip
etkisiz hale getirebilecegini gosteriyor. Ayrica, giivenli bir SaaS ¢er¢evesi kullanmanin
sistem gilivenligini iyilestirdigi ve daha giiglii saldir1 savunma yetenekleri sagladigi

bulundu. Bu arastirma, giivenli bir hizmet olarak sunulan yazilim ¢ergevesi ile saldiri
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algilama ve Onleme i¢in makine Ogrenimi tabanli bir yaklasimi birlestirerek bilgi
giivenligi alaninda 6nemli bir katki saglamaktadir. Bu ¢alisma, glivenligin 6nemli oldugu

SaaS tabanli sistemler i¢in etkili bir ¢oziim sunmaktadir.

Savic vd. (2021) elde ettikleri bu yontemin hucresel 10T sistemlerindeki anomalileri
basartyla tespit ettigini ve lojistik uygulamalarda etkin bir sekilde kullanilabilecegini
gostermislerdir. Bu calisma derin 68renme tekniklerinin hiicresel IoT sistemlerindeki
anormallikleri tespit etmek igin giiglii araglar oldugunu gostermektedir. Bu arastirma,
akilli lojistik endiistrisinde verimliligi artirmaya ve sorunlar1 hizla kesfetmeye yonelik
onemli bir adimdir. Arastirmacilarin ¢alismasi, bu alanda aykir1 bir goriis sunuyor ve
hicresel 10T sistemlerindeki anormallikleri tespit etmek i¢in 6nemli bir bilgi kaynagi

olarak kabul edilebilir.

Mahfouz vd. (2020) faaliyetlerinde, kolektif siniflandiricilarinin yeni siber saldiri
kayitlarindaki performansini degerlendirmeyi hedeflemistir. Deneysel c¢aligsmalar,
kolektif siniflandiricilarin siber saldirilar1 basarili bir sekilde tespit etmede etkili
oldugunu gostermektedirler. Ayrica, yeni veri setinin diger mevcut veri setlerinden farkli
Ozelliklere sahip oldugu ve bu veri setindeki Kkolektif siniflandiricisinin daha iyi
performans  gosterdigi  goriilmiistiir.  Arastirmacilarin  ¢alismalarinda,  kolektif
siiflandiricilarin siber saldirilara karsi etkili olabilecegini gostermislerdir. Bu calisma,
yeni veri seti kullanilarak elde edilen sonu¢ ve analizlerle benzer diger calismalardan

farklilik gostermektedir.

Alotaibi ve Alotaibi (2020) lizerinde yogunlastiklari, IoT cihazlarindaki siber saldirilar
tespit etmek icin bircok derin 6grenme yontemi kullanilmaktadir. Arastirmanin odak
noktasi, derin 6grenme modellerini birbirine baglayarak olusturulan y1gin yapisinin siber
saldirilar1 tespit etme performansini artirabilecegi iizerine odaklanmaktadir. Deneysel
calismalar, bu yaklasimin IoT aglarindaki siber saldirilart etkili ve basarili bir sekilde
tespit edebildigini gostermektedir. Ayrica yiginl derin 6grenme modellerinin tek basina
kullanilan derin 6grenme modellerine gore daha iyi sonuglar verdigi goriilmiistiir.
Arastirmacilarimizin ¢aligmasi, IoT giivenligi alaninda ileriye dogru atilmis 6nemli bir

adimdir ve derin 6grenme model yiginlarinin siber saldirilar1 tespit etmek igin giiclii
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araglar oldugunu gosterir. Bu ¢alismanin benzersiz 6zgiinliigli, onu derin 6grenme ve loT
giivenligi alanindaki diger ¢aligmalardan 6nemli kilmaktadir. Arastirmacilarin ¢aligmasi,
IoT aglarim siber saldirilardan korumanin yeni bir yolunu daha sunmakta ve bu alanda

daha fazla arastirmaya 1s1k tutmaktadir.
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4. MATERYAL ve METOT

4.1 Veri Klimesi

Calismada kullanilan veri seti, Meidan ve ark. (Meidan vd. 2018) tarafindan olusturulan
N-BaloT, akademik c¢alismalar i¢in agik erisime sahip IoT cihazlarina yapilan botnet

saldirilarini tespit etmek ic¢in kullanilan genel bir veri setidir.

Ag trafigi, 2 botnet tarafindan tasinan 10 IoT cihazina, 9 saldirt sinifina ve 1 iyi huyluya
aittir. IoT'ler bir termostat, bebek monitorii, web kamerasi, iki farkli kapi zili ve dort farkl
ucuz giivenlik kamerasindan olusur. Danmini (Kap1 Zili), Ecobee (Termostat), Ennio
(Kapt Zili), Philips BI120N10 (Bebek Monitori), Provision_PT_737E (Gulvenlik
Kamerasi), Provision PT_838 (Giivenlik Kamerasi), Samsung SNH_1011 N (Web
Kamerasi), SimpleHome_XCS7_1002_WHT (Gtivenlik Kamerast),
SimpleHome_XCS7_1003_WHT(Giivenlik Kamerasi), koti huyluydu. Bu 6zel ag,
giivenlik kameralarindan birine gergek bir Mirai botnet kotii amagli yazilim Ornegi

bulastirilarak olusturuldu (Mirsky vd. 2018).

Mirai, ¢ogunlukla aga bagl akilli ev ve tiiketici cihazlarin1 hedefleyen ve onlari uzak
botlardan olusan bir zombi agina doniistiirebilen kotii amagh bir yazilimdir (Antonakakis
vd. 2017). 2016 yilindaki en biiyiik dagitilmis hizmet reddi (DDoS) saldiris1 Mirai botnet
tarafindan gergeklestirildi. [oT kullanan cihaz sayisinin giderek artacagi ongoriildiigiinde

Mirai botnet tespiti dnemlidir (Ryu ve Yang 2018).

Smiflandirmaya dayali temel ozellikler, akis trafigini Ozetleyen bilgiler, trafigin
titremesini 6zetleyen bilgiler, zaman cercevesi bilgileri, son zamanlarda ortaya ¢ikan
Ogelerin sayist ve iki akisin varyanslaridir. Veri seti 165645 6rnekten olusurken,

simiflandirmaya esas olan 6znitelik sayis1 115'tir.
Iyi huylu trafik IoT cihazlari arasinda farklilik gosterebilse de Kotii amagl saldiri

trafigiyle karsilastirildiginda fark edilir derecede diistik kalir. Bu durum biitiin cihazlarin
trafik dagilimi Cizelge 4.1'de verilmistir.
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ID | Adi Cihaz Turi Cihaz Bagina Trafik
0 | benign Butin Cihazlar 555932
1 | Danmini Kap1 Zili 968750
2 | Ecobee Termostat 822763
3 | Ennio Kap1 Zili 316400
4 | Philips_B120N10 Bebek Monitordi 923437
5 | Provision_PT_737E Giivenlik Kameras1 | 766106
6 | Provision PT 838 Giivenlik Kameras: | 738377
7 | Samsung SNH_1011 N Web Kamerasi 323072
8 | SimpleHome_XCS7_1002_WHT | Giivenlik Kameras1 | 816471
9 | SimpleHome XCS7_1003_ WHT | Giivenlik Kameras1 | 831298

Cizelge 4.1 Biitiin Cihazlarin Trafik Dagilimu.

4.2 Onerilen Ydntem

Makine 6grenimi, biiylik veri kiimelerinden yararli bilgileri otomatik olarak bulan
kullanigh bir yapay zeka teknigidir. Derin 6grenme, makine 6greniminin bir dalidir (Liu
ve Lang 2019). Pek ¢ok giivenlik alani oldugu i¢in makine 6grenimi bu alan igin
onemlidir. Botlar, normal akiglardan farkli akislar iiretir. Bu sekilde, makine 6grenimi
(Kolektif smiflandiric1 algoritmalar1) akislari en yiiksek dogrulukla siniflandirabilir
(Algelal vd. 2020). Botnet'i tespit etmek i¢in makine 6grenimini kullanmak daha mantikli
gorintyor (Rezai 2021). Derin sinir aglart (DNN), I girisi olan bir f fonksiyonunun
yakinsamasin1 O degerine esleyerek en iyi yaklasimi saglayan parametreleri 6grenir.
Bilgi, I'den baslayarak hesaplanan fonksiyon boyunca akar, ara hesaplamalar ile f
fonksiyonundan gecer ve O'nun c¢ikti degerine ulasir. Modelin ¢iktisinda kendisine
beslenen geri bildirim baglantilar1 yoktur. f(I)=f3(f2(f1(I))) modeli bir zincir gibi
birbirine bagli fonksiyonlardan olusabilir. Bu durumda f1 agin birinci katmanini, 2 ise
agin ikinci katmanini olusturur. Tiim zincirin uzunlugu desenin derinligini verir. Derin
bir sinir aginda derinlik kavraminin geldigi yer burasidir. Yapay sinir aginin giris ve ¢ikis
katmanlar1 arasindaki katmanlar gizli katmanlardir. Gizli katmanlarin boyutlart modelin
genisligini verir. Derin sinir agimin son katmani ¢ikis katmanini verir (Goodfellow vd.

2016). Ornek DNN yapis1 Resim 4.2.1'de verilmistir.
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Resim 4.2.1 Ornek DNN Mimarisi.

Kolektif 6grenme, modeli birden fazla 6grenciyle olusturmaya izin veren dgrenmedir.
Modellerin problemin ¢dziimiinde daha dogru kararlar vermesini amaglar. Boosting,
Bagging, Stacking, Voting gibi farkli kolektif 6grenme teknikleri vardir. Calismada
yigimlama takimi kullanilmistir (Rokach 2010). Yiginlama, birka¢ siniflandiricinin
tahminlerini birlestirerek farkli bir smiflandiricinin egitilmesini icerir. Ilk asamada
mevcut veriler siniflandiricilar ile egitilir. Daha sonra, birinci asama algoritmalarinin
tahminlerini ek girdiler olarak kullanarak nihai bir meta-6grenci algoritmasi ile egitilir
(Wolpert 1992). Calismanin tiim kodlar1 agik kaynak kodlu Python ortaminda
gelistirilmistir. Veri setinin %70'i egitim igin, %30'u test icin ayrilmustir. Onerilen
kolektif modeli, daha 6nce diyabet tespitinde basarili olan model temelinde gelistirilmistir

(Yurttakal ve Bas 2021). Onerilen modelin mimari yapisi1 Resim 4.2.2’te verilmistir.

mput: | [(None, 115)] mput | [(None, 115)]

output: | [(¥one, 115)]

I !

wmput: | (None, 115)
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ensemble_1_dense_3: Dense
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output: | (None, 32)

I
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Resim 4.2.2 Onerilen Model.



flk asamada 2 adet DNN modelinden ¢ikt1 tahmin degerleri alinnmistir. Bu asamada
kullanilan modelin ndron sayilar1 128-64-32-10'dur. Ara katmanlarin aktivasyon
fonksiyonu ReLu iken, ¢ikis katmaninin aktivasyon fonksiyonu Softmax'tir. Meta
Learner asamasinda kullanilan DNN yapisinda 32-10 olmak Uzere iki katman
kullanilmistir. Birinci asamada kullanilan modellerin 6grenilebilir parametre sayis1 25514

iken tiim modelin toplam 6grenilebilir parametre sayis1 52030 dur.
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5.BULGULAR

5.1 Performans Metrikleri

Smiflandirma siire¢lerinde tahmin edilen degerleri gergek verilerle karsilastirmak igin
karigiklik matrisi kullanilir. Gelistirilen modelin performans metrikleri de karigiklik

matrisi kullanilarak elde edilmistir. Karigiklik matrisi Cizelge 5.1.1'de verilmistir.

Gergek Degerler
Pozitif | Negatif
Tahmin | Pozitif | TP FP
Edllen Negatif EN TP
Degerler

Cizelge 5.1.1 Kanisiklik Matrisi.

Karisiklik matrisinde, verilen terimler ¢esitli metrikleri hesaplamak i¢in kullanilabilir.
Degerlendirmede kullanilan metriklerin formiilleri asagida Cizelge 5.1.2'de esitliklerde

verilmigtir.

Duyarlilik TP /(TP +FN)
Kesinlik TP/ (TP + FP)
Dogruluk (TP+TN)/ (P +N)
F1 Skoru 2TP/ (2TP + FP + FN)

Cizelge 5.1.2 Metriklerin Formdilleri.

5.2 Performans Sonuclari

Dogruluk - epoch iliskisini temsil eden bir grafik, makine 6grenimi modelinin zaman
icinde nasil performans gosterdiginin gorsel bir yansimasidir. Grafik, epoch (donem)
olarak adlandirilan egitim yinelemelerinin sayisina dayali olarak modelin dogruluk
dizeyini gosterir (Altun vd. 2023). Makine 6grenimi modellerinin performansini
degerlendirmek ve iyilestirilecek alanlar1 bulmak i¢in vazgecilmez bir aragtir (Qurashi ve
Holmes 2019). Dogruluk - epoch grafigi, makine 6grenimi uzmanlarinin modellerinin
performansini dogru bir sekilde yorumlamalarina yardimci olan ¢ok 6nemli bir 6gedir.
Grafigi inceledikten sonra, modelin en yiiksek dogruluguna ne zaman ulastigini

belirleyebilir ve daha fazla egitim yinelemesinin gerekli olup olmadigina karar
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verebilirler. Ayrica, dogruluk - epoch grafigi, farkli modellerin performansin
karsilastirmak ve belirli bir gérev i¢in en uygun olani segmek i¢in kullanilabilir (Anwar
vd. 2022). Sonug¢ olarak, dogruluk - donem grafigi, makine 6grenimi modellerinin
verimliligini ve kesinligini artirmada 6nemli bir yere sahiptir. Modelin zaman icindeki
performansinin grafiksel gosterimi, uygulayicilarin eksiklikleri belirlemesi ve verilere
dayali bilingli kararlar almasi i¢in bir kilavuz gérevi goriir. Bu nedenle, dogruluk - epoch
grafiginin yorumunu ve kullanimini anlamak, modelinin etkinligini artirmak isteyen
herhangi bir makine 6grenimi uzmani i¢in gerekli bir adimdir (Altun vd. 2023).
Calismamizda birinci katmandaki aglar 500 epoch ¢alistirilirken, Stacked Kolektif
modeli 300 epoch ¢alistirilmistir. Optimize edici olarak Adam Optimizer kullanildi. Eksik
islev, kategorik ¢apraz entropidir. Resim 5.2.1 3, egitim siireci igin dogruluk dénemi

grafigini gosterir

0.990 4

0.988

0.986 4

0.984 4

0.982 1

0.980 4

0978 A = frain
est

0.976 -

0 50 100 150 200 250 300
Resim 5.2.1 Dogruluk - Epoch Grafigi.

Bir makine 6grenimi modelinin verimliligini degerlendirmek i¢in karisiklik matrisi olarak
bilinen bir tablo kullanilir. Bu matris, model tarafindan iiretilen tahmini degerleri test
verilerinin gercek degerleri ile yan yana getirerek, modelin gercek pozitifler, gergek
negatifler, yanlis pozitifler ve yanlis negatifler agisindan performansina genel bir bakis
sunar. Gergek pozitifler, modelin bir kosulun veya 6zelligin varligin1 dogru bir sekilde
tanimladig1 durumlan gosterirken gercek negatifler, modelin bir kosulun veya 6zelligin

eksikligini dogru bir sekilde tanimladig1 durumlart gosterir. Yanlis pozitifler, modelin bir
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kosulun veya oOzelligin varligint yanlis bir sekilde tanimladigi durumlardir, yanlis
negatifler ise modelin bir kosulun veya 6zelligin eksikligini yanlis bir sekilde tanimladigi
durumlar1 gosterir (sciencedirect.com 2023). Makine 6greniminde, karisiklik matrisi, bir
modelin etkinliginin kapsamli bir sekilde degerlendirilmesine izin veren onemli bir
aractir. Gelistiricilere, modelin kesinligini, hatirlamasini, F1 puanini ve dogrulugunu
O0lcmek i¢in bir ara¢ saglar (v7labs.com 2023). Bu o6l¢iimler, modelin etkinligini
degerlendirmede ve iyilestirme gerektiren yonleri belirlemede ¢ok onemlidir. Belirli bir
sinifa yonelik bir 6nyargiya sahip olabileceginden, yiiksek bir dogruluk puaninin iyi bir
performans garantisi olmadigina dikkat etmek 6nemlidir (towardsdatascience.com 2023).
Bu nedenle, karigiklik matrisini yorumlamak, bir modelin zayif ve giiclii yanlarini
anlamak igin esastir. Etkili bir model, yiiksek oranlarda gercek pozitif ve gergek
negatiflere sahip olurken, yiiksek yanlis pozitif ve yanlis negatif oranlari, modelin
iyilestirme kullanabilecegi alanlar1 gosterir (guru99.com 2023). Karigiklik matrisi,
makine Ogreniminde bir modelin performansina iliskin anlamli bilgiler sunan ve

gelistiricilerin bilingli karar vermesini saglayan paha bi¢ilmez bir aragtir.

Verilen resme gore egitim ve test gruplarinin egitim siiregleri birbiriyle uyumludur. Bu
durum, modelin egitiminde asirt uyum olmadigint ve Onerilen modelin genelleme
kapasitesinin yiiksek oldugunu gostermektedir. Resim 5.2.2'te test setinin karigiklik

matrisi verilmistir.

Confusion Matrix

©-1382 0 0 2 43 0 0 O 0 0
“~- 0 0 0 13 0 0 1 0 0
~- 0 ©0 MO66l 1 13 o o 1 o 2

,m- 0 o o M09 288 o o o o o
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"6- 0 0 0 31 13 0 1928 0 0 0
~-0 o0 o o 7 o o o o
- 0 0 0 1 14 1 o o PEER o
®- 0 0 O ©O0 10 0 0 O 0 m
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Predicted labels

Resim 5.2.2 Test Seti Karisiklik Matrisi.
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Sekle gore, orneklerin ¢ogu dogru tahmin edilmistir. Dogruluk, kesinlik, duyarlilik, F1
puani performans Olgiitleri sirasiyla 0,99, 0,991, 0,986, 0,988'dir. Her siif i¢in ayr1 ayr1

hesaplanan performans metrik degerleri Cizelge 5.2’te verilmistir.

Cizelge 5.2 Performans Metrikleri.

Simif Kesinlik Duyarhlik F1 Skoru Ornek Sayisi
0 1.00 0.97 0.98 1427
1 1.00 1.00 1.00 4463
2 1.00 1.00 1.00 4083
3 0.99 0.93 0.96 4380
4 0.92 1.00 0.96 4680
5 1.00 1.00 1.00 7963
6 1.00 0.98 0.99 1972
7 1.00 1.00 1.00 9130
8 1.00 1.00 1.00 4625
9 1.00 1.00 1.00 6971

Elde edilen sonuglara gore en diisiik 0,96 F1 skoru 3 olarak kodlanan kap1 zili ve 4 olarak

kodlanan bebek telsizinin kétii huylu ag trafiginde elde edilmistir.

Bir ikili smiflandirict sistemin teshis yeterliligi, ROC (alict ¢alisma 6zelligi) egrisi
araciligiyla gorsel olarak tasvir edilir. Bu egri, y ekseninde gercek pozitif oran1 (TPR)
veya duyarlilifi ve x ekseninde yanlis pozitif oran1 (FPR) veya 1-6zgiinliigii gosterir.
ROC egrisi, farkl teshis testlerinin veya siniflandiricilarin yeteneklerini, iki sinif arasinda
ayrim yapma yetenekleri acisindan incelemeye ve karsilastirmaya hizmet eder. ROC
egrisi altindaki alanin degeri (AUC), siniflandirici performansini degerlendirmek i¢in
siklikla kullanilan bir 6l¢iidiir. AUC ig¢in 0,5 degeri rastgeleligi, 1,0 degeri ise mutlak
kesinligi gosterir. Bir ROC egrisi olusturma siireci, zaten olusturulmus smif etiketlerine
sahip bir grup veri noktasma bir siiflandirict uygulamayi igerir. Buradan, akla
gelebilecek her karar esigi icin hem gergek pozitif oran1 (TPR) hem de yanlis pozitif oram
(FPR) hesaplanir. Elde edilen bu TPR ve FPR ciftleri daha sonra ayr1 noktalar olarak
ROC egrisi iizerine ¢izilir. ROC egrisindeki kdsegen ¢izgi, rastgele bir siniflandiricinin
performansini temsil eder (online.stat.psu.edu 2023). TPR'yi maksimize eden ve FPR'yi
minimuma indiren egri lizerindeki noktay1 secerek, bir siniflandirici i¢in en uygun karar

esigini belirlemek i¢in ROC egrisi kullanilabilir (acutecaretesting.org 2023).
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Resim 5.2.3 her bir etiket i¢in ROC egrisini gostermektedir. Sonuglar, her bir etiket icin

AUC degerinin %100'e yakin oldugunu gostermektedir.

Roc Curve with Labels

1.0 ':7

0.8 1

0.6 1

0.4 4

True Positive Rate

0.2 4

0.0

—— ROC curve of class 0 (area = 1.00)
ROC curve of class 1 (area = 1.00)

—— ROC curve of class 2 (area = 1.00)
—— ROC curve of class 3 (area = 1.00)
—— ROC curve of class 4 (area = 1.00)
»—— ROC curve of class 5 (area = 1.00)
ROC curve of class 6 (area = 1.00)

—— ROC curve of class 7 (area = 1.00)
ROC curve of class 8 (area = 1.00)

—— ROC curve of class 9 (area = 1.00)

Resim 5.2.3 ROC Egrisi.
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6. TARTISMA ve SONUC

Dijital doniisiim ¢aginda IoT, hi¢ siiphesiz hem kurumlarin hem de bireylerin hayatinda
devrim yaratan teknolojilerin basinda geliyor. IoT, bir IP adresine sahip olan, internete
baglanan ve birbirleriyle veri paylasan fiziksel cihazlarin haberlesmesidir. Bu teknoloji
sanayi devriminin kilit noktas1 olmakla birlikte akilli ev, akilli tarim ve akilli saglik
uygulamalarinda da siklikla kullanilmaktadir. Birbirleriyle iletisim kuran IoT cihazlari,
aglar icin giivenlik tehdidi olusturabilir. Goriiniliste basit bir cihaz bile saldirganlar
tarafindan ele gegirildiginde ciddi tehlikeler olusturabilir. Ornegin, bir bilgisayar korsani
tarafindan yakalanan bir bebek kamerasi casusluk ic¢in kullanilabilir. Saldirganlar ag
hizmetlerini bozabilir, verileri galabilir, fiziksel zarara neden olabilir ve hatta insanlara
zarar verebilir. Botnet, IoT cihazlari i¢in en biiyiik tehditlerden biridir. Bu nedenle yapay
zeka tabanli botnet tespiti tizerine birgok ¢aligma yapilmistir. Botnet, IoT cihazlari igin
en biyk tehditlerden biridir. Bu nedenle yapay zeka tabanli botnet tespiti {izerine bir¢ok
caligma yapilmistir. Ahmetoglu ve Das (2019), tam baglantili bir yapay sinir agi ile 1yi
huylu, FTP patator, SSH-patator, DoS, Heartbleed, Brute Force, Web Attack—SQL
Injection, DDOS, Port attack, Botnet saldir1 tiplerini tespit etmeye ¢alismislardir
(Ahmetoglu ve Das 2019). Wai ve ark. (2018), makine 6grenimine dayali bir botnet trafigi
algilama teknigi 6nerdi. Arastirmalari, otomatik trafik tespiti i¢in ag trafigini analiz etmek
i¢in ¢ok katmanli algilayicilara ve karar agaglarina dayanmaktadir (Wai vd. 2018). loT
aginda olusturulan biiyiik miktardaki verinin davranissal analizini olusturmada derin
o6grenme yontemlerinin etkili oldugu goriilmektedir. Derin 6grenme mekanizmalarinin,
yapilandirilmamis ve heterojen verileri kullanan ¢oklu alanlarda diger olasilik
¢oziimlerinden daha iyi performans gosterdigi tespit edilmistir. Geleneksel makine
Ogrenimi algoritmalariyla ilgili sorun, kendi olusturduklar: bir ortamda iyi ¢aligabilseler
de aga daha fazla cihaz dahil edildik¢e verilerin artmasi ve bu modellere eskime
goriintiisii vermesidir. Derin 6grenme algoritmalar1 daha fazla veriden daha fazlasin
o0grendigi i¢cin bu alanda derin 6grenmenin bu sorunu ¢ozdiigii calismalar mevcuttur.
Ayrica botnet tespiti i¢in karar agac1 ve yapay sinir aglar1 gibi son teknoloji algoritmalar
kullanilmaktadir. Bu algoritmalarin karsilagtirilmasi i¢in bu caligmada ag trafigi veri
setini iceren CTU-13 kullanilmistir. Sinir ag1 ve karar agaci sirasiyla 0.91 ve 0.98
dogruluk degerine sahiptir. Onerdigimiz ¢dziimiin 0.99 olan F1 puani bu iki algoritmadan

daha dogrudur (Ryu ve Yang 2018). Baska bir ¢alismada, IRC i¢in kullanilan port
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numarasi olarak 6667 ve http olarak da 80 numarali trafik paketlerini igeren Cyber Clean
Center veri seti yer almaktadir. Botnet tespit algoritmalari olarak Extreme Learning
Machine (ELM), Support Vector Machine (SVM), Convolutional Sinir Ag (CNN) ve
Kolektif Classifier Algorithm with Stack Process (ECASP) kullanildi. Botnet tespiti F1
skorunun karsilagtirmasina gore, dnerdigimiz algoritma ELM (%91,6), CNN (%92,56),
SVM (%93,36) ve ECAP'tan (%94,08) (Srinivasan ve Kumar 2023) daha iyidir. Meidan
ve arkadaslarimin IoT'sinde botnet algilama, Onerilen ydntemde derin otomatik
kodlayicilar kullanildi. Bu ¢alismada IoT botnet saldirilarinin tespiti igin N-Balot veri seti
kullanilmistir. En popiiler IoT tabanli botnet'ler olan Mirai ve Bashlite, her cihaz i¢in
enfekte edildi. Meidan ve arkadaslarinin model yapisi, giris katmaninin boyutlarini %75,
%50, %33 ve %25 oraninda kiiciilten dort gizli kodlayici katmani tarafindan olusturuldu.
Sonraki diger katmanlar, kodlayicilarla benzer boyutta kod c¢oziiciiler igeriyordu.
Modellerinin ger¢ek pozitif oraninin bu yapisi, bizim 6nerdigimiz gergek pozitif oran
cozimumiize %100 benzer. Yerel Aykir1 Deger Faktorii (LOF), Tek Sinif SVM ve
Izolasyon Ormam da Meidan ve arkadaslarmin c¢alismasinda degerlendirilen diger
algoritmalardir. Onerilen TPR ¢oziimii, LOF ve SVM ile benzerdir ve Izolasyon
Ormanindan daha dogrudur (Meidan vd. 2018). Baska bir ¢alismada, Algelal ve
arkadaslarinin botnet algilama yontemleri, CTU-13 veri seti ve 10 kat ¢capraz dogrulama
ile egitilmis ve test edilmistir. Onerilen modelin dogrulugu %99,84'tiir. Bu ¢alismadaki
kolektif siniflandiricilart AdaBoost ve Jrip algoritmalarindan olusmaktadir. Kolektif
derin sinir aglar1 araciligryla IoT botnet tespiti, AdaBoost ve Jrip algoritmalar: ile hemen
hemen benzer dogruluga sahiptir. Clusering (%98,39), Sinir Ag1 (%89,38), Recurrrent
Sinir Agr (%83,09), K-medoids, L-means, LSTM, karar agaglar1 olan yontemin geri
kalani, botnet tespiti igin Onerilen modelden daha az dogruluga sahiptir. (Algelal vd.
2020). ISCX veri setinin kullanildig1 baska bir ¢galisma, Ensemble of Classifie algoritmasi
ile botnet trafigini analiz etti. Bu veri seti, normal trafigi ve botnet trafigini iceriyordu.
Bu ¢alisma ayn1 zamanda Ada-Boost with Decision Tree (%94,78) ve Soft Voting of
KNN & Decision Tree (%96.41) kolektif smiflandiric1 algoritmalarinin, 6nerdigimiz
modelin dogrulugu kadar botnet tespitinin dogrulugunu artirdigin1 da gosterdi (Bijalwan
vd. 2016). Bu ¢alismada N-BaloT veri setine ait 9 zararli ve 1 iyi huylu olmak Gzere 10
cihazin ag trafigi kolektif DNN tabanli bir yaklagimla smiflandirilmistir. Elde edilen

sonuglara gore 6nerilen yontem %99 dogrulukla ¢alismaktadir. Yapist geregi karmasik
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ve c¢ok siniflandirmali bir problem olan problem, Onerilen yontem sayesinde hizl,
kullanicidan bagimsiz ve yiiksek dogrulukla calismaktadir. Bireysel ve kurumsal
gilivenlik sorunlarma ¢oziimler sunarak endiseleri giderir. Sonuglar gelecek caligsmalar

icin Umit verici ve cesaret vericidir.
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