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YUKSEK LISANS TEZI

TURISTLERIN CEVRE DOSTU OTELLERLE iLGILI MEMNUNIYETINi
ETKILEYEN FAKTORLERIN MAKINE OGRENMESI TEKNIiKLERIi
KULLANILARAK ARASTIRILMASI

Mahmud ALRAHHAL
Danisman: Dog¢. Dr. Ferhat BOZKURT

Amag: Turizm endiistrisi sadece Tirkiye ekonomisi i¢in degil, ayn1 zamanda gezginler igin de
kritik 6neme sahiptir. Oteller, 6zellikle ¢evreci oteller gibi turizm tesislerinin gelistirilmesi,
hem c¢evreyi hem de Tiirkiye ekonomisini mutlaka olumlu yonde etkileyecektir. Son birkag
yilda, yesil turizm artan bir ilgi gérmektedir. Tiirkiye'de ¢evre dostu turizm baglaminda biiyiik
sosyal veri analizi, ¢cevre dostu otellerde seyahat edenlerin memnuniyetini etkileyen faktorleri
anlamak icin kritik 6neme sahiptir. TripAdvisor gibi sosyal platformlarda sunulan sosyal
verilerin ¢ikarilan boyutlarinin degerlendirilmesi, otel yoneticilerinin ve karar vericilerin
iyilestirmeleri gereken tesisleri bilmelerine yardimci olacaktir. Bu ¢alismanin amaci
Tiirkiye’deki g¢evre dostu otellerdeki turistlerin deneyimlerini memnuniyetini etkileyen
faktorleri makine 6grenmesi yontemleriyle ortaya ¢ikarmaktir.

Yontem: Calismanin amacini gerceklestirmek i¢in bilgiler, Tripadvisor web sitesinden tarama
yontemiyle alinmistir. Kullanict tarafindan olusturulan igerikten memnuniyet yoOnlerini
cikarmak i¢in makine Ogrenimi teknikleri, Ozellikle Gizli Dirichlet Tahsisi (LDA)
kullanilmigtir. Miisteri segmentasyonu ig¢in k-means kiimeleme yontemi kullanilmistir. Son
olarak Uzun Kisa Siireli Bellek (LSTM), Cift Yonli Uzun Kisa Siireli Bellek (BiLSTM), ve
Gegitli Tekrarlayan Birim (GRU) misteri yorumlarimin simiflandirmast i¢in egitildi ve
karsilastirildi.

Bulgular: Bu c¢alismada Tiirkiye’deki ¢evre dostu otellerdeki turistlerin deneyimlerini ve
memnuniyetini etkileyen faktorlerin elde edilmesi icin LDA konu modelleme teknigi
kullanilmistir. LDA ile 4 konu elde edilmistir. Miisteri segmentasyon islemi i¢in K-means ile
turistler 3 gruba ayirilmigtir. Yorum smiflandirmada LSTM, BiLSTM, ve GRU kullanilmistir.
96% dogruluk degeri ve 10% kayip degeri ile en iyi performans gosteren BILSTM modeli elde
edilmistir.

Sonu¢: Sonu¢ olarak bu calismada turistlerin Tirkiye'deki ¢evre dostu otellerle olan
deneyimlerini etkileyen bir takim 6nemli faktorii ortaya koyulmustur. Bu faktorlerin ¢ikarilmasi
hem miisteriler i¢cin hem de isletme sahipleri i¢in 6nemlidir ve ona gore isletme hizmetleri
tyilestirilebilir. K-means kiimeleme teknigi ile miisteriler 3 ayr1 gruba (az memnun, orta
memnun ve ¢cok memnun) ayirilarak grup bazli miisteri memnuniyeti arastirilmistir. Son olarak
LSTM, BiLSTM, ve GRU yorum smiflandirma islemi i¢in karsilagtirllmistir ve en yiiksek
dogruluk veren model elde edilmistir.

Anahtar Kelimeler: Biiyiik Sosyal Veri Analizi, Cevrimi¢i Miisteri Incelemeleri, Makine
o0grenmesi, NLP, Konu modelleme
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ABSTRACT

MASTER’S THESIS

INVESTIGATING THE FACTORS THAT IMPACT TOURISTS' SATISFACTION
WITH ENVIRONMENT-FRIENDLY HOTELS USING MACHINE LEARNING
TECHNIQUES

Mahmud ALRAHHAL
Supervisor: Assoc. Prof. Dr Ferhat BOZKURT

Purpose: Tourism industry is critically essential for not only Turkish economy but also for
travelers. Enhancing tourism facilities like hotels, particularly environment-friendly hotels will
absolutely affect both environment in general and Tiirkiye's economy positively. Over the past
few years, green tourism has drawn increasing focus. Big social data analysis in the context of
environment-friendly tourism in Tiirkiye is critically important to comprehend the factors that
impact travelers' satisfaction in echo-friendly hotels. Evaluating the extracted dimensions of
social data presented on social platforms like TripAdvisor will help hotel managers and
decision-makers to know the facilities that they should improve. The aim of this study is to
reveal the factors that affect the satisfaction of tourists' experiences in environmentally friendly
hotels in Turkey with machine learning methods.

Method: In order to fulfill the study's objective, the information was taken from the Tripadvisor
website by means of a crawling method. To extract satisfaction aspects from user-generated
content, machine learning techniques, particularly Latent Dirichlet Allocation (LDA), was
used. The k-means clustering method was utilized for customer segmentation. Finally, Long
Short-Term Memory (LSTM), Bidirectional Long Short-Term Memory (BiLSTM), and Gated
Recurrent Unit (GRU) were trained and compared for customer review classification.

Findings: In this study, LDA subject modeling technique was used to obtain the factors
affecting the satisfaction of the experiences of tourists in environmentally friendly hotels in
Turkey. 4 subjects were obtained with LDA. For the customer segmentation process, the tourists
were divided into 3 groups with K-means. LSTM, BiLSTM, and GRU were used for comment
classification. The best performing BiLSTM model was obtained with 96% accuracy value and
10% loss value.

Results: As a result, in this study, a number of important factors that affect tourists' experience
with eco-friendly hotels in Turkey are revealed. Extracting these factors is important for both
customers and business owners, and business services can be improved accordingly. With the
K-means clustering technique, customers were divided into 3 different groups (less satisfied,
moderately satisfied and very satisfied) and group-based customer satisfaction was
investigated. Finally, LSTM, BIiLSTM, and GRU were compared for the interpretation
classification process and the model with the highest accuracy was obtained.

Keywords: Big Social Data Analysis, Online Customers’ Reviews, Machine learning, NLP,
Topic modeling
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GIRIS

Tiirkiye’de turizm sektorii her gegen giin gelismektedir. Tiirkiye, turistlerin tercihleri
arasinda 6nde gelen bir secenektir. Tiirkiye’ye gidip dinlenmek turistlerin ilk tercihlerinde yer
almaktadir. Dlinyanin kalbinde Asya ve Avrupa arasinda yer alan ve Afrika'ya da yakin olan
Tirkiye'nin cografi konumu nedeniyle pek cok gezgin tatilini Tiirkiye'de gecirmeyi tercih
etmektedir. Bunun yani sira Tiirkiye’de turistlerin gezebilecegi ¢ok giizel yerler bulunmaktadir.
Omek olarak Uzun kiyilar, biiyiik ormanlar, 1liman hava kosullari, tarihi mekanlar (6rnegin
Kapadokya), kayak merkezleri (6rnegin Erzurum) ve ¢evre dostu oteller; diinyanin doért bir

yanindan turistlerin ilgisini ¢ekmektedir.

Turizm sektorli, hem Tirkiye'de hem de kiiresel Olcekte, iilke ekonomisi ve doga
tizerindeki etkisiyle biiylik bir 6neme sahiptir. Milyonlarca turist turizm amagl etkinlikler
gerceklestirmek icin her yil Tiirkiye’ye giris yapmaktadir. Sadece 2019 yilinda, Tirkiye'ye
yaklasik 34,5 milyar dolar gelirle toplam 51,7 milyon turist kaydedildi ve toplam turist sayis1
acisindan diinya altincisi olmustur (Tuna and Basdal 2021). Tirkiye, ¢cevre dostu otellere ev
sahipligi yapmasi ve her bir bolgenin benzersiz dogal giizellikleri ve cografi yapisi sayesinde

turistlere farkli aktivitelerle mutluluk seviyelerini ylikseltme imkani sunarak onlar1 cezbediyor.

Tiirkiye’de yesil otellerin bulunmasi ve turistlerin yapabilecekleri aktivitelerin ¢esit
sayis1 az olmadif1 igin mesela yapabilecekleri aktivitelerin birka¢ &rnegi: Istanbul bogazi
cevresinde gezmek, Istanbul Emindnii’ndeki tarihsel yapilari izlemek, adalara gemi vasitasiyla
gitmek, Erzurum’da kayak yapmak, Kapadokya’da balon turu yapmak ve tarihsel mekanlari
gozlemlemek, Antalya hava sicakligindan ve giinesinden yararlanmak ve Trabzon giizel
dogasm kesfetmek gibi bircok aktivitede bulunabilirler. Turizm, dogay1r gezmek ve farkl
yerleri kesfetmek insanlarin ruh haline olumlu yonde etki etmektedir. Bu sekilde Turistler
yasam Kalitelerini iyilestirmek igin ¢ogu zaman Tirkiye’yi tercih edebilmektedirler.
Gilinlimiizde insanlar, dinlenme, saglik ve g¢evresel hizmetlerden yararlanmanin bir sonucu
olarak yasam standartlarini iyilestirdigi i¢in dogay1 kesfetmeye daha isteklidirler (Prihayati and
Veriasa 2021).

Birgok kisi i¢in turizm esastir ve giderek onem kazanmaktadir. Birlesmis Milletler
Diinya Turizm Orgiitii (UNWTO), 2019'da 1,4 milyara yakin insanin seyahat ettigini ortaya
koyan bir arastirma yapt1 (Streimikiene et al. 2021). Insanlarin Turizm ve seyahat yapmadaki

sayis1 az olmadigi, Tiirkiye’de yesil otellerin az olmadig1 ve Tiirkiye’nin 6nemli bir konuma ve



cekici bir dogaya sahip oldugu i¢in Tirkiye cogu zaman turistlerin seyahat hedeflerinden

basinda yer almaktadir.

Dogayr korumak ve turizmin dogaya verdigi olumsuz etkiyi azaltmak, turistlerin
seyahatlerini saglikli bir bigimde yapmak, ve saglikli ortamlarda ve otellerde seyahatlerini
gecirebilmek i¢in yesil turizmin 6nemi gittikge artmaktadir. Turizm sektdriinde yesil turizm
kavrami ortaya ¢ikmis ve artan bir ilgi gormiistiir (Filimonau et al. 2022; Yesiltas, Giirlek, and
Kenar 2022). Turizm alaninda yesil turizm turistlerin, otel yoneticilerinin ve karar verici
yetkililerinin ilgisini ¢ekmektedir. Cevresel siirdiiriilebilirligi ana pazarlama politikalarinin
kritik bir yonii olarak kullanan bir¢ok kurulusla birlikte, yesil hizmetleri ve {iriinleri
benimsemek, biiyliyen isletmelerde giderek daha fazla merkez noktasi haline geldi (Chen, Hu,
et al. 2022).

Cevre sorunlarinin giiclii bir sekilde arastirilmasi ve bu tiir sorunlarla basa ¢ikmak i¢in
¢cOziimler aranmasi ¢ogu zaman turistlerin ¢evreyi kurtarmak i¢in c¢evre dostu eylemler
gerceklestirmelerine yonelik giiglii sekilde tesvik eder (Han et al. 2018). Bu sekilde ¢evre dostu
otellerin arastirilmasi, Advisor sitesinden alinan g¢evrimigi kullanici yorumlarmin analiz
edilmesi ve yesil otellere katkida bulunulmasi turistlerin ¢evre dostu eylemler
gerceklestirmesine tesvik edebilecegi i¢in Onemlidir. Ayrica, Ssadece dogayr koruma,
kullanicilarin yesile oteller ile ilgili ilgilendikleri alanlar1 kesfetme, yoneticilerin ve karar
vericilere yardimci olabilecegi i¢in yesil sadece oteller iyilestirme konusunda degil, ayrica

dogay1 korumada ve Tiirkiye ekonomisine katkida bulunma agisindan da 6nemlidir.

Sosyal biiyiik veri analizleri ve ¢evrimici miisteri yorumlari, Tiirkiye'de ¢evre dostu
otellerde yer alan bir¢ok 0Ozellik hakkinda miisterilerin beklentilerini kesfetmek icin ¢ok
onemlidir. Cevre dostu bir otelin sundugu hizmet hakkinda miisterilerin ilk beklentileri
oncelikli olarak onemlidir. Miisterilerin ilk beklentileri ile tirlinle ilgili ger¢ek deneyimleri
arasindaki Ol¢lim, miisteri memnuniyetini tanimlayabilir (Yu et al. 2022). Cevrimigi
yorumlardan elde edilen ozellikler, hiikiimetlere ve karar vericilere, miisterinin ilgilendigi
Ozelliklerin neler oldugunu bilmelerinde yardimci olacaktir. Yesil turizm ve ¢evre dostu otel
sitelerine iliskin ¢evrimi¢i yorumlar1 degerlendirmek, hem Tiirkiye turizm sektorii hem de
gezginlerin memnuniyetini artirmak agisindan biiyiik 6nem tasimaktadir. Arastirmacilar,
cevrimi¢i yorumlari degerlendiren bircok yaklasim ve yontem yiiriitmistir. (Ekinci and
Omurca 2017) Tiirk otel yorumlari {izerinde LDA konu modelleme uyguladi. (Polat B 2021)
Tiirkge iiriin yorumlar1 verisi ile duygu analizi geceklestirmistir (Mengutayc1 U 2021). Otel

miisteri yorumlar1 yapay sinir aglar1 kullanilarak siniflandirmis ve bu yorumlar1 duygusal



igeriklerine gére analiz etmistir. Bu ¢alismada diger ¢alismalardan farkli olarak Tiirkiye’deKi

cevre dostu otellere yonelik ¢evrimici yorumlart ML yontemleri kullanilarak arastirildi.

Cevrimi¢i yorumlar1 elde etme ve madenciligi yapma, son birka¢ yilda dogal dil
islemede arastirmacilarin odak noktasi olmustur (Afrizal, Rakhmawati, and Tjahyanto 2019).
Bu, turistler arasinda ¢evrimic¢i yorumlarin artan popiilaritesi ile agiklanmaktadir, ¢linkii %90°1
bu yorumlari seyahat kararina ulagsmak ve seyahatlerini planlamak i¢in kullanmaktadir (Godnov
and Redek 2016). Sosyal biiyiik verileri analiz etmek, hem miisteriler hem de isletme sahipleri
icin temel olarak ¢ok Snemlidir. Biiyiik sosyal veriler Tiirkiye’deki yesil otellerle miisteri
memnuniyetinin degerlendirilmesinde biiyiik bir etkiye sahiptir. Tirkiye’de yesil turizme
yonelik cevrimi¢i yorumlarin analizi, karar vericilere ve otel sahiplerine miisterilerin ilgi
duydugu ozellikleri 6grenmelerine yardimci olacaktir. Cok sayida yorum barindiran otel
sitelerinde bulunan bu paylasilan ¢evrimici yorumlari kullanmak énemlidir. Ciinkii bir miisteri
olarak otel hakkinda herhangi bir fikir yazabilir, o oteldeki isletme sahiplerinden veya
calisanlardan herhangi bir baskiya maruz kalmadan istedigi gibi otel ile ilgili goriistini
paylasabilir. Miktar veya biiyiikliik agisindan degerlendirilen birgok iiriiniin aksine, oteller gibi

turizm yerleri tecriibe ile degerlendirilir (Zibarzani et al. 2022).

Sosyal biiyiik veriler biiyiik sayida soysal medya sitelerinde paylasilan verilerden olusur
(Nilashi, et al. 2021). Sosyal biiyiik veri analizi, literatiirde, makul varsayimlar elde etmek ve
pazar taleplerini tanimlamak amaci ile farkli gelismis yaklasimlar ve yontemler kullanilarak
gerceklestirilmistir. Internette paylasilan sosyal biiyiik verilerin ve g¢evrimigi kullanict
yorumlarinin artmasi nedeniyle dogal dil isleme (NLP), yalnizca makine 6grenimi (ML) bilim
adamlar icin degil, piyasadaki karar vericiler i¢in de vazgecilmez hale geldi. Tiirkiye ¢evre
dostu otellerin TripAdvisor sitelerinde bulunan kullanici yorumlarindan yararlanip
kullanicilarin ilgilendikleri alanlar1 kesfetmek i¢in bu calisma Tiirkiye’de turizm sektoriine
katkida bulunacaktir. Ayrica dogayr korumak icin ¢evre dostu olan otelleri tercih eden
kullanicilarin yorumlarin1 analiz etmek ve ilgilendikleri alanlar1 g6z o6niinde bulundurup
tyilestirmek Tiirkiye’deki ¢evre dostu turizmi desteklemeye yardimei olacaktir. Bu ¢aligmanin
temel amaci, Tiirkiye'deki turistlerin TripAdvisor ¢evre dostu oteller sitelerinde c¢evrimici
portallarda yayinladiklar icerige dayali olarak deneyimlerini kesfetmektir. Bu tez sonucunda
TripAdvisor sitelerindeki kullanici yorumlarindan edilen yesil otel kullanici memnuniyet

boyutlarinin dogaya ve Tiirk turizm sektoriine katkida bulunabilecegi diistiniilmektedir.



KURUMSAL TEMELLER

Sosyal Verilerin Analizi

Insanlar tarafindan ham verileri anlamak, i¢sellestirmek, yorumlamak ve yeni bilgiler
edinmek i¢in bu veriler iizerine gerceklestirilen uygulamalar dizisine genel olarak veri analizi
denir (Martin-Rodilla et al. 2018). Ayrica genel olarak veri analizi ¢alismalart yapisinin
tamamina veri analitigi seklinde atifta bulunur ve var olan bilgiler hakkinda sonuglar elde etmek
amaciyla verilerin satirlarinin arastirilmasi olarak tanimlanabilir (Martin-Rodilla et al. 2018).
Veri analizi teknikleri genel olarak bir¢ok alanda temel olarak kullanilmakta ve biiyiik bir
Ooneme sahiptir. Sosyal verilerin analizinde miisterilerin goriislerini degerlendirilmesinde
(Nilashi, et al. 2021), tip alaninda (Emerson, Kara, and Glassey 2020; Tolba and Al-
Makhadmeh 2021), ekonomi ve finans alaninda (Guo et al. 2020), ve tarimda (Kamilaris,
Kartakoullis, and Prenafeta-Boldu 2017) veri analizi uygulamalarinin bilim diinyasinda ¢ok

biiyiik bir 6nemi bulunmaktadir.

Internet sitelerinde olusturulan sosyal verinin biyiikligiiniin artmasiyla birlikte
arastirmacilarin ve karar vericilerin ilgisini artirmaktadir. Miisterilerin satin alma kararlari,
¢evrimi¢i miisteri yorumlarindan biiyiik 6l¢iide etkilenir (Huang et al. 2019). Miisterilerin
otellerin ¢esitli yonleri icin ¢evrimici kullanict yorumlarinda yer alan tercihleri, yalnizca
miisterilerin rezervasyon kararlarini etkilemekle kalmaz, ayn1 zamanda karar vericilerin sahip
olduklart otellerin hizmet kalitesini siirekli olarak iyilestirmelerine yardimci olur (Bian et al.
2022). Sosyal medyada bir {riin ile ilgili paylasilan veriler her tiirlii insanin istedigi goriisii
istedigi gibi paylasabildigi icin, olusan dogruluguna ve agikligina giivenebilecegimiz i¢in bu
goriisleri analiz etmek ve degerlendirmek oldukga onemlidir. Sosyal medya iletisimi ile ilgili
kirsal yerlerde yasamanin uzaklik dezavantajlarini ve insanlarin arasindaki mesafenin asiri
uzakligr iistesinden gelebildigi ve sosyal refahi tesvik ettigi i¢in sagladigi ayrik faydalarin
giderek artan bir kiiresel taninirliga sahiptir (Tiwari et al 2019).

Cevrimig¢i Kullanic1 Yorumlari

Sosyal medya, ekonomi, ticaret, siyaset ve egitim gibi bir¢cok arastirma alaninda
kullanilabilecek 6nemli bir etkilesim kaynagi saglar (Bozkurt et al. 2019). Cevrimigi
yorumlarin kullanigliligi ve giivenilirligi, kullanict goriislerinin onaylanmasini ve miisterilerin

cevrimigi perakendecilere giivenme egilimini tesvik eder (Shaheen et al. 2019). Cevrimigi



kullanici yorumlari, fiyatlandirma stratejisinin belirlenmesinde ve getirilerin artirilmasinda
onemli bir etkiye sahiptir (Tian and Zhang 2022). Cevrimigi kullanici yorumlari, miisterilerin
yalnizca fikirlerini yaymakla kalmayip ayn1 zamanda deneyimlerini tartisabilecekleri giiclii bir
iletisim ve elektronik agizdan agiza iletisim (E-AAI) tiiriinii temsil eder ve otel pazarlamasinin

giiclii bir seklidir (Nilashi, et al. 2021).

Cevrimici kullanici yorumlarinin giivenilirligi, tiiketiciler tarafindan okunmakta olan
belirli bir yoruma kars: tiiketicilerin olan giivenini gosterir (Wang et al. 2022). Bundan dolay1
kullanicilarin o goriis veya yoruma verdigi gliven iiriin alma kararmi biiyiik Olgiide
etkilemektedir. kullanict Goériislerini goz oniinde bulundurarak ve o goriisler dogrultusunda
aksiyon ve gerekli tedbirleri almak isletme, veya yesil otellerin gelirini biiyiik oranda
etkileyebilmektedir. Kisa bir zaman diliminde iiriin satiglar1 {izerinde g¢evrimig¢i kullanici
yorumlarinin ve derecelendirme puanlarinin gii¢lii bir etkisi bulunmaktadir (Ma et al. 2022).
COVID-19 salgim sirasinda havayolu sirketleri i¢in yapilan cevrimici kullanic1 goriisleri
arastirmasi, geri 6deme stratejileri ve prosediirleriyle baglantili ¢esitli sorunlar nedeniyle son
derece olumsuz sonuglar ortaya ¢ikardi. Boylece, ¢evrimigi kullanici goriisleri, karar vericilere,
havayollarinin COVID-19 salgmi ciddi etkileriyle nasil basa ¢ikabilecegi konusunda

miisterilerin bakis agisindan bir algi saglar (Rita, Moro, and Cavalcanti 2022).

Cevrimi¢i Kullanic1 Yorumlarinda Metin Madenciligi

Biiyiik miktarlardaki veriden bilgi ¢ikarmak ya da madencilik yapma teknigine veri
madenciligi olarak isaret edilir (Krishnamoorthy and Karthikeyan 2022). Elde edilen verilerin
belirlenmis bir alanda bir hedefe erismek icin, o verilerin goriilmeyen baglantilarini
kesfedilmesi operasyonu veri madenciligi olarak tanimlanabilir (Shalvi and DeClaris 1998).
Ayrica Gelecege dair tahminlerde bulunmak ve bu dogrultuda kararlar verebilmek konusunda
yardimci olabilir. Veri madenciligi terimi veya alani genisligi nedeniyle veri tabanlari,
gorsellestirme, bilgi toplama, makine 6grenmesi, istatistik, finans, market analizi gibi birden
fazla bilim dali veri madenciliginden faydalanabilmektedir (Zhou 2003). Veri madenciligi veri
setlerinde ve oOzellikle biiyiik veri setlerini olusturan verilerden ¢ikarimda bulunmada ve
verilerden istenilen bilgi ve gorsel elde etmede 6nemli katkilar saglamaktadir ve bir¢ok alanda
kullanilmaya devam edilmektedir. Biiyiik veri islemek i¢in veri madenciligi makine 6grenmesi
ve istatistikten tliretilmis kavramlar1 kullanir. Veri madenciligi, bilgi, i¢ gorii ve veri anlayisi
saglar. Veri madenciligi, gelecekteki gozlemleri tahmin etmenin yani sira, verilerdeki temel
iligskiyi 6zetlemede etkilidir (Krishnamoorthy and Karthikeyan 2022). Biiyiik veri setlerinden

sakli kalmig 6nemli bilgileri ortaya ¢ikarip elde edilen veriler dogrultusunda karar vermede



destek saglanmaktadir ve bu sekilde veri madenciligi popiilaritesi biiyiik oranda yiikselmeye

devam etmektedir.

TripAdvisor gibi turizm sitelerinde verilerin ve kullanicilarin olusturdugu igeriklerin
gittik¢e artmasi nedeniyle bu veri ve igerikler biiyiik bir 6neme sahiptir. Boylece ¢evrimigi
kullanici yorumlar1 ve igeriklerini olusturan metinlerin madenciligi biliyiilk bir Onem
tagimaktadir. TripAdvisor sitesi seyahat planlama ve rezervasyonda cevrimic¢i deneyimi
olusturmaya yardimci olmakla beraber, tiiketicilerin gidecekleri hedefleri ve deneyimleri
arastirmalarini, kullanici tarafindan olusturulan igerigi okumalarini ve katkida bulunmalarini,
turizm hedefleri ve isletmeleri kalite, fiyat ve miisaittik temelinde karsilastirmalarini ve
rezervasyonlari tamamlamalarini kolaylagtirmaya odaklar (SEC 2019). TripAdvisor siteleri gibi
yesil oteller hakkinda kullanict igeriklerini, goriislerini ve seyahat deneyimlerini olusturan
metinlerin madenciligi yesil otellerin hizmetlerini ve turistlerin deneyimlerini iyilestirmek igin

oldukc¢a 6nemlidir.

Verideki Bilgi Kesfi

Bilgilerin hacmi her giin artan bir sekilde biiyiimektedir. internet sitelerindeki sosyal
verilerden, internet sitelerindeki verilerden, Sensorlerden, bilimsel verilerden, ver resim ve
videolardan gelen veriler her gegen giin artmaktadir. Bundan dolay1r bu verilerden anlamli
bilgiler ortaya ¢ikarabilecek bir sistemin gelistirilmesine ihtiya¢ duyulur. Verideki bilgi kesfi
veri setlerindeki bilgilerden faydali bir ¢ikarim veya anlam kesif islemine isaret edilir ve
genellikle VBK (KKD: Knowledge Discovery from Data) kisaltmasi ile bilinir. Veri
madenciligi, VBK siireci adimlarinda bir adim olarak yer almaktadir. BK siirecinin bir adimi
olan veri madenciliginin gorevi veriden anlamli sonug elde etmek igin verilen veriye 6zel yapay
zeka modellerinin tasarlanarak gelistirilmesi, verilerin gorsellestirilmesi, istatistik formiillerin
uygulanmas1 ve makine 6grenmesi modelleri gelistirilmesi gibi bir¢ok alanin kesistigi bir alan

olup gelismeye Ve birgok arastirma alaninda kullanilmaya devam etmekte olan bir tekniktir.



Veri Madenciligi

Yorumlama ve

degerlendirme

Donlsim ve

indirgeme

Sekil 1. VBK siire¢ adimlari

VBK biiyiik 6lciide yinelemeli, etkilesimli ve Sekil 1’de goriildiigii gibi birden fazla

adimdan olusan bir prosestir (Imberman 2001).

1.

Adim: Veriler bir veya birden fazla konumdan toplanir ve toplanan veriler merkezi
bir konuma yerlestirilir. Bu merkezi konumlara bazen veri deposu ya da veri mart
olarak adlandirilirlar. Bu asamada farkli konumdan toplanan verinin, veri deposuna
yerlestirilmeden Once veri igindeki varsa tutarsizliklarin giderilmesi igin veri
tizerinde diizenleme iglemi yapilabilir.

Admm: Hedef verinin olusturulmasi: Veri toplanip diizenlendiginde, bu adimda
tizerinde daha ¢ok analiz gegeklestirilecek veri se¢im islemi yapilir. Seg¢ilmis olan
veri hedef veri setini olusturur. Veri analisti, hedef veri setini olustururken ilgi
alanini, son kullanicilarin ihtiyaglarini ve veri madenciligi islemi ne olabilecegini
anlamas1 dnemlidir.

Adm: Veri Onisleme ve temizleme: veri bazen 6zel amaclh toplanir. Toplanan
veriler bazen kayip, bilinmeyen veya veri girisi hatalarindan olusan bir veri
ierebilir. Onisleme ve temizleme prosesi sirasinda giiriiltii kaldirilabilir, sapan veri

silinir, kayip veri alanlari i¢in 6zel islemler yapulir.



4. Admm: Veri doniisiim ve indirgeme: Bu adimda verileri temsil edebilecek yararl
ozellikler bularak veri degiskenlerinin sayisinin azaltilmasi amacgli doniisiim
teknikleri kullanilir.

5.  Adim: Veri madenciligi: Veri madenciligi VTBK’da bir adim olusturur. Bu adimda
ilgi goren oriintiileri ortaya ¢ikarmak icin arama islemi gerceklestirilir. Istenilen
oOrtintiilerin ortaya ¢ikarilmasi i¢in veri madenciligi islemi, model temsili ve veri
tizerinde hangi analizin gerceklestirilecegi baglaminda arama islemi yapilir.

6. Adim: Veri madenciligi algoritmasinin se¢ilmesi: Bu asamada verilen veri iizerinde
hangi veri madenciligi algoritmasinin ve gdérevinin uygulanacagi kararimi vermek
oldukca Onemlidir (yapay sinir aglari, lineer/lojistik regresyon, siiflandirma,
segmentasyon vb.).

7. Admm: Elde edilen oriintiilerin yorumlanmasi: Veri madenciligi adiminda elde
edilen oriintiiler uygun veya Onemli Oriintiiler olmayabilir, bu sekilde 6nceki
adimlarin herhangi birine doniilmesi ihtimali g6z Oniinde bulundurularak veri
madenciligi vasitasiyla elde edilen Oriintiiler {izerinde yorumlama iglemleri yapilir.

8. Adm: Elde edilen bilgilerin raporlanmasi ve depolanmast: Istenilen iyi 6riintiilerin
ortaya ¢ikarilmasi ardindan bu oriintiiler son kullanicilara rapor edilir. Raporlama
islemi tipleri degisebilir metin halinde, gorsel olarak, grafik, diyagram vb. Bu

sekilde rapor ilgili birime veya son kullaniciya iletilir (Imberman 2001).

Veri Madenciliginde Makine Ogrenmesi Yontemleri

Makine 6grenmesi, bilgisayar sistemlerinin, veriden 6grenerek veri analitik stirecindeki
performanslarin1 kademeli olarak gelistirmek i¢in bilgisayar bilimi ve istatistiksel tekniklerin
kullanildigr siireci ifade eder (Shu X 2022). Makine 6grenmesi, bilgisayarlarin verilere dayali
bir sekilde nasil 6grenebilecegini (veya performanslarini iyilestirebilecegini) ele alir (Han, Pei,
and Kamber 2011). Makine Ogrenmesi ana arastirma alanlarindan biri, bilgisayar
programlarinin karmasik bi¢imleri otomatik bir sekilde ayrit etmeyi 6grenmesi ve verilere

dayal1 zeki kararlar icra etmesidir (Han, Pei, and Kamber 2011).

Gelistirilen makine 6grenmesi (Machine Learning ML) modelinin basaris1 asagidaki
gibi faaliyetlere baglidir: Uygun 6zniteliklerin modele verilmesi, 6znitelik miithendisligi ve
ornek olarak birden fazla kaynaktan elde edilen verilerin 6zniteliklerini ¢ikarilmasi ve modele

giris olarak verilmesi iglemine 6znitelik ¢ikarma ad1 verilir (Lepakshi V. 2022).

Makine 6grenmesi artan bir sekilde gelismekte olan bir tekniktir. Veri madenciligi ile

ilgili en fazla ilgi géren makine 6grenmesi teknikleri su sekilde degerlendirilebilir:



Denetimli (Supervised) Ogrenme

Denetimli 6grenme temel olarak siniflandirma ile ayni anlami tagimaktadir.
Simiflandirma isleminde denetleme, keskin bir hedefe veya farkli bir adiyla etiketli veriye sahip
olan 6grenme setleri iizerinde yapilir. Egitim verileri lizerindeki tahminleri asamali olarak
iyilestirir, bunlar1 gercek sonug¢ degiskenleriyle karsilagtirir ve denetimli geri bildirimle

diizeltmeler yapilir (Shu X 2022).

Denetimli 6grenmede 6rnek olarak bir hastanin hasta olup olmadigini1 6grenmek i¢in
gelistirilen model tarafindan once etiketli veri seti iizerinde 6grenme gerceklestirilir ve test,
dogrulama iglemleri yapildiktan sonra etiketi olmayan ya da hastalik durumu bilinmeyen bir
kisiden alinan verilerden hastanin hastalik durumu hakkinda sonug alinir. Bu islem ayni sekilde

metin madenciligi ve metin siniflandirma islemlerinde benzer sekilde uygulanir.
Denetimli 6grenme (Supervised Learning) yaygin olan yontemleri:

e Destek vektor makinesi (Support Vector Machine)
e Yapay sinir aglar1 (Artificial Neural Networks)

¢ Naif Bayes smiflandiricis1 (Naive Bayes Classifier)
e Karar agaglar1 (Decision Trees)

e K-en yakun komsu (K-Nearest Neighbor)

Destek vektor makinesi (Support vector machine)

Destek vektor makinesi (Support Vector Machine) hem dogrusal hem de dogrusal
olmayan verilerin siniflandirilmasi igin bir yéntemdir (Shu X 2022). Ozet olarak bir Destek
Vektor Makinesi (Support Vector machine SVM) siiflandiricinin egitimi, karar yiizeyi olarak
(decision surface), pozitif egitim 6rneklerini en biiyiik uzakligin1 bularak negatif olanlardan
ayiran bir hiperdiizlem bulmaya ¢aligir (Sun, Lim, and Liu 2009). SVM veri madenciliginde bir
¢ok alanda kullanilmigtir (Borkar et al. 2019; Chen et al. 2011).

Yapay sinir aglarn (Artificial neural networks)

Yapay sinir aglari, insanlarin beyin hesaplama mantigini taklit ederek olusturulmustur.
Insandaki alg1 yapis1 aslinda bir sensdrlere benzetilebilir (Goz, kulak gibi) ve insanlarin sinir
aglar1 vasitasiyla kendi kendine Ogrenebiliyorlar. Bilgisayara da benzer bir sey
uygulanabilirliginden yapay sinir aglar1 icat edilmistir. Bir sinir agi, smiflandirma igin
kullanildiginda, temel olarak, birimler arasinda agirlik sahibi baglantilara sahip bir néron
benzer islem birimlerinin bir koleksiyonudur (Shu X 2022). Saglam bir model olusturabilmek

icin modeli egitilirken, egitim dengesini korumak oldukca 6nemlidir. Cok fazla 6grenen



modellerde asir1 6grenme (overfitting) durumu meydana gelir. Az 6§renme goren modeller ise

yanlig tahmin verebilmektedir (Bozkurt 2012).

Naive bayes siniflandirmasi (NBC)

Naive Bayes Siniflandirmasi (NBC), siniflandirmada Bayes teorisini uygulayan veri
madenciligi tekniklerindeki algoritmalardan biridir (Luke 2015). Bayes siniflandiricilar
istatistiksel siiflandiricilardir. Belirli bir 6zelligin belirli bir sinifa ait olma olasilig1 gibi sinif

tiyeligi olasiliklarini tahmin edebilirler (Shu X 2022).

Karar agaclar: (Decision Trees)

Karar agaglari, diiglimler ve dallardan olusan bir bilgi temsil yapisina sahiptir, her bir
dahili diiglim, bir veya daha fazla nitelik {izerinde bir sorgu ile le iliskilendirilir; her dal bir
sorgu sonucunu temsil eder; ve her yaprak bir sinif etiketi ile tasarlanir. Karar agaglari1 diyagram
gorsel sekli destegiyle SQL sorgusuna basit¢e doniistiirme olanagi saglar ve C 4.5, C5.0, C&RT
ve CHAID karar agaclarinda en yaygin olarak kullanilan yontemlerdir (Bozkurt 2012).

K-en yakin komsu (K-nearest neighbor)

K-en yakin komsu, orijinal olarak Cover ve Hart tarafindan onerilen bir siniflandirma
algoritmasidir ve son yillarda, parametrik olmayan bir regresyon yontemi olarak yaygin yaygin
bir sekilde kullanilmaktadir (Lin, Lin, and Gu 2022). K — en yakin komsu, ¢ok ¢esitli
problemlere uygulanabilen olaganiistii bir simiflandirma algoritmasidir. Bu algoritma, test
ornegine olan mesafeye gore komsular1 tanimlamak i¢in yeterli egitim ve bu test 6rneginin ait

oldugu sinifi belirlemek i¢in yeterli test adimlar: gerektirir (Ghiasi, Ng, and Sheikh 2022).

Tekrarlayan sinir aglari (Recurrent neural network RNN)

RNN (Tekrarlayan Sinir Ag1), girdi verileri igindeki zaman bagimliliklarini islemek i¢in
tasarlanmis bir yapay sinir agi tiiridiir. Bu zaman bagimliliklari, 6nceki girdi verileriyle
iligskilendirilen bir dizi ¢ikt1 verisini olusturur. RNN, diger yapay sinir ag1 tiirlerinden farkli
olarak, girdi verilerindeki zaman bagimliliklarini yakalar ve bu bilgiyi daha sonra kullanarak
ciktilart iiretir. RNN'nin bu 6zelligi, dogal dil isleme, konugsma tanima, zaman serileri analizi
ve miizik yapay zekasi gibi uygulamalarda yaygin olarak kullanilmasini saglamigtir (Khaldi et

al. 2023; Chimmula and Zhang 2020).

RNN'nin temel yapisi, bir dizi hiicre ve baglantidan olusur. Her hiicre, bir girdi verisini

ve bir 6nceki hiicreden gelen ¢iktiy1 alir. Daha sonra, bu girdi verisi ve dnceki ¢ikti, hiicrenin
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icindeki bir islemle birlestirilir ve bir sonraki hiicreye gecirilir. Bu islem, agin her bir hiicresinde

tekrarlanir ve son ¢ikti elde edilene kadar devam eder.

RNN'nin en onemli avantajlarindan biri, NLP gibi metin verilerini islemek icin
kullanilabilecek olmasidir. Metin verileri, her kelimenin birbirine bagli oldugu bir zaman serisi

olarak diistiniilebilir. Bu nedenle, RNN, metin verilerini analiz etmek icin 6zellikle etkilidir.

RNN, LSTM ve GRU gibi tiirevleri ile birlikte, derin 6grenme alaninda 6nemli bir rol

oynamaktadir ve bir¢cok uygulama i¢in kullanilmaktadir.

Uzun kisa siireli bellek (LSTM)

LSTM kisa ve uzun vadeli bellegi yonetmek i¢in tasarlanmis bir tiir yapay sinir agidir.
LSTM, diger geleneksel yapay sinir agi tiirlerinden farkli olarak, zaman serisi verileri ve NLP
gibi uzun vadeli bagimliliklar1 islemek i¢in 6zellikle etkilidir. LSTM'nin ana amaci, geleneksel
yapay sinir aglarinda goriilen "gradientsizlik" problemini ¢6zmektir. Bu probleme, agin egitim
stirecinde, girdi verilerinin uzun vadeli bagimliliklar1 hakkinda yeterli bilgiye sahip
olmadigindan kaynaklanir. LSTM, bu probleme ¢oziim olarak hafiza hiicreleri ve kapi

mekanizmalari1 kullanir (Liang and Niu 2022).

Hafiza hiicreleri, agin uzun vadeli bilgiyi depolamasina ve yeniden kullanmasina olanak
tanir. Kap1 mekanizmalari ise, hafiza hiicrelerinin ne kadar bilgi depolayacagina karar verir. Bu
kapilar, hafiza hiicreleri tarafindan depolanan bilginin, girdi verileriyle birlikte nasil

giincellenecegine karar verir.

LSTM, dil isleme, metin tahmini, konugma tanima ve zaman serileri analizi gibi birgok
uygulama i¢in kullanilabilir. LSTM'nin kullanimi, derin 6grenme alaninda biiylik bir ilgi

uyandirmistir ve halen aktif bir arastirma konusu olarak kabul edilmektedir.

Cift yonlii uzun kisa siireli bellek (BiLSTM)

BiLSTM, "Bidirectional Long Short-Term Memory" kelimelerinin kisaltmasidir ve
dogal dil islemede NLP siklikla kullanilan bir derin 6grenme modelidir. LSTM, uzun vadeli
bagimliliklar isleyebilme yetenegi ile one ¢ikan bir RNN ¢esididir. BILSTM, iki yonli (ileri
ve geri) LSTM'lerin birlesimidir ve hem 6nceki hem de sonraki girdilere dayali tahminler

yapabilen bir modeldir.

BILSTM, ¢esitli NLP gorevleri i¢in kullanilabilir, 6rnegin dogal dil anlama (NLU),
metin siiflandirma, dil modelleri ve dil ¢evirisi. BILSTM, metnin her bir kelimesini dnceki ve
sonraki baglamlari ile birlikte isleyerek, kelimenin anlamina daha iyi bir sekilde erigebilir. Bu,

ozellikle, dogal dildeki anlamsal baglamlar1 yakalamak i¢in 6nemlidir.
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BILSTM, egitim verileriyle 6grenilir ve daha sonra yeni girdiler i¢in tahminler yapmak
icin kullanilabilir. Derin 6grenme modellerinin giicii, veri biiylikligli arttikca daha iyi
performans gostermeleridir, bu nedenle BILSTM gibi modeller, biiyiikk miktarda veri

kullanilabilirse NLP problemlerinin ¢6zliimii i¢in 6zellikle yararhdir.

Kapih tekrarlayan hiicre (Gated recurrent unit GRU)

GRU, "Gated Recurrent Unit" kelimelerinin kisaltmasidir ve NLP’de kullanilan bir
derin 6grenme modelidir. GRU, uzun vadeli bagimliliklar isleyebilme yetenegi ile 6ne ¢ikan

bir RNN c¢esididir.

GRU, LSTM'den farkli olarak, daha az parametre ve daha az hesaplama ile benzer bir
performans sergiler. GRU, LSTM'de bulunan ayr1 kapilarin bir kismini bir araya getirerek ve
baz1 smirlamalar ekleyerek bir basitlestirme saglar, GRU'nun LSTM kadar karmasik
olmamasina ragmen, benzer sekilde uzun vadeli bagimliliklari isleyebilmesini saglar (Jung,
Lee, and Tani 2018). GRU, NLP'deki gesitli gorevler i¢in kullanilabilir, 6rnegin dogal dil
anlama (NLU), metin siniflandirma, dil modelleri ve dil gevirisi. GRU, 6zellikle daha kiigiik

veri setleri i¢in uygundur, ancak biiylik veri setleriyle de kullanilabilir.

GRU'un LSTM'den daha hizli egitim siireleri ve daha az hesaplama maliyeti vardir,
ancak performans acisindan LSTM'ye gore bazi durumlarda geri kalabilir. Bu nedenle,
kullanilacak modelin 6zelliklerine ve kullanim amacina bagli olarak, LSTM veya GRU

kullanmak daha uygun olabilir.

Denetimsiz (Unsupervised) Ogrenme

Kiimeleme, belirli bir benzerlik 6l¢iisti kullanarak denetimsiz bir veri gruplandirma
yontemidir (Garcia and Gonzalez 2004). Kiimeleme algoritmalari, etiketlenmemis o6zellik
vektorlerini kiimeler veya "dogal gruplar" halinde diizenlemeye ¢alisir, dyle ki bir kiime
igindeki numuneler, farkli kiimelere ait numunelerden "daha benzer" olur (Garcia and Gonzalez
2004). Kiimeleme 6nemli ve oldukga kullanishi bir aragtir ve veri madenciliginde bir¢ok konuda

uygulanmistir (Sato et al. 2019 et al 2015; Pliakos and Vens 2018).

Denetimsiz 6grenmenin amaci, arastirmacilarin yalnizca girdi verilerine sahip oldugu
ve karsilik gelen ¢iktilara veya sonug¢ degiskenlerine sahip olmadigi durumlarda temel yapiy1
verilerden modellemektir. Siirece denetimsiz O6grenme denir, ¢linkii tahmin edilecek agik
sonuglarin yoklugunda denetim veya Ogretim gergeklesmez. Algoritmalar, verilerden geri
bildirim almadan, verilerdeki ilging yapilar1 kesfetmeyi kendi kendilerine dgrenirler (Shu X
2022). Denetimsiz 6grenmenin uygulandigi alanlarin bir 6rnegi: Miisterilerin bir magazadaki

harcamalarina gore gruplara ayrilmasidir.
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Denetimsiz 6grenme (Unsupervised Learning) yaygin olan yontemleri:

e Hiyerarsik kiimeleme (Hierarchical Clustering)
e K-ortalamalar kiimeleme (K-means)

e Konu modelleme (Topic Modelling)

Hiyerarsik kiimeleme (hierarchical clustering)

Hiyerarsik kiimeleme, verileri bazi benzerlik Olciitlerine dayali olarak gruplara
ayirmaya yonelik denetimsiz bir 6grenme algoritmasidir; etiketlenmemis 6zellik vektorlerini
kiimeler halinde gruplandirmanin bir yolunu bulmayi amaglar, bdylece bir kiime igindeki
ornekler birbirine benzer ancak diger kiimedekilerden farkli olur (Zhong et al 2022). Hiyerarsik
kiimeleme, her bir gézlemi kendi i¢inde ayr1 bir kiime olarak ele alarak baglar ve daha sonra bu
gozlemleri daha biiyiik bir kiimede gruplandirir (Zhong et al 2022; Wu, Peng, et al. 2021). En
yakin iki kiimeyi belirleyerek ve en benzer iki kiimeyi tiim kiimeler bir araya gelinceye kadar
birlestirerek, sonunda hiyerarsik bir kiimeleme agaci olusturarak boyle bir islemi tekrar tekrar

gerceklestirir (Zhong et al 2022).

K-ortalamalar kiimeleme (K-means)

Kiimeleme, makine 6greniminde denetimsiz 6grenme algoritmasina aittir (Zhang, Li, et
al. 2022). K-ortalamalar kiimeleme, birden fazla tekrarlama (iteration) yoluyla en uygun kiime
merkezini elde eden bir algoritmadir ayrica veri madenciligi, makine 6grenimi, bilgi alma vb.
alanlarda ¢ok sayida uygulamaya sahip bir kiimeleme analizi algoritmasidir (Zhang, Li, et al.
2022). K-ortalamalar kiimelemesinde her grup, "ortalama" (mean) veya "merkez" (centroid)
olarak adlandirilan grubun merkezi bir miktar: ile tanimlanir ve degerler, en yakin merkeze

sahip gruplardan birine dagitilir (Ida et al 2022).

Bir veri kiimesi verildiginde, kiimeleme algoritmasi, verilerin 6zelliklerine gore veri
noktalarimi farkli gruplara esler. K-ortalama kiimeleme algoritmasi, verileri birden fazla
yinelemeden (iteration) sonra k kategorisine bdler. K-ortalama kiimeleme yontemi iki adimdan

olusur (Zhang, Li, et al. 2022):
1. Kiime merkezini baslatilmasi

Kiimeleme kosullarina gore uygun bir baslatma yontemi segilir. En yaygin yontem, ilk

kiime merkezi olarak veri noktalarindan rastgele k nokta segmektir (Zhang, Li, et al. 2022).
2. Lloyd'un Yinelemesi (Lloyd’s Iteration)

Yinelemenin ilk adiminda, her bir veri noktasindan kiime merkezine olan mesafeyi

hesaplanir ve ardindan bu veri noktasmi en yakin kiime merkezine atilir. Ikinci adiminda ise,
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kiime merkezlerini giincelleme yontemi, her kiimedeki veri noktalarina karsilik gelen 6znitelik
degerlerinin ortalama degerini hesaplanir. Yinelemenin son adiminda, iki yinelemenin kiime
merkezleri arasindaki mesafe hesaplanir. Mesafe degeri belirli bir esikten kiiglikse iterasyon

sonlandirilir, aksi halde iterasyona devam edilir (Zhang, Li, et al. 2022).

K-ortalamalar algoritmasi:
Giris:

e D=(dl,d2,d3...., di,..., dn): n veri noktasinin kiimesi

e k: Kiime sayis1
Cikis:

o K sayis1 kadar kiime

1. Baslangic kiime merkezleri olarak rastgele D'den K nesne segilir.

2. Dongliye gir:
a. Her bir veri noktasi di i¢in:
1. di'nin en benzer oldugu kiimenin merkezini bul ve di'yi bu kiimeye yeniden ata.
b. Her bir kiime i¢in:
1. Kiimedeki nesnelerin ortalama degerini hesapla ve kiime merkezini giincelle.
c. Eger kiime atamalarinda bir degisiklik olmadiysa dongiiden ¢ik.

3. Algoritma tamamlandi.(Mohamed and Celik 2022).
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Siniflandirilacak giris veri

\ 4

Kime sayisi belirlenmesi

\ 4

Kime merkezlerine verinin dagitilmasi

Yakinsama

Oklid bazl kiimeleri glincelle elde edildi

mi?
Hayir

Sonug

Sekil 2. K-means kiimeleme algoritmasi akig diyagrami (Mohamed and Celik 2022)

Konu modelleme (Topic modelling)

Veri madenciligi ve metin madenciligi denildiginde konu modelleme akla gelen ilk
yontemlerden biridir. Konu modelleme metin madenciliginde vazgecilmez ve oldukca
yaygindir (Ahadh et al 2021; Alghamdi and Alfalgi 2015), Biyoloji ve saglik ile ilgili veri
madenciliginde konu modelleme (Narasimhulu and Abarna 2022; Albahri et al. 2020; van
Altena et al. 2016), (recommender systems) tavsiye sistemlerinde (Zhang and Zhang 2022) ve
Turizm alaninda 6zellikle otellerin ve lokantalarin miisteri yorumlarinin degerlendirilmesinde
ve madenciliginde ayrica konu modelleme tekniklerinden yaygin bir sekilde faydalanilmaktadir
(Gao et al. 2022; Hu et al. 2019; Srivastava and Kumar 2021; Zibarzani et al. 2022). Internet

ortaminda paylasilan metinleri alaninda 6nemli bir arastirma alan1 olan konu modelleme, biiyiik
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miktarda metin igerigindeki gizli konular1 tanimlayabilen 6nemli ve gii¢lii bir aragtir (Wu et al.

2023).

Birgok alanda konu modelleme tekniklerinden genis bir sekilde faydalanildigindan
konu modellemenin bilim ve arastirma alanlarinda biiyiik bir 6nemi bulunmaktadir. Olasiliksal
Gizli Semantik Indeksleme (PLSI) ve LDA modelleri, metin belgelerinin veya tweet'lerin gizli
konularinin tiiretilmesinde yaygin olarak kullanilmaktadir (Narasimhulu and Abarna 2022).
LDA konu modeli, biiytik 6l¢ekli verileri islemek i¢in verimli olasiliksal ¢ikarim algoritmalari
kullanan isbirlik¢i filtreleme, metin simiflandirma ve belge modelleme igin denetimsiz bir

makine 6grenimi modelidir (Wu et al. 2023).

Cevrimici Kullamie1 Yorumlarn, Veri Madenciligi ve Miisteri Memnuniyeti ile Tlgili
Yapilan Baz1 Calismalar

(Zibarzani et al. 2022) tarafindan yapilan ¢alismada COVID-19 krizi donemi igerisinde
lokantalarda miisterilerin memnunyeti degerlendirmek i¢in ¢evrimig¢i kullanici yorumlari
kullanarak ve lokantalarin aldiklari COVID-19 tedbirlerini miisteri iizerindeki etkisini
degerlendirerek iki asamali bir metod gelistirildi. Miisterilerin tercihlerini kiimelemek i¢in
kiimeleme, denetimli 6grenme ve (LVQ) kullanarak bir hibrit bir yontem gelistirildi. Son olarak
lokantalarin kalite faktorleri ve miisteri memnuniyeti arasindaki iliskiyi incelemek igin (Partial

Least Squares PLS) teknigi kullanildi

(Massive Open Online Courses MOOCs) Kurs veren bir online sitede egitim gdren
ogrencilerin aldiklar1 egitimden memnuniyet seviyelerini degerlendirmek i¢in (Nilashi, et al.
2022) tarafindan bir ¢alisma yapildi. Bu g¢alisma, 6grencilerin (MOOCSs) ile memnuniyet
seviyesini iyilestirebilecek faktorleri arastirmak adina hem makine 6grenmesi hem de anket
tabanli metodolojileri bir araya getiren yeni bir egitimsel veri madenciligi yaklasimi sunarak
O0grenim gorenlerin (MOOCs)’den memnuniyet seviyelerini ortaya ¢ikarmay1 hedeflemektedir.
Bu c¢alisma amacina ulagsmak i¢in 6grenci tarafindan olusturulan igerigin analiz edilmesi i¢in
LDA kullanildi. Veri segmentasyonu igin (self-organizing maps SOM) kullanildi. Uyarlanabilir
sinirsel bulanik c¢ikarim sistemi tabanli (ANFIS) belirlenen faktorlerden ogrencilerin
memnuniyetini tahmin etmek i¢in kullanildi. Arastirma modelinin validasyon islemi yapmak

ve modelin giivenilirligini ispat etmek i¢in (PLS-SEM) kullanildi.

Cevrimi¢i  kullanic1  yorumlart  miisterilerinin  beklenti ve deneyimlerinin
degerlendirmesi agisindan zengin bir igerige sahiptir (Zhang et al. 2021). Buna dayanarak
(Zhang et al. 2021) tarafindan yapilan ¢alismada metin madenciligi metodu ile fonksiyonel
deger, hedonic deger, epistemic deger ve sosyal iligki degeri algilanan degeri 6l¢lim isaretgileri

olusturuldu. Airbnb platformundan toplanan veri sayisiyla P2P konaklama tiiketicilerinin
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algilanan degerinin tekrar satin alma niyeti lizerindeki etkisini 6lgmek, ¢cevrimigi incelemeleri
analiz etmek i¢cin Metin Madenciligi, Sentiment Analytics yontemleri, LDA konu modeli ve
makine 6grenmesi kullanildi. LDA ile konularin bulunmasi ardindan elde edilen konularin
algilanan degerler ile eslestirildi. Makine 6grenmesi teknigi kullanarak konular siiflandirildi

ve (PLS-SEM) analizi gerceklestirildi.

COVID-19 pandemi siirecinde malezya’daki oteller i¢in miisterilerin memnuniyetini
ortaya ¢ikarmayi hedefleyen (Nilashi, et al. 2021) bu calismada ayrica COVID-19 siireci
icerisinde servis kalitesinin otel performans kriterini ve sonucunda miisteri memnuniyeti
tizerindeki etkisi olup olmadigini arastirildi. Calisma amacina ulagsmak i¢in makine 6grenmesi
teknikleri kullanarak yeni bir metot gelistirildi. Metin madenciligi, kiimeleme ve tahmin
ogrenme teknikleri kullanarak metot gelistirildi. Miisteri tercihini belirlemek i¢in ve biiyiik veri
analizi i¢in LDA kullanildi. Beklenti-Maksimizasyon (EM) kiimeleme i¢in kullanildi. (ANFIS)
memnuniyet seviyesini tahmini i¢in kullanildi. Sonuglar COVID-19 siirecinde servis kalitesi
otel performans kriteri ve bunun sonucunda miisteri memnuniyeti {izerinde etkisi oldugunu
gostermistir. Ayrica, miisterilerin her zaman daha iyi performansa sahip otelleri aramalarinin
yant sira COVID-19 pandemisinde ilgili hizmetlerin kalitesine de ilgi gosterdiklerini ortaya

c¢ikardi.

Bu calisma (Nilashi, et al. 2022) COVID-19 siirecinde kullanicilarin internet ortaminda
olusturdugu igerikleri kullanarak gezginlerin memnuniyet analizini yapmak i¢in iki yontem
kombinasyonundan olusan yeni bir yontem sundu. Ayrica metinsel veri analizi i¢in LDA
kullanild1. Data segmentasyonu i¢in K-Ortalama kiimeleme yontemi kullanildi. Kayip veri
yerlerini doldurmak i¢in boyut indirgeme yaklasimi kullanidi. Gezginlerin memnuniyet
seviyesini tahmin etmek i¢in bulanik mantik (fuzzy) bazl bir yontem kullanildi. Validasyon
islemi i¢in Sonrasinda Yapisal Denklem Modelleme (SEM) kullanildi. Sonug olarak COVID-
19 pandemi sirasinda hizmet kalitesi otelin verdigi hizmet ile kullanict memnuniyeti arasindaki

iliskiyi 6nemli bir sekilde etkiledigini dogrulamaktadir.

Bu arastirma, biiyilik sosyal verilerin analizi ile miisteri memnuniyetinin ortaya
¢ikarilmasini arastirmis (Nilashi, et al. 2021) ve gida kalitesinin otel performans kriterleri ile
seyahat edenlerin memnuniyeti arasindaki iliskiyi etkileyip etkilemedigini ortaya ¢ikarmak i¢in
biiyiik sosyal veri analizi gergeklestirmistir. Ayrica, turistlerin temizlik, konum, odalar, hizmet,
uyku kalitesi ve deger gibi turist memnuniyetini etkileyebilecek c¢esitli kriterlere yonelik
algilarin1 arastirmayr amaclamistir. Bu kriterler, COVID-19 krizi sirasinda TripAdvisor
portalinda yayinlanan yorumlara dayali olarak ve metin madenciligi yaklasimi kullanilarak

arastiritlmistir. Bu c¢alismanin amacglarina yonelik olarak iki asamali bir metodoloji
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gelistirilmistir. Gezginlerin tercihlerini daha iyi tespit etmek i¢in denetimli bir 6grenme teknigi
ile kiime analizi yapildi. Bunu yapmak i¢in LVQ teknigini kullanildi. Metodolojimizin bir
sonraki adiminda, LVQ tarafindan olusturulan her kiimede CART yaklagimi gergeklestirildi.
Metodolojinin bir sonraki asamasinda, kismi en kii¢iik kareler yapisal esitlik modellemesi
(SEM-PLS) yoluyla performans kriterleri ve memnuniyet arasindaki iligkileri analiz etmek i¢in
varsayimsal model gelistirildi. Bulgular, cevre dostu otellerin performans kriterleri ile

memnuniyet arasinda pozitif bir iliski oldugunu gdstermistir.

Bu ¢alisma (Xie et al. 2022) COVID-19 pandemi siirecinde Cinde insanlarin COVID-
19 kisitlamalarina uymalar1 yardimci olmak igin taze tarim triinlerinin online olarak satildigi
sitelerin kullanici yorumlarinda negatif yorumlarin artmasi nedeniyle o sitelerdeki ¢evrimigi
kullanict yorumlart ele alinmistir. Pycharm yazilimi yardimiyla taze tarim {iriinlerinin satildigi
cevrimi¢i platformlardan degerlendirme verisi olarak toplam 34,546 parg¢a toplanmistir.
Toplanan veriler temizlenmis ve durak kelimeleri metinden ¢ikartilmistir. Son olarak, LDA
modelinin sonuglari, tiiketicilerin ¢evrimi¢i taze tarim drtinleri satin alirken tercihlerini
etkileyen faktorleri gostermektedir. Bu ¢alisma, COVID-19'un yayilmasi baglaminda sakinlerin
cevrimici aligveris tercihlerinin tipik 6zelliklerini belirlemekle kalmayip, ayn1 zamanda yerel
yonetimlere, belediyelere yapilan yaygin sikayetlerin 6nlenmesi igin sakinlerin sosyal seviyede

olumsuz duygularini yatistirmak i¢in pragmatik oneriler de sunmaktadir.

Cevrimigi kullanic1 yorumlariin konaklama sektoriindeki satin alma niyetine etkisini
arastirilan bu g¢alismada (Sim et al 2021) Giiney Kore'deki 1256 konaklama yerinden
400.000'den fazla ¢evrimigi incelemeyi kullanarak yorum igeriklerindeki konular1 kesfetmek
icin LDA kullanilmistir. Evrisimli sinir aglart (CNNs) yorumlarin degerliligini belirtmek i¢in
kullanilmistir ve mekénsal probit modelleri, inceleme igeriginin ve degerliginin rezervasyon
niyeti lizerindeki etkisini belirlemek i¢in kullanildi. Bir konaklama yerinin ambiyansi, degeri,
hizmeti, resepsiyon hizmetleri, erisilebilirligi, cevredeki konum ve oda kapasitesi hakkindaki
olumlu elestirilerin rezervasyon niyetlerini 6nemli 6l¢iide artirdigi, hizmet, 6n biiro ve yakin

cevredeki olumsuz yorumlar ise daha diisiik rezervasyon orani sonuglandigi bulundu.

Bu ¢aligma (Xu et al. 2019) duygu analizinde Bi-LSTM kullanimini, Recurrent Neural
Network (RNN), Convolutional Neural Network (CNN), geleneksel LSTM ve Naive Bayes
(NB) gibi son teknoloji yontemlerle karsilastirdi. Elde edilen sonuglar, Bi-LSTM'nin geleneksel
tekniklerden daha iyi performans gosterdigini, baglam bilgisinin daha iyi yakalanmasini
sagladigin1 ve diger yontemlere gore daha yiiksek kesinlik, hatirlama ve F1'e sahip oldugunu

gostermistir.(Wu, He, et al. 2021) arastirmalarinda Bi-LSTM birimlerinin gradyan
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problemlerini etkili bir sekilde ¢6zebildigini ve baglamsal semantik bilgileri iyi bir sekilde

yakalayabildigini géstermistir.

Bu calisma (Jelodar et al. 2020) COVID-19 ile ilgili sorunlart kamuoyu goriislerinden
ortaya ¢ikarmak icin konu modellemeyi kullanarak ¢evrimi¢i Reddit tartisma forumundan
COVID-19 tartismalarinin otomatik olarak ¢ikarildigini bildirdi. Ayrica, COVID-19 duyarhilik
siiflandirmasi i¢in LSTM tekrarlayan sinir aginin nasil kullanilacagini da arastirdi. Gelistirilen

model ile %81.15 dogruluk elde edildi.

Bu c¢alisma (Nemes and Kiss 2021) Twitter'daki duygu ve tezahiirleri (hashtag'ler,
yorumlar, tweet'ler ve gonderiler) esas olarak "covid" ve "coronavirus" anahtar kelimelerine
gore analiz etti. Duygular1 siniflandirmak i¢in RNN'yi kullanarak gesitli tweet'lerin duygusal
dogasini analiz etmek igin bir model gelistirildi. Tweet'leri gesitli duygusal gii¢ siniflarina
ayirildi (zayif olumlu/olumsuz, ¢ok olumlu/olumsuz). Karsilastirmalar esas olarak TextBlob
(liclincii taraf bir duyarlilik analizcisi) ile yapildi ve tekrarlayan sinir ag1 modelinin bu tiir metin

smiflandirmasinda iyi performans ve tahmin sagladigini gosterildi.

Bu c¢alisma (Mansoor et al 2020) LSTM ve ANN gibi ¢esitli makine 6grenimi
modellerini kullanarak bir duyarlilik siniflandirmasi ve Coronaviriis tweet'lerinin analizini
gerceklestirdi. Yapilan calismalarinda, farkli iilkelerdeki insanlarin duygularinin zaman i¢inde
nasil degistigine odaklandi. Cevrimici 6grenme ve evden calisma (WFH) ile ilgili tweet'ler
kullanilarak zaman iginde duygu degisimi gézlemlendi. Deneysel sonuglara gore, koronaviriis
tweets veri setinde LSTM kullanarak %84,5 ve YSA kullanarak %76 dogruluk gozlemlendi.
Pandemi boyunca korku duygusunun giiven duygusundan 6nemli 6l¢iide daha yiiksek oldugunu
da gozlemlendi. Ulkelerle ilgili olarak, daha fazla oranda olumlu duyguya sahip iilkelerin
Banglades, Pakistan, Mali ve Giiney Afrika oldugunu goriildi. Avustralya, Hindistan, ABD,
Tiirkiye, Ingiltere ve Brezilya ise olumsuz duygularin yiiksek oldugu iilkeler arasinda yer
almaktadir. Hesaplanan duygu puam1 Tayland, Vietnam ve Polonya'nin en yiiksek korku

puanina sahip oldugunu, en yiiksek giiven puanlarinin ise Umman, Suriye ve Kazakistan'da

oldugunu gosterildi.
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MATERYAL VE YONTEM

Yapilan ¢aligmada kullanilan materyal ve yontem ele alinmistir. Oncelikle veri toplama
hakkinda detaylar ele alinmistir, veri toplamada kullanilan yontem, programlama dili ve
kiitiiphane gibi islemler ele alindi. Veri temizleme ve Onisleme hakkinda detaylar agiklandi.
Veri toplama ve Onisleme islemlerinden sonra veri analizi, konu modelleme, elde edilen
konularin analizi ve piyasa tlizerindeki faydali etkisi ve miisteri segmentasyon g¢alismalari
detaylandirildi. Sekil 9°da goriildiigii gibi veri seti crawler yardimiyla TripAdvisor sitesinden
toplandi. Elde edilen veri Onisleme asamasindan gecirildi. Miisterilerin memnuniyetini
kesfetmek i¢in LDA konu modelleme ile 4 konu elde edildi ve k-means ile miisteriler (az
memnun, orta memnun, ve ¢ok memnun) olarak 3 gruba ayirildi. Son olarak yorum

siiflandirma asamasinda LSTM, BiLSTM ve GRU modelleri egitildi ve karsilastirildi.

Veri Toplama

Bu arastirma icin veri setini elde etmek icin TripAdvisor'dan yararlanilmistir.
TripAdvisor sitesinden veri seti toplamada, Tirkiye’deki 7 gevre dostu otel sitelerindeki
kullanic1 yorumlarindan ve kriter derecelendirmelerinden yararlanilmistir. Toplam 17314
yorum elde edilmistir. Veri toplama i¢in TripAdvisor secildi ¢ilinkii kullanicilarin yorumlarini
acik bir yorum formuna gore gondermelerine izin veriyor (Nilashi, et al. 2022). Bu,
kullanicilarin kapali yorum formlarin1 benimseyen diger portallardan ziyade hem olumlu hem
de olumsuz ifadelerle yorumlarda ¢ok daha yiiksek boyutlar sunmasint saglar (Nilashi, et al.
2022). TripAdvisor platformunda, yiiksek oranli ve olumlu yorumlara sahip oteller, daha uzun
stire kalan turistler tarafindan, yetersiz veya kotii yorumlara sahip otellere gére daha fazla talep

gormektedir (Nilashi, et al. 2022).

TripAdvisor sitesinden veri toplama islemi iki asamadan olusmaktadir. Birinci asama
kullanicilarin iiretmis oldugu metinsel yorumlari toplamak. Ikinci asama ise kullanicilarin her
bir otele ait 5 tizerinden yapilan derecelendirmelerde kriter derecelendirmelerini toplama. Bu
sekilde iki tarayici (crawler) gelistirildi. Birincisi her bir ¢evre dostu otele ait metinsel yorumlari

toplar ve ikincisi ise segilen her bir ¢evre dostu otele kriter derecelendirmeleri toplar.

Kriter derecelendirmeleri ¢ok sayida kullanici tarafindan girilmiyor ve bos birakiliyor.
Bu sebepten dolayi kriter derecelendirmeleri toplama durumu i¢in gelistirilen crawler sadece
kriter derecelendirmeleri giren kullanicilarin kriter derecelendirmeleri toplanmistir. En az bir

derecelendirme girilmis olanlar Crawler tarafindan isleme alinmistir. Bos kalan yani bos veri
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olusturan (missing values) kriter derecelendirmeler ile ilgili detayl: agiklama veri 6nisleme ve

temizleme boliimiinde verilmistir.

Metinsel veri toplama ve onisleme

Miisterilerin ¢evrimici yorumlari, TripAdvisor platformunda sunulan ve Tiirkiye'de
bulunan farkli ¢evre dostu otel web sitelerinden toplanmistir. TripAdvisor Yesil Liderler
programi, otellerin yesil uygulamalara yonelik davranislarini dikkate alir ve bunlar1 4 diizeye
gore siralar: Bronz, Giimiis, Altin veya Platin. Bu diizeyler 6zellikle miilkiin TripAdvisor
sitesindeki listesinde gosterilir. Daha fazla ¢evreci eylem sergileyen tesisler, daha yiiksek
TripAdvisor Eko Liderler seviyeleri (GreenlLeaders level) elde edebilir (UNEP 2013).
TripAdvisor sitesinde yer alan otelleri taramak ig¢in tarama teknigi (crawler) kullanildu.
Selenium kiitiiphanesi, TripAdvisor web sitesinde bulunan 7 yesil otelden gelen cevrimigi
yorumlari taramak icin kullanildi. Web siirticiisii Selenium kiitiiphanesinden import edildi ve

tarama iglemi i¢in google chrome kullanildi.

TripAdvisor otel sitelerinde bulunan yorumlar, sayfa basina yaklasik 10 yorum olacak
sekilde dagitilir. Tarama tekniginde, bu sayfalarda gezinmek ve data-reviewid XPath'lerine gére
cevrimici kullanici yorumlarinin gévdesini almak ve ardindan XPath'lerine gore c¢evrimici
kullanici yorumlari almak i¢in bir dongt kullanilmistir. Dongti isleminde Selenium kullaniimig
olup, her yinelemede diger sayfalara gitmek icin sayfanin sonraki diigmesine tiklanir ve

tarayiciya bir sonraki URL adresi verilir.

TripAdvisor'da bulunan yesil otelin son sayfasina ulasana kadar operasyon sayfalarca
devam eder. Sekil 3 tarayici (crawler) araciligiyla toplanan metne dayali ¢evrimigi kullanici

yorumlarinin bir 6rnegini gosterir.

M. Michael W wrote a review Oct 15 wes

Customer rating

Great hotel

“We had a wonderful stay. All the staff were friendly, helpful and kind. The morning buffet was diverse,
tasty and generoUs. The room was comfortable and very clean. The hotel location was fabulous. It is
close to all the main sites.”

Read less a .
Text-based reviews

Date of stay: October 2022

This review is the subjective opinion of a Tripadvisor member and not of Tripadvisor LLC. Tripadvisor performs checks on reviews.

Helpful Share

Sekil 3. TripAdvisor sitesindeki bulunan ¢evrimigi kullanici yorumlarinin bir 6rnegi
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Tarayic1 (crawler), arastirmayi amagladigimiz otellerle ilgili miisterilerin ¢evrimigi
yorumlarini toplamak icin olusturuldu. Tiirkiye'de bulunan 7 farkli otelden 17314 online yorum
toplandi. Toplanan yorumlarin dili Ingilizcedir. Verilerdeki yorumlarin kriter degerlendirmesi
5 lizerinden degerlendirilir ve degerlendirme 3 ve lizeri ise yorumlarin genel olarak pozitif
oldugu goriildi. Bu calismaya benzer bir sekilde (Polat B 2021) yorumlardaki Kriter
degerlendirmesi 3’ten az oldugunda, genel olarak yorumlarin negatif oldugu goriildii. Metin
smiflandirma asamasina gelindiginde, veri seti icindeki yorumlar 951 negatif ve 16363 pozitif
yorum olarak dengesiz oldugu goriildii. Bu nedenle siniflandirma asamasi i¢in 6zgiin yeni
dengeli bir veri seti olusturuldu. Bu agsamada sadece negatif veriler toplanarak 3306 negatif veri
elde edildi ve onceki dengesiz olan veri setinden 3305 pozitif yorum eklendi ve karistirildi.
Boylelikle, TripAdvisor sitesinde ve Tiirkiye'deki ¢evre dostu otellerden miisteri yorumlari
kullanilarak 3305'n pozitif ve 3306's1 negatif olmak iizere toplamda 6611 yorum igeren yeni
dengeli bir veri seti olusturuldu. TripAdvisor sitesinde ve Tiirkiye’deki yesil otel miisteri
yorumlarindan olusturulan yeni veri seti yorum duygu dagilimi Sekil 4’de gosterilmistir. Sekil
4’de gosterildigi gibi 3305 pozitif yorum ve 3306 negatif yorum olarak toplam 6611 yorum
elde edildi.

Makine 6grenmesi modelinin metinsel veriyi anlayabilmesi i¢in metinsel verinin sayisal
hale getirilmesi gerekiyor. TensorFlow ve Keras i¢indeki Tokenizer API yardimiyla 6nce
noktalama silme ve biiyiik harfleri kiigiik harflere c¢evirme gibi veri Onisleme yapildi.
Sonrasinda ciimleler kelimelere ayrildi ve kelimeler sayisal hale getirildi. Ikinci asamada ise
Tokenizer nesnesinde bulunan texts to sequences yardimiyla kelimeler dizi haline getirildi.

Son agamada ise diziler ayni uzunluga sahip olabilmeleri i¢in budama islemi uygulandi.
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Negatif ve pozitif yorumlarin dagilimi
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Sekil 4. Yeni elde edilen veri seti yorumlarinin dagilimi

Kriter derecelendirmeleri toplama

TripAdvisor sitesinde kullanicilar sadece yorumlar vasitasiyla oteli degerlendiriyor
degiller aym1 zamanda kullanicilar bir grup performans faktorleri iizerinden oteli
degerlendirebilirler. Sekil 5’de goriildiigii gibi kullanicilar sadece metinsel olarak degil ayni
zamanda performans faktorleri olarak uyku kalitesi, deger (maliyet-fayda), hizmet, konum,
odalar ve temizlik olmak tizere alt1 kriter iizerinden degerlendirme yapabiliyorlar. Bu ¢alismada

performans faktorleri olarak alti kriter ele alinmustir.
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Xeres25 wrote a review May 2010 .en

y @ Birmingham, England « 51 contributions « 78 helpful votes
Genel derecelendirme

A nice hotel

“This was the first time | stayed in an all inclusive and | was pleasantly surprised by this hotel. The hotel was very good and
clean. Rooms were well decorated and the other facilities were of a high quality. | would suggest that Irons are provided in the
rooms, other than that the rooms were great. There is a good all inclusive entertainment programme which caters for the
whole variety of the family.

The only issue we had staying at this hotel was the service of a few staff in the hotel and at the bar really let the side down. You
will see some staff really work hard and will go out of the way to help, but it was noticeable that a certain number of staff
lacked enthusiasm for their job or indeed showed a lack of interest in providing a good service.”

Readless a

Date of stay: May 2010

Trip type: Traveled with family

000080 Vale 9090® Rooms . .
@®®000 Location ®0008@® Cleanliness Kriter derecelendirmeler
@00O00 Service @O®®®O Sleep Quality

This review is the subjective opinion of a Tripadvisor member and not of Tripadvisor LLC. Tripadvisor performs checks on reviews.

Sekil 5. TripAdvisor ¢evrimigi kullanict yorumlarina ait kriter derecelendirmeleri
Veri Onisleme ve Temizleme

Veriyi bir ML modelinde kullanilmadan once verinin temizlenmesi ve Onigleme
islemlerinin uygulanmasi model basarisini biiyiik 6l¢iide etkiler (Frye et al 2021). Bu nedenden
dolay1 verinin temizlenmesi ve 6nisleme islemlerinin veri seti tizerinde uygulanmasi varsayilan

model basarisi igin oldukg¢a 6nemlidir (Frye et al 2021).

Tum oteller i¢in toplanan veriler tek bir veri seti igerisinde birlestirilmistir. Toplanan
veriler gereksiz kelimelerden veya e-postalar ve yeni satir sembolleri gibi karakterlerden
temizlenmistir. Cok tekrar edilen kelimeler veya herhangi bir anlam tagimayan kelimeler durak

kelimeler listesine eklenerek ayrica metinlerden ¢ikartilmistir.

Durak kelimeler (stop words) listesine istenilmeyen ve anlamsiz kelimeler “otel isimler,
hotel” gibi kelimeler durak kelimeler listesine eklendikten sonra, durak kelimeleri corpus’ten
cikartilmistir. Durak kelimelere ait birka¢ 6rnek ‘“the, a, is, are” gibi konu modelleme

islemlerinde katkida bulunmayan kelimelerden olusmaktadir.

Durak kelimeler silindikten sonra kelime torbasi (bag of words BoW) uygulandi. Bu
asamada metinlerdeki tiim farkli kelimelerin bir s6zliik olusturacak sekilde toplanir. Bu sozliik,
metindeki her kelimenin benzersiz bir numarasiyla eslestirilir. Her bir metin, kelime
sozliigiindeki her bir kelimenin metindeki varligina bagl olarak bir 6znitelik vektoriiyle temsil
edilir (Bahmanyar et al 2015). Ornegin, bir metindeki bir kelimenin varligi, o kelimenin
sozliikteki numarasinin indeksiyle temsil edilir. Bu durumda, 6znitelik vektorii, metindeki tiim

kelimelerin varlik veya yoklugunu gosteren bir dizi olur. Bu sekilde veri Terim Frekansi-Ters
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Dokiiman Frekansi (Term Frequency-Inverse Document Frequency TF-IDF) ve ondan sonra

topic modelleme islemi uygulanmasi i¢in veri hazirlanir.

Kelime torbasi olusturulduktan sonra, TF-IDF islemi uygulanmistir. Bu yontem, bir
belgedeki bir kelimenin 6nemini belirlemek icin kullanilan istatistiksel bir Olglidiir. Bu
yontemde, bir kelimenin belirli bir belgedeki frekansi (TF) ile tiim belgelerdeki o kelimenin
yayginligi (IDF) arasindaki ¢arpim hesaplanir. TF (Term Frequency), bir belgedeki bir
kelimenin kag kez gectigini ifade eder. Genellikle, bir kelimenin frekansi, belgedeki toplam
kelime sayisina boliinerek normalize edilir. Boylece, bir kelimenin bir belgedeki 6nemi, o
belgedeki sikligiyla dogru orantili olur. IDF (Inverse Document Frequency), bir kelimenin tiim
belgelerdeki yaygiligini 6lger. Kelimenin tiim belgelerde gegme sikligi hesaplanir ve bu
degerin tersi alinarak elde edilir. IDF, bir kelimenin genel olarak ne kadar yaygin veya nadir
oldugunu belirlemeye yardimci olur. Nadir kelimelerin daha yiiksek bir IDF degeri vardir, bu
da onlar1 daha fazla agirliklandirir. TF-IDF, bir belgedeki bir kelimenin 6nemini belirlemek
icin TF ve IDF'nin birlesimini kullanir (Chen, Wu, et al. 2022). Bir kelimenin TF-IDF degeri,
TF'nin IDF ile carpimiyla elde edilir. Yani, bir kelimenin belgedeki frekansi ne kadar yiiksekse
ve tiim belgelerdeki yayginligi ne kadar diisiikse, o kelimenin TF-IDF degeri o kadar yiiksek

olur. TF-IDF yontemi, metin madenciligi ve bilgi erisimi alanlarinda yaygin olarak kullanilir.

Toplanan veriler bos degerlerin varlig1 agisindan kontrol edilmistir. Ciinkli 6zellikle
kriter derecelendirmede ¢ogu kullanici tiim kriter derecelendirmeleri girmemektedir. Sekil 6°da
gorildigi gibi 6rnek kullanici kriter derecelendirmelerinin tamamini girmemis, 6 Kriter
tizerinden sadece 3’1 lizerinden degerlendirme yapmistir. Bu nedenden dolay1 toplanan veride
kay1p veri (missing values) olusmaktadir. Kayip verinin doldurulmasi igin her kritere ait toplam
derecelendirmelerin ortalamasini alinarak kayip veri doldurulmustur. Bu sekilde veri analizi

islemlerinin gergeklestirilmesi ile nihai veri seti hazir hale getirilmistir.

ﬁ‘ Nick wrote a review Jun 2022
/ 5 contributions

Genel derecelendirme
Great Holiday
“This hotel is great from the spotless garden areas to the clean hotel food was good and can not wait to return also this hotel

is wheelchair friendly .

24HR All Inclusive food available after arriving after 11pm”

Read less &

Date of stay: April 2022

00000 \Volue ©®0008@ Rrooms| Kriter derecelendirme
990099 ® Service

Sekil 6. TripAdvisor Cevrimi¢i kullanict yorumlarmma ait eksik girilmis kriter
derecelendirmeleri
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Cevrimici incelemeler genellikle kisadir ve LDA kisa metinsel verileri isleme
konusunda sinirhidir (Zhang et al. 2021). Bu nedenle Kullanilan modelin performansini
iyilestirmek icin verilerin 6n isleme asamasi esastir. Verinin 0n islenmesi, 4 asamadan
gerceklestirildi ve (1) durak sozciiklerinin kaldirilmasini, (2) e-postalarin ve yeni satir
karakterlerinin kaldirilmasini, (3) sozciiklerin simgelestirilmesini ve (4) metnin tokenize
edilmesini icerir. NLTK paketi tarafindan saglanan durak kelimeleri listesi, listeye daha fazla
durak kelimeleri eklenerek genisletildi ve belirlenen durak kelimeleri metinden ¢ikartildi. Son
olarak BoW ve TF-IDF kullanilarak yorumlar LDA konu modelleme asamasina hazir hale

getirildi.

Konu Modelleme (LDA)

TripAdvisor'dan toplanan ¢evrimi¢i kullanici yorumlari verisi islenerek anlamsiz
kelimeler hari¢ tutuldu. Misterilerin ¢evrimici yorumlarinin veya ¢evrimici incelemelerinin
memnuniyet boyutlarin1 kesfetmek i¢in LDA kullanildi. LDA konu modelleme yontemini
olusturmak i¢in Gensim kiitiiphanesi kullanildi. Verilerin analizi ii¢ ana asamadan olusur;
sosyal verilerin temizlenmesi ve hazirlanmasi; ¢evrimi¢i kullanici yorumlarindan LDA
yardimiyla memnuniyet boyutlarinin kesfedilmesi ve boyutlarin gorsellestirilmesi, ve
segmentasyon bolimiinde miisterilerin k-ortalamalar kiimeleme yardimiyla segmentlere

ayrilmasi. Bu ¢alismada kullanilan metod Sekil 9°da gosterilmistir.

LDA konu modelleme yaygin bir sekilde aragtirma alanlarinda kullanilmakta olup (Blei
et al 2003) tarafindan tanitilmistir. Her belge igerisinde, belgenin basliginda yazilan konu ne
olursa olsun o belge ¢ogunlukla birden fazla konudan olugsmaktadir. Politika ile ilgili yazilan
bir makalede spor konusu hakkinda, bilim konusu hakkinda, doga konusu hakkinda veya diger

olabilecek konular hakkinda da konulara ait yazilara sahip olabilir.

Bir belgeyi yalnizca belirli kelimelere dayanarak temsil etmek, belgelerin verimli bir
sekilde karsilastirilabilmesi igin yeterince iyi degildir (Pavlinek and Podgorelec 2017). Yani,
ayni baglamdaki iki belge, benzer anlamlara sahip s6zciikleri igeren farkli sozliikler kullanabilir
(Pavlinek and Podgorelec 2017). LDA konu modelleme belgelerin ihtiva ettigi konu oranlarini
ortaya ¢ikarmakta iglemlerinde biiyiik katkilarda bulunmaktadir. LDA yardimiyla her belge ¢cok
terimli bir konu dagilimi olarak temsil edilir ve bu konular kiimelere benzeyen daha iist diizey
kavramlar olarak goriilebilir (Pavlinek and Podgorelec 2017). Bir koleksiyondaki her belgenin,
her konunun bir kelime karigimi ile sunuldugu birkag gizli konudan olusturuldugu varsayimina
dayanir (Pavlinek and Podgorelec 2017). LDA, kisa metinlerin konu ¢ikarma gorevlerinde hizli

ve dogrudur (Zhang and Zhang 2022). Cevrimi¢i kullanic1 yorumlari genel olarak ¢ok uzun
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olmayan metinlerden olustugu ig¢in LDA Cevrimigi kullanici yorumlar1 konu modelleme

konusunda diger makine 6grenmesi yontemlerine yontemlere daha uygundur.

LDA, kelimelerin, konularin ve belgelerin ii¢ katmanli yapisini igeren {i¢ katmanli bayes
olasilik modeli olarak bilinen bir belge konusu olusturma modelidir (Li et al. 2021). Denetimsiz
bir makine 6grenimi teknigi olarak, LDA konu modeli, biiyiik belge kiimeleri veya corpora'daki
gizli konular1 tanimlayabilir (Li et al. 2021). Her belgeyi bir kelime frekans vektorii olarak
dontistirmek icin kelime (Bag of Words) c¢antasi yontemini kullanir. Sonug olarak,
yapilandirilmamis metin, modellenmesi kolay olan dijital verilere doniistiiriilebilir (Li et al.
2021).

Her belge konu koleksiyonundan olusur ve her konu kelime koleksiyonu vardir ve dyle
ki her bir kelime koleksiyonu spesifik bir konuyla iliskilidir. Bir belgenin olugmus oldugu
konular bu belgeye bazen ¢ok miktarda bazen da az bir miktarda katkida bulunmaktadirlar. Bir
belge sadece bir konudan olugsmamali bunun yan: sira bir belge tiim konular1 da igermemeli ve
belge ile ilgili konular bir sekilde dagilmis olarak atanmalidir. Yani konular matrisinde her satir
sifir olmayan degerler icermeli ve sadece bir degil birden fazla sifir olmayan degerler
icermelidir. Cilinkii her belge tiim konular hakkinda ilgili bir yaziya sahip degildir. Bu sekilde

her belgeye ait ilgili konularin dagilim oranlar1 konu matrisinde yer alirlar.

Bir belgenin sahip oldugu her spesifik bir konu igin bir kelime koleksiyonu
bulunmaktadir. Bu kelime koleksiyonu ait oldugu konu ile ilgili 6zel veya spesifik kelimeler
igerir, bu siirh kelimeler o konuya 6zel olur ¢ilinkii bir konu tiim kelimeleri icermez. Sekil 7
LDA Uretici Prosediirii (LDA Generative Procedure) gosteriyor ve Sekil 8 LDA 6rnek konu ve

kelime dagilim temsili gostermektedir.

e G mz
U

1. Herkonuigin z € Z

e (Cok terimli bir dagilim ¢iz ¢Z~Dir(,§ )

2. Her kullanici i¢in u € U,
e Cok terimli bir dagilim ¢iz 8, ~Dir ().

e Her bir kelime i¢in w € D,
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(@) Bir konu ¢iz z~Multinomial (9—>>

(b) Bir kelime ¢iz w~Multinomial (Q?)

Sekil 7. LDA iiretici prosediirii (LDA generative procedure)

LDA fiiretici prosediirii notasyonlart:

o ok~ w

(o) (Dirichlet prior) her belge i¢in konularin dirichlet dagilimi, a degeri biiyiik
olursa belge ile ilgili ¢cok konu karisimi icerecegi anlamina gelir ve eger a degeri
kiigiik olursa belge az sayida konu karigimi igerecegi anlamina gelir.

(B) (Dirichlet prior) her konu icin kelimelerin dirichlet dagilimi, B degeri biiyiik
olursa konu ¢ogu ilgili kelime karisimi igerecegi anlamina gelir ve eger B degeri
kiigiik olursa konu az sayida ilgili kelime karisimi icerecegi anlamina gelir.

(U) Belge sayis1 ya da (user) kullanici tarafindan paylasilan ¢evrimigi yorum sayist.
(Uu) Belge igindeki kelime sayisi.

(6,) u dosyast i¢in konu dagilimini temsil eder.

(Zyj ) Her bir kelimeye atanan konuyu temsil eder. Bu sekilde her dosya bir konu
dagilimi olusturur.

(W) Kelimeyi temsil eder.

(@) z konusu i¢in kelime dagilimi

(Z) konuyu temsil eder.
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Dokimanl

Dokiman2
Dokiman3
Dékiman (D)
Y
“F Y ¥ = 9
: 1.
- ]0'
Kelimeler 1 | «——Konu1
Kelimeler 2 | «——Konu2
Kelimeler 3 | «—— Konu3
:—> Konular
=1 |Kelimeler (N)[ <—— konu(m)
Dokumanlar

Sekil 8. LDA 6rnek konu ve kelime dagilim temsili (Bastani et al 2019)
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Tarama(Crawling )
Cevrimigi

TripAdvisor I

kullanici

Durak kelimelerin

kaldiriimasi

E-postalarin silinmesi ve yeni

satir isaretlerin kaldirilimasi

Kelimelerin
tokenize edilmesi,
BoW, ve TF-IDF

uygulanmasi

madenciligi LDA

I

Misteri memnuniyet

_______ ~
I( Konu : Metin
I
\

faktorleri elde edilmesi

Musteri | K-ortalamalar ile Yorum

(

I

I

| segmentasyonu F . .
I musteri siniflandirma
\

Sekil 9. Arastirma metodu

Python paketi; pyLDAvis, LDA konularinin gorsellestirmelerini sunmak i¢in kullanildi.
Konu sayisi, ortiismeyen veri segmentleri elde edene kadar ayarlandi, bu da arastirma bulgulari
boliimiinde Sekil 18’de gosterildigi gibi 4 ana konuya yol agti. Konu sayisi, ortiismeyen veri

segmentleri elde edene kadar ayarlandi.
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Miisteri Segmentasyon

Konu modelleme yaklagiminin ardindan, kullanici tarafindan olusturulan igerigi birkag
parcaya ayirmak i¢in bir kiimeleme teknigi kullanildi. Kiimeleme yaklasimlari, kullanici
tarafindan olusturulan igerik analizi ile ilgili ¢esitli arastirmalarda kullanilmaistir (Nilashi, et al.
2022; Nilashi, et al. 2021). Denetimsiz 6grenme teknigi olan K-means kiimeleme yaklasimi,
birka¢ yineleme yoluyla en uygun kiime merkezini bulan yinelemeli bir kiimeleme teknigi
olarak konuslandirildi(Zhang, Li, et al. 2022). Bu ¢alismada kullanilmis k-ortalama kiimeleme
algoritmas1 asagidaki gibidir. Burada, N goézlemleri k kiimeye ayirmak i¢in K-means
algoritmasi veri noktalar1 arasindaki ortalama mesafeyi bulur ve ona gore verileri kiimelere
ayrir. Algoritma ile karesi alinmis hata degerinin (SSE) toplaminda sunuldugu gibi, saglanan

k kiimenin su sekilde en aza indirilmesi gerekmektedir:

K-ortalamalar kiimeleme algoritmast:
SSE = le(=1 le-ez Xi — Uz

e SSE (Sum of Squared Errors): SSE, kiimeleme islemi sirasinda ortaya ¢ikan hatalarin
karelerinin toplamini ifade eder. Bu deger, kiimeleme algoritmasinin performansini
degerlendirmek i¢in kullanilir. SSE degeri ne kadar diisiikse, kiimeleme isleminin daha
iyi bir sonu¢ verdigi anlamina gelir. Daha diisiik SSE degerleri, verilerin kiimeler

arasinda daha iyi ayrildigini ve kiimelerin daha homojen oldugunu gosterir.

o k: Kk, K-ortalamalar kiimeleme algoritmasinda kullanilan kiime sayisini temsil eder. Bu
deger, kullanic1 tarafindan belirlenir ve genellikle deneme-yanilma yontemi veya
istatistiksel tekniklerle belirlenir. Kiime sayisi, veri setinin dogasina, amaglara ve analiz

hedeflerine bagl olarak secilir.

e z: 7, kiime indeksidir. Bu indeks, her bir veri noktasinin hangi kiimeye ait oldugunu
belirtir. Kiimeleme algoritmasi, veri noktalarmi kiimeler halinde gruplandirirken, her

bir veri noktasina bir kiime indeksi atanir.

e X_i: x_1, veri setindeki her bir veri noktasini temsil eder. Her veri noktasi, 6znitelikleri

veya Olclimleri igeren bir gdzlemi ifade eder.

e w z: p z z kiimesinin merkezini temsil eder. Bu, z kiimesine ait veri noktalarinin
merkezini ifade eder. K-ortalamalar algoritmasi, kiime merkezlerini hesaplamak igin

genellikle 6rneklerin ortalamasini kullanir.
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Miisterilere ait TripAdvisor sitesindeki kriter derecelendirmeleri iizerinde
segmentasyon yapmak oldukc¢a onemlidir. Miisterilerin kriter derecelendirmeleri iizerinde
kiimelemek ve her miisteri grubunun beklentilerini ve memnuniyet boyutlarin1 anlamak sadece
otel sahipleri ve karar verici konumundaki kisiler i¢in degil ayn1 zamanda miisteriler i¢in de
onemlidir. Bu ¢alismada miisterilerin kriter derecelendirmeleri bazli gruplara ayirma isleminde

k-ortalamalar kullanildi ve k grup merkezleri olarak 3 ayarlandi.

Tablo 1’de TripAdvisor sitesi lizerindeki Tiirkiye’deki 7 g¢evre dostu otellerinden

toplanan miisteri kriter derecelendirmelerinin birka¢ 6rnegi gosterilmistir.

Tablo 1. Toplanan Kriter Derecelendirmelerin Bir Ornegi

Genel Deger Konum Hizmet Odalar Temizlik Uyku
degerlendirme kalitesi
5 4 5 5 4 5 4
5 3 5 5 4 5 4
5 5 5 5 5 5 5
5 5 5 5 4 5 5
5 5 5 5 5 5 5
5 5 5 5 5 5 5
5 5 5 5 5 5 5
5 5 5 5 5 5 5
4 5 4 5 4 ) 5
5 5 5 5 4 5 5
) ) ) ) ) ) 5
) ) ) ) ) ) 5
5 4 5 5 5 5 4
2 1 1 1 2 2 1
5 5 5 5 5 5 5
) ) ) 4 4 5 4
) ) ) ) ) ) 5
5 5 5 5 5 5 5

Kiimelemenin sonuglari aragtirma bulgular1 boliimiinde Tablo 7'de gosterilmistir ve
detayl1 olarak bahsedilmistir. Birinci, ikinci ve tiglincii segmentlerin agirlik merkezleri sirasiyla
su sekilde elde edilmistir. [2.76171867, 3.69912439, 2.41256159, 3.32787149, 3.7668611,
3.54576991], [4.0044922 , 4.26684662, 4.39947376, 4.26356397, 4.66544133, 4.23735696],
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[4.78443376, 4.80887392, 4.96762968, 4.79764783, 4.87002358, 4.79857728]. Elde edilen

sonuglar Tablo 7°te gosterilmistir.

Yorum Smiflandirma

Yorum siniflandirma asamasinda LSTM, BiLSTM ve gated recurrent unit (GRU)

modelleri uygulanmugtir.

Tekrarlayan sinir aglar1 (RNN)

Tekrarlayan Sinir Ag1 (RNN) modelleri goriintii/video alt yazisi, dogal dil, ve tahmin
dahil olmak iizere sirali veri modellemede en yaygin makine 6grenimi modellerinden biridir
(Khaldi et al. 2023; Chimmula and Zhang 2020). RNN, NLP ve metin siniflandirmada artan bir
onem kazanmaktadir. En basit RNN hiicresi ElIman'dir, sadece bir gizli katman ihtiva eder. Sekil

10’da Elman yapisina ait bir hiicre resmi gosterilmistir.

Sekil 10°de goriildiigt gibi RNN’deki gizli katmandan ¢ikan ¢ikis ayrica sonraki deger
girisi i¢in giris degeriyle birlikte giris olarak kullanilir (Chen et al. 2018). Bu sekilde RNN dizi
bagimlilig1 tanimi igerir, 6rnek olarak Sekil 12°de gosterildigi gibi (h;) ¢ikis1 onceki ¢ikislara
bir bagimlilik oran1 tasimaktadir. Dolayisiyla sonraki deger tahmin konusunda RNN basarili bir
tekrarlayan sinir aglaridir (Wu and Noels 2022). RNN ¢ikis verileri tizerine, ¢ikis verileri -1 ile
1 araliginda indirmek i¢in Sekil 13’de goriildiigi gibi tanh fonksiyonu kullanir. RNN’in siralt
bir makine 6grenimi olmasi, metin tahmin ve smiflandirma ag¢isindan oldukca kullanighdir
ciinkii. RNN’de bir metindeki kelimelerin birbirlerine bagimlilik orani hesaplamada stz

konusudur.

Tanh

hyq

Xt

Sekil 10. EIman hiicre yapis1 (Khaldi et al. 2023)
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tanh Fonksiyonu Egrisi

1.00 A tanh

0.75

0.50

0.25 A

-10.0 -7.5 -5.0 -2.5 . 0 2.5 5.0 7.5 10.0
—0.25/4
-0. -

Q75 4

—1.00

Sekil 11. Tanh fonksiyonu (Zhang et al. 2023)

h,

RNN Huacre

Xt

Sekil 12. Tekrarlayan sinir aginin ¢alisma prensibi (Khaldi et al. 2023)
Uzun kisa siireli bellek (LSTM)

LSTM, RNN'nin bir uzantis1 olan Uzun Kisa Siireli Bellek Ag1 modelidir (Hochreiter
and Schmidhuber 1997). RNN, daha uzun dizi modelleriyle ugrasirken gradyan kaybolma
probleminden muzdarip olabileceginden, LSTM, her tekrarlayan govdede "gegit unutma",
"girig kapis1" ve "c¢ikis kapisi" dahil olmak iizere birkag tiir kap1 biriminden olusan bellek

hiicrelerini sunar (Liang and Niu 2022). Durumda saklanan ge¢mis bilgileri makul bir sekilde
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atmay1 6grenerek, mevcut girisi yeni bellek olarak yenileyerek, durum ve ¢ikt1 bilgileri

tiretebilir (Liang and Niu 2022).

LSTM birimi, Denklemler (2.1)-(2.4)'te gosterildigi gibi, RNN'e dayali olarak giris
kapist 1, unutulmus kapi f, bellek birimi ¢ ve ¢ikis kapisini ekler, bu da uzun dizi siirecinin
performansini biiyiik 6lgiide artirir (Wu et al. 2022). LSTM biriminin islemi Denklemler (2.1)-
(2.5) ile ifade edilir.

ip = o(WiXy X [he—q] + b)) (2.1)

Giris Kapist (Input Gate - i): Giris kapisi, mevcut zaman adiminda hangi bilginin
hafizaya eklenecegini kontrol eder. Bir sigmoid aktivasyon fonksiyonu kullanilarak énceki gizli
durum (h;_;) ve mevcut giris (X;) ile ¢arpilan bir agirlik matrisi (W;) ve bir bias terimi (b;)
tizerinden gegirilir. Bu, hangi bilginin hafiza hiicresine eklenip eklenmeyecegini kontrol eden

bir gecirgenlik degeri tiretir.

fe = o(WeXe X [he_q] + by) (2.2)

Unutma Kapis1 (Forget Gate - f): Unutma kapisi, hafiza hiicresindeki bilgilerin ne
kadarinin silinecegini kontrol eder. Bir sigmoid aktivasyon fonksiyonu kullanilarak 6nceki gizli
durum (h;_1) ve mevcut giris (X;) ile ¢arpilan bir agirlik matrisi (W) ve bir bias terimi (by)
tizerinden gecirilir. Bu, hafiza hiicresindeki her bir 6genin ne kadariin korunacagin belirleyen

bir gegirgenlik degeri iiretir.

Ct = ft X Ct—l + it X tanh(]/VCXt X [h't—l’ xt] + bg) (2.3)

Hafiza Hiicresi (Cell State - ¢;): Hafiza hiicresi, mevcut zaman adiminda tutulan
bilgileri temsil eder. Onceki hiicre durumu (c;_), unutma kapisindan gelen deger (f;), giris
kapisindan gelen deger (i;) ve bir gizli durum ve girisin birlesimi olan bir tanh aktivasyon
fonksiyonu kullanilarak hesaplanir. Bu, mevcut giris ve 6nceki gizli durumun birlesiminden

elde edilen bilgiyi giinceller.

or = o(WoX¢ X [he—q, x¢] + by) (2.4)

Cikis Kapis1 (Output Gate - 0): Cikis kapisi, mevcut zaman adiminda hangi bilginin
disar1 ¢ikacagii kontrol eder. Bir sigmoid aktivasyon fonksiyonu kullanilarak onceki gizli

durum (hs_,) ve mevcut giris (X;) ile ¢arpilan bir agirlik matrisi (W,) ve bir bias terimi (b,)
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tizerinden gegirilir. Bu, mevcut hiicre durumunu (c;) bir tanh aktivasyon fonksiyonundan

gecirerek elde edilen bilgiyle carparak, mevcut gizli durumu (h;) tretir.

hs = o; X tanh(c;) (2.5)

LSTM, giris kapis1 ve unutma kapis1 araciligryla bilginin kontroliinii saglar ve hafiza
hiicresi aracilifiyla bilginin korunmasini veya giincellenmesini saglar. Cikis kapisi,
giincellenen hafiza hiicresinden uygun bilgileri ¢ikararak sonucu iiretir. Sekil 13’te bulunan
notasiyonlar, t zamaninda i;, f, f;, ¢;, 0 giris kapisini, unutma kapisini, bellek birimini ve ¢ikis
kapisini sirasiyla temsil eder. h (hidden layer) gizli katmani temsil eder. x, w, b, c, giris, agirlik,

sapma, birim olarak sirasiyla temsil edilir. (c) Sigmoid fonksiyonu temsil eder.

R——D =
Ct-1 $ €
Unutma kapisi | _Girig kapisi Clkis kapisi
V% R
o) 5
A tmh ht
he—1 /

Xt

Sekil 13. LSTM birim yapisi (Wu et al. 2022)

Unutma kapisinda (Forget gate) h,_; ve x; bilgileri birlestirildikten sonra sigmoid
fonksiyonundan gegcirilirler. Sigmoid fonksiyonu sonucu 0 ile 1 araligindadir. Sigmoid
fonksiyonu Sekil 14’°de verilmistir. Bu sekilde 0 yakin sonug ¢ikarsa unutma anlam tasir yani

o verilerin kaydedilmesi 6nemli degildir.

Giris kapisinda birlestirilmis h;_; ve x; verileri sigmoid fonkiyonundan gegirilirler ve
sigmoid fonksiyonu bilgilerin hafizaya kaydetmek i¢in 6nemli olup olmadigina karar verir.
Tanh fonksiyonu verilerin énem boyutunu 1 ve -1 arasinda hesaplar, sigmoid ve tanh’tan ¢ikan
sonuglara carpma islemi uygulandiktan sonra c¢;’ye eklenirler. Bu sekilde yeni hiicre durumu

(cell state) elde edilir.
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Cikis kapisi, sonraki gizli katman (hidden state h) degeri ne olacagina dair karar verir.
Cikis kapisinda birlestirilmis h,_; ve x; giris verileri sigmoid fonkiyonundan gegirilirler.
Sonra giincel hiicre durumu (cell state c), tanh fonkiyonuna giris olarak verilip Onceki
hesaplanan sigmoid ¢ikisiyla carpilir. Sekil 13’te LSTM yapis1 gosterilmistir ve sekilde
goriildiigl gibi h, degeri elde edilir.

Sigmoid Fonksiyonu Egrisi

1.0 A

0.8 A1

0.6

S(t)

0.4 ~

0.2 1

0.0 1

-20 -15 =10 -5 0 5 10 15 20

Sigmoid(x) = Ttox

Sekil 14. Sigmoid fonksiyonu (Liu 2020)
Cift yonlii uzun kisa siireli bellek (BiLSTM)

LSTM, verilerin yalnizca ileri bilgi akisinm1 d6grenebilirken, BILSTM modelinin ¢ikti
katmani1 ayni anda hem ileri (forward) durumdan hem de geri (backward) durumdan bilgi
alabileceginden dolay1 daha iyi bir tahmin dogrulugu verebilir (Bhattacharjee, Kumar, and
Senthilkumar 2022). BiLSTM iki gizli katmanu ileri ve geri yonlerde olmak iizere tek bir ¢ikisa
baglar (Bhattacharjee et al 2022). BILSTM ag yapist Sekil 15°de verilmistir. Ileri gizli katman
(Hf(t)) ve geriye dogru gizli katman (Hp)) asagidaki gibi hesaplanir (Mousa and Schuller
2017; Wang et al. 2023):

Hf(t) = tanh(thxt + thth(t—l) + bf) (26)
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Bu denklemde, Wy, ve Ws, giris ve dnceki durum vektorlerinin agirliklarin, by ise

bias't temsil eder. o, sigmoid aktivasyon fonksiyonunu gosterir. Forget gate f;, hiicrenin 6nceki

durumundan hangi bilgileri unutmasi gerektigini belirler.

Hpy = tanh(Wypxe + WynnHptr1y + bp) (2.7)

Hp ) denklemi, geri yonlii LSTM'deki hiicre durumunu Hy, ) hesaplar. Bu durum, geri

yonde islenen giris verisini temsil eder.

Yy =0 WenyHpty + WonyHp(ey) + by) (2.8)

Y(¢) denklemi, ileri ve geri yonli LSTM aglarinin ¢iktilarini kullanarak son ¢iktiyr Yy

hesaplar. Bu denklem, ileri ve geri yonlii LSTM g¢iktilarini birlestirerek bir sigmoid aktivasyon

fonksiyonu (o) lizerinden birlestirir.

"""""""" LSTM

LSTM

Xey1 Xeyo

Sekil 15. BILSTM ag yapisi(Wang et al. 2023)
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Kapih tekrarlayan hiicre (gated recurrent unit GRU)

LSTM'nin bir ¢esidi olarak kapili tekrarlayan birim (GRU) performansi LSTM'ye
benzer, ancak hesaplama karmasiklig1 ¢ok daha diisiiktiir, hiicre durumunu kaldirir ve bilgi
iletmek i¢in gizli durumu kullanir (Jung et al 2018). LSTM'nin popiiler ve daha basit bir ¢esidi
olan GRU, LSTM ile ayn1 kap1 kontrol mekanizmasini kullanir (Zhao et al. 2017). GRU
Gradyan kaybolma sorununun ¢dzmekle birlikte, LSTM’deki giris kapist ve unutma kapisini
giincelleme kapisina birlestirir. GRU iki kapidan olusur sifirlama kapist (reset gate 1) ve
giincelleme kapisi (update gate z,). Sekil 16, GRU'nun yapisim1 gosterir ve giincelleme

denklemleri su sekildedir:

Giincelleme kapisi z;, dnceki zaman adiminin (h,_4) gizli durumuna ve mevcut zaman

adimindaki (x,) girdiye dayali olarak hesaplanir.

ze = o(Wpxy + Uzheq) (2.9)

GRU'nun sifirlama kapisi, 7, ayrica 6nceki zaman adiminin (h;_,) gizli durumuna ve

mevcut zaman adimindaki (x,) girise gore gilincellenir.

e = o(Wyxe + Uphe_q) (2.10)

1'ye bagli olarak, bir giincelleme aday vektorii asagidaki gibi hesaplanabilir:

h{f = tanh(Wxt + Tt O Uh’t—l) (211)

Son olarak, bir GRU hiicresi i¢in, t zaman adimindaki ¢ikis h; su sekilde hesaplanir:

h’t = Zt O Uht—l + (1 - Zt) G) h;— (212)
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Sekil 16. GRU birim yapis1 (Zhang et al. 2022)

t zamani icin, x, ve h, giris vektorleridir. (W, ,U,),(W, ,U, ), (W, ,U, ) agirhk
matrisleri giincelleme kapisini, sifirlama kapisin1 ve aday gizli durumunu (h") igin sirasiyla
agirliklart temsil ederler. © hadamard {iriinii (hadamard product), o sigmoid fonksiyonu, ve

tanh hiperbolik teget (hyperbolic tangent) fonksiyonunu temsil eder.

Sifirlama kapisi 7, hideki bilgi miktarinin 6nceki zaman adimi h;_'in gizli durumuna
bagli olarak ne kadar oldugunu kontrol edebilir. rt = 1 ise; , h; hem gegerli zaman adimi x;'deKi
girise hem de onceki zaman adimi h;_,'in gizli durumuna bagli olacaktir. Aksine, r; sifira esit
ise; hi tamamen, 6nceki zaman adimi h;_;'in gizli durumundan bagimsiz olarak x; simdiki
zaman girisine baghdir. Bu sekilde kisa vadeli bagimliliklar1 hedefleyen birimler, cogunlukla

aktif bir sifirlama kapisina sahip olma egilimindedir.

Giincelleme kapis1 z;, mevcut gizli durum h;'deki bilginin 6nceki zaman adimi h;_;'in
gizli durumundan ne kadar etkilenecegini kontrol eder. z, her zaman 1'e esit olursa, GRU ag1
mevcut x, girisi ne olursa olsun her adimda ayn1 bilgiyi ¢ikis olarak verir. Bu nedenle, daha
uzun vadeli bagimliliklar1 hedefleyen birimler ic¢in siklikla aktif bir giincelleme kapisina

sahiptirler.
Boylece, glincelleme kapisi ve sifirlama kapisi, GRU biriminin uzun kisa vadeli bilgileri

islemesine yardimci olabilir ve orijinal RNN gradyaninin kaybolmasinin sorununu azaltabilir.

Capraz dogrulama

Capraz dogrulama, bir modelin performansini objektif bir sekilde degerlendirmek ve

genelleme yetenegini tahmin etmek icin kullanilan bir yontemdir. Veri kiimesi, egitim ve test
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verisi olarak ayrilir. Model, egitim verisinde dgrenilir ve test verisinde performansi 6lgiiliir. Bu
islem, veri kiimesini farkli alt kiimelerde bdlerek tekrarlanir (Cheng et al. 2022). Her bir
bolmede model egitilir ve test edilir. Sonug olarak, birden fazla performans dl¢iimii elde edilir.
Capraz dogrulama, modelin asir1 6grenmeyi tespit etme yetenegini artirir ve verilerin daha etkili

bir sekilde kullanilmasini saglar. Capraz dogrulama stireci Sekil 17°de gosterilmistir.

1

1

1

1

' r i iterasyon
1

1

1

—
—

|

Veri Seti

Sekil 17. Capraz dogrulama siireci
Siniflandirma degerlendirme yontemleri

Denetimli makine 6grenmesi yontemlerinin sonuglarini degerlendirmek igin birden
fazla yontem bulunmaktadir. Denetimli makine 6grenmesi modellerinin performanslar: en
yaygin sekilde kesinlik (precision), duyarlilik (recall) ve dogruluk (accuracy) metrikleri
kullanilarak degerlendirilmektedir. Bu yontemlerin degerlerini elde etmek i¢in 4 faktor elde
edilmesi gerekiyor TP (True Positive), FP (False Positive), TN (True Negative) ve FN (False
Negative). TP, FP, TN ve FN, pozitif sinifin pozitif olarak smiflandirildigini, negatif sinifin
pozitif olarak siniflandirildigini, negatif sinifin negatif olarak siniflandirildigin1 ve pozitif
sinifin negatif olarak smiflandirildigini sirasiyla belirtilir (Urtnasan, Park, and Lee 2018). Bu

faktorler Tablo 2°de gosterilmistir.

Tablo 2. Kanisiklik Matrisi

Kategori Kategori Gergek
Deger
Evet Hayir
Denetimli ML Evet TP FP
Modeli Karari Hayir EN ™

Kesinlik, bir modelin diger siniflara ait olan gercek siniflart siniflandirmama yetenegini

gosterir. Duyarlilik, bir modelin ger¢ek simiflara ait olan gergek siniflari siniflandirma
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yetenegini gosterir. Ksinlik (precision), duyarlilik (recall) ve dogruluk (accuracy) metrikleri
Denklem 2.13, 2.14 ve 2.15’te sirastyla gosterilmistir.

Kesinlik = —
esinlik = (2.13)
Duyarhiltk = ~——
WAt = TP ¥ FN (2.14)
—— TP +TN
OB = TP ¥ TN + FP + FN (2.15)
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ARASTIRMA BULGULARI

Veri seti lizerindeki veri temizleme ve makine 6grenimi uygulamasi, LDA yardimiyla
miisterilerin dikkatini ¢eken ana konular1 ve ana Ozellikleri ortaya c¢ikarildi. Miisterilerin
memnuniyet faktorleri elde edildikten sonra k-ortalamalar kullanarak misteriler 3 gruba
ayirildi. Son olarak denetimli makine 0grenmesi yontemi ile yorum siniflandirma islemi

uygulandi.

Veri Analizi ve Konu Modelleme

Konular arasinda yeterli bosluk ile kesismeyen kiimeler gosteren uygun konu sayisi
oldugunu bulana kadar LDA'ya verilen konu sayis1 degistirildi (Zhang et al. 2021). Bu
calismada elde edilen ve g¢evrimigi kullanict yorumlarindan olusan veri seti i¢in 4 konunun
uygun oldugu goriildii. 4 ana konunun sonuglart Sekil 18, ve Sekil 19'da gosterilmistir. Tablo
3’de elde edilen her konuya ait en fazla agirlik tasiyan ilk 20 kelime ve o kelimelerin olasiliklari

gosterildi.

Bu da Sekil 18’de gosterildigi gibi 4 ana konuya yol agti. Ayrica, konulari
gorsellestirmek i¢in Sekil 19°da gosterildigi gibi her bir konuya bir kelime bulutu olusturuldu.

Sekil 18’deki daireler konulari temsil eder ve her konunun boyutu, konu Gnemini
gosterir. Anlamli konu modelleri, gorsellestirmede biiyiik, ortiismeyen kiimeler sergilemeli, bu

"

da konularin birbirinden farkli oldugunu ve kolayca ayrilabilecegini (yani, kiimelerin "iyi
ayrilmis") oldugunu belirtir. Bu tiir sonuglar, kiiciik, ortiisen veya daginik kiimelere sahip
konulardan daha yorumlanabilirdir (Sievert and Shirley 2014; Nicolas, Kim, and Chi 2021).
Sonug olarak birbirinden ayrilmis 4 konu elde edilmistir. Sekil 18’de goriildiigii gibi sol tarafta
10 konu daire seklinde gorsellestirildi; daha biiyiik daireler, bir konunun daha yaygin oldugunu
gosterir. Seklin sag tarafinda, elde edilen belirli bir konuyla ilgili en 6nemli 30 ifade
goriintiilendi. Sekil 18, ¢evrimigi inceleme veri setindeki 4 ana konuyu ve belirli bir konuyla
ilgili en alakali kelime dagilimini sunmaktadir. Bu ¢alismada 4 konu olusturulmus ve her konu
i¢in 30 anahtar kelime elde edilmistir. Elde edilen her bir konu igin veri bulutu gésterimi birinci,

ikinci, ti¢lincii ve dordiincii konu igin sirastyla Sekil 19°da sunulmustur ve o her bir konuya ait

siklik agisindan daha yiiksek olan 15 kelime gosterilmistir.

Tablo 3’de elde edilen her bir konu i¢cin en fazla agirliga sahip ilk 20 kelime
gosterilmistir. Tablonun ilk stitununda konu, ikinci siitununda kelimeler ve tigiinci siitununda

ise kelimelerin olasilig1 gdsterilmistir.
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Miisterilerin dikkatini ¢eken ana faktorleri ve ana ozellikleri Sekil 19'da gdsterilen
kelime bulutundan anlayabiliriz. Konu 1, havuzlar, restoranlar, teras manzaralar1 gibi miilklere
odaklandi. Konu 2, i¢ecekler, ¢ay, kahve gibi i¢ecek hizmetlerine odaklandi. Konu 3 kelime

bulutu, vakit, saat, gece, giindiiz gibi farkli kalite 6zelliklerine odaklandi ve son olarak, konu 4

personel, kahvalti, konaklama gibi genel hizmetleri dikkate aldi.
-
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Tablo 3. Konulardaki Kelimelerin Agirlik Olasiligi

Konu Kelimeler Olasilik degeri

Konu 1 1. room 1. 0.043084126
2. four_season 2. 0.03221914
3. pool 3. 0.023576122
4. bosphorus 4. 0.023127267
5. restaurant 5. 0.015259054
6. area 6. 0.015104373
7. terrace 7. 0.012945139
8. spa 8. 0.012623256
9. view 9. 0.012565276
10. property 10. 0.010079036
11. night 11. 0.00924857
12. small 12. 0.008850245
13. water 13. 0.008702054
14. well 14. 0.008508602
15. good 15. 0.007881225
16. little 16. 0.0076405243
17. walk 17. 0.0075065056
18. price 18. 0.007224763
19. bed 19. 0.0070347763
20. large 20. 0.0067437827

Konu 2 1. drink 1. 0.037317242
2. boat 2. 0.027895337
3. stunning 3. 0.023480326
4. fresh 4. 0.019243483
5. coffee 5. 0.019110547
6. tea 6. 0.015837856
7. lunch 7. 0.015449807
8. fruit 8. 0.014099809
9. evening 9. 0.011889618
10. river 10. 0.01125279
11. marble 11. 0.010399811
12. ground 12. 0.010331888
13. turkish 13. 0.009963535
14. hot 14. 0.009835182
15. dish 15. 0.009276011
16. ride 16. 0.009266182
17. turkish_delight 17. 0.009125408
18. menu 18. 0.008956711
19. top_notch 19. 0.0089031365
20. cold 20. 0.00877111
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Tablo 3. (Devami)

Konu 3 1. take 1. 0.015070304
2. day 2. 0.0134060215
3. go 3. 0.013352919
4. leave 4. 0.010119528
5. think 5. 0.00877672
6. find 6. 0.008386071
7. check 7. 0.008304651
8. get 8. 0.00800398
9. night 9. 0.0074142083
10. time 10. 0.0072205695
11. hour 11. 0.007115378
12. know 12. 0.0069272993
13. early 13. 0.0066962796
14. way 14. 0.006652014
15. book 15. 0.0064572585
16. see 16. 0.006444127
17. first 17. 0.0063382396
18. ask 18. 0.006041153
19. detail 19. 0.0058514113
20. guest 20. 0.0058147386

Konu 4 1. stay 1. 0.03927564
2. staff 2. 0.030648166
3. service 3. 0.026199857
4. great 4. 0.022764143
5. location 5. 0.020434555
6. good 6. 0.020203317
7. room 7. 0.018950969
8. breakfast 8. 0.017546473
9. make 9. 0.014815984
10. well 10. 0.012604807
11. view 11. 0.012135054
12. beautiful 12. 0.011391731
13. excellent 13. 0.011329619
14. amazing 14. 0.010515659
15. city 15. 0.010406575
16. place 16. 0.010385024
17. helpful 17. 0.009217482
18. friendly 18. 0.009115987
19. recommend 19. 0.009111981
20. time 20. 0.0090325195
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Miisteri Segmentasyonu

K-means kiimeleme yardimiyla elde edilen Segmentl, Segment2 ve Segment3’e ait

istatistiksel bilgiler Tablo 4, Tablo 5 ve Tablo 6’de sirasiyla gosterilmistir.

Tablo 4. Az memnun grubu istatistiksel bilgileri

Ozellik Deger Konum Hizmet Odalar Temizlik  Uyku Kalitesi
Say1 428 428 428 428 428 428
Ortalama 2.748096  3.690937 2.401026 3.332545 3.757971  3.547473
Standard Sapma 1.177635 1.123444 1.091948 1.189388 1.135368 1.288573
Min 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000
Max 5.000000 5.000000 5.000000 5.000000 5.000000 5.000000
Tablo 5. Orta memnun grubu istatistiksel bilgileri
Ozellik Deger Konum Hizmet Odalar Temizlik  Uyku Kalitesi
Say1 1682 1682 1682 1682 1682 1682
Ortalama 4.004264 4.267242 4.396503 4.259593 4.665032 4.234868
Standard Sapma  0.692060 0.774266 0.694926 0.613923 0.466450 0.717602
Min 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000
Max 5.000000 5.000000 5.000000 5.000000 5.000000 5.000000
Tablo 6. Cok memnun grubu istatistiksel bilgileri
Ozellik Deger  Konum Hizmet Odalar ~ Temizlik  Uyku Kalitesi
Say1 7197 7197 7197 7197 7197 7197
Ortalama 4784434 4.808874 4.96763 4797648 4.870024 4.798577
Standard Sapma 0.316615 0.313264 0.17990 0.302326 0.223211 0.294943
Min 4.000000 3.000000 3.000000 3.000000 1.000000 3.000000
Max 5.000000 5.000000 5.000000 5.000000 5.000000 5.000000

Standart sapma, istatistikte bir veri setindeki degiskenligin veya yayilmanin 6l¢iistidiir.

Yiiksek bir standart sapma, veri noktalarinin daha genis bir aralikta dagildigin1 ve daha fazla

cesitlilik veya yayilma gosterdigini ifade eder.

Diistik standart sapma, istatistikte bir veri setindeki degiskenligin veya yayilmanin

diisiik oldugunu ifade eder. Diisiik bir standart sapma, veri noktalarinin ortalama degere daha

yakin ve daha siki bir sekilde bir araya geldigini gosterir.
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Tablo 6’da goriildiigli gibi cok memnun grubundaki standart sapma degeri diger
gruplara gore diisilk goriinliyor ¢linkii bu grupta miisteri memnuniyet yiiksek ve bu sekilde
derecelendirmelerin ¢ogu yiiksek ve veri noktalarinin ortalama degere daha yakin ve daha siki

bir sekilde bir araya geldigi goriiliiyor.

Tablo 7. Misteri Gruplarinin Merkezleri (Centroids)

Ozellik Az memnun Orta memnun Cok memnun
Deger (Value) 2.761718 4.004492 4.784433
Konum (Location) 3.699124 4.266846 4.808873
Hizmet (Service) 2.412561 4.399473 4.967629
Odalar (Rooms) 3.327871 4.263563 4.797647
Temizlik (Cleanliness) 3.766861 4.665441 4.870023
Uyku Kalitesi (Sleep 3.545769 4.237356 4.798577
Quality)

Merkezler (centroids), derecelendirmeleri araciligiyla yeni miisterilerin memnuniyetini
tahmin ederken 6nemlidir (Nilashi, et al. 2022). Merkezler (centroids) ayrica miisteriler i¢in
hangi faktorlerin daha 6nemli oldugunu ortaya koyuyor (Nilashi, et al. 2022). Bu ¢alismada
Tablo 7’°de goriildigi gibi K-means kiimeleme kullanilarak 3 miisteri grubu (az memnun, orta
memnun ve ¢cok memnun) elde edildi. Az memnun grubundaki hizmet ve deger (value) kriter
derecelendirmelerinin diger kriterlere gore oldukga diisiik oldugu ortaya ¢ikarilmistir. Orta
memnun grubunda temizlik kriteri diger kriterlere gére kismen yiiksektir ve genel olarak orta
bir derecelendirme gosterilmistir. Cok memnun grubunda miisteriler Hizmet kriterinden
4.967629 olarak en yiiksek kriter derecelendirmesi gosterildi ve nispeten bu grupta tiim kriterler
icin derecelendirmeler ¢ok yiiksektir. Genel olarak, Tablo 7°te verilen her grup i¢gin kayit sayist
sirastyla 428, 1682 ve 7197'tiir.

Yorum Siiflandirma

Yorum siniflandirma isleminde LSTM, BILSTM, GRU modelleri kullanilmistir. Bu
caligmada tiim modellerde optimize edici adam ve sigmoid aktivasyon fonksiyonu
kullanilmistir. Egitim siirecinde ¢apraz dogrulama uygulanmistir. Capraz dogrulama i¢in tur
sayist 5 olarak ayarlanmistir. Bu ¢alismada (Polat B 2021) LSTM ve GRU kullanilarak yorum
smiflandirma islemi igin iterasyon (epoch) sayist 15 olarak uygun gorilmistiir. Benzer bir
sekilde bu ¢alismada modellerin egitiminde iterasyon (epoch) sayisi 15 olarak ayarlanmustir.
Her bir modelin en yiiksek elde edilen ¢apraz dogrulama turu sonuglari detayli bir sekilde

anlatilmistir. En 1yi sonug veren model sonug ve oneriler boliimiinde ele alinmastir.
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LSTM model ile sitmiflandirma

Bu boliimde LSTM modeli egitimi ve elde sonuglar1 detayli olarak anlatilmigtir. Bu
modelin egitimi siirecinde ¢apraz dogrulama uygulanmistir. Capraz dogrulama i¢in tur sayisi 5
olarak ayarlanmistir. Egitim ve dogrulamada model 15 iterasyon olarak egitilmistir. Egitim
sonucunda elde edilen en yiiksek ¢apraz dogrulama sonucu egitim dogrulama kaybi boliimiinde,

ve karisiklik matrisi boliimiinde anlatilmigtir.

Egitim ve dogrulama kaybi

LSTM modelinin egitime baslamasiyla Sekil 20°de gosterildigi gibi egitim hata orani
yiiksek basladi fakat egitim adimlarinin ilerlemesi ile birlikte hata oran1 azalmistir. LSTM
modeli egitim ve dogrulama dogruluk egrisi Sekil 21°de gosterilmistir. Bu model 15 adim
olarak egitilmistir. Egitim sonucunda kayip: 17% ve dogruluk: 92% olarak elde edilmistir. Sekil
20’de goriildigi gibi egitim kayb1 egrisi sifira dogru azaliyordur.

LSTM Model Egitim ve Dogrulama Kaybi - Tur 5

0.18 A
0.16 A
a 0.14
==
o
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fterasyon

Sekil 20. LSTM modeli egitim ve dogrulama kayip egrisi
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LSTM Model Egitim ve Dogrulama Dogruluk - Tur 5
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Sekil 21. LSTM modeli egitim ve dogrulama dogruluk egrisi
Karisiklik matrisi

Sekil 22°de verilen LSTM modeli karisiklik matrisi incelendiginde 46.29% true-pozitif,
3.71% false-negatif, 3.56% false-pozitif, ve 46.44% true-negatif olarak elde edilmistir. Bu
calismada true pozitif ve true negatif yiiksek olarak goriilmektedir. Bu da modelin basaili
oldugunu gostermektedir. Bu modeli kullanarak elde edilen precision, recall ve F-1 score Tablo

8’de gosterilmistir.

Tablo 8. LSTM Modeli Sonuglari

Kategori Kesinlik Duyarlilik F-1 score
Olumsuz 0.93 0.93 0.93
Olumlu 0.93 0.93 0.93
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LSTM Model Karisiklik Matrisi
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Sekil 22. LSTM modeli karisiklik matrisi
Cift yonlii LSTM model ile siniflandirma

Bu boliimde ¢ift yonlii LSTM modeli elde edilen veri seti lizerindeki egitimi ve elde
sonuclar detayli olarak anlatilmistir. Bu modelin egitimi silirecinde capraz dogrulama
uygulanmistir. Capraz dogrulama igin tur sayist 5 olarak ayarlanmigtir. Egitim ve dogrulamada
model 15 epok olarak egitilmistir. Egitim sonucunda elde edilen en yiiksek ¢apraz dogrulama

sonucu egitim dogrulama kaybi1 boliimiinde, ve karigiklik matrisi boliimiinde anlatilmistir.

Egitim ve dogrulama kaybi

BiLSTM modeli egitime baglamasiyla Sekil 23’te gosterildigi gibi egitim hata orani
yiiksek basladi fakat egitim adimlarinin ilerlemesi ile birlikte hata orani azalmistir. BiLSTM
modeli egitim ve dogrulama dogruluk egrisi Sekil 24°te gosterilmistir. Bu model 15 adim olarak
egitilmistir. Egitim sonucunda kayip:10% ve dogruluk: 96% olarak elde edilmistir. Sekil 23’de

goriildiigl gibi egitim kaybi egrisi sifira dogru azalmaktadir.

51



BiLSTM Model Egitim ve Dogrulama Kaybi - Tur 5
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Sekil 23. Cift yonlii LSTM modeli egitim ve dogrulama egrisi

BiLSTM Model Egitim ve Dogrulama Dogruluk - Tur 5
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Sekil 24. Cift yonlii LSTM modeli egitim ve dogrulama egrisi

Karisiklik matrisi
Sekil 25°’te verilen BILSTM modeli karisiklik matrisi incelendiginde 48.34% true
pozitif, 1.66% false negatif, 1.44% false pozitif, ve 48.56% true negatif olarak elde edilmistir.
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Bu ¢alismada true pozitif ve true negatif yiiksek olarak goriilmektedir. Bu da modelin basarili

oldugunu gostermektedir. Bu modeli kullanarak elde edilen precision, recall ve F-1 score Tablo
9’da gosterilmistir.

Tablo 9. BiILSTM modeli sonuglari

Kategori Kesinlik Duyarlilik F-1 score
Olumsuz 0.97 0.97 0.97
Olumlu 0.97 0.97 0.97

BILSTM Model Karisiklik Matrisi
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Sekil 25. Cift yonlii LSTM modeli karisiklik matrisi

GRU model ile siniflandirma

Bu boliimde GRU modeli egitimi ve elde sonuglar detayli olarak anlatilmigtir. Bu
modelin egitimi siirecinde ¢apraz dogrulama uygulanmistir. Capraz dogrulama i¢in tur sayist 5
olarak ayarlanmistir. Egitim ve dogrulamada model 15 iterasyon (epoch) olarak egitilmistir.
Egitim sonucunda elde edilen en yiiksek capraz dogrulama sonucu egitim dogrulama kayb1

boliimiinde, ve karisiklik matrisi boliimiinde anlatilmistir.
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Egitim ve dogrulama kaybi

GRU modeli egitime baslamasiyla Sekil 26°da gosterildigi gibi egitim hata orani yiiksek
baglamis fakat egitim adimlarinin ilerlemesi ile birlikte hata orani azalmistir. GRU modeli
egitim ve dogrulama dogruluk egrisi Sekil 27°de gosterilmistir. Bu model 15 adim olarak
egitilmistir. Egitim sonucunda kayip: 12% ve dogruluk: 95% olarak elde edilmistir. Sekil 26°da
goriildiigii gibi egitim kaybi egrisi sifira dogru azalmaktadir.

GRU Model Egitim ve Dogrulama Kaybi - Tur 5
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Sekil 26. GRU modeli egitim ve dogrulama egrisi
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GRU Model Egitim ve Dogrulama Dogruluk - Tur 5
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Sekil 27. GRU modeli egitim ve dogrulama egrisi
Karisiklik matrisi

Sekil 28’de verilen GRU modeli karigiklik matrisi incelendiginde 46.29% true pozitif,
3.71% false negatif, 3.56% false pozitif, ve 46.44% true negatif olarak elde edilmistir. Bu
calismada true pozitif ve true negatif yiiksek olarak goriilmektedir. Bu da modelin basarili
oldugunu gostermektedir. Bu modeli kullanarak elde edilen precision, recall ve F-1 score Tablo

10°de gosterilmistir.

Tablo 10. GRU Modeli Sonuglari

Kategori Kesinlik Duyarlilik F-1 score
Olumsuz 0.97 0.95 0.96
Olumlu 0.95 0.97 0.96
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GRU Model Karisikhk Matrisi
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Sekil 28. GRU modeli karisiklik matrisi
Siniflandirma model performans degerlendirme

Yorumlari siniflandirma asamasinda birden fazla model egitilmistir. LSTM, BILSTM
ve GRU modelleri egitildikten sonra performans degerlendirmesi i¢in dogruluk ve diger bazi
performans degerlendirme yontemleri kullanilmigtir. BILSTM modeli ile en yiiksek dogruluk
orant 96% olarak elde edilmistir. Bu sonug, LSTM ve GRU ile elde edilen sonu¢lardan daha
yiiksektir. Bu sonu¢ diger modellere gore daha yiiksek oldugu icin bu ¢alismada BiLSTM
modeli atandi. Elde edilen modelin sonucunu gérmek i¢in manuel olarak modelin goérmedigi
negatif ve pozitif iki yorum modele giris olarak verilmistir. Bu iki yorum TripAdvisor
sitesinden Tiirkiye’deki ¢evre dostu bir otele aittir. Bu yorumlar Tablo 11°de metin ve BiLSTM
ile elde edilen siniflandirma sonucu ile gosterilmistir. BILSTM modeli ile pozitif yorumu 1
olarak siniflandirma degeri elde edildi. Bu deger dogru bir tahmin ve model bu yorum igin
dogru bir sonug vermistir. Negatif yorum i¢in ayrica 0.00019 siniflandirma degeri elde edildi.

Bu degerin ayrica negatif bir tahmin oldugu goriilmustiir.
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Tablo 11. Negatif ve Pozitif Test Yorumlarin Smiflandirilmasi Ornek Sonug

Yorum Kategori

This hotel as everything you could wish for and it's all inclusive even the mini bar that's  Pozitif
stocked daily and the safe the food is first class we wouldn't go to any other hotel in
turkey we love it stayed three years on trot.

Absolutely the worst hotel for customer service, customer care, and any sort of people's Negatif
skills. On arrival we did not receive a warm welcome; no introduction to the hotel and
what facilities are available, especially as | have a baby. We were not given any
information about what there was on the resort or about the restaurants, about room
service, about children's entertainment or about the ironing rule. Which is that they don't
have one in the room and you have to bring down two items before 10 am. | found out
about this at a later time, when asked where the Iron was. When we checked in it was
around 4pm, We were so hungry. The restaurant was closed but we was not told about
the so called snack bar or where it even was. Instead we asked a cleaner who told us
about the snack bar and how it was closing in 10 mins. He escorted all 3 of us there, we
were all running as fast as we could behind this cleaner who told us to hurry even more,
as it was closing. If it wasn't for him we would have gone without food for 10 hours. |
asked about the mircowave to heat of my daughter's food and nobody knew what a
mirowave meant. Until | eventually found someone who told me to go to the main
restaurant. Which we eventually found and saw that they had a dedicated kids restaurant
there, where they had a mirco wave, sterilizer and fresh food that they blend for your
baby. How amazing and why was we not told about This???! | called for milk from my
room | was told someone was bringing it within 5 mins, 45mins later no show, | called
again they said 5 mins, 15 mins later no show. So | went downstairs, there | was told
about the iron service and | asked to talk to a manager. Who basically found me to be
more amusing then actually show any empathy. He said they should have told me at
reception about the restaurants. Although I told him I had a one year old he still did not
tell me about this kids club and what they had to offer my daughter or us as a family. He
said if | need anything to ask him. However, everytime | saw him after that he never
made eye contact with me not even when I smiled. Not one person who worked at the
hotel ever said hello to us apart from the cleaners. We were made to feel invisible the
entire time. There was a kids club in the resort we was never told about this or if it was
free. I am used to travelling around 3/4 times a year; especially to 5 star hotels and deluxe
4 stars and never have | felt more out of place or unwanted in my entire life. As a new
mother | felt even more disappointed and let down. Just saying hello to someone makes
u feel better but here they only showed customer care to their Turkish or russian German
customers and only catererd for them. The food was boring and the a le carte was so
horrible. To make it worse we did not have a rep to talk to. We was stuck in a hotel that
did not care for us and did not want to give us any information about what was available
in the hotel and outside to do with my baby. I would never recommed this hotel to English
customers. They do not care. The room was not properly cleaned on arrival with dust
everywhere, sand and hair on the floor. | called for the cleaner who came and could not
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Tablo 11. (Devami)

understand any english. I called my sister who thankfully knows how to speak Turkish
and she explained about my asthma and my daughter's health condition and asked that
the room is properly cleaned everyday. However, it was still poor. We even got given a
bed runner with unsavoury stains, blood and other boderly fluids! | spoke to a few people
who were visiting the hotel and none was happy with their service all saying the
standards had droped and they don't care about you or your stay. When leaving the hotel
we was not thanked or asked how we found our stay. They didn't even take off our wrist
bands or ask to take our room keys. Just said you are checked out and off he went. He
could not wait to get rid of us. Horrible staff and that is what makes or breaks a holiday
experience for me. The hotel complex is massive. We would often get lost. We found a
games room with bowling ally however, we stumbled across this on our last day. There
should be hardcopy maps given to guests on arrival and explained in detail what is
available to you and your family, as part of an introduction . Again | can not stress
enough how disgusting the customer service is in this place, they do not value your
custom in the slightest...! Stay away from this hotel. Because of this hotel | will never
return to Turkey. Please do not respond to me with your generic response saying how
disappointed you are to read this and how you try your upmost etc. Because you do not
try what so ever!
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TARTISMA

Veri toplama ve makine 6grenimi misterilerin ilgisini etkileyen ana konular1 ve ana
Ozellikleri ortaya c¢ikarmaktadir. LDA'ya verilen konu sayisim1 degistirerek, konularin
birbirleriyle kesismeyen ve yeterli bosluk birakan uygun saymin 4 oldugu tespit edildi. 4 ana
konunun sonuglar1 Sekil 18 ve Sekil 19'da gosterilmistir. Sekil 19'dan miisterilerin ilgisini
¢eken ana kriterleri ve ana Ozellikleri ¢ikarabiliriz. 1. Konu, havuzlar, restoranlar, teras
manzaralar1 gibi 6zelliklere odaklanirken, 2. Konu, i¢ecek hizmetlerine (igecekler, cay, kahve
vb.) odaklanmaktadir. 3. Konu kelime bulutu, zaman, saat, gece, giin vb. gibi diger kalite
Ozelliklerine odaklanmaktadir. Ve son olarak, 4. Konu, personel, kahvalti, konaklama vb. gibi
genel hizmetlere odaklanmaktadir. Elde edilen veri setinden miisteri memnuniyeti boyutlarini
ortaya ¢ikarma isleminin ardindan, miisteriler k-means kiimeleme teknigi kullanilarak 3
segmente ayirildi. Elde edilen segmentler, her bir degerlendirme kriteri igin miisteri
davraniglarin1 ortaya ¢ikarmaktadir. Tablo 7'deki kiime merkezlerinden ¢ikarilan gruplar,
miisteri memnuniyetinin her grup i¢in sirasiyla diisiik, orta ve yiiksek oldugunu gosteriyor. Az
memnun misteri grubunda miisteri memnuniyeti temizlik ve konum kriterlerinde yiiksek,
hizmet kriterinde diisiik olmustur. Genel olarak az memnun miisteri grubunda miisteri
memnuniyeti, diger iki gruba kiyasla nispeten disiiktiir. Orta memnun grubundaki miisteriler,
diger kriterlere kiyasla temizlik kriterinde daha fazla memnun olurken, deger kriterinde daha
az memnun olmuslardir ve orta memnun grubundaki misteri memnuniyeti diger iki gruba
kiyasla nispeten orta diizeydedir. Son olarak, ¢ok memnun miisteri grubundaki miisteri
memnuniyeti ¢ok yiiksektir, 6zellikle hizmet kriterinde miisteriler 4.96 kiime merkeziyle ¢ok
memnun olmuslardir. Elde edilen 4 konuda sunulan 6zellikler ve her bir grup i¢in ¢ikarilan
kiime merkezleri, otel yoneticilerine ve karar vericilere ¢evre dostu otellerle ilgili miisteri
endiselerini anlama konusunda yardime1 olabilir. Otel yoneticileri ve karar vericiler, bu konu
ve Ozellikler sayesinde cevre dostu otellerinde hangi alanlar1 gelistirmeleri gerektigini
anlayabilirler. Bu 4 konu ve bu konularla ilgili 6zellikler, otel yoneticilerinin ve karar vericilerin
misterilerin ¢evre dostu otellerle ilgili endiselerini anlamalarina yardimci olabilir. Otel
yoneticileri ve karar vericiler bu konu ve 6zellikler sayesinde ¢evre dostu otellerinde hangi
bolimleri gelistirmeleri gerektigini de bilebilir. Kelime bulutlarinda gorildiigii gibi, cevrimigi
kullanic1 yorumlarindan dort ana konu ¢ikarildi, Konu 1'1 tesis merkezli, Konu 2'yi igecek
merkezli, Konu 3'i zamanlama merkezli ve son olarak Konu 4'ii hizmet merkezli olarak isaret

edilebilir.

Bu calismada elde edilen bulgularin benzer baglamlardaki literatiir sonuglariyla uyumu

dogrulanabilir. Otellerdeki odalar, havuzlar, restoranlar gibi tesisler otel se¢imi ve genel turizm
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deneyiminin degerlendirilmesi i¢in oldukca dnem tasimaktadir (Zhang et al. 2021). i¢ecekler
de turizm ve konaklama isletmelerinde arastirmacilarin ilgisini ¢ekmistir (Park et al 2016;
Tiirker and Stizer 2022). Otelden ¢ikis islemleri, yemek ve oda servisi gibi hizmetler agisindan
zamanlama turist memnuniyeti i¢in dnemlidir ve literatiirde incelenmistir (De Palma et al 2018).
Son olarak, otel endiistrisinde hizmet kalitesinin énemli rolii, ampirik sonuglar araciligiyla

onceki literatiirde onaylanmigtir (Fan et al 2022; Harif et al 2022; Perramon et al 2022).

Tablo 2'de gosterildigi gibi miisteri segmentasyonu, merkezlerin kriter
derecelendirmeleri araciligiyla yeni miisterilerin memnuniyetini tahmin etmedeki Onemi

nedeniyle gesitli arastirmalarda kullanilmistir (Nilashi, et al. 2022; Nilashi, et al. 2021).

Bu ¢alismada miisteri yorumlarin1 olumlu ya da olumsuz olarak siniflandirmak ig¢in
LSTM, BILSTM ve GRU modelleri egitildi. Modellerin veri seti lizerinde elde edilen egitim
sonuglar1 Tablo 12°de gosterildi.

Tablo 12. LSTM, BIiLSTM, ve GRU model sonuglar1

Model Kayip Dogruluk
LSTM 17% 92%
BiLSTM 10% 96%
GRU 12% 95%

Tablo 12°de goriildiigt gibi BILSTM diger egitilen LSTM ve GRU modellerine gore
en yliksek dogruluk degeri 96% ve en az kayip degeri 10% verdi. Bu modelleri egitmek igin

15 iterasyon ve ¢apraz dogrulama i¢in 5 tur uyguland.

Miisteri memnuniyetini ML yontemleri kullanilarak daha once literaturde arastirilmis
ve ML metodolojisinde LDA, K-means, ve bulanik mantik bazli yaklasimlar kullanilmigtir
(Nilashi, et al. 2022). Bu tez calismasi sadece Tiirkiye’deki gevre dostu oteller iizerinde
odaklanmistir. Ayrica LDA konu modellemede gensim kiitiiphanesi kullanilmistir. Gensim
kiitliphanesi sayistyla konu modelleme isleminin ne kadar basarili oldugunu gosterilebilir.
Ayrica elde edilen her konu igin bir kelime bulutu gosterildi. Cevre dostu otellerin miisterileri
3 kiimeye ayirilarak her bir kiime i¢in ve her bir kriter derecelendirme i¢in miisteri memnuniyeti
ortaya ¢ikarildi. Son olarak bu ¢alismada RNN tabanli LSTM, BiLSTM, ve GRU modelleri
miisteri yorum siniflandirilmasi i¢in uygulandi. Bu ¢alisma (Onan 2021) ingilizce iiriin
yorumlarindan olusan Twitter veri seti kullanilarak CNN, RNN, LSTM, ve GRU ML
yontemleri egitildi ve 93.85% dogruluk degeri ile CNN-LSTM diger modeller gore daha basari
gdstermistir. Fakat bu tez calismasinda Tiirkiye’deki gevre dostu otellerden ve Ingilizce

yorumlarindan olusan veri seti egitiminde 15 iterasyon ve 5 tur ¢apraz dogrulama
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kullanilmasiyla BiLSTM diger LSTM, ve GRU modellerine gore en yiiksek dogruluk degeri
96% ve en az kayip degeri 10% gostererek daha yiiksek performans sergiledi.

Bu caligmanin toplanan veriler ve dagitilan yontem agisindan birkag siirliligi vardir.
Veriler, bir ¢cevrimigi sosyal platformdan toplandi; TripAdvisor; turistlerin algilarini daha genis
bir sekilde arastirmak ic¢in diger portallardan yararlanilabilir. Ayrica kullanilan yontem, LDA
kullanarak gezginlerin memnuniyetinin boyutlarin1  kesfetmeye, miisterileri benzer
derecelendirme davranisina sahip gruplara ayirmaya ve toplanan miisteri yorumlarinin
smiflandirilmas:  igin  LSTM, BIiLSTM ve GRU ML modellerinin performans:
karsilastirilmasina odaklandi. Fakat, ankete dayali bir yaklasim i¢eren diger arastirma modelleri
ve bulanik mantik yaklasimi kullanan miisteri tahmini, kesfedilen memnuniyet boyutlarinin

onem diizeylerinin siralamasina iligkin daha genis bir alg1 sunabilir.
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SONUC ve ONERILER

Web platformlarindaki ¢evrimici yorumlarin biiyiikk veri olarak kullanilmasi ve ML
yontemleri ile analiz edilmesi olduk¢a onemlidir. Miisteri beklentilerinin ortaya ¢ikarilmast,
turizm sektorii ve ozellikle yesil otellerdeki miisteri memnuniyetinin etkileyen faktorlerin
analiz edilmesi agisindan ¢ok Onemlidir. Yesil turizm kapsaminda miisteri memnuniyetini
etkileyen faktorlerin elde edilmesi; karar-vericiler igin, turizm gelirlerinin iyilestirilmesi ve
turistler i¢cin 6nem tasimaktadir. Calismanin amacina ulagmak icin veri toplama ve temizleme
islemleri yapildiktan sonra miisterilerin memnuniyetini etkileyen faktorlerin ortaya ¢ikarilmasi
icin LDA konu modelleme teknigi uygulandi. Miisterilerin TripAdvisor sitesindeki verdigi
derecelendirmelere gore onlar farkli gruplara ayirmak amaci ile K-means kiimeleme teknigi
uygulandi. Cevrim i¢i kullanici yorumlarinin siniflandirma isleminde LSTM, BiLSTM ve GRU
ML yontemleri uygulandi.

Bu c¢alismada, TripAdvisor sitesinde kullanicilar tarafindan olusturulan 6nemli bir
biiyiik sosyal veri tiirii olarak kabul edilen ¢evrimic¢i yorum verileri toplandi. Verileri toplamak
icin Ozel bir crawler python programlama dili ve selenium kiitiiphanesi Kullanildi. Veri,
URL'lerini kullanarak otel sitelerindeki ¢evrimici yorumlari tarayan tarama teknigi kullanilarak

toplanmustir.

Toplanan veriler 6n isleme tabi tutuldu, durak sozciikleri silindi ve uzatildi, uzatilmig
durak sozciikleri anlamsiz sozciikler ve tekrarlanan sozciikler igerir, e-postalar ve yeni satir
simgeleri kaldirildi, s6zciikler tokenize edildi ve metin temizlendi. Turistlerin ilgisini geken en
onemli 6zellikler, LDA konu modelleme teknigi kullanilarak kesfedildi. Gezgin memnuniyeti
turizm sektoriinde ve ozellikle ¢evre dostu otellerde temel olarak onemlidir. Bu ¢alismada,
gezginlerin memnuniyet boyutlarim1 kesfetmek icin ¢evre dostu otel sitelerinde g¢evrimigi
kullanic1 yorumlart kullanildi ve NLP ve makine 6grenme teknikleri uygulandi. Arastirma

bulgulari, tartisma boliimiinde ele aldigimiz 4 ana memnuniyet boyutunu gostermektedir.

Elde edilen kullanici memnuniyet boyutlar yesil oteller i¢in dikkate alinmasi oldukga
onemlidir. Oteller, gezginlerin ¢evrimi¢i yorumlarindan elde edilen bu boyutlara dayali olarak
otellerindeki ana ozellikleri gelistirebilirler. Arastirma, turistlerin deneyimleri igin nemli

faktorleri ortaya ¢ikararak turizm endiistrisindeki karar vericilere i¢goriiler sunmustur.

Bu asamada miisteriler derecelendirmis olduklar1 kriter derecelendirmelerine gore k-
ortalamalar kullanilarak 3 gruba ayrildi. Az memnun, orta memnun ve ¢ok memnun olarak

miisteriler 3 gruba ayirildi. Deger, konum, hizmet, odalar, temizlik, ve uyku kalitesi
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derecelendirme faktorleri ile elde edilen gruplara ve kiime merkezlerine gore isletme

sahiplerine hangi boliimleri iyilestirebilecekleri ile ilgili bir fikir vermistir.

Son adimda yorum smiflandirma islemi uygulanmistir. LSTM, BILSTM ve GRU
modelleri olarak veri seti tizerine egitilmis ve karsilastirilmistir. 96% dogruluk degeri ile en iyi

performans gosteren BiLSTM modelidir.

Bu ¢aligma, toplanan veriler ve uygulanan yontem agisindan birkag¢ sinirlamaya sahiptir.
Veriler tek bir ¢cevrimici sosyal platformdan toplanmistir, turistler arasindaki popiilerliginden
kaynakli olarak TripAdvisor hedef alinmistir, turistlerin algilarimi daha genis bir sekilde

arastirmak icin diger portallar kullanilabilir.
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