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OZET

GORUNTU SINIFLANDIRMADA DERIN KONVOLUSYONEL SINiR AGLARI
ILE ISTATISTIKSEL YONTEMLERIN KARSILASTIRILMASI

Ece AYDOGDU

[statistik Anabilim Dali
[statistik Teorisi Bilim Dal1

Eskisehir Teknik Universitesi, Lisansiistii Egitim Enstitiisii, Nisan 2023

Danisman: Dog. Dr. Ozer OZDEMIR

Yapay sinir aglar1t makine 6grenmesi alaninda bir¢ok problem i¢in kullanilmistir.
2000’lerin basma kadar c¢ok {izerinde durulmamis fakat 2000’lerde tekrar géz Oniine
gelmigstir. Bilgisayar sistemlerinin gelisimiyle beraber derin aglara gecilmistir. Goriintii
islemeden, medikal uygulamalara kadar bir¢ok alanda yeri mevcuttur. Ozellikle goriintii
islemede bir¢ok yardimci algoritma ile kullanilmaktadir. Makine 6grenmesi alaninda
yapay sinir aglari bircok problemin ¢oziimiinde siklikla kullanilmistir. Ayni sekilde
ortaya cikan ve gelisime acik istatistiksel yontemler de goriintii siniflandirma da yer alir.
Ozellikle regresyon analizi yontemleri yaygin olarak kullanilmaktadir. Bu calismada,
konvoliisyonel sinir aglarinin tarihgesi, goriintii smiflandirmadaki yeri, istatistiksel
gorlintii  siniflandirma yontemleri ve konvoliisyonel sinir aglari ile istatistiksel
siiflandirma yontemleri yapilan uygulama sayesinde karsilastirilmistir. Bu uygulamanin

amaci hangi yontemin daha etkili olabilecegiyle ilgilidir.

Anahtar Sozciikler: Derin 6grenme, Konvoliisyonel sinir aglari, Goriintii siniflandirma,

Istatistiksel siniflandirma yontemleri.
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ABSTRACT

COMPARISON OF DEEP CONVOLUTIONAL NEURAL NETWORKS AND
STATISTICAL METHODS IN IMAGE CLASSIFICATION

Ece AYDOGDU

Department of Statistics
Programme in Theory of Statistics

Eskisehir Technical University, Institute of Graduate Program, April 2023

Supervisor: Assoc. Prof. Ozer OZDEMIR

Artificial neural networks have been used for many problems in the field of
machine learning. It was not emphasized much until the early 2000s, but it came to the
fore again in the 2000s. With the development of the computer systems, it has moved to
deep networks. It has a place in many fields from image processing to medical
applications. It is used with many auxiliary functions especially in image processing.
Artificial neural networks have been used to solve many problems in the field of machine
learning. It is also included in the image concept through the extensions that emerge and
are open to development. Especially regression analysis methods are widely used. This
situation has been compared with the history of convolutional neural networks, their place
in the image world, the expected image expectations methods and the application of
convolutional neural networks and forcing methods. This operational intent is linked to

which method may be more effective.

Keywords: Deep learning, Convolutional neural networks, Image classification,

Statistical classification methods.
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TESEKKUR
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1. GIRIS

Son birkag yildir degisik kaynaklar aracilifiyla biliyiikk sayilarda veriler
toplanmaktadir. Bu verileri islemek ve makine 6grenmesi yoluyla kullanilabilir hale
getirmek i¢in olduk¢a fazla yontem gelistirilmistir. Bunlardan biri de 20. yiizyilin
ortalarinda insan beynine olan benzerligi ile 6ne ¢ikan ve hayatimizi biiyiik Slgiide
degistirecek olan yapay sinir aglar1 (YSA) yontemleridir. YSA, goriintli siniflandirmada
cok farkli alanlarda kullanilabilen bir makine 6grenmesi yontemidir. Bu alanlara saglik,
bilim, otomotiv gibi alanlar dahildir. Glinliik ¢ekilen fotograf ve videolar, sosyal medya
tizerinden yapilan yorumlar, video izleme platformlarindan izlenen videolar, hastanelerde
yapilan testler, ¢evrim i¢i aligveris sitelerinden yapilan islemler gibi ¢alismalar daha sonra
makine Ogrenmesi modellerinde kullanilmak iizere istatistiksel kaynaklardan da
yararlanilmaktadir [26]. Makine 6grenmesi, istatistiksel yontemleri de kullanabilir ve
gelistirir bu sayede uygulamalardaki verilerin bir sonuca baglanilmasini saglar boylece
gelecegi Ongoriilebilir hale getirebilir. Bu istatistiksel yontemler igerisinde goriintli
siniflandirmada kullanilmak iizere regresyon analizi modelleri, bulanik mantik veya karar

agaclar1 gibi yontemleri sOyleyebiliriz (http-1).

Makine Ogrenmesi ne kadar iyi egitilirse Ongoriilebilirlik o kadar iyi arttirilir.
Herhangi bir yontemin kullanilmasi sirasinda, yontem kadar icerigine uyum saglayan
fonksiyonlarda énemlidir. Iyi bir fonksiyon ve yontemle uygulamanin dogruluk oram
artar. Mesela parmak izini taniyabilen bir modelde, kisiyi tanimas1 beklenir. Veya cicek
dokularina ait verilerin kullanildig1 bir modelde, uygulamanin verileri yaprak boyutlari,
rengi vb. Ozelliklerine gore iyi siniflandirmasi beklenir. Bu siniflandirmalarin dogru

yapilabilmesi i¢in daima en uygun yontemin saptanmasi gerekir.

En uygun yontemin bulunabilmesi i¢in, c¢alismaya uygun makine o6grenmesi

yontemlerinin incelenmesi, nihayetinde homojen verilerle karsilastirilmasi gerekebilir.

Bu baglamda yapilan literatiir taramasi sirasinda 6zellikle yapay zeka ve goriintli
siniflandirmayla ilgili oldukga fazla uygulama oldugu tespit edilmistir. Bu uygulamalar

ile beraber bilinen yontemler ayr1 ayr1 veya karsilastirilmali olarak ele alinmustir.

Ayhan, Karsli ve Tung, c¢alismalarinda, uzaktan algilanmis goriintiilerin

siniflandirmasinda kullanilan iki genel yaklasimi, denetimsiz ve denetimli siniflandirma

1



yontemlerini tanitmigtir. Egitimli ve egitimsiz siniflandirma yontemlerini karsilagtirmis
ve bu smiflandirma modellerinin her birinin, barindirdiklar1 6zelliklere gore daha
kullanilabilir oldugunu sonu¢landirmislardir. Siniflandirilmak istenen piksel, olasiligi en
fazla olan smifa atanir. Ornegin, En az uzaklik ve paralel kenar yontemi ile
karsilagtirildiginda, en yiiksek olasilik siniflandirma yontemi en az hata oranini verdigini

saptamiglardir [2].

Yigit ve Uysal, uygulama alani olarak; Kiitahya 1:250.000’lik sinirlar i¢erisinde kalan
ormanlik alan agisindan yogun olan 1:25.000 6lgekli 122-b1 paftasindan alinan uydu
goriintiileriyle yaptiklart calismada, piksel tabanli siniflandirma yonteminin yanlis

siniflandirmaya sebep olabilecegini saptamiglardir [11].

Saberioon, Cisa'r ve Labbé, makalelerinde goriintii tabanli 6zellikleri kullanarak
baliklar1 kiiltiir sirasinda diyetlerine gore degerlendirmek i¢in destek vektdr makineleri,
rassal orman, lojistik regresyon ve k en yakin komsu yaklasimlarmi analiz edip
karsilastirmislardir. Karmasik modellerin basit modellere gore daha iyi siniflandiricilar

oldugunu saptamislardir. Bu ylizden karmagik modelleri 6nermislerdir [23].

Wang ve digerleri [25], calismalarinda oftalmik goriintiileri otomatik olarak
tanimlamak i¢in, goriintli 6zelligi ¢cikarma ve goriintii siniflandirmasi adina sekiz temsili
yontem uygulamislardir. Bu ¢alismada, elde edilen sekiz semanin performansi bir¢ok
acidan karsilagtinlmigtir. Hangi 6zellik ¢ikarma yontemi benimsenirse benimsensin,
Destek Vektor Makinelerinin (DVM) siniflandirmada aldigir sonug, diger kNN (k-en
yakin komsu) yaklagimi gibi bazi geleneksel yontemler de nispeten tatmin edici sonuglar
verebilmistir. ELM (asir1 6grenme makinesi) uygulandiinda, diger sinir agi
mimarilerinden daha hizli olmasma ragmen, smiflandirma yapildiginda beklenen
sonuglar1 verememistir. ELM’ye benzer olarak, seyrek tabanli yontemlerde bu sorunu

¢6zmede 1yl sonug¢ vermemistir.

Dovbnych ve Wo¢jcik, konvoliisyonel sinir aglar1 (KSA) ve geleneksel sinir agi

mimarileri arasinda performans karsilagtirmasi yapmislardir [12].

Bu tez i¢in yapilan arastirma sirasinda, makine 6grenimi i¢in kullanilan yontemler

karsilastirildiginda, KSA’larin ayni1 verilere uygulanan diger istatistiksel yontemlere



gore, dogruluk ve veri kayb1 agisindan en kullanilabilir siniflandirma yontemi olduguna

karar verilmistir.

En iyi yontemin saptanmasi i¢in ayni verilerin kullanildigi ve c¢ogu istatistiksel
goriintii stniflandirma yontemleriyle konvoliisyonel siniflandirma yontemine yer verilen
birka¢ uygulamaya yer verilmistir. Dogruluk analizlerinden sonra hangi yontemin daha
kullanilabilir oldugu saptanmistir. Bu yontemlerin saglanan gorsel ve sayisal veriler ile

yapilacak analizleri i¢in, Python programlama dili kullanilmistir.

Calisma yedi bolimden olugmaktadir ve ikinci boliimde YSA genel olarak
bahsedilmektedir. Bu baglamda YSA’nin gelisimi, geleneksel sistemlerden farklari
incelenmis, istiinliikleri ve uygulama alanlar1 hakkinda bilgiler verilmis, ve KSA’dan

bahsedilmistir.

Calismanin 3. ve 5. Boliimleri arasinda ise goriintii siniflandirmada genel olarak
kullanilan istatistiksel yontemlere deginilmis ve 6. Boliim olan uygulama kisminda
sirasiyla bu yontemlerle ilgili analizler yapilmis ve daha sonrasinda da 7. Bolimde

sonuglara yer verilmistir



2. YAPAY SINiR AGLARI

YSA, bilgileri 6grenme ve yardim almadan ¢ogaltabilmek i¢in gelistirilen bir analiz
sistemidir. Hayatimiza ilk olarak 1943’te norofizyolog Warren McCulloch ve matematik
dehas1 Walter Pitts’in beyin ndronlarinin nasil ¢alistigimi elektrik devreleriyle
modellemeleriyle girmistir. Daha sonra 1949°da Donald Hebb bu sinir aglarinin
kullanildik¢a giiclenmesi ile ilgili bir makale yazmistir [29]. 1950’lerden sonra ise
ilerleyen teknolojiyle beraber bu aglarin modellenme siirecine girilmis oldu. 1959’da
ADALINE (Delta kurali) ve MADALINE gelistirildi. MADALINE giiniimiizde YSA’ ’nin
ilk gergek sinir agidir. 1969°dan sonra gelistirilmeye devam etmis fakat bu gelisme devam
ederken cok katmanli aglar hakkinda yazilan elestirel yazilar sonucunda ilgiyi biiytlik
Olclide kaybetmisti fakat 1970’11 yillar YSA i¢in bir donliim noktasidir diyebiliriz. Buna
yonelik, 1972’de Kohonen ve Anderson bir ag gelistirmislerdir [29]. Ve ilk ¢ok katmanl
denetimsiz ag 1975’te gelistirildi. 1984 yilinda Kohonen danigsmansiz ¢grenmenin
mantigini ortaya koymustur. 1986 yilinda ise Rumelhart ve McClelland ¢ok katmanli ag
yapilarinda geri yayilimli ag algoritmasini ortaya koymuslardir [29]. 1987°de ise IEEE
(elektrik elektronik miihendisligi enstitiisii) tarafindan YSA’n1 konu alan ilk konferans
yilksek bir katilimla gerceklestirilmistir. O zamandan beri geliserek her alanda

kullanilmaya devam etmektedir.
YSA smiflandirma, analiz, regresyon, optimizasyon gibi bir¢ok alanda kullanilabilir.

YSA yap1 olarak biyolojik sinir hiicrelerine benzemektedir. Model igerisindeki
noronlar bir sonraki katmanda bulunan noéronlar ile baglant1 olusturarak ag meydana
getirmektedir. YSA igerisinde 3 adet katman bulundurmaktadir. Bu katmanlar; girdi
katmani, gizli katman ve ¢ikti katmanidir. Bu katmanlarda 6grenme gerceklesir. Bu
o0grenmenin ger¢eklesmesi icin ise aktivasyon fonksiyonlarina ihtiya¢ vardir. Bilgi girdi
katmaninda alinir, aktivasyon fonksiyonlariyla gizli katmanda oOgrenilir ve ¢ikti

katmaninda dgrenilen bilginin analiz edildigini gorebiliriz [27].

2.1. Yapay Sinir Aglarmin Yapisi

YSA’da baglantinin cinsine ve ndronlarin durumlarina gére YSA farkli sekillerde

adlandirilmaktadir. Mimarileri ise baglantinin akig yoniine gore farklilasir. Akis yoniine



gore incelendiginde ileri beslemeli ve geri beslemeli aglardan s6z edilmektedir. Yapisi

tek katmanli (perceptron) aglar ve ¢ok katmanli aglar olmak tizere ikiye ayrilir.

Tek katmanli sinir aglarda gizli katman yoktur sadece girdi ve ¢ikti katmanlari
bulunur. Karmasik problemlere cevap verebilme yetenegine sahip degildirler. Bu ylizden
problem ¢ozme konusunda olduk¢a simirhidirlar. Daha ¢ok dogrusal olmayan
problemlerde kullanilirlar. Tek katmanli aglarda esik degeri olduk¢a 6nemlidir. Bu deger

agin iyi bir simiflandirma yapmasina yardimci olmaktadir.

Giris Katmani Cikis Katmani

Sekil 2.1. Tek katmanl: sinir agi (http-6)

Cok katmanli aglar kontrollii 6grenme yontemini kullanan ve tek katmanli aglarin
cozemedigi daha karmasik ve dogrusal olmayan XOR gibi problemleri ¢dzebilen aglardir.
Bu modele hatay1 geriye yayma modeli de denilmektedir (http-6). Bu aglarin asil amaci
O0grenme sirasinda olusan hatay1 en aza indirgemektir. Cok katmanl aglar girdi, ¢ikt1 ve
bu iki katman arasindaki baglantiy1 saglayan diger ara katmanlardan (gizli katman)

olusmaktadir.

Delta 6grenme kurali denilen bir 6grenme yontemiyle kullanilmaktadir. Bu 6§renme
kuralinda agin ¢iktis1 ileri dogru hesaplama ile hesaplanir ve geriye dogru hesaplama ile

de agirliklar giincellenir.



Giris Katmani Gizli Katman Cikis Katmani

Sekil 2.2. Cok katmanl agi (http-6)

Ileri dogru hesaplamada, egitim setinde bulunan verinin girdi katmanindan aga

sunulmasi ile baslar. Girdi katmanindan k. Proses elemaninin ¢iktist:
Gk = Ck (21)

Ara katmanda bulunan tiim elemanlar kendinden 6nceki iletilen bilgileri baglanti

agirliklariyla beraber alir. Ara katmana iletilen net girdi:
Net § = Yi_; Wi * Gk (2:2)

J. ara katmanin ¢iktis1 net girdinin aktivasyon fonksiyonu sonucu ile hesaplanmaktadir.
Belirlenen aktivasyon fonksiyonu sigmoid ise:

1

a __
C' - - a,pa
J 1re- NetF+p%

(2.3)

Geriye dogru hesaplamada, aga sunulan girdi ve ¢iktis1 ile gergek sonug
karsilastirilir. Bunun sonucunda fark hata degeri ortaya ¢ikmaktadir. Burada amag
hatay1 en aza diistirmektir. Hata agirlik degerlerine her seferde dagitilir. m. iglem i¢in

hesaplanan hata:
Em =Bn—Cnm (2.4)

Toplam hata ise:

TH =Y E2, (2.5)

Toplam hatanin 0 olmasi i¢in tiim ¢ikti hatalarinin kareleri toplanarak elde edilen

sonucun karekoki alinir.



2.2. Yapay Sinir Aglarinda Egitim

Baglantilarin agirlik degerlerinin optimum degerinin bulunmasina ag 6grenmesi
denir. Agin belirli bilgileri ¢ikararak bilinmeyen 6rneklere yorum getirmesine, adaptif

O0grenme denir.

Burada 6grenme iki asamalidir. Birinci asamada aga gosterilen 6rnek i¢in agin
iiretecegi ¢ikis belirlenir. Ikinci asamada ise agin baglantilarmin sahip oldugu agirliklar
giincellenmektedir. Agin egitiminin tamamlanmasindan sonra performans ol¢iimii i¢in
test edilmelidir. Test i¢in aga daha 6nce gormedigi drnekler verilir ve bu drneklere ¢éziim

tiretilmesi beklenir. Test agamasinda ise agirliklar giincellenmez.

2.3. Konvoliisyonel Sinir Aglar:

Konvoliisyonel sinir ag1 algoritmalari, yapay zeka, makine 6grenimi ve derin
O0grenmeyi iceren hiyerarsik terminolojinin bir alt sinifidir [17]. Yapay zeka, genellikle
insan zekasi gerektiren sorunlar1 ¢ézen algoritmalar1 tanimlar. Makine 6grenimi, acikca
programlanmadan, 6grenme yetenegine sahip algoritmalar olusturmaya adanmis bir
yapay zeka alt sinifidir. Derin 6grenme, hiyerarsik terminolojide bir sonraki alt siniftir.
Derin 6grenme ile klasik makine 6grenimi arasindaki temel fark, ikincisinde insan
uzmanlarin gorsel verileri en iyi sekilde temsil eden goriintiileme 6zelliklerini segmesi,
derin 6grenmede ise higbir 6zellik se¢iminin kullanilmamasidir. Bunun yerine, derin
O0grenme algoritmalar1 hesaplama gorevi i¢in hangi 6zelliklerin en iyi oldugunu kendi
baslarma Ogrenir. Derin 6grenme algoritmalarinin ¢ogu YSA’ya dayalidir. Bir KSA,
girdilerin goriintli oldugu ag¢ik varsayimini yapan yapay sinir aginin bir alt kategorisidir.
Son birkag yilda, KSA teknolojisi, bilgisayarla gorme alanindaki en etkili yeniliklerden

bazilarinin temeli olmustur [17,2].

KSA’larin girdileri goriintiilerdir ve bu yonden YSA’ya ¢ok benzer. Bu benzerlik,
YSA’daki belirli 6zellikleri KSA mimarisine kodlamamiza izin verir. Tipik KSA
mimarisi, bir goriintiiniin hiyerarsik 6zelliklerinin 6grenilmesini saglayan birkag
katmandan olusur. Bu katmanlarda goriintii girdisi piksellere ayrilarak incelenir ve

makine tarafindan 6grenilmesi saglanmis olur.



2.3.1. KSA yapisi

KSA yapisi veya mimarisi, goriintlii hacmini ¢ikt1 sinifi puanlarina déniistiiren bir dizi
katman icerir. Her katman, tiirevlenebilir bir iglev araciligiyla bir aktivasyon hacmini
digerine doniistiiriir. Bir KSA olusturmak i¢in birlestirilen ana katman tiirleri, asagida
daha ayrintili olarak ele aliman konvoliisyonel katman, havuzlama katmani,
normallestirme katmani, tam baglantili katman, kayip katmanidir (Sekil 3). YSA’nin
giicii, coklu noronlarin ¢oklu derin gizli katmanlardaki entegrasyonunda yatar. Bir
katmanin ¢iktilari, bir sonraki katmanin girdileri olarak islev goriir. Son néron katmani,
ileri yayilim ad1 verilen bir siire¢ olan, belirtilen verilerin etiketlerini tahmin etmede agin
mevcut dogrulugunu tahmin eden bir kayip fonksiyonundan olusur. Kayba bagl olarak,
geri yayilim adi verilen bir siirecte agin agirliklarinda kiigiik degisiklikler yapilir. Veri
kiimesinin tamaminda tekrarlanan ileri ve geri yayilim yinelemeleri sonunda optimize

edilmis bir ag olusturur [18].

Bir KSA genellikle 3 boyutlu ve 3 kanall1 (R,G,B renk kanallar1) goriintiileri isler.
Daha ytiksek boyutlu goriintiileri de isleyebilir. Girdi pikseli bir dizi islemden geger.
Pikselin islendigi adimlara katman adi verilir. Bu katmanlar; konvoliisyonel katman,
havuzlama katmani, normallestirme katmani, tam baglantili katman gibi katmanlar

olabilir.



Tam baglantil
katman

Konvolisyon katmant Hayyzlama
katman

Girdi

Ozellik ¢ikartma Smiflandirma

Sekil 2.3. Konvoliisyonel Sinir Aglart mimarisi [8], (http-7)

Konvoliisyonel katman giris goriintiisiinii oldugu gibi ele alabilir (yakin piksellerin
degerleri ve uzak pikseller farkli sekillerde islenir). Evrisim islevi filtrelerin yerini
adimlar olarak tekrar tekrar degistirerek tanir [16]. Konvoliisyon isleminden sonra
aktivasyon fonksiyonu devreye girer. Bir sinir agindaki ndronun baslica goérevi bilgi
tagimak ve iletmektir. YSA’ nin en kiigiik pargasi olan noronlar, n sayida girdi alir ve tek
bir ¢ikt1 {iretirler. Bir yapay noron x girdileri ile w agirliklarin1 ¢arpip bias degeri
eklenerek elde edilir. Derin Ogrenme uygulamalarinda amacimiz olusturdugumuz model
icin en iyi dogruluk ve hata skorlarin1 verecek “w” ve “b” parametre degerlerini
hesaplamaktir. Aktivasyon fonksiyonu (6)’da goriildiigii iizere y degerini kontrol etmek

icin bir diger ifadeyle s6z konusu néronun aktiflik durumunun kararini belirlemek i¢in

kullanilmaktadir [13].
y = Aktivasyon ( > (W * x + b)) (2.6)

Havuzlama katmaninin amaci, girdi goriintiisii ¢ok biiylik oldugundan, goriintiiyii
kiiciiltmek igin parametre sayisini azaltmaktir (http-6). Iki tiir havuzlama ydntemi vardir.
Bunlar maksimum havuzlama ve ortalama havuzlama yontemleridir. Bu katmanda
genellikle maksimum havuzlama tercih edilir (http-3). Konvoliisyonel katmanlardan

sonra girig verilerinin uzamsal boyutunu azaltmak i¢in maksimum havuzlama yontemi



kullanilir. iki kivrimli katman arasinda yer alir. Maksimum havuzlama yéntemi, déniis
ve konumlarini degistirmeden yiiksekliklerini ve genisliklerini azaltarak temel 6zellikleri

kaldirarak bir modeli etkili bir sekilde e§itme stirecini siirdiiriir (http-3).

Normallestirme katmaninda veriler normallestirilir (Verilerin dagilimi degistirilir,
bdylece ortalama ve varyans sirastyla 0 ve 1 olur) minibatch birimlerinde (bir grup daha
sonra aciklanacak olan veriler). Bu teknik bilinen asir1 yiikleme sorunu riskini azaltmak

i¢in kullanighdir [13]. Bu ayn1 zamanda 6grenme siirecini hizlandirir.

Tam baglantili katman, adindan da belli oldugu gibi néronlarin ¢ikis birimine
baglanmasini saglayan katmandir. Cok fazla néron ag1 olabilecegi icin diger aglara gore

daha karmasik bir hesaplama sistemi vardir bu yiizden tikanmaya da elverislidir.

2.3.2. Konvoliisyonel sinir aglari egitimi

Insanlar gibi sinir aglar1 da siirekli drneklerle dgrenir. Bir sinir ag1 bir dizi girdi verisi
ile egitilmeye bagslanir. Aglar1 eitmenin amaci ise sdzde hatay1 en aza indirmektir. Hata
dedigimiz durum ise sinir agindan istenen ¢ikti ile sinir aginin ¢iktis1 arasindaki farktir.
Yaygin bir hata islevi, sinir aglar1 ¢iktisi ile istenen ¢ikti arasindaki kare farklarinin

toplamidir[19].

Sinir aginin amaglandigi gibi calistigini dogrulamak igin bir dogrulama seti
kullanilabilir. Buna validation- test (dogrulama) set verisi denir. Dogrulama seti
genellikle egitim yani training setinin boyutunun %10-40" kadardir (http-10) . Egitim seti
gibi, dogrulama seti de girdi verilerini icerir. Aradaki fark, dogrulama setini kullanirken
sadece dogrulugu gézlemlemek icin oldugu i¢in ndronlar arasindaki baglantilarla iliskili
agirliklarin degismemesidir. Kisaca veriler belli oranlarda boliinerek test ve train setleri

olarak ayrilirlar (http-10). Ve bu sekilde dogrulanarak egitilirler.

KSA egitim verileri ile geri yayilim algoritmasi kullanilir. Bir konvoliisyonel
katmaninin 6zellik haritalarinda, tiim sinirler aynmi agirliklart ve esik degerlerini
paylasirlar. Bu yilizden bu aglarda ayni boyutlu YSA’lara gére daha az parametre
bulundururlar. KSA egitildikten sonra ileri beslemeli ag olarak calisir. Bu sayede

siniflandirma tamamlanmais olur.
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3. YAPAY SINiR AGLARINDA NESNEYE YONELIK SINIFLANDIRMA

YSA ile nesneye yonelik siniflandirma veya diger adiyla nesne tanima yapabilmek
icin, nesnelere ait 6zel kameralar veya fotograf makinalariyla elde edilmis goriintiiler
bulunmalidir. Lazerler goriintiileri segmentlere ayirir ve bu sekilde taninmalarini saglar

[20].

Nesne algilama teknolojisinin amaci islenecek goriintiiyii tespit etmektir. Nesne
tabanli siniflandirma yontemi direkt olarak tekil pikseller iizerinde ¢alismaz. Bu yontem,
gorlintiiyli anlamli bir sekilde segmentasyon islemi ile gruplandirilmis, birgok pikselden
olusan objeler iizerinden c¢alisir. Daha sonra simiflandirma 6gesi olarak pikseller yerine
bu objeleri kullanir. Homojen olarak olusturulan bu objeler; “objeleri” spektral, sekil,
boyut, doku gibi 6zellikleri ile birbirleri arasindaki iligkileri kullanarak siniflandirma

islemini gerceklestirir [11].

3.1. Ogrenme Metotlarina Gore Simflandirma
3.1.1. Piksel tabanh siniflandirma

Piksel tabanli siniflandirma teknigi adindan da anlasilacagi gibi goriintiideki her
pikselin degerini kullanarak her birini bir sinifa baglar. Pikselleri 6zelliklerine (spektral

ozelliklerine) gore siniflandirma islemine spektral oriintii denir [9].

Bu teknik kullanim kolaylig1 a¢isindan digerlerine gore daha fazla tercih edilir. Piksel
tabanli siniflandirma yonteminde ek olarak birka¢g yontem kullanilir. En fazla tercih
edilenler ise; en ¢cok benzerlik, en kisa mesafe ve paralelyiiz yontemleridir. Bu yontemler
tamamen istatistiksel yontemlerdir ve sinif belirleyicileri olarak gorev alirlar. Siniflart
karakterize ettikleri i¢in birbirine yakin 6zellikteki siniflar hataya sebep olabilir. Bunu

onlemek i¢in daha kuvvetli yontemler tercih edilebilir.

3.1.1.1. Kontrollii siniflandirma

Kontrollii 6grenme ydntemi, belirli girdi-¢ikt1 egitim orneklerine dayali olarak, bir
sistemin girdi-¢ikt1 iliskilerini 6grenmek i¢in kullanilan bir yontemdir. Bu siniflandirma

yontemi optimizasyon probleminin ¢oziimiinde kullanilan bir yontemdir. Kullanildigi
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alanlar; belge indeksleme, web sayfasi siniflandirmasi ve spam filtreleme; biyoloji, kimya

ve tip gibi alanlardir.

Kontrollii siniflandirmada 6nce test alan1 belirlenir. Daha sonra 6zelliklerine gore ayirt
edilir ve son olarak goriintiiler bu ozelliklere gore simiflandirilir. Siniflandirmanin
calisabilmesi i¢in beraberinde kullanilabilecek ¢esitli algoritmalarinda olmasi gerekir. Bu
algoritmalarin en yaygin ve kullanigh olanlari; en biiylik benzerlik (max likelihood),
paralelyliz (paralel lepiped) ya da en kisa mesafe (min distance)’dir. Bu algoritmalarin
ortak 0zelligi hepsinin mesafeye dayali olmasidir.

En cok benzerlik yontemi, en ¢ok tercih edilen yontemdir. Amaci piksellerin en iyi
simifa atanmasini saglamaktir. Siniflardaki verilerin normal dagildigi varsayilir veya
normallestirilir [10]. Piksellerin hangi sinifa daha uygun olabilecegini hesaplar ve
siniflandirir. Eger belirlenen esigin altinda kalan pikseller olursa siniflandirmadan
kalirlar.

Her bir pikseli siniflandirmak i¢in asagidaki diskriminant denklemi uygulanir.

9:(0) = 1pw) — 1o 1l il = 1) e =m)TEI (x—m) (3.0

1= smf

x =n boyutlu veri (burada n, bant sayisidir)

p(wi) = goriintiide ®i sinifinin ortaya ¢ikma olasiligi ve tiim siniflar i¢in ayni

oldugu varsayilir.

|Zi| = o1 siifindaki verilerin kovaryans matrisinin belirleyicisi

Yi-1 = ters matrisi

mi = ortalama vektor

Paralelyiiz yaklasimi, ¢ok bantli goriintiiler i¢in yaygin olarak kullanilan denetimli

siniflandirma algoritmalarindan biridir [10]. Her spektral (sinif) 6zellik esigi, verilen bir
pikselin smif i¢inde olup olmadigimi belirlemek icin egitim verilerinde tanimlanir.

Histogramlarin incelenmesine bagl bir yontemdir [8].

12
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<«——— Smif'l

]

Sekil 3.1. Paralel yiiz yaklasim grafigi (http-4)

Yukaridaki grafikte gordiiglimiiz gibi kutularin i¢indeki harfler siniflandirilmis, fakat
disarida kalanlar siniflandirilmamis olarak kalmistir. Paralelyiiz yontemi ¢ok fazla bilgi
gerektirmez. Belirtilen siniflarin her biri i¢in kullanici, bantlarin her birinde minimum ve
maksimum piksel degerinin bir tahminini saglar. Ya da, her 6zelligin ortalamasinin her
iki tarafinda belirli sayida standart sapma birimi cinsinden ifade edilen bir aralik
kullanilabilir. Bu degerler paralel yiiziin sinirlarini belirler (http-4). Ortalama (X) ve
Standart sapmanin formiilii (S) asagidaki gibidir:

== (3.2)

n

S = /Z“n;’“)z (3.3)

x = ortalama

s = standart sapma

r = piksel degeri

n = banttaki toplam piksel sayis1

Bu yontem oldukga pratiktir. Ama bir sinifin 6zelliginden daha az ya da daha ¢ok
ozellige gore atama yapabileceginden ¢okta giivenilir degildir.

En kisa mesafe siniflandiricisi, bilinmeyen goriintii verilerini, ¢ok 6zellikli uzayda
goriintii verileri ile sinif arasindaki mesafeyi en aza indiren smiflara ayirmak igin
kullanilir [ 10]. Mesafe, bir benzerlik indeksi olarak tanimlanir, bdylece minimum mesafe
yaklasimi mantik olarak maksimum benzerlikle aynidir. Bu prosediirde genellikle

asagidaki mesafeler kullanilir.
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Piksel ile kiime merkezi arasindaki Oklid mesafesi esitligi ile hesaplanir [10,19].

Di = (x; — pj)* (3.4)
Bu esitlikte, D , Oklid mesafesini; x; , #’inci pikselin gdzlem vektoriinii; p jo j’inci
kiimenin ortalama vektoriinii gostermektedir. x; vektoriiniin boyutu, girdi olarak

kullanilan goriintiinlin bant sayisina esittir.

Mahalanobis mesafesi [23],

D% = (x — v)TM{ (. — ) (3.5)

esitligi ile hesaplanir. (3.5) esitliginde, D , i sinifinin merkezi ile k£ pikseli arasindaki

Mahalanobis mesafesini; M; , i sinifi i¢in varyans-kovaryans matrisini; v; , i smifi igin

ortalama vektori® gostermektedir. Mesafe kiigiildiiglinde i ve j objeleri arasindaki
benzerlik artar. Her bir simif i¢in sinif merkezi ya da spektral vektor, egitim veri
setlerinden belirlenir. Tanimsiz bir piksel, kendi piksel degeri ile her bir sinif merkezi

arasindaki mesafe hesaplanarak etiketlenir.

Her bir simifin sekli kullanilan mesafe fonksiyonuna baghdir. Bu simiflandirici,
matematiksel olarak basittir. Mahalanobis mesafesinin Oklid mesafesinden daha iyi
sonu¢ verdigi bilinmektedir. En Kiiciik Mesafe algoritmasi, En Cok Benzerlik
siniflandirma tekniginden daha hizli oldugu i¢in daha cazip hale gelmistir. Ancak, En
Kiiclik Mesafe algoritmasinin dogrulugu, En Cok Benzerlik algoritmasinin Oniine

gecememistir [15].

3.1.1.2. Kontrolsiiz stniflandirma

Kontrolsiiz siniflandirma; goriintiideki veri tanimlanamadiginda basvurulan bir
yontemdir. Bilgisayar tarafindan otomatiklestirilmis bir smiflandirmadir diyebiliriz
(http-2). Kullanici, smiflarin sayisimi belirler ve spektral siiflar, yalnizca verilerdeki
sayisal bilgilere (yani, her bir bant veya indeks i¢in piksel degerlerine) dayali olarak
olusturulur. Yani, veri band1 degerleri yardimi ile benzer piksellerin otomatik olarak

bulunmasi temel alinmaktadir [2].
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Kontrolsiiz siniflandirma yapabilmek i¢in 6rneklere ihtiyacimiz yoktur ve bu yiizden
bir goriintiiyii segmentlere ayirmanin ve anlamanin kolay bir yoludur diyebiliriz.
Kontrolsiiz siiflandirma i¢in iki temel adim:
1. Kiime olusturmak,

2. Simniflarin atanmasi.

Kiime
olusturmak

Siniflarin
atanmasi

Sekil 3.2. Kontrolsiiz smiflandirma adimlar

Kiimeleme algoritmalari, verilerin istatistiksel olarak gruplandirilmasini saglar. Bu
algoritma secildikten sonra kag adet grup olusturulacaksa belirlenir. Bu sayede pikseller
benzer ozelliklerine gore siniflandirilir. Cok fazla sayida da kiime olusturulabilir. Daha
az kiime sayis1 daha ¢ok benzerlik demektir. Daha fazla kiime olmasi gruplar iginde
degiskenliklerin fazla olmasina sebep olabilir. Bu tarzdaki kiimelere siniflandirilmamais
kiimeler denir.

Siniflandirma iglemi tamamlandiktan sonra, siniflar, sinif sayis1 veya degisiklik esigi
gibi degerlere gore yorumlanmalidir. Bu yorumlara gore etiketlenmeli ya da renk

kodlanmalidir.
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4. NESNE TABANLI SINIFLANDIRMA
4.1. Uzaktan Algilama (Hipersektral) Siniflandirma

Hiperspektral algilayicilarin gelisimiyle beraber hipersektral goriintiileme ¢ok fazla
dalga boyutunda 6l¢iim yapilmasini saglayabilir. Ve bu dalga boyutlarini birbirleriyle
iligkilendirebilir. Olusturulan verilerin birbirleriyle iliskilendirilmesi oldukca zordur. Bu
yiizden boyut indirgenmesi yapilmalidir. Fakat geleneksel siniflandirma yontemleri bu
konuda yetersiz kalabilir. Ayrica bununla ilgili kesin bir yontemde bulunmamaktadir. Son
yillarda kullanilan derin 6grenme yontemleri verileri siniflandirmada daha kullanilir bir
yaklasim olmustur. Ozellikle konvoliisyonel sinir aglari yontemleri hipersektral

yontemlerle kullanilabilecek en iyi yontemler oldugu sdylenebilir.

4.2. K-ortalamalar yontemi

K-ortalamalar yontemi, sinifi tahmin edebilen baska bir parametrik olmayan

yontemdir. k-ortalamalar verilen bir veri seti {izerinden belirli sayida kiimeyi (k adet)
gruplamak icin gelistirilmis en sade ve basit algoritmadir. Bir nesnenin k en yakin

komsusunun sinifina gore k-ortalamalar yontemi ii¢ asamada gerceklestirilir;

1. Once bir y; gdzleminden diger tiim y; gozlemlerine olan mesafe (Ny) kullanilarak
hesaplanir (Buna ek olarak uzaklik fonksiyonu kullanilir. Ornegin Oklid
fonksiyonu gibi).

2. Daha sonra yanit degerleri esit olan N, 'da ki noktalarin kesri j i¢in asagidaki

kosullu olasilik formiilii kullanilarak tahmin edilir [23] :
Pr(Y = jIX = x0) = + Xien, | i = /) (4.1)
Oklid uzaklig: (http-5),
d(p,q) = d(q,p) = /(41 = p)? + (42 = p2)> + =+ (dn — Pn)?
= J2L.(a; — p)? (4.2)

3. Daha sonra bu komsular kullanilarak Bayes kuralina gore siniflar belirlenir.

Simiflar belirlenmedigi takdirde bu algoritma devamli olarak uygulanir.
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5. GORUNTU SINIFLANDIRMADA KULLANILAN ISTATISTIiKSEL
YONTEMLER

5.1. Regresyon Analizi Modelleri

Regresyon analizi degiskenler arasi iligkilerin arastirllmasinda kullanilir. Yanit
degiskeni ve agiklayict degiskenler arasindaki iliskiyi tahmin etmek, tanimlamak veya

siniflandirmak i¢in kullanilir. Baglantiy1 asagidaki formiille ifade edebiliriz [24,35]:
Y :f(XllXZJ ...,Xn)+8 (5.1.)

Burada Y yanit degiskenini, f fonksiyonu aciklayici degiskenleri ve € ise rastgele bir

hata vektorini temsil eder.

5.1.1. Simiflandirma ve regresyon agaclari

Siniflandirma ve Regresyon Agaclart (CART) yontemi; coklu baglanti ve kayip
verinin etkilerine karsi direngli bir yontemdir. Ayrica modelde hangi degiskenin
icerilmesi gerektiginden 6nce, tahminciler arasindaki iligkileri tanimlama yeteneginden
dolayr parametrik yaklagimlar yerine tercih edilebilir. Siniflandirma ve regresyon
agaclarinda, maksimum Regresyon 3 kisimdan olusan agag ile olusturulur. Uygun agag

genisligi segilir, olusturulan agactan hareketle yeni veriler siniflandirilir.

gene yash
l Ortalyash l
4
‘ isi \ I Kredi oranm \
false . false true harika : veterli
l—\—l ’ ‘ l livi
Hoyir Yo Hayir evet evet evet Hayir

Sekil 5.1. Siniflandirma ve regresyon agact érnek ¢iktist (http-8)
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CART yonteminde en iyi agaclandirmayr olusturabilmek icin birkag yoOntem

kullanabilir, bunlardan en yaygin olan1 gini safsizlik algoritmasidir .
Gini safsizlik = 1 — Gini = 1 — Y-, p? (5.2)

Burada P; diiglimiin secilme olasiligin1 belirtir.

Iki alt diigiim icin en iyi agirlikli Gini safsizlik sonucu, ana diigiim igin Gini
safsizliktan daha diisiik degilse, ana diiglimii daha fazla agaglandiramayiz.

Veya CART yonteminde kullanilabilecek bir kavramda entropidir. Entropi su sekilde

kullanilabilir :

Entropi = — Y11 pilog, (p;) (5.3)

Entropi eger diisiik ise iyi bir siniflandirma yapilmais diyebiliriz. Fakat iki alt diigtimiin
entropisi bir ana diiglimiin entropisinden daha diisiik degilse, daha fazla agaclandirma

yapilamaz.

5.1.2. En kiigiik a¢1 regresyonu

LARS olarak belirtilen en kiiciik a¢1 regresyonunun (LAR) sonuna eklenen ‘S’ ise
"Lasso" ve "Stagewise" anlamina gelmektedir [22]. Lasso en kii¢iik kareler yonteminin
sinirlandirilmis bir fonksiyonudur. Bir anlamda stagewise in bi¢gimlendirilmis bir stiriimii
de diyebiliriz. Hesaplamalar1 hizlandirmak i¢in basit bir matematiksel formiil kullanir.

Bu sekilde hesap yiikiinii azaltir.

Bu yontemi uygulayabilmek i¢in Once biitiin veriler normallestirilir. En yliksek
diizeyde iligkili olan veri saptanir, ayn1 veya daha yliksek korelasyona sahip baska bir

degiskene ulasana kadar o yonde regresyon ¢izgisi hareket ettirilir.

LARS tahminlerini su formiille olusturur: 4 = X/ . Birbirini izleyen adimlar halinde,
her adimda modele degisken ekleyerek isleme devam edilir. Asagida algoritma adimlar
verilmistir [5,26]:

1. Tahminciler ortalamalar1 0 veya birim normda olacak sekilde standartlagtirilir. Ve
artik fonksiyonla baglanir: 7 =y — ¥, 81, B2, ..., Bp = 0

2. rile en ¢ok iligkisi bulunan x; tahmincisi bulunur.
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3. Bagka bir rakip xj, mevcut artik ile ayn1 miktarda korelasyon katsayisina sahip
olana kadar; B, 0’dan en kiigiik kareler katsayisina dogru (x;, r) hareket ettirilir.

4. Bagka bir rakip xj, mevcut artik ile ayn1 miktarda korelasyon katsayisina sahip
olana kadar; B; ve By, (xj, xk) tizerindeki mevcut kalintinin ortak en kiigtik kareler
katsayilar1 tarafindan tanimlanan yonde hareket ettirilir.

5. Tiim p tahmincileri girilene kadar bu sekilde devam edilir. min(N-1,p) adimdan

sonra LARS ¢06ziimiine ulasiriz.

5.1.3. Lojistik regresyon

Lojistik Regresyon, siniflandirmada kullanilan ve olasilik fonksiyonlariyla beraber
makine 6grenmesinde de kullanilan bir tekniktir. Bu teknikte, tek bir denemenin olasi
sonuglarini tanimlayan olasiliklar bir lojistik fonksiyon kullanilarak modellenmistir ve bu
amag icin tasarlanmistir. Lojistik regresyon algoritmasi bagimsiz degiskenlerin tek bir
sonuca etkisini anlamak i¢in en kullanisl regresyon algoritmasidir. Lojistik regresyon
ikili yamt degiskenini modelleyebilir. Bu regresyon modeli denklem (5.4)’de

tanimlandig1 gibi ¢coklu regresyon formiiliinii kullanir:

Logit(p)=log( pr=11X)

ooy =PO+BIX1+B2X2+F3X 3+ +fkXk (5.4)

Buradaki Y degeri (0,1) yani ikili degiskendir. Referans seviyesinden yiiksekse 1,
degilse 0’dir. X agiklayic1 degiskendir. o, B1, B2.. degerleri tahmin edilen regresyon
katsayilaridir. p degeri, karakteristik 6zelligin var olmasi olasiligidir. Bir diger 6nemli
deger ise odds degeri olarak adlandirilan degerdir. Odds degeri p’ nin yani karakteristik
0zelligin var olma olasiliginin, var olmama olasiligina yani 1-p degerine bdliinmesiyle su
sekilde elde edilir, Odds=p/p-1=karakteristigin var olma olasiligi/karakteristigin var
olmama olasiligi.

Odds degerinin anlami iki farkli durumun gergeklesmesi olayini tanimlamasidir. Bu
degerlerin oranmin anlami ise gergeklesme olasiliklarini gdstermesidir. Ornegin bir
grupta sigara i¢enlerin yaslarina gore 6liim risklerinin arastirilmasinda, hangi yasin daha
cok 6liim olasiliginin oldugunun hesaplanmasi saglanabilmektedir.

Goriintli igeriklerinin agiklanmasi i¢in c¢ogunlukla lojistik regresyon algoritmasi

oOnerilebilir. Dogruluk oranlar1 diger algoritmalara gére daha anlamlidir.
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5.1.4. Coklu lojistik regresyon

Coklu lojistik regresyon modelini kullanmamizin amaci ¢ok sayida parametreyi
kullanabilmemizdir. Coklu lojistik regresyon modeli  sonuglandirildiginda

karmasikliklar1 ¢ok daha kolay basitlestirebilmektedir.

P adet bagimsiz degisken var ise ¢oklu lojistik regresyon modeli asagidaki gibi

olusturulur:

g(x) = Bo+ P1X1 + -+ Xy (5.5)

Bu esitligin logit modeli,
(5.6)

seklinde ifade edilir.

5.2. Karar Agaclan

Karar agaglar1 yukaridan asagiya tarama yaparak ilerleyen bir siniflandirma ¢esididir.
Tek 6zelligi ya da 2 6zelligi olan verileri homojen hale getirmek icin entropi kullanilir.
Agac olusturulurken iki ¢esit entropi hesaplanmalidir. Bunlar tek 6zellik igeren veriler

icin kullanilan ve iki 6zellik i¢eren veriler i¢in kullanilan entropidir.
e Tek Ozellik igeren veriler i¢in entropi :
E(S) = Xi=1 —pilog2p; (5.7)

E(S)= S 6zelliginin entropisi
p; = olusturulacak yapraklarin olasiliklar

e iki 6zellik igeren veriler igin entropi:
E(T,x) = Xtex P(C)E(c) (5.8)

E(T,x)=T ve x 6zelliklerinin entropisi

P(c)= olusturulacak yapraklarin olasiliklar

E(c)= olusturulacak yapraklarin entropileri

Entropiyle beraber ID3 algoritmasindan yararlanilir. Bu algoritma karar agaci
olusturmak i¢in yukaridan asagiya dogru ilerler. Diiglim olusturmak i¢in, hesaplanan en
iyi Ozellik kullanilir. Daha once belirtildigi gibi, ID3 algoritmas1 bir Karar agaci

olustururken her adimda en 1yi 6zelligi seger. ID3 en iyi 6zelligi bulmak i¢in, Information
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Gain’i yani bilgi kazanimini kullanir. Information Gain i¢in 6nce entropi hesaplanmalidir

[14]. Eger entropi O ise veriler homojen kiimelenmis, 1 ise veriler homojen

kiimelenmemistir. Homojen hale gelen veriler ile karar agaci diigiimleri olusturulur ve

siniflandirma asamasina gegilir [2].

Adimlart:

1) Hedefin entropisi hesaplanir .

2) Ogzellik siitununa A dersek entropininde dahil oldugu ID3 algoritmasi su
sekilde hesaplanir [14]:

1G(S,A) = Entropy(S) — Z(% * Entropy(S,)) (5.9
Burada S,, S’de ki siitunlarin kiimesini, |S,| bu siitunlarin sayisini belirtir.
Ayni sekilde S| ise satirlarin sayisini belirtir.

3) Bu algoritma yardimiyla her satirin bir diiglimii olana kadar yinelemeli olarak
bolme islemi devam eder.

4) Veriler farkl 6zelliklerde olacak sekilde boliiniir ve olusturulacak her yeni dal
icin entropi hesaplanir.

5) Bir karar diigiimii se¢ilmesi gerekir ve bu da en ¢ok bilgiyi saklayan diigim
olacaktir. Veri seti dallara boliindiikten sonra ayni islem tekrarlanir.

6) Entropinin hesaplanmasi verilerin homojen olarak dagilmasini belirleyen bir
formiildiir. ve eger entropi O ¢ikarsa, veriler gerektigi gibi homojen olarak
dagilmistir fakat 1 ise daha fazla dallanma gerektirebilir.

7) Tim veriler smiflandirilana kadar yapraksiz dallarda bu islem ID3
algoritmasiyla tekrarlanir [2].

5.3. Rassal Orman

Rassal orman yontemi 1°den fazla karar algoritmasini1 kullanan ve bu sayede diger

dogrusal olmayan algoritmalara gore daha bagarili bir sonug elde edebilen bir kolektif

o6grenme yontemidir. Diger algoritmalarla kiyaslandiginda oldukga fazla avantaji vardir.

2 gesit veri tipinin (kategorik,siirekli) de kullanilabilmesi veya verilerde uydurma sonucu

olusan hatalarin en aza indirilebilmesi en 6nemli avantajlarindan biridir. Ayrica hata

oranlarmi hesaplayabilir bu da bir diger 6nemli avantajidir.
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Ayni zamanda karar agaglarinin toplulugunun bir {iyesidir ve basarisi agisindan
algoritmalar arasinda sikc¢a kullanilan bir yontemdir. Karar agaglari yontemiyle ayni
sekilde, birbirine en ¢ok benzeyen verilerin Gini indeksi gibi bir 6zellik ayirt etme
katsayisiyla beraber siniflandirilmasina dayanir.

Rassal orman agaglarin olusturulabilmesi i¢in CART algoritmasindan yararlanir. Ik
olarak {h(x,0k),k=1,...} bir karar agaglar1 kiimesi olarak tanimlanir, h(x,0k) burada bir
meta siniflandiricidir yani CART kullanilarak olusturulan heniiz isleme girmemis bir
agactir. Girdi verilerine gore her karar agaci bir sonug verir [3]. Bu sonuglarin birlesimi

ile en iyi siifin bulundugu smif olas1 sonug olarak segilir.

ORNEK

Simif 1 Suuf 2 Simfn

Oylama

v
Sinif 1 (En iyi sinif)

Sekil 5.2.Rassal orman ¢alisma yapist [4]

5.4. Naive Bayes

Naive bayes smiflandiricilart bayes teoremini uygulamaya dayanan olasilikli

siniflandiricilardir. Bu model en basit bayes modelleri arasindadir fakat yogunluk
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tahminleriyle birlestiginde ¢ok yiiksek dogruluk sonuglar: alabilirler. Siniflandirilan her

ozellik cifti birbirinden bagimsizdir [21].

Kullanilan veri seti 6zellik matrisi ve yamit vektorii olarak ikiye ayrilir. Ozellik matrisi,
her vektoriin bagimlhi 6zelliklerin degerinden olustugu veri kiimesinin vektorlerini
(satirlarini) igerir [21]. Yanit vektorii 6zellik matrisinin her satir1 i¢in sinif degiskeninin

(tahmin veya ¢ikt1) degerini igerir.

Tablo 5.1. Naive Bayes veri seti

Hava durumu Nem Riizgar Sicaklik Piknige gitmek
Giinesli Hafif Yok Sicak Evet

Giinesli Fazla Yok Sicak Evet
Yagmurlu Fazla Var Soguk Hayir

Riizgarl Hafif Var Soguk Hayir

Giinesli Fazla Var Sicak Hayir

Riizgarl Hafif Var Sicak Evet
Yagmurlu Hafif Var Soguk Hayir

Yukaridaki tabloda 6zellik matrisi hava durumu iken yanit vektorii de piknige gitmek
veya gitmemek seklindeki tepkilerdir. Yani hava durumu goéze alindiginda her satir
kosullar1 piknik yapmak i¢in uygun veya degil seklinde siniflandirir.

Naive Bayes smiflandiricida 6zniteliklerin birbirinden bagimsiz oldugu kabul
edilmektedir. Yani her degisken icin ayr1 olasilik hesaplanir. Verilerin hangi sinifa ait
oldugu maksimum kosullu olasilikla belirlenir. Kosullu olasilik formiilii ise asagidaki
gibidir:

P(B/A)+P(A)

P(A/B) = ZEL

(5.10)

Burada P(A/B) = B olay1 gerceklestiginde A nin gergeklesme olasiligi,
P(A) = A olaymnin gerceklesme olasiligi,
P(B/A) = A olay1 gerceklestiginde B olaymin ger¢eklesme olasiligi,
P(B) = B olayimnin ger¢eklesme olasiligidir.
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5.5. Destek Vektor Makineleri

Destek Vektor Makineleri (DVM) parametrik olmayan, denetimli ve ¢ekirdek tabanli
bir istatistiksel O0grenme yontemidir. Cekirdek tabanli 6grenmede, girdi verileri
tanimlanan yiiksek boyutlu bir 6rnek uzaya bir haritalama ile ¢ekirdek tarafindan aktarilir.
Bagka bir deyisle cekirdek tabanli 6grenme, dogrusal olmayan problemler igin bir
dogrusal hiperdiizlem kullanir. Veri boyutuna fazladan bir boyut daha eklenir ve ardindan
DVM veri uzayinda bir diizlem olusturur. Boylece veriler dogrusal olarak ayrilmis olur,

dogrusal olmayan uzayda doniisiim saglanir.

Test Orneklerini iki sinifa ayirmak amaciyla en uygun hiperdiizlemin bulunmasi
amagclanmaktadir. Egitim asamasinda siniflar1 birbirinden ayiran hiperdiizlemin egitim
orneklerine uzaklig miimkiin olan maksimum diizeyde tutulmaya ¢alisilir.

DVM optimum ¢6ziim ve her Ozelligin kismi farklilasmasini hesaplamak icin
Lagrange ¢arpanini kullanir. Sonug olarak model, egitim verilerinin karmasikligini bir alt
kiimeye kadar azaltir. N veri noktasindan olusan ve {xy, ¥ }a=, giris verilerine sahip bir
egitim veri seti diisiinelim, n boyutlu bir veri vektorii olan (x; € R™) ve ¢ikis tek boyutlu
vektor uzayr (yx € r) DVM’yi olusturur [23]. Bu baglanti denklem (5.11) de

gosterilmistir.
yx = sign[Xi; ey (% xi0) + b] (5.11)

Burada a; pozitif gergek sabitlerdir, b ise gercek sabittir. 1 (x, x;) ise radyal tabanli
fonksiyondur ve asagida gosterildigi gibi ifade edilir

[[Cexi)?|
202

W(x, x,) = exp{— },k =12,..,N (5.12)

Burada o, bir grid arama yontemiyle belirlenen ve tekrarlanan c¢apraz dogrulama

yaklagimi kullanilarak elde edilen radyal temel fonksiyonunun genisligidir.
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6. UYGULAMA

Gorsel programlama uygulamalari i¢in glinlimiize kadar ¢esitli yollara
basvurulmustur (http-9), [6]. Veri ¢esidine bagl olarak, uygulanan deney i¢in kullanilan
yontemlerin dogruluk oranlarma bakilirsa, optimum yontemle daha uygun bir uygulama
gerceklestirilmesini saglanabilir. Biitiin calismalarda MNIST [28] veri seti kullanilarak
Python programlama diliyle, gerekli kodlar olusturulmustur. Model olusturulurken dnce
veriler normallestirilmis daha sonra model kurulmustur. MNIST veri seti toplamda 70000
28x28 pikselli el yazis1 gorselinden olusmaktadir. Ayrica bu el yazisi1 gorsellerine gelen
label yani etiket degerleri bulunmaktadir. Bu sekilde bir veri seti Python iginde vektorize
edilmis bir bi¢cimde, bir baska deyisle resimlerin piksel degerleriyle sayisallagtirilmis

haliyle, hazir halde bulunur.

6.1. Konvoliisyonel Sinir Aglar1 Yontemi ile Yapilan Uygulama

Ilk asamada KSA modellemesi icin MNIST veri setinin 10000’i test 600001 ise
training olarak egitilmistir. Totalde 10 adimdan sonra %98 dogruluk degeriyle basarim
gerceklestirerek  smiflandirma  islemi  tamamlanmistir.  Siiflandirma  yaparken
tanimlanmak istenen el yazist rakam olduk¢a gilicli bir dogruluk degeriyle
tanimlanabilmistir. Uygulamada 4444. sirada belirtilen rakamin 9 ¢ikmasina iliskin
bilgilendirme yapilmis ve ¢ikti olarak elde edilen sonug¢ bize dogrudan 9 rakamina
ulagtirmistir. KSA adim (Epoch) degerleri ve tanimlanan el yazisi rakam asagidaki
sekillerde gosterildigi gibidir. Verilerin ¢iktilar1 Sekil 6.1°de olup, asamalarin kodlar1 EK-

1 de yer almaktadir.
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Epoch 1/1@

1875/1875 [===============s==============] - 555 29ms/step - loss: @.1582 - accuracy: B

Epoch 2/18

ISISLIBIS [ ] - 435 23ms/step - loss: 8.8512 - accuracy: @

Epoch 3/18

1875/1875 [======== — ] - 435 23ms/step - loss: ©.9341 - accuracy: @

Epoch 4/18

1875/1875 [==============================] - 425 22ms/step - loss: ©.0215 - accuracy: ©

Epoch 5/18

1875/1875 [============== = ==] - 41s 22ms/step - loss: ©.0148 - accuracy: @

Epoch 6/18

1875/1875 [= IS 1 - 425 23ms/step - loss: B8.8185 - accuracy: @

Epoch 7/18

IB7SIRIE o ==] - 41s 22ms/step - loss: B.0B86 - accuracy: @

Epoch 8/1@

1875/1875 [===============s==============] - 425 22ms/step - loss: 0.8861 - accuracy: 9.
Epoch 9/1@

IGISSI8IS [ ] - 425 23ms/step - loss: 8.8848 - accuracy: 9.
Epoch 18/16

1875/1875 [======== 2 ] - 425 22ms/step - loss: B.08B46 - accuracy: 8.
313/313 [=== == ] - 3s 8ms/step - loss: 8.8719 - accuracy: 0.9846

Sekil 6.1. Konvoliisyonel Sinir Aglart adim degerleri

6.2. K-Ortalamalar Yontemi ile Yapilan Uygulama

Ikinci asamada k-ortalamalar ydntemi ile ayn1 veri seti yardimiyla siniflandirma ele
alinmistir. Bu uygulama ile k-ortalamalar yonteminin siniflandirmada kullanilabilir
oldugunu fakat KSA yontemi kadar dogruluk orani vermeyecegini ¢iktilardan
anlayabiliriz. Bu ¢alismada dogruluk orani %80-90 arasinda olur. Daha diisiik ¢iktig1
uygulamalarda algoritma yeniden optimize edilerek daha yiliksek dogruluk oranlarina

ulagsmak miimkiindiir. Veri ¢iktilari, modelleme ve siniflandirma kodlar1t EK-2’te olup

ciktilart asagidaki gibidir.

[8641921817
(58 &4 &FE 344

3
3

Sekil 6.2. K-ortalamalar ilk veri ¢iktist

Yukaridaki gorsel bize model kuruldugunda istedigimiz ve elde ettigimiz ¢iktiy1
gostermektedir. Burada veriler birbiriyle uyugmamaktadir.

gelistirildiginde ve tekrar optimize edildiginde yiiksek oranda dogrulukla siiflandirma

yapabilir.
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Interred Label: & Inferred Label: 2 Interred Label: O nterreéd Label: 4 Inferred Label: 8 Inferred Label: O

Sekil 6.3. K-ortalamalar modeli gelistirildikten sonra elde edilen verilerin bir kismi

6.3. Lojistik Regresyon Yontemi ile Yapilan Uygulama

Ucgiincii uygulamada lojistik regresyon kullanilarak simiflandirma yapilmistir. Burada
tekrar MNIST [28] verileri kullanilmistir. Fakat bu sefer say1 olarak daha az veriye yer
verilmigtir. Cikt1 olarak aldigimiz sonuca bakilirsa, istenilen araliklarda aldigimiz sonug
dogrudur diyebiliriz. Kullanilan gorsellerin pikselleri farkli oldugundan ¢iktimiz daha

bulanik halde olacaktir. Dogruluk orani bu uygulamada %91,7 oranindadir.

Lojistik regresyon ¢oklu verilerle yapilan ¢alismalarin cogunda oldukcga kullaniglidir.
Bunu aliman dogruluk oranlarinin yiiksekliginden de anlayabiliriz. Ayrica k-ortalamalar
yonteminde oldugu gibi optimize etmemize gerek kalmayabilir. Veri ¢iktilart Sekil 6.4,

Sekil 6.5 ve kodlar1 da EK-3’ te yer almaktadir.
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y:5 f prediction: 5

y.8  prediction: 1

v:8 [ prediction: 8

Sekil 6.4. Lojistik regresyon goriintii ¢iktilar:

train_acc: 0.859 test acc: 0.871

Sekil 6.5. Lojistik regresyon dogruluk orani ¢ciktist

Coklu regresyon da simiflandirmalarda lojistik regresyonla benzer sekilde
kullanilabilir. Dogruluk oranlar1 neredeyse ayni sonug verir. Siniflandirma yaparken en
onemli kural kullanilan yontem ig¢in dogru verileri se¢mektir. Veri ¢esitlerine gore
dogruluk oranlar1 da yanlis sonug verebilir. Hatta siniflandirma modellemeleri yapilirken

bu tarz hatalara oldukca fazla rastlayabiliriz. Yanlis veri yanlis siniflandirmaya yol agar.

6.4. Karar Agaclar1 Yontemi ile Yapilan Uygulama

Dordiincii uygulamada karar agaclar1 smiflandirma yontemi ele alinmistir. Bu
yontemde 70000 adet MNIST verisiyle Python programlama dili kullanilmustir.
Uygulama modellendikten sonra siniflandirma yapilmig ve istenilen 7 rakamina
ulasilmistir. Elde edilen dogruluk orani %85 olmustur. Buradan anlayabiliriz ki, karar
agaclar1 yontemi siniflandirma i¢in kullanilabilecek yontemler igine girebilir. Sekil 6.6’ da

veri gorselleri eklenmistir ve EK-4’te ki gibi kodlanmustir.
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Sekil 6.6. Karar agaglar: dogruluk orani ¢iktist

6.5. Rassal Orman Yontemi ile Yapilan Uygulama

Besinci uygulamada rassal orman simiflandiricist MNIST veri setine uygulanmistr.
Uygulamada kullanilan veri ile karar agaglarinda kullanilan veri aynidir. Aralarinda
goriilebilir bir fark olarak yaklasik %97 oraninda bir dogruluk oranina ulagmistir. Bu
durumda ikisi arasinda kullanilmasi daha etkili olan siniflandirma yontemi rassal orman

yontemidir. Uygulamanin ¢iktilar sekil 6.7°de, kodlar1 EK-5’de yer almaktadir.

siniflandirma raporu

precision recall fl-score  support

5] 8.97 8.99 8.98 988

1 @.99 @.99 8.99 1135

2 8.96 8.97 8.9%6 le32

3 8.96 8.96 8.9%6 1e16

4 ©.98 @.97 0.98 982

5 @.97 @.96 8.97 892

5] .98 8.98 8.98 958

7 ©.97 @.96 e.97 1628

8 8.96 ©.96 8.9%6 974

9 8.95 @.95 8.95 leas
accuracy 8.97 166600
macro avg 8.97 8.97 8.97 166686
weighted avg 0.97 0.97 0.97 10000

Sekil 6.7. Rassal orman veri ¢iktisi

6.6. Naive Bayes Yontemi ile Yapilan Uygulama

Altinc1 uygulamada naive bayes ele alinmistir. Burada MNIST verilerinden
yararlanilmistir. Dogruluk orani %80 olarak bulunmustur. EK-6’de kodlar1 belirtilmistir
ve gorsel ¢iktist asagidaki gibidir.
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Sekil 6.8. Naive Bayes veri ¢iktis1

6.7. Destek Vektor Makineleri Yontemi ile Yapilan Uygulama

Son olarak DVM smiflandiricist ele alinmistir. MNIST verileri kullanilmis ve %94
oraninda basarim saglanmistir. Cikt1 ve gorsel ¢ikt1 sekil 6.9°daki gibidir. Siiflandirma
raporundan da anlayacagimiz gibi 10 adimda %98 dogruluk oranina ulasilmistir. Kodlari

EK 7 de yer almaktadir.

precision recall fl-score support

0 1.00 1.00 1.00 45

1 0.96 0.98 0.97 47

2 1.00 0.98 8.99 43

3 1.00 0.98 8.99 47

4 0.95 1.00 0.98 49

5 0.98 1.00 8.99 56

6 1.00 0.98 8.99 49

7 @.97 a.97 8.97 35

8 0.89 a.97 8.93 34

9 1.00 é8.93 0.96 54
accuracy .98 450
macro avg ©.98 ©.98 .98 450
weighted avg .98 .98 .98 450

Sekil 6.9. Destek Vektor Makineleri veri ¢iktist

Goriintli siniflandirma yontemleri benzer veriler i¢in sirasiyla ele alinmis ve en iyi
sonucu alabilmek icin karsilagtirmalar yapilmistir. Uygulamada kullanilan veriler
MNIST veri seti kullamlarak saglanmistir. Uygulama icin Python programlama

dillerinden yararlanilmistir.
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7. SONUC

Y SA’nin kullanildig: alanlardan biri olan goriintli siniflandirma temel alinarak ortaya
cikarilan bu calismada istatistiksel yontemlere de yer verilerek hangi modellemenin daha
iyi sonu¢ verdigiyle ilgili karsilastirma yapilmistir. Istatistiksel yontemlerden
faydalanmak YSA modellemelerine gore daha riskli bir hal almaktadir. Siiflandirma
yapilirken, siniflarin olusmasi asamasinda veya veri islemede YSA’ya gore daha basarisiz

olabilirler.

Yapilan bir calismada, ayn1 sekilde mnist verileri kullanilarak DVM, Rastgele Orman
Siniflandiricis1 (RFC) ve KNN (K-En Yakin Komsu) iceren en yaygin ve popiiler ML
Algoritmalarinin dogruluklarim1 KSA ile karsilastirmaya calisilmistir. Ayrica RFC
kullanarak yaklasik %96,85, SVM kullanarak %97,73, KNN kullanarak %96,80 dogruluk
elde ederken, CNN kullanarak %98,72 dogruluk elde edilmistir [31].

Kushalatha, Prashantha ve Shetty 2021 yilinda yayimladiklar1 makalelerinde, DVM
ve k en yakin komsu yontemleri arasinda bir karsilastirma yapmis ve sonug¢ olarak;
DVM’nin, 0,9 oraninda ve K en yakin komsu yonteminin ise 0,96 oraninda bir
siniflandirma dogruluguna sahip oldugunu belirtmiglerdir. Dolayisiyla, K en yakin komsu
yonteminin, kullanilan veriler ile yapilan siniflandirmada (KSA) ile daha iyi performans

gosterdigi tespit edilmistir [30].

Ayrica Babiker Hamdan Y. ve Prof. Satish istatistiksel yontemler ve DVM ile birlikte
kullanilan istatistiksel yontemleri karsilastirdiklar1 ¢alismalarinda, en yiiksek orant DVM

nin belirledigini tespit etmislerdir [32].

Henrique A.S. ve digerleri, fashion mnist adl1 gorsel siniflandirma verileriyle beraber;
KSA, DVM, random forest , multilayer perceptron, k neighbors, logistic regression, karar
agaclari, bayes ve diger birkag istatistiksel yontem arasinda karsilagtirma yapmaiglardir.
En yiiksek sonucu ortalama %98 dogruluk oraniyla KSA ve en diisiik sonucuda %51 ile

bayes yonteminin verdigine kanaat getirmislerdir [1].

Bu durumda, benzeri ¢aligmalarla dogruluk oranlar1 karsilagtirildiginda, bariz olarak

KSA yo6nteminin kullanigh oldugunu sdyleyebiliriz.
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Uygulama kisminda 7 uygulamaya yer verilmistir. Bu karsilagtirmanin sonunda,
goriintli  siniflandirma  yapilirken, c¢oklu verilerle c¢alisabilen uygulamalarda
konvoliisyonel sinir aglar1 kullaniminin daha etkili oldugu goriilmiistiir. Ayrica regresyon
analizi yontemleri arasinda, karar agaclari ve lojistik regresyon yontemlerinin de
digerlerine gore daha iyi sonuglar verdigi tespit edilmistir. Karsilagtirma sonuglar

asagida yer almaktadir.

Tablo 7.1. Sonuglarin karsilastiriimasi

Simiflandirma Veri Cesidi Calisma Siiresi | Dogruluk
yontemi (sn) Oram
KSA MNIST(70000 adet el yazisi verisi) 400 (adim bag1 %98
yaklasik 40 sn)

DVM MNIST(70000 adet el yazisi verisi) 7 %98
Rassal orman MNIST(70000 adet el yazis1 verisi) 9 %96
K — Ortalamalar MNIST(70000 adet el yazisi verisi) 2 %89
Lojistik Regresyon | MNIST(70000 adet el yazist verisi) 176 %87
Karar Agaclar MNIST(70000 adet el yazis1 verisi) 5 %85
Naive Bayes MNIST(70000 adet el yazis1 verisi) 11 %80

450 400

400

350

300

250

200 176

150

98 96 98
100 89 30 87 85
48 B8 E5 S5 SR 48 B
0
x N & & & & &
" o & \O‘& © @Q’cﬁ v’ég’(}
o("b V\@\A &P _\53’ o
& ® & v
N
\/O
mm dogruluk orani Calisma sureleri (sn)

Sekil 7.1. Renklendirilmis sonu¢ grafigi

32



Calisilan MNIST veri setlerinden 70000 gérsele sahip olan veri seti temel alinarak
yapilan karsilastirmada; kullanilan yontemin hacmi arttik¢a test siireside orantili olarak
artiyor diyebiliriz. 7 yontem arasinda siniflandirma i¢in en uygun olan yontem KSA
olarak belirlenmistir. Bunun bir nedeni olarak, katmanlar1 sayesinde veri kaybinin en aza
indirgenmesini gosterebiliriz. Diger yandan, geriye kalan yontemlerin de dogruluk
oranlarinin tatmin edici boyutlarda oldugu goriilmektedir. Bu agidan ikinci bir segenek

olarak diger yontemlerden de faydalanabiliriz.

Burada ele alinan yontemler veri yapisina gore gelistirilebilir ve siirdiiriilebilir
yontemlerdir. Daha 6nce yapilan ¢alismalar temel alindiginda benzer olarak KSA’larin
basar1 oranlarinin daha yiiksek oldugunu sdyleyebiliriz ve en diisiik olarak bayes

yontemleridir diyebiliriz.

33



2]

[3]

[4]

[5]

[6]

[7]

[10]

KAYNAKCA

Henrique A.S., Fernandes A.M.R. , Lyra R. , Leithardt V.R.Q., Correia S.D.,
Crocker P. , Dazzi R.L.S. (2021). “Classifying Garments from Fashion-MNIST

Dataset Through CNNs”. Advances in Science, Technology and Engineering
Systems Journal Vol. 6, No. 1, 989-994.

Ayhan, E., Karsh, F. ve Tung, E. (2003). Uzaktan Algilanmis Goriintiilerde
Smiflandirma ve Analiz (Classification Of Remote Sensing Images And Analysis),
Harita Dergisi, 130, 32-46.

Yingchun L. C. (2014). Random Forest Algorithm In Big Data Environment.
Computer Modelling and New Technologies Journal, 18(12A) 147-151.

Ned H. (2010). Random Forests: An algorithm for image classification and
generation of continuous fields data sets. Report of International Conference on
Geoinformatics for Spatial Infrastructure Development in Earth and Allied
Sciences .

Aytekin H.T. (2021). Makine Ogreniminin Arastirmacilarin  Veri Analizi
Baglaminda Potansiyel Onemi. Ufuk Universitesi. 1. Uluslararasi Sosyal Bilimler
Kongresi’nde sunulmus bildiri.

Cmar U.XK.(2002). Tensorflow Lite Modeli ile Colab Uzerinden Gériintii
Simiflandirma: Derin Ogrenme Uygulamasi. Yiiksek Lisans Tezi. Istanbul: Yildiz
Teknik Universitesi,.

Comert, O., Hekim, M. Ve Adem, K. (2019). Faster R-CNN Kullanarak Elmalarda
Ciiriik Tespiti (Bruise Detection in Apples using Faster R-CNN), Uluslararasi
Miihendislik Arastirma ve Gelistirme Dergisi, Cilt/Volume:11 Sayi/Issue:1.

Ozen, M. (2009). Uzaktan algilama da Piksel ve Nesne Tabanli Sonuglarinin
Degerlendirilmesi, Dogruluk Analizlerinin Yapilmasi ve CBS Ortamina Aktarima.
Anadolu Universitesi Yayinlari, S. 101 115.

Oztitk D. (2020). Piksel Tabanli Simflandirma, Obje (Nesne) Tabanli
Siniflandirma, Samsun.

Yilmaz E. O. (2020). Uzaktan Algilanmis Verilerin Derin Ogrenme Yéntemiyle
Simiflandirilmasi. Yiiksek Lisans Tezi. Gebze: Gebze Teknik Universitesi, Fen

Bilimleri Enstitiisi.

34



[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

Yigit, A.Y. ve Uysal, M. (2019). Nesne Tabanli Siniflandirma Yaklagimi
Kullanilarak Yollarin Tespiti. Tiirkiye Fotogrometri Dergisi, 1(1); 17-24.
Dovbnych M., Wojcik M.P. (2021). “A comparison of conventional and deep
learning methods of image classification”. Journal Computer Science Institute,
JCSI 21 (2021) 303-308.

Kayali, N.Z. ve Ilhan Omurca, S. (2021). Konvoliisyonel Sinir Aglari (CNN) ile
Cin Say1 Oriintiilerinin Siniflandirmasi. Journal of Computer Science. ISSN: 2548-
1304 Volume: IDAP-2021, Issue: Special , pp: 184-191.
Jin C., De-lin L., Fen-xiang M. (2009). An Improved ID3 Decision Tree. 4th
International Conference on Computer Science & Education 978-1-4244-3521-
0/09.

Akar, O., Giingér, O., ve Akar, A. (2012). Rastgele Orman Smiflandiricist ile Arazi
Kullanim Alanlarimin Belirlenmesi. Jeodezi ve Jeoinformasyon Dergisi, Cilt 1, Say1
2, s5.139-146, Kasim 2012, Dergi No.106, Doi: 10.9733/jgg.241212.1t.

Yasaka, K., Akai, H., Kunimatsu, A., Kiryu, S., and Abe, O. (2018). Deep
Learning With Convolutional Neural Network In Radiology. Japanese Journal of
Radiology, 36:257-272.

Klang, E. (2018). Deep learning and medical imaging. J Thorac Dis,10(3):1325—
1328.

Soffer, S., Cohen, B., Shimon, O., Amitai, M.M., Greenspan, H., and Klang, E.
(2019). Convolutional Neural Networks for Radiologic Images. Radiology Journal,
290:590-606.

Bergendal R., Rohlén A. (2019). A Comparison of Training Algorithms When
Training a Convolutional Neural Network For Classifying Road Signs. 142X
EECS/KTH 2019-05.

Habermann, D., Hata, A., Wolf, D. And Osoério, F.S. (2013). Artificial Neural Nets
object recognition for 3D point clouds. Report of Brazilian Conference on
Intelligent Systems, 19-24 October 2013 Date Added to IEEE Xplore: 30 January
2014,Electronic ISBN:978-0-7695-5092-3.

Friedman, N., Geiger, D., and Goldszmidt, M. (1997). Bayesian Network
Classifiers. Machine Learning, 29, 131-163.

Efron, B., Hastie, T., Johnstone and Itibshirani, R. (2004). Least Angle Regression.
The Annals of Statistics, Vol. 32, No. 2, 407-499.

35



[23]

[24]

[25]

[26]

[27]

[28]
[29]

[30]

[31]

[32]

Saberioon, M., Cisa'r, P., Labbé, L., Sou’cek, P., Pelissier, P. and Kerneis, T.
(2018). Comparative Performance Analysis of Support Vector Machine, Random
Forest, Logistic Regression and k-Nearest Neighbours in Rainbow Trout
(Oncorhynchus  Mykiss)  Classification Using Image-Based Features.
Sensors, 18(4) 1027.

Wald A. (1947). The Annals of Mathematical Statistics. Vol. 18, No. 4 (Dec., 1947), pp.
586-589 (4 pages).

Wang L., Zhang K., Liu X., Long E., Jiang J., YingyingAn, Zhang J., Liu Z., Lin,
Li Z.X., JingjingChe, QianzhongCao, Li J., XiaohangWu, DongniWang, Li W., Lin
H. (2017). Comparative analysis of image classification methods for automatic
diagnosis of ophthalmic images. Scientific Reports, | 7:41545 | DOI:
10.1038/srep41545 1.

Alan A., Karabatak M. (2020). Veri Seti-Siiflandirma iliskisinde Performansa
Etki Eden Faktérlerin Degerlendirilmesi. Firat Universitesi Miih. Bil. Dergisi,
32(2), 531-540.

Ozdemir O., Aydogdu E. (2020). Deep Learning Classification With Convolutional
Neural Networks. Report of V. International Scientific And Vocational Studies
Congress — Science And Health (Bilmes Sh 2020).

MNIST veri kiitiiphanesi.

Keskenler M.F., Keskenler E.F. (2017). Ge¢gmisten Giinlimiize Yapay Sinir Aglar
ve Tarihgesi. Takvim-i Vekayi, ISSN: 2148-0087 Basim Tarihi: 29 Aralik 2017/ 11
Rebiuldhir 1439 Cilt: 5 No: 2 Sayfa: 8-18 (2017).

Kushalatha. M. R., Prashantha H. S., Shetty R. (2021). Comparison of Image
Classification Techniques and Its Applications. Asian Journal of Convergence in
Technology, ISSN NO: 2350-1146 L.F-5.11.

A. R. Rastogi, C. Verma, D. Sharma and P. K. Goyal (2022). "A Comparative
Statistical Analysis Between ML Algorithms & DNN Techniques Using MNIST
Dataset,". 2022 4th International Conference on Advances in Computing,
Communication Control and Networking (ICAC3N), Greater Noida, India, 2022,
pp. 317-321, doi: 10.1109/ICAC3N56670.2022.10074302.

Hamdan Y.B., Prof. Satish (2021). “Construction of Statistical SVM based
Recognition Model for Handwritten Character Recognition”. Journal of

Information Technology and Digital World, Vol. 03/ No. 02 Pages: 92-107.

36



http-1:
https://acikders.ankara.edu.tr/pluginfile.php/187507/mod _resource/content/1/Ders
7 Image processing%20%5BUyumluluk%20Modu%5D.pdf  (Erisim  tarihi
:7.04.2022).

http-2: https://blog.esri.com.tr/tag/reclassify/ (Erisim tarihi: 12.04.2022).

http-3: Derin  Ogrenme ve Evrisimsel Sinir Aglari. Erisim  Adresi:
https://medium.com/deep-learning-from-deepest/deri%CC%87n-
%C3%B6%C4%9Frenme-ve-evri%CC%87%C5%9F1%CC%8 7Tmsel-
$1%CC%87ni%CC%87r-a%C4%9Flari-446dc8a8d2f (Erisim tarihi: 16.06.2022).

http-4:
http://staff.fit.ac.cy/eng.1s/Skevi/ACET450/ACET%20450%20Supervised%20cla
ssification%?20ILpdf (Erisim tarihi: 26.04.2022).

http-5:  https://erdincuzun.com/makine ogrenmesi/kumeleme-algoritmalari-k-means-
algoritmasi/ (Erisim tarihi:15.07.2022).

http-6: https://kadirguzel.medium.com/geriyay%C4%B11%C4%B1ml%C4%B1-
%C3%A7o0k-katmanl%C4%B1-yapay-sinir-a%C4%9F1ar%C4%B1-1-
47daa3856247 (Erisim tarihi: 09.10.2022).

http-7: https://www.ahmetcevahircinar.com.tr/2017/08/09/matlab-ile-derin-
ogrenmeye-giris-introducing-deep-learning-with-matlab/ (Erigim tarihi:
11.10.2022).

http-8: https://ig.opengenus.org/cart-algorithm/ (Erisim tarihi: 09.10.2022).

http-9: https://kaggle.com (Erisim tarihi: 25.11.2022).

http-10:  https://yigitsener.medium.com/makine-%C3%B6%C4%9Frenmesinde-

train-validation-ve-test-kavramlar%C4%B1 -ile-python-uygulamas%C4%B1-

a60214fb5448 (Erisim tarihi: 11.10.2022).

37



EKLER

EK-1

from sklearn.datasets import load _digits

from keras.datasets import mnist

from sklearn.svm import SVC

from sklearn.metrics import confusion matrix, ConfusionMatrixDisplay
from sklearn.metrics import classification report

from sklearn.metrics import roc_curve

from sklearn.metrics import roc_auc_score

from sklearn.preprocessing import StandardScaler, MinMaxScaler
from sklearn.pipeline import Pipeline

from sklearn import metrics

from sklearn.metrics import confusion matrix

from sklearn.model_selection import cross_val score

from sklearn.model selection import GridSearchCV

from sklearn.model selection import StratifiedShuffleSplit

from tensorflow.keras.models import Sequential
from tensorflow.keras.layers import Conv2D
from tensorflow .keras.layers import MaxPool2D
from tensorflow.keras.layers import Flatten
from tensorflow.keras.layers import Dropout

from tensorflow.keras.layers import Dense

(trainX,trainY) , (testX,testY)=mnist.load_data()
trainX = trainX.reshape((trainX.shape[0], trainX.shape[ 1], trainX.shape[2], 1))

testX = testX.reshape((testX.shape[0], testX.shape[1], testX.shape[2],1))



print(testX.shape)

print(testX.shape)

trainX = trainX /255

testX = testX /255

model=Sequential()
model.add(Conv2D(32,(3,3),activation="relu',input_shape=(28,28,1)))
model.add(MaxPool2D(2,2))

model.add(Flatten())

model.add(Dense(100,activation="relu'))

model.add(Dense(10,activation="softmax"))

model.fit(trainX,trainY ,epochs=10)

model.evaluate(testX,testY)

from teensorflow.keras.optimizers import RMSprop,SGD,Adam
adam=Adam(Ir=0.001)

model.compile(optisadmizer="adam', loss='categorical crossentropy', metrics = ['acc'])
bs=30

import cv2

import glob

from tensorflow.keras s.preprocessing.image import ImageDataGenerator
train_datagen = ImageDataGenerator( rescale = 1.0/255.)

test datagen = ImageDataGenerator( rescale = 1.0/255.)

train_generator=train_datagen.flow from directory(train dir,batch size=bs,class mode

='categorical',tar get size=(180,180))

validation generator = test dat agen.flow from_directory(validation_dir,



batch_size=bs,
class_ mode = 'categorical’,

target size=(180,180))



EK-2

import sys

import sklearn

import numpy as np

import matplotlib.pyplot as plt

print('"Python: {}'.formmat(sys.version))
print('Scikit-learn: {}'.format(sklearn. version_))
print('NumPy: {}'.format(np. version ))

import tensorflow as tf

from tensorflow.keras.datasets import mnist

(X train, y_train), (X teest, y test) = mnist.load data()

print("Test: {}".format(X test.shape))
fig, axs = plt.subpljots(3, 3, figsize = (12, 12))

plt.gray()

for 1, ax in enumerate(axs.flat):
ax.imshow(x_train[i])
ax.axis('off")
ax.set_title('Nuember {}'.format(y_train[i]))
plt.show()
X train = X_train.reshape(len(X_train), -1)
print(X_train.shape)

from sklearn.cluster import MiniBatchKMeans



kmeans = MiniBattchKMeans(n_clusters=n_digits)
kmeans.fit(X_train)
from sklearn.metrics import homogeneity scorel

def calc_metricls(estimator, data, labels):

print('Number of Clusters: {}'.format(estimator.n_clusters))
inertia = estimator.inertia_

print("Inertia: {}".format(inertia))

homogbjeneity = homiogeneity score(labels, estimator.labels )
print("Homoogeneity score: {}".format(homogeneity))

return inertia, homogeneity

from sklearn.metrics import accuracy_score

for n_clusters in clusters:
estimator = MiniBatcMhKMeans(n_clusters=n_ clusters)
estimator.fit(X train)
inertia, homo = calc_metrics(estimator, X train, y train)
iner_list.appeoind(inertia)

homo_list.append(homo)

cluster labels = infer icluster labels(estimator, y_train)
prediction = infer data labels(estimator.labels , cluster labels)
acc = accurkkacy score(y_train, prediction)

acc_list.append(acc)



print('Accuracy: {}\n'.format(acc



EK-3
from sklearn.datasets import fetch openml

from sklearn.lilnear model import LogisticRegression
from sklearn.model selection import train_test split
from sklearn.preprocessing import StandardScaler

from sklearn.utils import check random_state
print(__doc )

t0 = time,time()

train_size = 60000

test_size = 10000

random_state = check random_state(0)

permutation = random_ state.permutation(X.shape[0])

X = X[permutation]

y = y[permutation]

X = X.reshape((X.shape[0], -1))

testimg = mnist.test.images

testlabel = mnist.test.labels

print ("MNIST loaded")

x = tf.placeholder("float", [None, 784])

y = tf.placeholder("float", [None, 10]) # None is for infinite
W = tf.Variable(tf.zeros([ 784, 10]))

b = tf.Variable(tf.zeros([10]))

actv = tf.nn.softtmax (tf.matmul(x, W) + b)

accr = tf.reduce _mean(tf.cast(pred, "float"))

init = tf.global variables_initializer()

training_epochs = 50, batch_size = 100, display step =1
for epoch in range(training_epochs):

avg cost=0.

num_batch = int(mnist.train.num_examples/batch_size)
for i in ranege(num_batch):

batch_xs, batch_ys = mnist.train.next_batch(batch_size)

sess.run(optm. feed dict={x: batch xs, y: batch_ys})



feeds = {x: batchh .xs, y: batch_ys}

avgg cost += sees.run(cost, feed dict=feeds)/num_batch

if epoch % display step == 0:feeds_train = {x: mnist.train.images, y: mnist.train.labels}
train_acc = sess.cfrun(accr, feed dict=feeds train)

test_acc = sess.run(accr, feed dict=feeds_test)

print ("Epoch: %03d/%03d cost: %.9f train_acc: %.3f test_acc: %.3f")

print ("DONE")

actv = tf.nn.softmax(tf.matmul(x, W) + b)

cost = tf.redmuce _mean(tf.squared difference(y, actv))

optm = tf.train.GradientDescentOptimizer(0.01).minimize(cost

pred = tf.equal(tf.argmax(actv, 1), tf.argmax(y, 1))

accr = tf.reducje_mean(tf.cast(pred, "float"))

init = tf.glolbal variables_initializer()

training_epochs = 50,batch _size =~ = 100,display step =10

for epoch in range(training_epochs):

avg cost=0.

for i in range(num_batch):

batch_xs, batch_ys = mnist.train.next_batch(batch_size)

sess.run(optmi, feedd dict={x: batch_xs, y: batch ys})

feeds =, {x: batch xs, y: batch ys}avg cost+=sess.run(cost, feed dict=feeds)/num_batc
if epoch % display step == 0:

train_acc = sesss.run(accr, feed dict=feeds_train)

prediction = sess.ruun(actv, feed dict={ x : mnist.test.images })nsample =5
randidx = np.random.randint(mnist.test.images.shape[0], size=nsample)

plt.yticks([])
plt.title('y:' + str(curr_label) + '/ prediction: ' + str(np.argmax(prediction[i])))
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mnist = load_digits()

mnist.data.shape

mnist.data[0]

import matplotlib.pyplot as plt

%matplotlib inline
plt.imshow(mnist.imagesh[2],cmap='gray")

from sklearn.model selection import train_test split
trainX,testX,trainY,testY = train_tedst split(mnist.data, mnist.target)
from sklearn.tree import DecisionTreeClassifier

dt = DecisionTreeClassifier()

dt.fit(trainX,trainY)

dt.score(testX,testY)
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mnist = load_digits()
mnist.images.shape

import matplotlib.pyplot as plt

from sklearn.metrics import classification_report

from tqdm import tqdm

from time import time

%matplotlib inline
plt.imshow(mnist.images[9],cmap="gray")

from sklearn.model selection import train_test split
trainX,testX,trainY ,testY = train_test split(mnist.data, mnist.target)
from sklearn.ensemble import RandomForestClassifier

rf = RandomForestClassifier(n_estimators=90, n_jobs=-1)
rf.fit(trainX trainY)

rf.score(testX,testY)
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def naive bayes(data,label):
n_s,n_f=data.shape

classes=np.unique(label)
n_c=len(classes)

totall data=np.zeros([n_s,n f+1])
total ddata[:,:-1]=data

total datal:,-1]=label
np.randomd.shuffle(total data)
trainX=total data[:60000,:]
np.rdandom.shuffle(trainX)
testX=total data[60000:,:]
np.random.shuffle(testX)

testX c=testX]:,:-1]

testX l=testX]:,-1]
mean_v=np.zeros([n_c,n f])
var_v=np.zeros([n_c,n_f])
c_prob={]
confusiion_matrix=np.zeros([n_c,n_c])

d acc=[]

for ¢ in classes:
trainX_c=trainX.[trainX[:,-1]==c]
trainX c=trainX c[:,:-1]
¢ _prob.append
(len(trainX .kc)/len(trainX))
mean_v[int(c),:]=trainfX c.mean(axis=0)

var_v[int(c),:]=trainX_c.var(axis=0)

var_v=var_vop+1000
count=0

for 1 in range(testX.shape[0]):



lists=[]
for j in range(n_c):
numerator=np.exp(-((testX c[i]-mean_v[j])**2)/(2*var v[j]))
denominator=np.sq
rt(2*np.pi*(var_v[j]))
prob_xc=numhherator/denominator
ratio=np.sum(np.log(prob_xc))
count=count+1 f
confusion mattrix[int(testX 1[i])][int(testX 1[i])]=confusion matrix[int(testX I[
i])][int(testX 1[i])]+1
else:
for k in ranyge(n_c):
if pred == k:
confusion matrix[int(testX I[k])][int(testX l[i])]=confusion matrix[int(tes
tX_1[k]D][int(testX I[i])]+1
for 1 in classes:
check=testXjj[thjiiestX]:,-1]==]]
a=(confusion_matrixuj[int(1)][int(1)])/chehck.shape[0]
d_acc.append(a)

o_acc=count/testX.shape[0]

return(d_acc,0_acc,confusion_matrix,mean_v,var v)

(digit_accuracylo,overall accuracy,matrix,mean v,var v)=naive bayes(data,label)
print('Overall Accuracy of Naive Bayes Model: '+str(overall accuracy))

overall accuracy
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print('training datanin buyuklugu',trainX.shape)

print('training labelsin buyuklugu', trainY.shape)

print('test datanin buyuklugu',testX.shape)

print('test labelsin buyuklugu', testY.shape)

trainX=trainX/255

testX=testX/255

print (‘training datanin normallestirmeden sonraki buyuklugu',trainX.shape)
print ('test datanin normallestirmeden sonraki buyuklugu',testX.shape)

pipe 1= Pipeline([('scaler', MinMaxScaler()),("classifier", SVC(kernel= 'linear', C=1))])

pipe 1.fit(trainX, trainY.ravel())

acc=cross_val score(pipe 1, trainX,trainY .ravel(),cv=2)
print("training accuracy: {:.2f} %". format(acc.mean()*100))
y_pred= pipe l.predict(testX)

CR= classification_report(testY,y pred)

print ('siniflandirma raporu \n')

print(C
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