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OZET

Bu tezde makine 0grenmesi teknikleri ve evrisimli sinir aglart (ESA) tabanli bir derin
ogrenme modeli kullanilarak Tiirk¢e metin veri kiimeleri smiflandirilmigtir. Calismada
Tiirkge dilinde iki farkli veri kiimesi kullanilmigtir. Bu veri kiimeleri, Tiirk¢e haber
metinlerinden olusan TTC-4900 ve e-ticaret platformlarinda yer alan iiriinlere yapilmis olan
Tiirkge miisteri yorumlarindan olusan, c¢alismada kullanacagimiz kisaltmasiyla, MY-
15130’dur. Dokiiman siniflandirma ¢alismasinda Rastgele Orman (RO), Naive Bayes (NB),
Destek Vektor Makineleri (DVM), K-En Yakin Komsu (KNN) Algoritmalari ve gelistirilen
ESA tabanli derin 6grenme modeli se¢ilen veri kiimelerine uygulanmistir. Tiirkge dilinde
secilen veri kiimeleri, metin ve sinif adedi olarak birbirinden farkli yapida tercih edilmis
boylece kelime vektor boyutunun ayni deney ortaminda smiflandirma basarisina etkisi
arastirilmistir. Kelime temsil yontemi olarak Terim Frekansi-Ters Dokiiman Frekansi (TF-
IDF) belirlenmis olup, siniflandirma islemi dncesi veri kiimelerine uygulanan durdurma
kelimeleri filtreleme ve kok bulma 6n islemlerinin de siniflandirma sonuglarina katkist
degerlendirilmistir. Ayrica kelime temsil vektorlerine 6znitelik se¢imi uygulanarak boyutlar
diisiiriilmis, bdylece nihai vektdr boyutunun da sonuglara etkisi arastirilmistir. Bahsedilen
tim On islemlerin farkli birlesimleri uygulanarak ortaya cikan kelime vektorlerinin
siniflandirmasi sonucunda dogruluk ve F1-skor degerleri karsilastirilmistir. Karsilagtirmalar
her bir smiflandirma algoritmasi 6zelinde ayri tablolar halinde sunulmustur. Ayrica tim
algoritmalarin birbiri ile karsilagtirmasini igeren tablolar olusturularak sonuglar analiz
edilmistir. Uygulanan 6n iglemler ve gelistirilen derin 6grenme modeli ile, TTC-4900 veri
kiimesi kullanan iliskili ¢aligmalardan daha yiiksek F1-skoru (%92,2) elde edilmistir.
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ABSTRACT

In this study, a text classification has been carried out on Turkish datasets using machine
learning techniques and a deep learning model based on convolutional neural networks
(CNN). Two different datasets in Turkish language were used in the study, TTC-4900, which
consists of Turkish news texts, and MY-15130, with the name we will use in the study, which
consists of customer comments in Turkish on the products on e-commerce platforms. In the
text classification study, Random Forest, Naive Bayes, Support Vector Machines, K-Nearest
Neighbor algorithms and a CNN based deep learning model were used. The datasets selected
in Turkish are different from each other in terms of the number of texts and the number of
classes. In this way, the effect of word embedding size on classification success was
investigated. As a word embedding method, we preferred Term Frequency-Inverse
Document Frequency (TF-IDF). The effects of the stopwords eliminating and lemmatizing
pre-processes applied before the classification study, on the classification success was also
evaluated. In addition, the size of the word embeddings was reduced by applying feature
selection, and the effect of the final vector size on the results was investigated. The accuracy
and F1-score values were compared as a result of the classification of the feature vectors by
applying different combinations of the pre-processes. The comparisons were represented in
separate tables for each classification algorithm used. In addition, F1-score comparison
tables of the algorithms with each other were presented and the values were analyzed. In the
classification study with the applied preprocessing and deep learning model, a higher F1-
score (92.2%) was obtained compared to the related studies using the TTC-4900 dataset.
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1. GIRIS

Otomatik olarak dokiiman smiflandirma haber yazilarinin etiketlenmesinde, dokiiman
yazarinin tespitinde, e-posta siniflandirma, istenmeyen e-posta tespiti gibi alanlarda yaygin
olarak kullanilmaktadir. Metnin icerigindeki kelimeler ve bunlarin kullanilma sikligina gore
smifinin  belirlenme islemi olarak tanimlanan dokiiman siniflandirma, gliniimiiz
teknolojisinde artan veri boyutuyla birlikte manuel olarak yapilmasi zor bir iglem haline
gelmistir. Bu durum dokiiman siniflandirma igleminin otomatik olarak yapilmasini gerekli

kilmagtir.

Dokiiman smiflandirma konusunda yapilmis birgok calisma mevcuttur. Yaygin olarak
kullanilan smiflandirma yontemleri; Naive Bayes, Karar Agaclari, K-En Yakin Komsu
Modeli, Maksimum Entropi Modelleri, Bulanik Mantik Teorisi Yaklagimlari, Destek Vektor

Makineleri, Yapay Sinir Aglar1 ve Derin Ogrenme algoritmalaridir [1].

Revathi ve arkadaslar1 caligmalarinda en alakali 6zelliklerin ortaya cikarilmasi i¢in genetik
algoritma metodu, etkili ve dlgeklenebilir bir siniflandirma ¢aligmasi i¢in de dinamik sinir

aglart yontemlerini kullanarak dokiiman siniflandirmasi yapmislardir [2].

Hong ve arkadaslar ise yapmis olduklar1 ¢calismada siniflandirma sirasindaki hesaplama
karmagikligini azaltmak ve analitik performansi artirmak amactyla 6znitelik se¢cme yontemi
tizerine odaklanmiglardir. Yazarlar bu amacla yeni bir teknikle Genetik Algoritma
optimizasyonu gelistirmis, bu teknik sayesinde tiim 6zniteliklerin kullanildig: siniflandirma

caligmasindan daha yliksek bir siniflandirma basgarisi elde etmislerdir [3].

Chen ve arkadaslar ¢alismalarinda, genetik algoritma ve kaotik optimizasyon algoritmasina
dayali yeni bir dokiiman siniflandirma algoritmasi tasarlamislardir. Yazarlar bu tasarim
sayesinde, daha az sayida 6zellik ile daha iyi performans elde edilebildigini, biiyiik bir veri

kiimesinde bile yiiksek dogrulukta siniflandirma yapilabildigini gostermislerdir [4].

Makine Ogrenmesi, siniflandirma, modelleme ve tahmin gibi giinlik hayattaki birgok
problemin ¢oziimiinde basarili sonu¢ veren yontemler icerir. Makine &grenmesi
yontemlerinden denetimli bir 6grenme algoritmasi olan Rastgele Orman (RO), dokiiman

simiflandirmadaki gibi yliksek boyutlu verilerin siniflandirmasi i¢in uygun bir algoritmadir.



Liu ve arkadaslari, yaptiklar1 ¢alismada metin kategorizasyonu icin Semantige Duyarli
Rastgele Orman (SARF) smiflandirict 6nermislerdir. Yazarlar, SARF’in smiflandirma
performansin1 30 adet metin veri kiimesi lizerinde degerlendirerek giincel siniflandirma
yontemleriyle karsilagtirmis, Onerilen yaklasimin daha iistiin performans gosterdigini

belirtmislerdir [5].

Xu ve arkadaslar ise caligmalarinda dokiiman siniflandirma gibi yiiksek boyutlu veri
setlerinin siiflandirmasi i¢in, alt uzay boyutunu azaltarak siniflandirma performansini
iyilestiren, gelistirilmis bir rastgele orman algoritmasi sunmuslardir. Sunulan yeni yontemin,
smiflandirma performansi agisindan, popiiler dokiiman simiflandirma ydntemlerine gore

daha basarili sonug verdigi gosterilmistir [6].

Muliono ve Tanzil yapmis olduklar ¢alismada, K-En Yakin Komsu, Naive Bayes ve Destek
Vektor Makineleri algoritmalar1 ile haber metinlerini siniflandirarak bir karsilastirma
gerceklestirmislerdir. Gergeklestirmis olduklart birden ¢ok siniflandirma isleminde Naive
Bayes siiflandiricisi istikrarli bir sonug gostermekle beraber, higbir siniflandirma isleminde
en iyi veya en kotli sonucu vermemistir. Yazarlar, K-En Yakin Komsu ve Destek Vektor

Makineleri siniflandiricilarinin ise birbirine yakin sonuglar verdigi belirtilmistir [7].

Metin smiflandirmada en 6nemli ¢aligma alanlarindan ikisi istenmeyen e-posta tespiti ve
dokiiman yazar tespitidir. Makine 6grenmesi algoritmalar1 ile e-posta siniflandirma yapan
bircok caligma bulunmaktadir. E-posta igerisinde gegen ve birden fazla anlama gelen
kelimeler/ciimleler istenmeyen e-posta tespitini oldukca zorlastirmakta, bu zorlukla
miicadele etmek icin Naive Bayes algoritmasi kullanilabilmektedir [8]. Benzer sekilde
dokiiman/metin yazari tespitinde de Naive Bayes algoritmasi oldukea etkindir. Ozellikle

sosyal medya hesaplarindan paylasilan yazilarin sahibinin tespitinde dnemli bir role sahiptir

[9].

Iliskili Calismalar

Tiirkge metinlerin  siniflandirilmast  konusunda literatiirde kisith  sayida ¢alisma
bulunmaktadir. Tiirk¢e’nin morfolojik yapist itibariyle diger dillerden farkli olmasi, es sesli
kelimelerin fazla miktarda bulunmasi, anlam darliklari, 6zel karakterler, 6zellikle de sondan
eklemeli diller kategorisinde olmas1 sebebiyle dokiiman siniflandirmada bazi zorluklara

sebep olmaktadir. Bir baska problem ise, sonuna eklenen ekler sebebiyle ayni kelimelerin



farkli birer 6znitelik gibi algilanmasi, boylece kelime temsil vektoriiniin boyutunun ¢ok
yiikselmesidir. Bu da siniflandirma performansini ve basarisi 6nemli dl¢iide diistirmektedir.
Yine de bu zorluklart veri madenciligi 6n islemleri ile asan, farkli siniflandirma modelleri
ile destekleyen Tiirkge dokiiman siniflandirma konusunda degerli c¢alismalar

bulunmaktadir.

Act ve Cirak, Word2Vec metodu ile zenginlestirerek kullandiklar1 Evrisimli Sinir Aglar
modelinden elde ettikleri sonuclari, Kiling ve arkadaslar1 [10] tarafindan yapilmis olan
klasik istatistiksel ve makine 6grenmesine dayali siniflandirma calismasi sonuglart ile
karsilagtirmiglardir. Karsilastirma sonucunda daha yiiksek dogruluk oraniyla (%93,3)

Tiirk¢e haber metinlerinin siniflandirmasini gerceklestirmiglerdir [11].

Ugan ve arkadaglart ise yapmis olduklar1 ¢alismada Tiirk¢e sosyal medya metinlerini
icerdikleri duyguya gore siniflandirmiglardir. Deneysel ¢aligma sonuglarina gore,
onerdikleri 6n egitimli duygu modelinin 6nceki ¢alismalarda kullanilan yontemlere gore en

yiiksek basar1 oranina sahip oldugunu belirlemislerdir [12].

Aydogan ve Karci, egitim ve siniflandirma islemlerinde kullanilmak {izere iki biiytlik Tiirkce
veri kiimesi olusturmus, ¢esitli derin 6grenme yoOntemleri ile yaptiklart siniflandirma
islemlerinin sonuglarin1 karsilagtirmiglardir. Deneysel sonuglara gore GRU ve LSTM
yontemlerinin diger derin 6grenme modellerinden daha basarili oldugunu géstermislerdir.
Yazarlar ayrica 6n egitimli kelime vektorlerinin siniflandirma dogruluk oranint %5-%7

oraninda arttirdigini belirtmislerdir [13].

Toroslu ve Karagdz ise caligmalarinda bireylerin sosyal medya mesajlart ile bes biiytik
kisilik 6zelligi arasindaki iligskiyi denetimli bir 6grenme problemi olarak modellemeyi
amacglamislardir. Tiirkce ve Ingilizce olmak iizere iki ayr1 veri kiimesiyle yaptiklari
deneylerin sonucunda, yapay sinir aglar1 yaklagimin kisilik tahmini i¢in basarili bir sekilde
kullanilabilecegini, vektor tabanli smiflandirma modellerine benzer bir performansla

calistigini gostermiglerdir [14].

Yildirim ve Yildiz, Tiirk¢e haber metinleri iizerinde yaptiklar1 siniflandirma ¢alismasinda,
geleneksel kelime torbasi yontemi ile sinir ag1 temelli kelime temsil yontemlerinin basari

oranlarint  karsilastirmislardir. Calismanin  deneysel sonuclarinda, kelime temsil



vektorlerinin - olusturulmasinda kullanilan geleneksel yontemlerin hala yeni nesil

yontemlerle yarisacak diizeyde siniflandirma basarist sagladigr belirtilmistir [15].

Koksal ve Yilmaz, literatiirde yaygin sekilde kullanilan iki Tiirkge haber veri kiimesi
tizerinde hem klasik makine 6grenme algoritmalar1 hem de giincel 6n egitimli dil
modellerini kullanarak dokiiman siniflandirma ¢alismasi yapmislardir. Yapmis olduklar
calismada siniflandirma modellerinin parametre se¢imi ve optimizasyonu {iizerine
yogunlasarak basarili sonucglar elde etmislerdir. Yazarlar, 6n egitimli dil modelleri ile
yapmis olduklar1 smiflandirma caligmasinda ise, ayni veri kiimesini kullanan benzer

caligmalardan daha yiiksek F1-skoru elde ettiklerini belirtmislerdir [16].

Tezin Literatiire Katkisi

Bu tezin amaci goriintii isleme ve nesne tanimlamada sik kullanilan evrisimli sinir aglarinin
(ESA), iyi planlanmis 6n islem kombinasyonlari ile desteklenerek metin siniflandirmada da
basarili sonuclarini sunabilmektir. Caligmada klasik makine 6grenmesi algoritmalar ile
evrisimli sinir aglar1 tabanli bir derin 6grenme modeli kullanilarak iki farkli veri kiimesinde
siniflandirma yapilmistir. Tiirkge dilinde secilen veri kiimeleri, metin ve sinif adedi olarak
birbirinden farkli yapida tercih edilmis boylece kelime vektorii boyutunun ayni deney
ortaminda siniflandirma basarisina etkisi gozlemlenebilmistir. Ayrica bu tez g¢aligmasi,
siniflandirma islemi oncesi veri kiimelerine uygulanan ii¢ farklt 6n islemin de basariya
katkisin1 degerlendirmek adina énemli bir ¢aligmadir. Kelime vektorlerine 6znitelik se¢imi
uygulanarak boyut azaltilmis, nihai vektor boyutunun da sonuglara etkisi boylece
gbzlemlenebilmistir. Bahsedilen tiim 6n islemlerin farkli birlesimleri ile ortaya ¢ikan kelime
vektorlerine; Rastgele Orman, Naive Bayes, Destek Vektor Makineleri, K-En Yakin Komsu
Algoritmalar1 ve ESA tabanli derin 6grenme modeli uygulanarak siniflandirma dogruluk
oranlar1 ve F1-skor degerleri karsilagtirilmistir. Uygulanan derin 6grenme modeli ile TTC-

4900 veri kiimesini kullanan iligkili calismalardan daha yiiksek F1-skoru elde edilmistir.

Bu tez alt1 bliimden olusmaktadir ve su sekilde diizenlenmistir. Ikinci boliimde dokiiman
siniflandirma 6n islemleri agiklanmustir. Ugiincii boliimde dokiiman simiflandirmada
kullanilan makine 6grenmesi ve derin dgrenme algoritmalar1 tanitilarak, siniflandirma
oOlciitleri detaylica anlatilmistir. Dordiincii boliimde tasarlanan ESA tabanli derin 6grenme

modeli agiklanarak calismada kullanilan veri kiimeleri ve uygulanan iglemlerin detaylar



aktarilmistir. Besinci boliimde deneysel sonuglara, altinct bolimde ise ¢aligmanin

sonuglarina yer verilmistir.






2. ONISLEMLER

Dokiimanlar ham veri olarak dogrudan smiflandirma algoritmasinda kullanilamamakta,
belirli 6n islemlerden gegirilerek 6znitelik vektdriine doniistiiriilmektedir. Dokiimanlarin
Oznitelik vektoriine doniistiiriilmesinin  basaris1  dogrudan siniflandirma  basarisini

etkilemektedir.

Dokiiman siniflandirma alanindaki veri setleri diger bir¢ok veri seti ile karsilastirildiginda
Oznitelik vektor boyutunun g¢ok yiiksek (binler mertebesinde) oldugu goriilmektedir.
Dokiimanlarda gegen her bir kelime birer 6znitelik olarak kullanilirsa ortaya siniflandirma
algoritmasinin performansini 6nemli Slgiide diisiirecek, hesaplama karmasikligina sebep
olacak kadar fazla sayida dznitelik gikacaktir. Oznitelik vektdr boyutu optimum seviyeye
cekilerek hesaplama performansinin ve siniflandirma basarisinin arttirilmast amaciyla

birgok yontem kullanilabilmektedir. Siklikla kullanilan dokiiman siniflandirma 6n iglemleri:

Kok Bulma (Stemming),

e Durdurma Kelimeleri Filtreleme (Stopword Filtering),

o Terim Agirliklandirma, Terim Frenkansi (TF-Term Frequency),

e Ters Dokiiman Frekansi (IDF- Inverse Document Frequency),

e Terim Frekansi ve Ters Dokiiman Frekansi ¢carpimi (TF-IDF),

e Dokiiman Terim Matrisi (DTM-Document Term Matrix-Bag of Words),
e (Keras) Embedding

e Word2vec

e N-grams
2.1. Kok Bulma

Kok bulma (stemming) islemi, metinde gegen kelimelerin koklerinin bulunarak kullanilmasi
on islemidir. Bu sayede birbirinden farkli ekler ile farkli bir kelimeymis gibi goriinen
kelimelerin ayn1 sayilmas1 saglanmaktadir. Ozellikle sondan eklemeli bir dil olan Tiirkge
metinlerde diislinlilecek olursa, 6znitelik vektdr boyutunun azaltilmasi ve daha anlamli
vektor ortaya cikarmast acisindan kritik bir 6n islemdir. Otomatik olarak kok bulma
isleminde dilin 6zelliklerine gore Zemberek dogal dil isleme kiitiiphanesi, sozciik eklerini

sondan basa dogru styirarak ¢ikarma (affix stripping) ve sozciiklerin ilk n karakterinin



kelime kokii oldugunu kabul etme (fixed prefix stemming) yaklasimlariyla gelistirilmis

kiitiiphaneler kullanilabilmektedir.
2.2. Durdurma Kelimeleri Filtreleme

Durdurma kelimeleri filtreleme (stopword filtering) islemi, metnin siniflandirmasinda
etkisiz olan, genellikle tek basin anlamsiz ancak ¢ok sik kullanildig: i¢in frekans: yiiksek
“ve”, “ile”, “ya da” vb. kelimelerin islem dig1 birakilmasidir. Durdurma kelimeleri her
smiftaki metinde ¢ok sayida ve benzer siklikta kullanildig1 i¢in sinif belirlenmesinde etkin
bir rol oynamadig1 gibi 6znitelik vektdr boyutunu da gereksiz yere biiylitmektedir. Bu
sebeple durdurma kelimelerinin filtrelenmesi yaygin sekilde kullanilan 6n islemlerden

biridir.

2.3. Terim Frekansi

Terim frekansi (term frequency - TF), metinde gecen her bir kelimenin metindeki kullanilma
sikliginin bulunmast 6n islemidir. Dokiimandaki her bir terimin o dokiimanda ge¢cme adedi
ile dokiimandaki biitiin terimlerin toplam adedine orani seklinde hesaplanmaktadir. TF 6n

isleminin matematiksel hesab1 Es. 2.1 ve Es. 2.2°de goriilmektedir. Bulunan degerin log

normalizasyonu da kullanilabilmektedir.

_ Terimin dokiimanda ge¢me adedi

~ Dokiimandaki toplam terim adedi (2.1)

Normalize TF =1 + log(TF) (2.2)

2.4. Ters Dokiiman Frekansi

Ters Dokiiman Frekansi (IDF- Inverse Document Frequency) degeri, bir terimin arandigi
tiim dokiimanlarin sayisinin, o terimin bulundugu dokiimanlarin sayisina oranidir. Terim ne
kadar az dokumanda tekrar ediyor ise IDF degeri o kadar biiylik ¢ikar. IDF 6n isleminin
matematiksel hesabi Es. 2.3 ve Es. 2.4’te goriilmektedir. Bulunan degerin log

normalizasyonu da kullanilabilmektedir.



Toplam dokiiman sayisi
IDF =

Terimin gectigi dokiiman sayisi (2.3)

Normalize IDF = | log(IDF) | (2.4)

2.5. Terim Frekansi- Ters Dokiiman Frekansi (TF-IDF)

Dokiiman siniflandirmada sik kullanilan 6n islemlerden biri olan Terim Frekanst - Ters
Dokiiman Frekansi(TF-IDF), her bir terim igin terim frekansi ile ters dokiiman frekansinin
carpimindan elde edilir. TF-IDF 6n isleminin matematiksel hesab1 Es. 2.5’te goriilmektedir.
TF-IDF degeri bir terimin bulundugu dokiimanin siniflandirmasina katki saglamadaki

onemini gosterir.

- =TF *
TF-IDF = TF * IDF 2.5)

2.6. Dokiiman-Terim Matrisi (Kelime Torbasi)

Kelime torbasi (Bag of words) olarak da bilinen Dokiiman-Terim Matrisi(Document-Term
Matrix), biitiin veri setinde bulunan her bir terimin dokiimanlarda kullanimini belirten matris
gosterimidir. Matristeki degerler icin terimin kullanilip kullanilmamasi(binary), terimin

dokiimanda kullanilma adedi, TF veya TF-IDF yontemleri kullanilabilir.

Ikili skor yontemi uygulanan oOrnek bir dokiiman-terim matrisi Cizelge 2.1°de
gosterilmektedir. Ornek ciimlelerde bulunan kelimeler i¢in 1, bulunmayanlar i¢in 0 yazilarak

kelime vektori olusturulmaktadir.

Ornek ciimle 1: begenmedim ¢iinkii calisirken ¢ok giiriiltii ¢ikartyor

Ornek ciimle 2: ¢ok giiriiltii ¢cikarryor denmis bence rahatsiz etmiyor
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Cizelge 2.1. Dokiiman-Terim Matrisi Ikili Skor

begenmedim
ciinkii
cahsirken
cok
giiriiltii
cikariyor
denmis
bence
rahatsiz
etmiyor

—_
—_
—_
—_
—_
—_
S
S
(e}
S

Ornek ciimle 1

Ornek ciimle2 | 0 0 0 1 1 1 1 1 1 1

Terim frekans1 yontemi uygulanan 6rnek bir dokiiman-terim matrisi
Cizelge 2.2°de gosterilmektedir. Ornek ciimlelerde bulunan kelimeler igin kelimenin

frekansi, bulunmayanlar i¢in 0 yazilarak kelime vektorii olusturulmaktadir.

Ornek ciimle 1: begenmedim ¢iinkii calisirken ¢ok giiriiltii ¢ikartyor

Ornek ciimle 2: ¢ok giiriiltii ¢cikartyor denmis bence rahatsiz etmiyor

Cizelge 2.2. Dokiiman-Terim Matrisi TF Skor

£
=] = B
= = ) E =) @ E I
|2 2|« |5 |2 |8 |E|E =2
s = | £ || s |88 2|5 |E
A #13|® L |3
£
Ornek ciimle1 | 1/6 | 1/6 | 1/6 | 1/6 | 1/6 | 1/6 | 0 | 0 | 0 | O
Ornekcimle2 | 0 | 0 | O |7 | U7 | V7|7 | U7 | 1/7|1/7

TF-IDF yontemi uygulanan oOrnek bir dokiiman-terim matrisi Cizelge 2.3’te
gosterilmektedir. Ornek ciimlelerde bulunan kelimeler igin kelimenin frekansinin ters
dokiiman frekans1 ile ¢arpimi, bulunmayanlar igin 0 yazilarak kelime vektori

olusturulmaktadir.

Ornek ciimle 1: begenmedim ¢iinkii calisirken ¢ok giiriiltii ¢ikartyor

Ornek ciimle 2: ¢ok giiriiltii ¢cikartyor denmis bence rahatsiz etmiyor
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Cizelge 2.3. Dokiiman-Terim Matrisi TF-IDF Skor

begenmedim
clinkii
cahsirken
cok
giiriiltii
cikariyor
denmis
bence
rahatsiz
etmiyor

173 |13 (1/6]1/6|1/6| 0 0 0 0

—_—
~
(98]

Ornek ciimle 1

Ornekciimle2 | 0 | 0 | O |1/7 | U7 |7 |2/7|2/7]|2/7]|2/7

2.7. Keras Embedding

Keras embedding, NLP projelerinde kelime veya climle temsilleri olusturmak i¢in yaygin
olarak kullanilan bir tekniktir. Keras kiitliphanesinin sundugu katmanlardan biri olan
Embedding katmani, duygu analizi, metin siniflandirma ve metin olusturma gibi gérevlerde

kullanilabilir.

Keras embedding, 6grenilebilir bir matris kullanarak metin girdisinin sayisal bir temsilini
olusturur. Islenecek olan metin dncelikle kelime dizisine doniistiiriilmelidir. Daha sonra, bu
kelime dizisi ile Embedding katmani beslenir. Kelime dizisindeki her bir kelime Embedding

katmani tarafindan birer vektore doniistiiriilir.

Keras Embedding katmani kelime vektorleri arasindaki benzerlikleri korurken, farkli
kelimeler arasindaki farkliliklar1 vurgular. Bu, daha sonra makine 6grenimi algoritmalari ile

kullanilarak, NLP gorevlerinde daha dogru sonuclar elde edilmesini saglamaktadir.

2.8. Word2vec

Word2Vec, Yapay Sinir Aglari (YSA) tabanli bir kelime vektorii temsil yontemidir. Bu
yontem sayesinde kelimeler vektorlere doniistiiriilerek aralarindaki uzakliklar hesaplanip

kelimeler arasinda analoji kurulabilmektedir.

Word2Vec yontemi son yillarda metin siniflamast konusunda oldukga popiiler olmustur.
Birgok calismada siniflama yontemleri uygulanmadan énce Word2Vec kullanilarak veri

kiimesi zenginlestirilmis ve metin verileri vektorel hale getirilmistir [11].
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Word2vec yonteminde, Siirekli Kelime Torbast (SKT) ve Skip-Gram olmak {izere iki alt
yontem kullanilmaktadir. SKT modelinde her bir kelime, komsu kelimeleri girdi alinarak
tahmin edilmeye ¢alisilir. Skip-Gram modelinde ise her bir kelime girdi alinarak ilgili

kelimenin komsu kelimeleri tahmin edilir.
2.9. N-Grams

Dokiiman siniflandirma 6n islemi olarak kullanilan bir diger yontem olan N-Grams yontemi,
incelenen metinde gegen kelimeleri belirlenen pencere boyutunda birlikte gruplandirarak
smiflandirma islemine girdi saglar. Unigram 1 kelimelik gruplari, bigrams 2 kelimelik
gruplari, trigrams 3 kelimelik gruplari, n-grams ise 3’ten fazla belirlenen n sayisinca

kelimelik gruplar1 ifade eder.

Ornek olarak “begenmedim ciinkii calisirken cok giiriiltii cikariyor” ciimlesi ikili kelime

gruplarina boliinmek istenirse agagidaki vektor elde edilecektir:

“begenmedim ¢linkii calisirken ¢ok giiriiltii ¢ikariyor™:
[“begenmedim ¢linkii”, “ciinkii calisirken”, “calisirken ¢ok”, “cok giriiltli”, “giiriiltii

cikartyor”]
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3. DOKUMAN SINIFLANDIRMA

Dokiiman smiflandirma ¢aligmalarinda sik kullanilan makine 6grenmesi algoritmalart ve

baslica smiflandirma 6l¢iitleri bu baslikta sunulmaktadir.
3.1. Smiflandirma Algoritmalar:

Glinlimiizde teknolojik gelismelerle birlikte veri cesitliligi ve boyutu siirekli olarak
artmaktadir. Bu biiyiik veri i¢indeki heniiz kesfedilmemis kiymetli bilginin ¢ikarilabilmesi
icin otomatik olmayan yontemler yetersiz hale gelmistir. Verilerin biiyiikk bir kismimin
yazilardan olustugu diisiiniiliirse otomatik dokiiman siniflandirma giin gegtik¢e elzem bir
hale gelmistir. Siniflandirma islemlerinde sik¢a kullanilan makine 6grenmesi yontemleri
dokiiman siniflandirmada da etkinligini gostermektedir. Dokiiman smiflandirma
caligmalarinda sik kullanilan makine 6grenmesi algoritmalarindan bazilari: Karar Agaclari,
Naive Bayes, K-En Yakin Komsu Modeli, Destek Vektor Makineleri, Rastgele Orman

Algoritmasi ve Derin Ogrenme modelleridir.

3.1.1.Naive bayes

Basit bir Bayes siniflandirma algoritmasi olarak bilinen, olasilik¢1 yaklagimla siniflandirma
yapan Naive Bayes (NB) algoritmasi, hizli ve kolay uygulanabilir oldugu i¢in dokiiman
siniflandirmasi isleminde tercih edilen makine 6grenmesi yontemlerinden biridir7. Bayes
teoremi denklemleri (3.1) ve (3.2) asagida goriilmektedir [17]. Denklemlerde her bir
kelimenin tek tek belirlenen bir sinifta bulunma olasiligi kullanilmaktadir. Tahmin yapilacak
ornekteki tiim kelimelerin her bir sinif i¢in olasiliklar1 ¢arpilmaktadir. Carpim sonucunda

elde edilen en yliksek degeri veren sinif, verilen rnegin sinifi olarak belirlenmektedir.

P(x | c): Olasilik
P(c): Sinif 6nsel olasilik
P(x): Tahminci onsel olasilik

P(c | x): Sonsal olasilik

P(c|x)=(P(x[c) P(c)) / P(x) (3.1)
P(c [x) =P(x;]c) * P(x5]c) *...* P(x,]c) * P(c) (3.2)
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3.1.2.K-en yakin komsu modeli

K-En Yakin Komsu (KNN) algoritmasinda test drneklerinden biri segilip, k degerine gore o
ornege en yakin oOrnek veya Orneklerdeki smif belirlenerek siniflandirma islemi
yapilmaktadir. En yakin komsu veya komsularin tespit edilebilmesi i¢in segilen test
orneginin tiim diger orneklere uzakligi hesaplanmalidir [18]. Ornegin k=5 degeri
kullanilarak uygulanan K-En Yakin Komsu Algoritmasi Sekil 3.1°de goriilmektedir [19]. En
yakin 5 6rnekten 4’ A sinifina ait oldugu icin bilinmeyen 6rnegin sinifi A olarak tespit

edilir.

®SmifB ¢ SmifA ABilinmeyen

Sekil 3.1. k=5 i¢in k-en yakin komsu algoritmas1 gosterimi
3.1.3. Destek vektor makineleri

1992 yilinda tanitilan destek vektdr makineleri (DVM), istatistiksel bilgi teorisine ve yapisal
risk minimizasyonuna dayali denetimli bir siniflandirma algoritmasidir [8]. Veri setindeki
smiflar arasindaki ayrimi en iyi belirten dogru veya hiper diizlemlerin belirlenmesi yoluyla
DVM modeli uygulanir. Ornek bir DVM gosterimi Sekil 3.2°de goriilmektedir. Smiflart
ayiran dogrunun +1'i arasinda kalan bdlge marj olarak adlandirilmaktadir. Marj ne kadar

genis ise siniflandirma o kadar basarili olur.
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0,00 1’,90”/ 2,00 3,00 4,00 5,00 6,00 7,00 8,00 9,00

e Sinif B ¢ Sinif A

Sekil 3.2. Destek vektor makineleri
3.1.4.Rastgele orman algoritmasi

Rastgele Orman algoritmasi karar agacit siiflandiricilarindan biri olarak kabul edilen
denetimli bir makine Ogrenmesi algoritmasidir. Breiman [20] tarafindan bulunan
siniflandirma algoritmasi birden fazla karar agacini birlikte kullanip bunlar1 oylayarak en
uygun ¢6zimii bulmay1 hedefler. Algoritmik basitligi ve yiiksek boyutlu veriler i¢in belirgin
smiflandirma performansi nedeniyle, rastgele orman, metin kategorizasyonu i¢in popiiler bir

yontem haline gelmistir [6].

Rastgele orman, torbalama ve karar agaci algoritmalarinin birlesimi olarak tanimlanabilir.
Rastgele orman algoritmasi isleyisi Sekil 3.3’te goriilmektedir [21]. Sekildeki veri kiimesi
girdisinden elde edilen alt kiimeler, rastgele segilen Ozniteliklerle olusturulan birer karar
agaci tarafindan egitilir. Tlim karar agaclarinin tahminlerinin ortalamasi veya ¢ogunlugu
alinarak son tahmin olusturulur. Boylece tiim karar agaclarinin siniflandirma sonuglari
birlestirilmis olur. Calismada kullanilan her iki veri kiimesi de sekildeki veri girisine
uygulandiktan sonra, verilerin alt kiimeleri birer karar agaci tarafindan egitilmis, nihai sonug
olarak DENEYSEL SONUCLAR basliginda sunulmus olan grafiklerdeki sonuglar elde

edilmisgtir.
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Karar Agaci
Torbalama

v

Karar Agaci 1 Karar Agaa 2 ..

Karar: en popiiler
siif

Sekil 3.3. Rastgele orman algoritmasi isleyisi

3.1.5. Yapay sinir aglan

Yapay sinir aglar1, beyindeki ndronlarin baglantilarini1 ve fonksiyonunu benzetme yoluyla
gelistirilen, test kategorisindeki en geligmis siniflandiricilardan biridir. Yapay sinir agi; giris
katmani, gizli/ara katman ve ¢ikti katmami olarak tii¢ katmandan olusur [22].
Yapilandirilmamis veriyi girdi olarak alir, ndronlardan olugsan katmanlarda isleyerek cikti
verir. Katman ve noron sayist arttik¢a daha karmagik problemleri ¢ozebilir. Yapay sinir

aglar isleyisi

Sekil 3.4’te goriilmektedir. Sekildeki gibi klasik bir yapay sinir ag1 katmaninda tim

noronlar, bir dnceki ve bir sonraki katmandaki her bir néron ile eksiksiz baglhdir.
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Sekil 3.4. Yapay sinir aglar1 katmanlari

3.1.6.Derin 6grenme modelleri

Yapay sinir aglar1 katmanlarinda birden fazla gizli katman kullanildiginda derin 6grenme
modeli olusturulmus olur. Derin 6grenme modelleri ii¢ ana baglikta toplanabilir. Bunlar; Cok
Katmanl Algilayicilar (Multilayer Perceptrons), Evrisimli Sinir Ag1 (Convolutional Neural

Networks) ve Tekrarlayan Sinir Ag1 (Recurrent Neural Networks) modelleridir.
3.2. Simiflandirma Olgiitleri

Smiflandirma modellerinin yapmis oldugu tahminlerin basarisini 6lgmek igin ¢esitli
siniflandirma 6lgiitleri kullanilmaktadir. Smiflandirma basarisini 6lgen siniflandirma
olgiitleri karisiklik matrisindeki degerlerden hesaplanir ve siklikla kullanilanlar dogruluk,

kesinlik, duyarlilik ve F1-skoru degerleridir.

3.2.1. Kansikhik matrisi

Karigiklik matrisi (literatiirde karmasiklik matrisi ve confusion matrix isimleriyle de anilir),
bir siniflandirma islemindeki tiim dogru ve yanlig tahminlerin siniflara sayisal dagilimim
gosteren matris gosterimidir. “Pozitif” ve “Negatif” siniflarindan olusan bir siniflandirma
islemi sonucu ornek bir karigiklik matrisi Cizelge 3.1°de goriilmektedir. Karisiklik

matrisinde, DP dogru tahmin edilen “Pozitif” sayisini, DN dogru tahmin edilen “Negatif”
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sayisini, YP yanlig tahmin edilen “Pozitif” sayisin1 ve YN yanlig tahmin edilen “Negatif”
sayisin1  gostermektedir. Diger siniflandirma  Olgiitleri  bu  degerler kullanilarak

hesaplanmaktadir.

Cizelge 3.1. Ornek karisiklik matrisi

N ) Tahmin

Pozitif Negatif Simif
DP YN Pozitif
YP DN Negatif

3.2.2.Dogruluk

Dogruluk (accuracy), siniflandirma igslemi sonucundaki biitiin tahminlerdeki dogru tahmin
oran1 olarak tanimlanmaktadir. Dogruluk degerinin matematiksel hesabi1 Es. 3.1°de
goriilmektedir. Esitlikte goriildiigii gibi dogru tahminlerin tiim tahminlere oran1 dogruluk
degerini vermektedir. DP dogru tahmin edilen “Pozitif” sayisini, DN dogru tahmin edilen
“Negatif” sayisini, YP yanlis tahmin edilen “Pozitif” sayisin1 ve YN yanlis tahmin edilen

“Negatif” sayisini1 gostermektedir.

DP + DN
DP + DN+ YP + YN 3.1)

Dogruluk =

3.2.3. Kesinlik

Kesinlik (precision), siniflandirma islemi sonucundaki “Pozitif” olarak tahmin edilenlerin
hangi oranda gercekten “Pozitif” smifina ait oldugunu gosteren siniflandirma olgiitiidiir.
Kesinlik degerinin matematiksel hesab1 Es. 3.2°de goriilmektedir. Esitlikte gortildiigii gibi
kesinlik degeri, dogru pozitif sonuglarin toplam sayisinin, tim pozitif sonuglarin sayisina

boliinmesiyle elde edilmektedir. Esitlikte, yanlis pozitif sonuglar1 dikkate alinmamaktadir.

Kesinlik = —DP
S ™ DP + YP (3.2)
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3.2.4.Duyarhhk

Duyarlilik (recall), “Pozitif” sinifindaki 6rneklerin hangi oranda “Pozitif” olarak tahmin
edildigini gosteren siiflandirma olgiitiidiir. Duyarlilik degerinin matematiksel hesabi Es.
3.3’te gorlilmektedir. Esitlikte goriildiigii gibi duyarlilik degeri, dogru pozitif sonuglarin tiim

pozitif sinifli 6rnek sayisina boliinmesiyle elde edilir.

DP

Duyarhhk = m (3 3)

3.2.5.F1-Skor

F1-Skor olgiitii degeri, kesinlik ve duyarlilik degerlerinin harmonik ortalamasi sonucu elde
edilmektedir. F1-Skor degerinin matematiksel hesab1 Es. 3.4°te goriilmektedir. Esitlikte de
goriildiigi gibi F1-Skor degeri, kesinlik ve duyarlilik dlciitlerinin dengelenmis bir sekilde
birlestirilmesiyle elde edilir. Esitlikteki goriilen kesinlik degeri, dogru pozitif sonuglarin
toplam sayisinin, tiim pozitif sonuglarin sayisina bolinmesiyle elde edilmektedir. Duyarlilik
degeri ise, dogru pozitif sonuglarin tiim pozitif sinifli 6rnek sayisina boliinmesiyle elde

edilmektedir.

Kesinlik * Duyarlilik
Kesinlik + Duyarlilik 3.4)

F1-Skor=2 *
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4. DERIN OGRENME MODELI VE VERI KUMELERI

Gelistirilen derin 6grenme modelinde Evrisimli Sinir Aglar1 ve Tam Baglantili/Yogun (Fully

Connected/Dense) katmanlar1 kullanilmistir.

ESA, insan gérme sisteminden esinlenerek tasarlanmis, cok katmanli algilayici (Multi Layer
Perceptron) smifindan olan bir derin 6grenme mimarisidir. Genellikle goriintii isleme
caligmalarinda Onerilen bir derin 6grenme algoritmasi olmakla beraber, glinlimiizde dogal

dil isleme alanlarinda da etkin bir sekilde kullanilmaktadir [13].

Evrigimli sinir aglar1 yapisinda; giris katmani, birden fazla evrigim ve havuzlama katmanlari,
son olarak bir ¢ikis katmani barindirmaktadir. Evrisim katmanlari, giris verilerini filtreler
yardimiyla ozellik haritalarina doniistiirlir. Evrisim katmanindaki filtreler, veri kiimesinden
elde edilen kelime vektorii lizerinde hareket ettirilerek her bir filtre i¢in 6zellik haritas: elde
edilir. Filtrelerin 6zellik haritalarindaki degerler, veriler islendikg¢e giincellenir. Havuzlama
katman1 ise boyutsal azaltma islemleri yaparak Oznitelik sayisini azaltir ve hesaplama
yiikiinii hafifletir. Evrisim ve havuzlama katmanlarinda 6grenme gergeklestirilir. Bu
katmanlarin devaminda ise derin 6grenme mimarilerinde yaygin ve sik kullanilan yapay sinir
ag1 katmani olan tam baglantili/yogun (fully connected/dense) katmani gelmektedir. Tam
baglantili katmanda her néron bir dnceki katmandaki tiim ndronlar ile baglantili oldugu i¢in
bu isimlendirme uygun goriilmiistiir. Bu katmanda siiflandirma iglemi gerceklesmekte ve

sonug tiretilmektedir.

Deneysel ¢aligmalarda, evrisimli sinir aglar1 odaginda kalmak kaydiyla ¢esitli ek katmanlar
ve hiper parametreler kullanarak elde edilen bir¢ok farkli modelle siniflandirma yapilmaistir.
Sonuglar goz 6niine alindiginda yiiksek siniflandirma basarisi gosteren, ayni zamanda egitim
siiresi agisindan caligma performanst optimum olan bir modelde karar kilinmstir.
Uygulanan ESA tabanli derin 6grenme modeli Sekil 4.1°de sunulmustur. Sekilde de
gorildigii gibi ConvlD + Flatten + Dense + Dropout + Dense katmanlarindan olusan bir
derin 6grenme mimarisi modellenmistir. ConvlD ve Dense katmanlarinda, Dogrultulmus

Dogrusal Unite (Rectified Linear Unit, ReLU) aktivasyon fonksiyonu uygulanmistir.



22

Flatten Dense

Onislemler ~ ConvID
/ \ /—/%

.,iﬁn}T

2

%

Dokiiman

/ 4 4 ‘6'«
/ KA NP

i

(OAx 1) OAx128)

1

OA*128 ndron

Sekil 4.1. ESA Tabanli Derin Ogrenme Modeli, (OA): dznitelik adedi

REX

0N
25X

2

RN
KON

N

o>
AL Smif [—»
XERK -
P
S .
% Sinif_ y—»

y noron

10 néron




23

Calismada Tiirk¢e dilinde iki farkli veri kiimesi kullanilmistir: Tiirk¢e haber metinlerinden
olusan TTC-4900 [15] ve e-ticaret platformlarinda yer alan iiriinlere yapilmis olan Tiirkge

miigteri yorumlarindan olusan, calismada kullanacagimiz kisaltmasiyla, MY-15130.

TTC-4900 veri kiimesi, RSS aracilifiyla 6 farkli Tiirk haber portalinden toplanan haber
metinlerinden hazirlanmigtir. Diinya, ekonomi, kiiltiir, saglik, siyaset, spor ve teknoloji
olmak iizere 7 kategoriden 700’er haber i¢eren toplam 4900 metinden olusmaktadir. Tiirkce
haber veri kiimeleri arasinda kullanim1 kolay ve iyi belgelenmis bir veri kiimesi olan TTC-

4900, erisime agiktir [24].

MY-15130 veri kiimesi ise e-ticaret platformlarindan cesitli {iriin yorumlart ¢ekilerek
hazirlanmis, 6799 olumlu, 6978 olumsuz ve 1393 noétr, toplamda 15170 yorumdan
olusmaktadir. Kaggle platformunda erisime ag¢ik sekilde sunulmaktadir [25]. Bu tezde MY -
15130 smif dagilimimin dengeli olmamasi sebebiyle notr yorumlardan ayiklanmis, olumlu

ve olumsuz yorumlar ayni sayida olacak sekilde diizenlenmistir.

Calismada veri kiimelerine uygulanan tiim 6n islemler ve siniflandirma adimlart Sekil 4.2°de
goriilmektedir. Calismada “.csv” formatinda sunulmus olan her iki veri kiimesine de
sirastyla TF-IDF doniistiirme, durdurma kelimeleri filtreleme, kok bulma ve 6znitelik se¢imi
on islemleri uygulanmistir. On islem uygulamalari Python dilinde kodlanmistir. K6k bulma
uygulamasi yerel bilgisayarda, diger on islem uygulamalart Google Colab platformu

iizerinde kosturulmustur.

TF-IDF  doniisiimiinde  sklearn.feature extraction.text  kiitiiphanesinde  sunulan
TfidfVectorizer sinifi kullanilmistir. Kullanilan veri kiimelerinin boyutlarinin farkli olmasi
sebebiyle, TF-IDF doniisiimii sonucunda birbirinden farkli boyutta ¢ikti olusmustur. TTC-
4900 icin 4900x110917 boyutlu, MY-15130 icin 15130x17681 boyutlu vektorler elde

edilmisgtir.

Durdurma kelimeleri filtreleme 6n isleminde ise dogal dil isleme kiitiiphanesi olan Natural
Language Toolkit’in sunmus oldugu Tiirk¢e durdurma kelimeleri kullanilmistir. Veri
kiimeleri bastan sona taranarak durdurma kelimelerinden arindirilmistir. Sonugta TTC-4900

icin 4900x110865 boyutlu, MY-15130 i¢in 15130x17657 boyutlu vektorler elde edilmistir.

Kok bulma on isleminde Tiirk¢e’nin morfolojik yapisina uygun olarak tasarlanmig

Zemberek dogal dil isleme kiitliphanesi kullanilmistir. Java dilinde gelistirilmis agik kaynak
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kodlu Zemberek kiitiiphanesinin Python uygulamasinda kullanilabilmesi i¢in JPype
kiitiiphanesinden faydalanilmistir. Veri kiimeleri bastan sona taranarak tiim kelimeler kelime
kokiine indirgenmistir. Sonugta TTC-4900 icin 4900x34710 boyutlu, MY-15130 i¢in
15130x8130 boyutlu vektorler elde edilmistir.

Son olarak iki farkli boyutta ¢ikti almak iizere, Oznitelik se¢cimi 6n islemi uygulanmis,
uygulamada sklearn.feature selection kiitiiphanesinden sunulan SelectKBest sinifi
kullanilmistir.  SelectKBest smifi Anova, ki-kare, bilgi kazanimi gibi bircok skor
fonksiyonuna destek vermektedir. Girdi ve ¢iktis1 kategorik veri tipinde olan veri kiimelerine
uyumlu olmasi sebebiyle bu tezde ki-kare skor fonksiyonu tercih edilmistir. Tiim ©6n
islemlerden sonra her iki veri kiimesinin boyutu diisiiriilerek 2000 ve 5000 adet 6znitelik
secilmig, bu farkli boyutlardaki verilerle simiflandirma yapilarak sonuclar kayit altina

alimmustir.

Ek calisma olarak ise gelistirilen evrigimli sinir aglar1 tabanli derin 6grenme modeli ile
yapilan siniflandirma basarisini arttirmak adina modelde ve on islemlerde baz1 degisiklikler
uygulanmistir. Oncelikle TF-IDF kelime temsil ydntemine alternatif bir yontem olan Keras
Embedding katmani kullanilarak model giincellenmistir. Bir diger gelistirme olarak
Oznitelik secimi On isleminde Oznitelik sayist 10000 belirlenerek siniflandirma islemi
tekrarlanmistir. Oznitelik olarak kelimelerle birlikte ikili kelime gruplari(bigrams) da
siniflandirma isleminde girdi alinarak siniflandirma islemi tekrarlanmistir. Son olarak
gelistirilen derin 6grenme modelindeki evrisimli sinir ag1 katmani1 birden fazla kullanilarak
yeni bir model ortaya ¢ikarilmistir. Ek gelistirmeler sonucu alinan siniflandirma dogruluk

degerleri DENEYSEL SONUCLAR basliginda sunulmustur.
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S. DENEYSEL SONUCLAR

Klasik makine 6grenmesi algoritmalar1 ve uygulanan ESA tabanli derin 6grenme modeli ile
siiflandirma ¢aligmast Google Colab platformu iizerinde “Sklearn” ve “Tensorflow.Keras”
kiitiiphaneleri kullanilarak gelistirilmistir. Bu tezde veri kiimesi egitim ve test olarak
boliinmemis katlama(folds-k) degeri 10 verilerek c¢apraz dogrulama(cross-validation)
yontemi kullanilmistir. Bu teknik sayesinde veri kiimesinin tamami parcalar halinde
doniisiimlii olarak 6grenmede kullanilabilmekte, her bir parcadaki siniflandirma ¢iktilarinin

ortalamast alinarak daha dogru sonuclar elde edilebilmektedir.

Deneysel ¢aligma sonucunda, karsilagtirmasi yapilan tim smiflandirma algoritmalarinin
beklendigi sekilde MY-15130 veri kiimesinde daha yiiksek siniflandirma basaris1 gosterdigi
goriilmistlir. Yapisal olarak birbirinden farkli olan veri kiimelerinden MY-15130"un iki
smifly, TTC-4900’1in ise ¢cok siifli olmasi bu sonucu ortaya ¢ikardigi diistiniilmektedir. Sinif

say1s1 azaldikca, sinif tahmininin dogru olma ihtimali ylikselmektedir.
5.1. Multinominal Naive Bayes Uygulamasi

Uygulamada Naive Bayes algoritmasi ¢esitlerinden metin siniflandirmasina daha uygun olan
Multinominal Naive Bayes modeli kullanilmig, sklearn.naive bayes kiitiiphanesi
MultinomialNB metodu ile gelistirme yapilmistir. Calisma sonucunda elde edilen

smiflandirma dogruluk degerleri Cizelge 5.1°de goriilmektedir.

Sonuglara gore Naive Bayes siniflandirmasinda her iki veri kiimesinde de en yiiksek basari
saglayan on islemler TF-IDF + DK filtre + 5000 6znitelik se¢imi olarak goriilmektedir. Kok
bulma 6n isleminin Naive Bayes siniflandirmasi basarisina katki saglamadigi ortaya

cikmugtir.

Cizelge 5.1. Naive Bayes siniflandirmasi dogruluk sonuglari

Oznitelik secimi TTC-4900 MY-15130

2000 %88.6 %95,7
TF-IDF 5000 %90,0 %96,0
2000 %88,6 %957

- + b )
TF-IDF + DK filtre 5000 %90.3 %%96.2
TF-IDF + DK filtre 2000 %89,1 %93.8
+ Kok bulma 5000 %89,2 %93.9
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Naive Bayes algoritmasi TTC-4900 veri kiimesindeki en yiiksek siniflandirma bagarisini1 TF-
IDF + DK Filtre + 5000 6znitelik 6n islemlerinin uygulanmasi ile elde etmistir (%90,3). Bu
siniflandirma iglemi sonucu ortaya ¢ikan karisiklik matrisi Cizelge 5.2°de goriilmektedir.
Uygulanan Naive Bayes modelinin, “saglik alanindaki haber metinlerinin tahmininde diger

kategorilere gore daha basarili oldugu dikkat ¢cekmektedir.

Cizelge 5.2. Naive Bayes siniflandirmasi karigiklik matrisi (TTC-4900)

Siyaset | Diinya | Ekonomi | Kiiltiir | Saghk | Spor | Teknoloji | <Tahmin
640 29 13 5 6 1 6 Siyaset
61 559 38 15 6 3 18 Diinya
29 14 615 5 11 7 19 Ekonomi
19 5 7 656 7 0 6 Kiiltiir
3 2 12 2 679 1 1 Saghk
10 5 10 6 2 665 2 Spor
3 13 34 15 23 3 609 Teknoloji

Naive Bayes algoritmast MY-15130 veri kiimesindeki en yliksek siniflandirma basarisini
TF-IDF + DK Filtre + 5000 6znitelik 6n islemlerinin uygulanmasi ile elde etmistir (%96,2).
Bu siiflandirma igslemi sonucu ortaya ¢ikan karigiklik matrisi Cizelge 5.3’te goriilmektedir.
Uygulanan Naive Bayes modelinin, “olumlu” miisteri yorumlarinin tahmininde olumsuz

yorumlara gore daha basarili oldugu dikkat ¢ekmektedir.

Cizelge 5.3. Naive Bayes siniflandirmasi karigiklik matrisi (MY-15130)

Olumlu Olumsuz «Tahmin
6572 211 Olumlu
327 6630 Olumsuz

5.2. K-En Yakin Komsu Uygulamasi

K-En Yakin Komsu algoritmasi siniflandirma g¢alismasi sklearn.neighbors kiitiiphanesi
KNeighborsClassifier metodu ile gergeklestirilmistir. Algoritmadaki k degerinin tek say1
oldugu siniflandirmalarda yiiksek basar1 saglamasi sebebiyle k=5 olarak belirlenmistir.
Calisma sonucunda elde edilen smiflandirma dogruluk degerleri Cizelge 5.4’te
goriilmektedir. Sonuglara gore KNN siniflandirmasinda, her iki veri kiimesinde 6znitelik

sayist arttik¢a siniflandirma dogruluk oraninin belirgin sekilde diistiigli goriilmektedir.
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Cizelge 5.4. KNN smiflandirmasi dogruluk sonuglari

Oznitelik secimi TTC-4900 MY-15130

2000 %64,1 %842
TF-IDF 5000 %55,4 %71,9
2000 %64.,9 %86.0

- + ) o
TF-IDF + DK filtre 5000 %54.7 %74.3
TF-IDF + DK filtre 2000 %69,0 %82,7
+ Kok bulma 5000 %66,3 %70,3

KNN algoritmast TTC-4900 veri kiimesindeki en yiiksek siniflandirma basarisin1t TF-IDF +
DK Filtre + Kok bulma + 2000 6znitelik 6n islemlerinin uygulanmasi ile elde etmistir
(%69,0). Bu siniflandirma islemi sonucu ortaya ¢ikan karisiklik matrisi Cizelge 5.5°te
goriilmektedir. Uygulanan KNN modelinin, “kiiltiir” alanindaki haber metinlerinin

tahmininde diger kategorilere gére daha basarili oldugu dikkat ¢ekmektedir.

Cizelge 5.5. KNN smiflandirmasi karisiklik matrisi (TTC-4900)

Siyaset | Diinya | Ekonomi | Kiiltiir | Saghk | Spor | Teknoloji | <Tahmin
334 90 105 154 5 1 11 Siyaset
20 437 137 83 10 1 12 Diinya
7 23 575 60 4 6 25 Ekonomi
2 6 59 619 1 7 6 Kiiltiir
5 6 87 106 477 3 16 Saghk
2 10 102 68 4 506 8 Spor
6 12 133 76 8 1 464 Teknoloji

KNN algoritmas1t MY-15130 veri kiimesindeki en yiiksek siniflandirma basarisint TF-IDF
+ DK Filtre + 2000 6znitelik 6n islemlerinin uygulanmasi ile elde etmistir (%86,0). Bu
siniflandirma islemi sonucu ortaya ¢ikan karisiklik matrisi Cizelge 5.6’da goriilmektedir.
Uygulanan KNN modelinin de tipki1 Naive Bayes gibi, “olumlu” miisteri yorumlarinin

tahmininde olumsuz yorumlara gore daha basarili oldugu gortilmektedir.

Cizelge 5.6. KNN smiflandirmasi karigiklik matrisi (MY-15130)

Olumlu Olumsuz «Tahmin
6087 696 Olumlu
1268 5689 Olumsuz

5.3. Destek Vektor Makineleri Uygulamasi

Destek Vektor Makineleri algoritmasi siniflandirma galigmasi sklearn.svm kiitiiphanesi SVC

metodu ile gergeklestirilmistir. Caligma sonucunda elde edilen siniflandirma dogruluk
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degerleri Cizelge 5.7’ de goriilmektedir. Sonuglara gére DVM siniflandirmasinda, TTC-4900
veri kiimesinde beklendigi iizere tiim 6n iglemler basariya katki saglamistir. Ancak MY-
15130 veri kiimesinde durdurma kelimeleri filtreleme ve kok bulma 6n islemlerinin
beklendiginin aksine siniflandirma basarisint diigtirdiigii goriilmektedir. MY-15130 veri
kiimesinde TTC-4900’a gore kelime cesitliliginin az olmast sebebiyle bu sonucu ortaya

koydugu diistiniilmektedir.

Cizelge 5.7. DVM smiflandirmasi dogruluk sonuglari

Oznitelik secimi TTC-4900 MY-15130

2000 %89,0 %95,8
TF-IDF 5000 %90.8 %96.2
2000 %88,8 %95,5

- + b )
TF-IDF + DK filtre 5000 %OL1 %961
TF-IDF + DK filtre 2000 %90,3 %94,1
+ Kok bulma 5000 %91.2 %94,1

DVM algoritmast TTC-4900 veri kiimesindeki en yiiksek siniflandirma basarisin1 TF-IDF +
DK Filtre + Kok bulma + 5000 6znitelik 6n islemlerinin uygulanmasi ile elde etmistir
(%91,2). Bu smiflandirma islemi sonucu ortaya ¢ikan karisiklik matrisi Cizelge 5.8’de
goriilmektedir. Uygulanan DVM modelinin, “spor” alanindaki haber metinlerinin

tahmininde diger kategorilere gére daha basarili oldugu dikkat ¢gekmektedir.

Cizelge 5.8. DVM smiflandirmasi karigiklik matrisi (TTC-4900)

Siyaset | Diinya | Ekonomi | Kiiltiir | Saghk | Spor | Teknoloji <Tahmin
611 39 21 12 6 2 9 Siyaset
22 612 26 12 7 3 18 Diinya
19 24 613 9 6 6 23 Ekonomi
6 12 4 670 2 0 6 Kiiltiir
6 4 16 5 662 0 7 Saghk
6 4 6 5 3 674 2 Spor
4 9 37 14 8 2 626 Teknoloji

DVM algoritmast MY-15130 veri kiimesindeki en yiiksek siniflandirma basarisint TF-IDF
+ 5000 Oznitelik 6n islemlerinin uygulanmasi ile elde etmistir (%96,2). Bu siniflandirma

islemi sonucu ortaya c¢ikan karisiklik matrisi Cizelge 5.9°da goriilmektedir. DVM
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modelinin, uygulanan diger modiillerin aksine, “olumsuz” miisteri yorumlarinin tahmininde

olumlu yorumlara gore daha basarili oldugu dikkat ¢ekmektedir.

Cizelge 5.9. DVM smiflandirmasi karigiklik matrisi (MY-15130)

Olumlu Olumsuz «Tahmin
6481 302 Olumlu
217 6740 Olumsuz

5.4. Rastgele Orman Uygulamasi

Rastgele Orman algoritmast siniflandirma c¢alismasi sklearn.ensemble kiitiiphanesi
RandomForestClassifier metodu ile gerceklestirilmistir. Calisma sonucunda elde edilen
siniflandirma dogruluk degerleri Cizelge 5.10’da goriilmektedir. Sonuglara gore, RO
siniflandirmasi basari oraninin uygulanan 6n islemlerden DVM’e benzer sekilde etkilendigi
goriilmektedir. Ek olarak 6znitelik se¢iminde 6znitelik sayisinin yiiksek tutulmasi basariy1

arttirmistir.

Cizelge 5.10. RO smiflandirmasi dogruluk sonuglari

Oznitelik secimi TTC-4900 MY-15130

2000 %85.,9 %93.6
TF-IDF 5000 %86,7 %93.7
2000 %835,7 %93,5

- + b )
TF-IDF + DK filtre 5000 %86.6 %94.2
TF-IDF + DK filtre 2000 %87.,9 %93.0
+ Kok bulma 5000 %88.0 %93,0

Rastgele Orman algoritmast TTC-4900 veri kiimesindeki en yiiksek siniflandirma basarisini
TF-IDF + DK Filtre + Kok bulma + 5000 6znitelik 6n islemlerinin uygulanmasi ile elde
etmistir (%88,0). Bu siniflandirma islemi sonucu ortaya ¢ikan karigiklik matrisi Cizelge
5.11°’de goriilmektedir. Uygulanan RO modelinin, “spor” alanindaki haber metinlerinin
tahmininde diger kategorilere gére daha basarili oldugu dikkat cekmektedir. Bu acidan da

DVM modeli ile benzer sonuclar aldig1 goriilmiistiir.
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Cizelge 5.11. RO smiflandirmasi karisiklik matrisi (TTC-4900)

Siyaset | Diinya | Ekonomi | Kiiltiir | Saghk | Spor | Teknoloji | «Tahmin
603 44 15 10 14 3 11 Siyaset
41 571 30 18 9 2 29 Diinya
28 24 563 17 18 11 39 Ekonomi
7 9 9 656 3 3 13 Kiiltiir
3 7 13 6 660 2 9 Saghk
6 9 7 3 2 668 5 Spor
6 15 40 21 24 6 588 Teknoloji

Rastgele Orman algoritmast MY-15130 veri kiimesindeki en yiiksek siniflandirma
basarisin1 TF-IDF + 5000 6znitelik 6n islemlerinin uygulanmasi ile elde etmistir (%93,7).
Bu smiflandirma islemi sonucu ortaya c¢ikan karigiklik matrisi Cizelge 5.12°de
goriilmektedir. Uygulanan RO modelinin de “olumlu” miisteri yorumlarinin tahmininde

olumsuz yorumlara gore daha basarili oldugu dikkat ¢ekmektedir.

Cizelge 5.12. RO smiflandirmasi karigiklik matrisi (MY-15130)

Olumlu Olumsuz «Tahmin
6433 350 Olumlu
494 6463 Olumsuz

5.5. ESA Tabanh Derin Ogrenme Modeli Uygulamasi

Derin 6grenme modellerinin egitim agamasi diger makine 6grenmesi tekniklerine gore
olduk¢a uzun siirmekte, algoritmanin ¢aligmasi sirasinda ise yiiksek kaynak tiiketimine
sebep olmaktadir. Se¢im iglemi yapilmadan tiim 6zniteliklerin bulundugu bir veri kiimesi ile
yapilan siniflandirma c¢alismasi, Google Colab platformu gibi yiliksek GPU (grafik islemci
iinitesi) kaynag1 saglayan ortamlarda bile saatlerce siirebilmektedir. Bu anlamda 6znitelik

secimi igsleminin ¢aligma performansini dnemli dl¢lide yiikselttigi gdzlemlenmistir.



33

model accuracy
1.09 — train
0.9 4
>
:_,; 0.8 4
3
(9]
O
©
0.7 4
0.6 -
0 2 4 6 8
epoch

Sekil 5.1. Epoch degerine gore dogruluk orani artist

Uygulanan modelin egitim agsamasinda, verilerin modelden kag kez gecis yapacagini belirten
epoch sayisi ile dogruluk oraninin artisi izlenmistir. Epoch degerine gore dogruluk orani
artig1 Sekil 5.1°de goriilmektedir. Bu izleme sonucunda 6grenmenin hizli bir artis gostererek

yiiksek basar1 oraninda sabitlendigi goriilmiis ve bdylece epoch = 10 olarak belirlenmistir.

Gelistirilen ESA tabanli derin 6grenme modeli ile yapilan ¢alisma sonucu elde edilen
siniflandirma dogruluk degerleri Cizelge 5.13°te goriilmektedir. Sonuglara gore 6znitelik
seciminde Oznitelik sayisinin yiliksek tutulmasi basariyr arttirmistir. Ayrica kullanilan
durdurma kelimeleri filtreleme ve kok bulma 6n islemlerinin basariy1 bir miktar arttirdigi

gorilmiistiir.

Cizelge 5.13. ESA tabanli derin 6grenme modeli siniflandirma dogruluk sonuglari

Oznitelik secimi TTC-4900 MY-15130

2000 %90,4 %95,6
TF-IDF 5000 %91,2 %95,6
2000 %90,4 %95.,6

- + b )
TF-IDF + DK filtre 5000 %915 %957
TF-IDF + DK filtre 2000 %90,3 %943
+ Kok bulma 5000 %91.7 %940

Gelistirilen ESA tabanli derin 6grenme modeli TTC-4900 veri kiimesindeki en yiiksek
siniflandirma basarisin1t TF-IDF + DK Filtre + Kok bulma + 5000 6znitelik 6n iglemlerinin
uygulanmast ile elde etmistir (%91,7). Bu siniflandirma islemi sonucu ortaya c¢ikan

karigiklik matrisi Cizelge 5.14’te goriilmektedir. Uygulanan ESA modelinin de, “spor”
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alanindaki haber metinlerinin tahmininde diger kategorilere gére daha basarili oldugu dikkat

¢cekmektedir.

Cizelge 5.14. ESA siniflandirmasi karisiklik matrisi (TTC-4900)

Siyaset | Diinya | Ekonomi | Kiiltiir | Saghk | Spor | Teknoloji | <Tahmin
620 37 21 5 6 2 9 Siyaset
29 608 20 10 10 2 21 Diinya
16 17 620 4 10 7 26 Ekonomi
6 15 3 665 3 0 8 Kiiltiir
4 7 13 3 667 0 6 Saghk
4 3 4 1 2 685 1 Spor
6 12 31 13 7 1 630 Teknoloji

Gelistirilen ESA tabanli derin 6grenme modelinin MY-15130 veri kiimesindeki en yiiksek
siiflandirma basarisint TF-IDF + DK filtre + 5000 6znitelik 6n islemlerinin uygulanmasi
ile elde etmistir (%95,7). Bu smiflandirma islemi sonucu ortaya ¢ikan karisiklik matrisi
Cizelge 5.15’te gortilmektedir. Uygulanan ESA tabanli derin 6grenme modelinin de diger
modellere benzer sekilde, “olumlu” miisteri yorumlarinin tahmininde olumsuz yorumlara

gore daha basarili oldugu dikkat cekmektedir.

Cizelge 5.15. ESA simiflandirmasi karisiklik matrisi (MY-15130)

Olumlu Olumsuz «Tahmin
6557 226 Olumlu
368 6589 Olumsuz

Calismada kullanilan makine 6grenmesi algoritmalar1 ve gelistirilen ESA tabanli derin
o0grenme modeli ile yapilan siniflandirma islemleri sonucunda elde edilen F1-skoru (f-score)
degerleri, her bir veri kiimesi icin Cizelge 5.16’da ve Cizelge 5.17°de goriilmektedir.
Sonuglara gore ayni siniflandirma algoritmasi ve 6n islemler biitiiniiniin uygulandig iki veri
kiimesinde birbirinden farkli F1-skorlar1 elde edilmistir. Uygulanan kdk bulma ve durdurma
kelimeleri filtreleme On islemlerinin, KNN siniflandiricis1 hari¢ diger simiflandirma
algoritmalartyla yapilan smiflandirma iglemlerinde, elde edilen dogruluk oranlarina en

yiiksek katkisinin yaklasik %2 oldugu goriilmiistiir.



Cizelge 5.16. TTC-4900 veri kiimesi F1-skor karsilagtirmasi
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TF-IDF + DK filtre +

On islem TF-IDF TF-IDF + DK filtre Kék bulma
Oznitelik 2000 5000 2000 5000 2000 5000
adedi

KNN %648 | %56.6 | %650 | %557 | %699 | %675
RO %358 | %8367 | %857 | %865 | %878 | %87.0
DVM %39.0 | %90.8 | %88.8 | %910 | %903 | %912
NB %385 | %90.0 | %88.5 | %902 | %89.0 | %B89.1
ESA %904 | %912 | %904 | %91.6 | %902 | %917

Cizelge 5.17. MY-15130 veri kiimesi F1-skor karsilastirmasi

On islem TF-IDF TF-IDF + DK filtre TF-IDF + DK filtre +
Kok bulma
Oznitelik 2000 5000 2000 5000 2000 5000
adedi
KNN %384,1 %70,8 %86,0 %73,5 %82,6 %068,5
RO %93,6 %93,7 %93,5 %94,2 %93,0 %93,0
DVM %95,8 %96.2 %95,5 %96,1 %94,1 %94,1
NB 9%95,7 %96, 1 %95,7 %96,2 %93,8 %93,9
ESA %95,7 %95,6 %95,6 %95,7 %94,3 %94,0

KNN algoritmasinin, 6znitelik sayist yiiksek olan veri kiimelerinde siniflandirma

basarisinin diisiik oldugu bilinmektedir. Sonuglara gore her iki veri kiimesinde de en diisiik

Fl-skoru veren algoritmanin KNN oldugu goriilmektedir. TTC-4900 veri kiimesinde

yapilan siniflandirma ¢alismasinda baskin bir sekilde en yiiksek F1-skoru veren algoritma

%91,7 ile ESA tabanli derin 6grenme modeli olmustur. MY-15130 veri kiimesinde ise

%96,2 ile DVM ve Naive Bayes ayn1 F1-skorunu vermistir.

Sonuglar genel olarak degerlendirildiginde ise kelime ¢esitliligi az ancak metin adedi fazla

olan MY-15130 veri kiimesinde yapilan tiim siniflandirma islemlerinin, kelime ¢esitliligi

fazla ancak metin adedi daha az olan TTC-4900’de yapilan siniflandirmalardan daha basarilt

oldugu ortaya c¢ikmistir. TTC-4900 veri kiimesinde kullanilan her bir siniflandirma

algoritmasinin en basarili ¢alistigi 6n islemler neticesinde F1-skor karsilastirmasi Sekil
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5.2’de sunulmaktadir. TTC-4900 veri kiimesi smiflandirmasinda en basarili modelin

gelistirilen ESA tabanli derin 6grenme modeli oldugu goriilmektedir.

100,00%
95,00%
90,00%
5 85,00%
~
%
= 80,00%
75,00%
70,00% l
65,00%
KNN RO NB DVM ESA
Siiflandirma Algoritmasi

Sekil 5.2. TTC-4900 veri kiimesinde siniflandirma algoritmalarinin en basarili sonuglari

MY-15130 veri kiimesinde kullanilan her bir smiflandirma algoritmasimin en basarili
calistig1 on islemler neticesinde F1-skor karsilagtirmas: Sekil 5.3’te goriilmektedir. MY-
15130 veri kiimesi siniflandirmasinda en basarili iki modelin NB ve DVM oldugu

gorlilmektedir.
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Sekil 5.3. MY-15130 veri kiimesinde siniflandirma algoritmalarinin en basarili sonuglari

Ek Gelistirmeler

Gelistirilen evrigimli sinir aglar1 tabanl derin 6grenme modeli ile yapilan simiflandirma
caligmasi bagarisi arttirmak adina modelde ve 6n islemlerde bazi1 degisiklikler uygulanarak

sonuclar degerlendirilmistir.

I1k olarak, gelistirilen modele, TF-IDF kelime temsil yontemine alternatif bir yontem olan
Keras Embedding katmani eklenerek siniflandirma ¢alismasi tekrar edilmistir. Modelin ilk
hali ve Embedding katmani eklenmis hali Sekil 5.4 ve Sekil 5.5’te ve goriilmektedir. ilk

hazirlanan modelde ConvlD + Flatten + Dense + Dropout + Dense katmanlari
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kullanilmigsken, Embedding katmani eklenmis olan modelde Embedding + ConvlD +

Flatten + Dense + Dropout + Dense katmanlar1 kullanilmistir.

Girig ——»

ConvlD
v
Flatten
v
Dense
v
Dropout
v

Dense

Sekil 5.4. Gelistirilen derin 6grenme modelinin orijinal hali

—>» Cikig

Girig ——

Embedding
ConvlD
Y
Flatten
Y
Dense
Y
Dropout

Y

Dense

—> Cikig

Sekil 5.5. Keras Embedding katmani eklenmis olan derin 6grenme modeli

TF-IDF yontemi uygulanarak alinan en yiliksek dogruluk sonucu ile yapilan karsilastirma

Cizelge 5.18’de goriilmektedir. Sonucglara gore iyi uygulanan klasik kelime temsil

yontemleri yeni nesil kelime temsil yontemlerinden biri olan Keras Embedding katmanina

gore daha basarili sonug alabilmektedir.

Cizelge 5.18. TF-IDF yontemi ile Keras Embedding dogruluk orani karsilastirmasi

TTC-4900 | MY-15130
DK filtre + Kok bulma + Keras Embedding %89,7 2092,1
TF-IDF + DK filtre + Kok bulma + 5000 6znitelik secimi %91.7 %94.0

Ikinci ek gelistirme olarak dznitelik secimi &n isleminde 6znitelik say1s1 10000 belirlenerek

siniflandirma iglemi tekrarlanmistir. Bu islemde, derin 6grenme modelinin Sekil 5.4’°te

goriilen orijinal hali kullanilmistir. Karsilagtirma sonuglari Cizelge 5.19 ve Cizelge 5.20°de
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goriilmektedir. Sonuglara gore 10000 6znitelik iceren veri kiimesi kullanildiginda her iki

veri kiimesinde de siniflandirma basarisinin bir miktar arttig1 gozlemlenmistir.

Cizelge 5.19. Oznitelik se¢imi dogruluk orami karsilastirmasi (TTC-4900)

TTC-4900
TF-IDF + DK filtre + Kok bulma + 5000 6znitelik secimi %91,7
TF-IDF + DK filtre + Kok bulma + 10000 6znitelik secimi %91.9

Cizelge 5.20. Oznitelik se¢imi dogruluk orani karsilastirmas1 (MY-15130)

MY-15130
TF-IDF + DK filtre + 5000 6znitelik se¢cimi %95,7
TF-IDF + DK filtre + 10000 6znitelik secimi %95.8

Ucgiincii ek ¢alismamizda dznitelik olarak kelimelerle birlikte ikili kelime gruplari(bigrams)
da siniflandirma isleminde girdi alinmistir. Sklearn kiitiiphanesi kullanilarak metin veri
setleri kelime(unigram) ve ikili kelime gruplarindan(bigrams) olusan vektorlere
donistiiriilmiistiir. Bu islemde, derin 6grenme modelinin Sekil 5.4’te goriilen orijinal hali
kullanilmigtir. Karsilagtirma sonuglart Cizelge 5.21 ve Cizelge 5.22°de goriilmektedir.
Sonuglara gore ikili kelime gruplari(bigrams) eklenmis olan kelime vektorii ile yapilan

siniflandirma basarisinin bir miktar daha arttig1 goriilmiistiir.

Cizelge 5.21. Unigram/bigrams dogruluk orani karsilagtirmasi1 (TTC-4900)

TTC-4900
TF-IDF (unigram) + DK filtre + Kok bulma + 10000
. ef e - %91,9
oznitelik se¢cimi
TF-IDF (unigram, bigrams) + DK filtre + Kok bulma + 0,922
10000 oznitelik secimi L07508

Cizelge 5.22. Unigram/bigrams dogruluk orani karsilastirmast (MY-15130)

MY-15130
TF-IDF (unigram) + DK filtre + 10000 6znitelik secimi %95,8
TF-IDF (unigram, bigrams) + DK filtre + 10000 6znitelik
secimi £96.3

Dordiincti ek calisma olarak ise gelistirilen derin 6grenme modelindeki evrisimli sinir ag1

katmani birden fazla kullanilarak yeni bir model ortaya ¢ikarilmustir. ki evrisimli sinir ag1
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katmanli model Sekil 5.6’da goriilmektedir. Hazirlanan yeni modelde Conv1D + Conv1D

+ Flatten + Dense + Dropout + Dense katmanlar1 kullanilmistir.

Girig —— >

—» Cikig

ConvlD
ConvlD
Y
Flatten
Y
Dense
Y
Dropout
Y
Dense

Sekil 5.6. Iki evrisimli sinir ag1 katmanli derin 6grenme modeli

Karsilagtirma sonuglar1 Cizelge 5.23 ve Cizelge 5.24’te goriilmektedir. Yapilan ¢aligmada
birden fazla kullanilan evrisimli sinir ag1 katmaninin siniflandirma basarisini arttirmadigi,
orijjinal modelden alman smiflandirma dogruluk oranina yakin sonuglar alindigi

gorilmiistiir.

Cizelge 5.23. ESA katman sayis1 dogruluk orani karsilastirmast (TTC-4900)

TTC-4900
TF-IDF (unigram, bigrams) + DK filtre + Kok bulma + %922
10000 6znitelik se¢cimi + 1 ESA katmanh model =
TF-IDF (unigram, bigrams) + DK filtre + Kok bulma + 04921
10000 6znitelik se¢cimi + 2 ESA katmanh model 07

Cizelge 5.24. ESA katman sayist dogruluk orani karsilagtirmas: (MY-15130)

MY-15130
TF-IDF (unigram, bigrams) + DK filtre + 10000 6znitelik %96.3
secimi + 1 ESA katmanh model e
TF-IDF (unigram, bigrams) + DK filtre + 10000 6znitelik 9495.9
secimi + 2 ESA katmanh model 07

TTC-4900 veri kiimesini kullanan iligkili ¢alismalarin siniflandirma yontemleri ve elde

edilen F1-skoru degerleri Cizelge 5.25°te karsilastirilmistir. Karsilastirma sonucuna gore,
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gelistirmis oldugumuz ESA tabanli derin 6grenme modeli ve kullanmis oldugumuz 6n

islemler neticesinde; Calismal ve Calisma2’den daha yiiksek F1-skor degeri elde edilmistir.

Cizelge 5.25. iliskili ¢alismalarla karsilastirma

Yil Calisma Model F1-skor
Naive Bayes +
2018 Calismal [15] Kelime Torbas1 + %90,0
Oznitelik secimi
2021 Calisma2 [16] DVM + DK filtre %91,8
ESA + TF-IDF +
2023 Bu tez DK filtre + Kok %92.,2

bulma
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6. SONUCLAR VE ONERILER

Bu tezde, iki farkli Tiirk¢e metin veri kiimesi konu/tip bilgilerine gore siniflandirtlmigtir.
Siniflandirma isleminde dort farkli makine 6grenmesi teknigi ve bir derin 6grenme modeli
kullanilmistir. Secilen veri kiimelerine makine 6grenmesi algoritmalarindan Rastgele
Orman, Naive Bayes, Destek Vektor Makineleri, K-En Yakin Komsu Algoritmalari ile

gelistirilen ESA tabanli derin 6grenme modeli uygulanmustir.

Tiirk¢e veri kiimeleri metin boyutu ve sinif adedi olarak birbirinden farkli yapida tercih
edilmistir. Bdylelikle veri kiimesi 0Ozelliklerinin = siniflandirma  basarisina  etkisi

gbzlemlenmistir.

Veri madenciligi o6n islemi olarak ii¢ farkli yontem kullanilmigtir. Bunlar durdurma

kelimeleri filtreleme, kok bulma ve 6znitelik se¢imi On islemleridir.

Oncelikle uygulanan durdurma kelimeleri filtreleme ve kok bulma &n islemlerinin basariya
katkis1 degerlendirilmistir. On islemler neticesinde ortaya ¢ikan kelime temsil vektorlerine
Oznitelik se¢cimi uygulanarak boyutlart diisiiriilmiis, bdylece nihai vektoér boyutunun da
smiflandirma sonuclara etkisi boylece gozlemlenmistir. Kullanilan tiim 6n islemlerin
farkli birlesimleri ile ortaya ¢ikan kelime temsil vektorlerinin siniflandirmasi sonucunda

dogruluk oranlar1 ve F1-skor degerleri karsilastirilmistir.

Sonuglara gore ayni siniflandirma algoritmasi ve 6n islemler biitiiniiniin uygulandig iki veri
kiimesinde birbirinden farkli F1-skorlar1 elde edilmistir. Uygulanan kdk bulma ve durdurma
kelimeleri filtreleme oOn islemlerinin, KNN siniflandiricis1 hari¢ diger simiflandirma
algoritmalartyla yapilan smiflandirma iglemlerinde, elde edilen dogruluk oranlarina en

yiiksek katkisinin yaklasik %2 oldugu goriilmiistiir.

Deneysel ¢aligma sonucunda, karsilagtirmasi yapilan tim smiflandirma algoritmalarinin
beklendigi sekilde MY-15130 veri kiimesinde daha yiiksek siniflandirma basaris1 gosterdigi
goriilmistlir. Yapisal olarak birbirinden farkli olan veri kiimelerinden MY-15130"un iki
smifly, TTC-4900’1in ise ¢ok siifli olmasi bu sonucu ortaya ¢ikardigi diistintilmektedir. Sinif

say1s1 azaldikca, sinif tahmininin dogru olma ihtimali ytikselmektedir.

KNN ozelinde ise diger siniflandirma algoritmalarindan farkli sekilde, her iki veri

kiimesinde 6znitelik sayisi arttik¢a siniflandirma dogruluk oraninin belirgin sekilde diistiigii
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goriilmistiir. Ayrica KNN algoritmasinin, 6znitelik sayist yiiksek olan veri kiimelerinde
siniflandirma basarisinin diisiik oldugu bilinmektedir. Sonuglara gore her iki veri kiimesinde

de en diisiik F1-skoru veren algoritmanin KNN oldugu goriilmiistiir.

DVM ve RO simniflandirmalarinda ise, TTC-4900 veri kiimesinde beklendigi {izere tiim 6n
islemler bagariya katki saglamistir. Ancak MY-15130 veri kiimesinde durdurma kelimeleri
filtreleme ve kok bulma 6n islemlerinin beklendiginin aksine smiflandirma basarisini
diisiirdiigii goriilmektedir. MY-15130 veri kiimesinde TTC-4900’a gore kelime ¢esitliliginin

az olmasi sebebiyle bu sonucu ortaya koymustur.

TTC-4900 veri kiimesinde yapilan siniflandirma ¢aligmasinda baskin bir sekilde en yiiksek
F1-skoru veren algoritma %92,2 ile ESA tabanli derin 6grenme modeli olmustur. MY-15130
veri kiimesinde ise %96,2 ile DVM ve Naive Bayes ayn1 F1-skorunu vermistir. Uygulanan
on iglemler ve gelistirilen derin 6grenme modeli ile, TTC-4900 veri kiimesi kullanan

literatiirdeki iligkili caligmalardan daha yiiksek F1-skoru (%92,2) elde edilmistir.

Ilerleyen calismalarda siniflandirma basarisini arttirabilecek yontemler iizerinde durularak
karsilagtirma kapsaminin genisletilmesi hedeflenmektedir. Bu amagla ¢esitli yontemler

izerinde durulmasi diistiniilmektedir:

Egitim verilerinin ¢esitliligini arttirmak i¢in kullanilan bir yontem olan veri artirimi (data
augmentation) bu yontemlerden biridir. Mevcut veri kiimesine ¢esitli tekniklerle yapay veri
eklenerek veri kiimesi zenginlestirilebilmekte, bdylece daha etkin &grenme

saglanabilmektedir.

Onceden egitilmis modellerin 6grenmede kullanilmasi ise son zamanlarda giindemde olan
yontemlerdendir. Metin 6grenmesinde bu amagla wordToVec, FastText ve GloVe modelleri
kullanilabilmektedir. Onceden egitilmis modellerin kullanilmasi ile siniflandirma basarilar:
belirgin sekilde yiikseltilebilmektedir. Onceden egitilmis modeller ile siniflandirma

caligmalar tekrar edilip karsilastirmanin genisletilmesi hedeflenen bir diger ¢aligmadir.

Derin 6grenme modelleri, bircok hiperparametreye sahiptir. Bu nedenle, hiperparametrelerin
dogru bir sekilde ayarlanmasi, siniflandirma basarisini arttirmak i¢in ¢ok Onemlidir.
Hiperparametrelerin optimum degerlerinin belirlenebilmesi i¢in ¢esitli ayarlama (tuning)
yontemleri tiizerinde durulmasi da ayrica gelecekteki calismalarda diisliniilen 6n

hazirliklardir.
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Genel anlamda farkli veri madenciligi 6n islemleri ve kelime temsil yontemleri uygulamaya
alinarak daha etkili 6znitelik ¢oziimii saglanabilir. Bu sekilde daha kiymetli bilgi igeren
diistik boyutlu 6znitelik vektorii elde edilerek hem uygulamanin ¢aligma performansini hem

de smiflandirma basarisini arttirmak hedeflenmektedir.
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EK-1. Python dilinde gelistirilmis metin siniflandirma yazilimi

#yazilimda kullanilacak kiitiphaneler import edilir

from google.colab import drive

from scipy.io import arff

import pandas as pd

import csv

from sklearn.model selection import KFold

from sklearn.metrics import fl score, precision score, recall score,
confusion matrix

import numpy as np

from sklearn.naive bayes import MultinomialNB

from sklearn.metrics import confusion matrix, accuracy score
import time

from sklearn.ensemble import RandomForestClassifier

from sklearn.feature extraction.text import TfidfVectorizer
from sklearn import svm

from tensorflow.keras.datasets import cifarlO

from tensorflow.keras.models import Sequential, Model

from tensorflow.keras.layers import Dense, Flatten, ConvlD,
MaxPooling2D, Dropout, Input, Embedding

from tensorflow.keras.losses import sparse categorical crossentropy
from tensorflow.keras.optimizers import Adam

from nltk.corpus import stopwords

from nltk.tokenize import word tokenize

import nltk

from sklearn.feature selection import SelectKBest

from sklearn.feature selection import chi2

import tensorflow as tf

#dosyalara ulasabilmek ic¢in drive mount edilir
drive.mount ('/content/drive")

#TTC4900 - kelimelerin orijinal halini igeren csv yiklenir
csv_file = '/content/drive/My Drive/7allv03.csv'

data = pd.read csv(csv_file)

corpus = datal['text']

categoryNum = 7

#durdurma kelimeleri filtrelenir
nltk.download('stopwords"')
nltk.download ('punkt')
for indexstop, row in enumerate (corpus) :

tokens = word tokenize (str (row))

filtered text = [t for t in tokens if not t.lower() in
stopwords.words ("turkish") ]

corpus[indexstop] = " ".join(filtered text)
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#kategorik olan sinif bilgileri sayiya dontstiirialir
possible labels = data.category.unique ()

label dict = {}

for index, possible label in enumerate (possible labels):

label dict[possible label] = index
label dict
data['label'] = data.category.replace(label dict)

#TFIDF doniisimi uygulanir
vectorizer = TfidfVectorizer ()
xBig = vectorizer.fit transform(corpus)

y = data['label'].values

#Ki kare testine gdre en iyi sonug¢ veren 10000 6znitelik seg¢ilir
features = SelectKBest (chi2, k = 10000)

x = features.fit transform(xBig, vy)

print ('Orjinal Ozellik Sayisi:', xBig.shape[l])

print ('Secilmis Ozellik Sayisi:', x.shape[l])

#44444444naive bayes, rastgele orman, destek vektdr makineleri, ######
######### destek vektdr makineleri siniflandirma
FhAR AR A FHH A H AR AR ARARA

# capraz dogrulama katlama deJeri belirlenir
kfold = KFold(n splits=10, shuffle=True)

fold no =1

acc_per fold = []
loss per fold = []
prec per fold = []
recall per fold = []
fl per fold = []

confmat per fold

np.zeros ( (categoryNum, categoryNum),dtype=int)
predictTimeTotal = 0;

#capraz dodrulama dénglstne girilir
for train, test in kfold.split(x, Vy):
# multinominal naive bayes modeli

model = MultinomialNB ()

# rastgele orman modeli
# model = RandomForestClassifier(n estimators=100)
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# destek vektdr makineleri modeli

# model = svm.SVC (kernel='linear"')

# k en yakin komsu modeli

# model = KNeighborsClassifier (n neighbors = 5)

#model egitilir
history = model.fit(x[train],y[train])

start = time.process_time();

#model ile tahmin yapilir
y pred = model.predict (x[test]);
end = time.process time();

ac=accuracy score(yl[test],y pred);
acc _per fold.append(ac);
cm = confusion matrix(y[test], y pred);

precision score = precision score(y[test], y pred , average="macro")

recall score = recall score(y[test], y pred , average="macro")

fl1 score = fl score(yltest], y pred , average="macro")

confmat = confusion matrix(yl[test],y pred, labels=[0, 1, 2, 3, 4,
5, 6])

prec_per fold.append(precision score )

recall per fold.append(recall score )

fl per fold.append(fl score )

confmat per fold = np.add(confmat per fold, confmat )
predictTimeTotal += end - start;

fold no = fold no + 1

print ("dogruluk: ", np.mean(acc per fold))
print ("kesinlik: ", np.mean (prec per fold))
print ("duyarlilik: ", np.mean(recall per fold))

print ("karisiklik matrisi:")

(
(
(
print ("fl-skor: ", np.mean(fl per fold))
(
print (confmat per fold)

(

print ("predictTimeTotal: ", predictTimeTotal)
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FHAFFFER A FAFFEEFHAS Derin Ogrenme modeli ##HFHFRFHFFFFFRFFFFFFFRRHAAS

# convld katmani girisine uygun veri dizi doéniisimi yapilir
x2 = x.toarray ()

max length=x2.shape[1l]

vocab size = x2.shape[l]

print ("vocab size: ", vocab size)

# capraz dogrulama katlama deJeri belirlenir
kfold = KFold(n splits=10, shuffle=True)

fold no =1

acc_per fold = []
loss per fold = []
prec per fold = []
recall per fold = []
fl per fold = []

confmat per fold

np.zeros ( (categoryNum, categoryNum),dtype=int)
predictTimeTotal = 0;

#capraz dodrulama déngtstne girilir
for train, test in kfold.split(x2, vy):

#derin 6grenme modeli katmanlari tanimlanir

modelCNN = tf.keras.models.Sequential ([
tf.keras.layers.ConvlD (128, 1, activation="relu",

input shape=(vocab size, 1)),

tf.keras.layers.Flatten (input shape=(vocab size, 1)),
tf.keras.layers.Dense (128, activation="'relu'),
tf.keras.layers.Dropout (0.3),
tf.keras.layers.Dense(7)

1

#modelin 6zeti goruntilenir

modelCNN. summary ()

#kayip fonksiyonu tanimlanir
lossFunc =
tf.keras.losses.SparseCategoricalCrossentropy (from logits=True)

# model derlenir

modelCNN.compile (optimizer="adam',
loss=lossFunc,
metrics=['accuracy'])
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#model egitilir
history = modelCNN.fit (x2[train],yl[train],epochs=10)

#siniflandirma sonuclari alinir
scores = modelCNN.evaluate (x2[test],yl[test],verbose=2,
batch size=10)

acc _per fold.append(scores[1])

loss per fold.append(scores[0])

start = time.process_ time();

#model ile tahmin yapilir

y predl = modelCNN.predict (x2[test])
end = time.process time();

print ("predictTime: ", end - start)
y pred = np.argmax(y predl, axis=l)

precision score = precision score(y[test], y pred ,

average="macro")

recall score = recall score(y[test], y pred , average="macro")
fl1 score = fl score(yltest], y pred , average="macro")
confmat = confusion matrix(yl[test],y pred, labels=[0, 1])

prec_per fold.append(precision score )

recall per fold.append(recall score )

fl per fold.append(fl score )

confmat per fold = np.add(confmat per fold, confmat )
predictTimeTotal += end - start;

# Increase fold number

fold no = fold no + 1

print ("dogruluk: ", np.mean(acc per fold))
print ("kesinlik: ", np.mean (prec per fold))
print ("duyarlilik: ", np.mean(recall per fold))

print ("karisiklik matrisi:")

(
(
(
print ("fl-skor: ", np.mean(fl per fold))
(
print (confmat per fold)

(

n

print ("tahmin siiresi: ", predictTimeTotal)
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