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ZAMAN PENCERELI ARAC ROTALAMA PROBLEMI ICIN KUMELEME
DESTEKLI METASEZGISEL COZUM ONERISI

OZET

Arag rotalama problemleri, basta lojistik ve dagitim sektorleri olmak tizere literatiirde
tizerine oldukca c¢alisilmis ve cesitli kisit ve parametrelerden olusan gercek hayat
problemlerinden biridir. Ana amaci maliyet enkiigiiklemesi olan ara¢ rotalama
problemleri igerigi kapsaminda sezgisel ya da metasezgisel yoOntemlerle
¢Oziimlenmektedir.

Bu ¢alismada, bir lojistik firmasina ait beyaz esya ana dagitim deposundan Ankara ve
cevre illerdeki ev ya da bayilere yapilacak olan teslimatlarin, teslimat saat araligi kisiti
altinda rotasinin planlanmasidir.

Firma Ankara’da yer alan ana dagitim deposundan Ankara ve ¢evre illerdeki 75 adet
bayiye 20 dakika servis siiresi ile teslimat yapmaktadir. Her bayinin kendine ait
teslimat zaman araliklar1 bulunmaktadir. Miisteri gereksinimi olarak bayiler i¢in
belirlenen saat araliginda teslimat yapilmasi en 6nemli kisittir. Zaman penceresinden
once ya da sonra teslimat yapilabilir ancak ge¢ kalinmasi durumunda ceza maliyeti
olarak maliyeti artiracaktir, incelenen problem bu nedenle “Esnek zaman pencereli
arag rotalama” problemleri sinifinda yer almaktadir.

Problem mevcut depoda gergek zamanli bir problem olmakla birlikte, sevkiyatlar
planlama personelinin deneyim ve goriislerine dayanarak planlanmakta, sistemsel bir
rotalama c¢alismasi bulunmamaktadir. Hedeflenen, sevkiyatlarda maliyetlerin
azaltilmasi, minimum sefer sayisi ile maksimum teslimat yapilmasidir. Sevkiyat ve
hizmet kalitesinin artirtlmasi ve planlamada olusan hatalarin minimuma indirilmesi
hedeflenmektedir.

Sevkiyat planlama personelinin yapmis oldugu planlama sistemi incelenerek
sistematik hale getirilecek ¢ikarimlar analiz edilmistir. Elde edilen verilere gore bayi
konumlari, teslimat saat araliklari, siparis hacimleri siniflandirilmistir, miisteriye ve
sevkiyata ait kisitlar analiz edilmistir.

Once kiimele sonra rotala yaklasimina dayanan iki asamali yontem Onerilmistir.
Teslimat adresleri kapasite kisit1 altinda MATLAB R2022a programi kullanilarak
kiimelenmistir. Siparislerin diizenli olarak Ankara bolgesinde yogunluk gdstermesi
nedeniyle yogunluk bazli bir kiimeleme gerektirmesi, kiime sayisinin baslangicta
bilinememesi ve giiriiltii noktalarina karsi toleransh bir kiimeleme algoritmasi olmasi
nedeniyle DBSCAN algoritmasinin uygun bir yontem olduguna ulasilir.

Kiimelenen her bir rota i¢in MATLAB R2022a programi kullanilarak metasezgisel
yontemlerden biri olan Karinca Kolonisi Algoritmasi yaklagimi ile zaman pencereler
kisit1 altinda arag rotalamasi yapilmistir. Her bayi igin zaman pencereleri disinda geg
ziyaret etme durumlarinda ceza maliyeti eklenmistir.

XiX



Analiz sonucu elde edilen veriler ile daha 6nce yapilmis olan planlama verileri mali
ve operasyonel olarak karsilastirilmistir.
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A CLUSTERING APPROACH FOR THE METAHEURISTIC SOLUTION
OF VEHICLE ROUTING PROBLEM WIiTH TIME WINDOW

SUMMARY

In the last few years, one of the most important factors in the increasing competition
in the global and local markets has been the delivery of the service or product to the
end customer as soon as possible. In order to take part in this competition, companies
focus on logistics processes in line with the expectations of their customers.

In addition to delivering the product or service to the end customer as soon as possible,
companies aim to keep their costs constant or reduce their costs with various strategies.
Completing internal and external processes quickly and without sacrificing quality
causes high costs. Fleet management and planning constitute one of the most
financially significant processes within the realm of logistics operations. It is necessary
to achieve optimum results by performing accurate analysis of multi-criteria decision-
making processes.

In the literature, various methods have been developed to solve vehicle routing
problems depending on each criterion. Constraints such as capacity, distance, time,
pick-and-drop and demand can be one of these constraints.

Vehicle routing problems, the main purpose of which is cost minimization, are solved
with heuristic or metaheuristic methods within the scope of their content.

During the shipment process, which vehicles will leave the warehouse at which
capacity, which route they will follow, and in which order they will reach the delivery
points can be planned as optimum and close to the optimum with the help of various
techniques.

In this study, the problem is to plan the routes for delivering white goods from a main
warehouse to homes or dealers in Ankara and surrounding cities, considering the
delivery time window constraint. The main warehouse, where the delivery orders are
located, is in Kahramankazan, Ankara. The provinces within the scope of the
surrounding provinces are Kirikkale, Cankiri, and Kirsehir.

The most important constraint provided by the customer is the time windows, and
services can be provided outside of these time windows, but in such cases, a penalty
cost is applied. The penalty cost for unit lateness is set to ten times the duration of
being late. Due to allowing late or early visits, the problem type is categorized in the
literature as "Flexible Time Window Vehicle Routing Problem" under the heading of
"Vehicle Routing Problems."

The service time that the dealers will offer to the delivery points is considered equal
and 20 minutes. Time Windows are fixed and an appointment is made for one of the
following time windows from sales dealers to customers for each delivery. The main
focus in solving the problem is to minimize cost and deliver within the time window.
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A two-stage method based on “cluster first and then route” approach has been
proposed.

The order lists have been examined and it has been observed that the number of orders,
number of dealers, population, the delivery addresses etc. were concentrated in the
Ankara region.

For this reason, it has been concluded that the most suitable algorithm for the problem
is the density-based clustering algorithm (DBSCAN).

The number of vehicles, defined as the number of clusters, is also unknown at the
beginning of the problem. The DBSCAN algorithm, which is a suitable method for
density-based clustering, has been applied with the inclusion of noise points.

Delivery load and vehicle capacity are calculated based on floor area. The sum of the
floor areas of the deliveries will not exceed the vehicle floor area.

The ground and top area of the vehicle is constant and 30 m?, throughout the problem.
In cases where the order total exceeds 30 m?, the remaining orders must be loaded
onto another vehicle.

The upper floor area of the vehicle is an imaginary area designed for product groups
that are placed on the floor but not too high and can be placed on top of each other.

The orders referred to as A-Group orders are refrigerator orders that cover both the
ground floor area and the top floor area of the vehicle.

B-group products include washing machine, dryer and dishwasher product categories.
Different from the A group products, the ones in this product group can be placed on
top of each other in a maximum of 2 pieces in the vehicle.

While the floor area of A group refrigerator orders is taken as 1.3 m?, the floor area of
B group products is assumed to be 0.36 m?2. Although the base sizes vary according to
the model types, the values obtained from the average of the real values are assumed
as fixed values as the problem constraint.

Response Surface Method (RSM) were used to optimize the Minpts and s values in
the clustering phase. While the factors were chosen as Minpts and e values in the
experimental design, the number of clusters, occupancy rate and noise numbers were
taken as the outputs.

If the number of clusters is minimized, the occupancy rates are maximized and the
noise points number is minimized, the Response Optimizer detects the optimum value
as 95.68 km for the £ parameter specified as Factor A and as 3 points for the Minpts
parameter specified with Factor B.

The delivery points are clustered with the density-based DBSCAN algorithm with the
optimum parameters.

During clustering, in-vehicle placement was integrated so as not to exceed the capacity
of the vehicle. If there is capacity in the vehicle, the DBSCAN algorithm structure was
reshaped by including the next point in the cluster.

Thence the vehicle occupancy rate was increased by placing the product groups that
meet the stackability criterion on top of each other.

xXxii



Each cluster represents a vehicle. After the vehicles are clustered on the basis of their
capacity, location constraints and their proximity to each other, the problem arose in
which order the delivery will be made according to the time windows.

As a result of clustering with optimum parameter values, 7 clusters were formed.

The average occupancy rates of the first 6 clusters are clustered as 94.89%, and since
the last cluster is included in the other provinces category, it is a known and accepted
constraint that the orders are always low.

In the second stage, clusters with a high occupancy rate and a minimized number of
vehicles will be routed to make their deliveries under time window constraints with
the Ant Colony Algorithm approach, which is one of the metaheuristic methods, using
the MATLAB R2022a program. The constraint, which can wait if it arrives at the
delivery point earlier than the time start, but adds penalty cost if it arrives late, is
integrated into the algorithm.

Response Surface Method (RSM) has been also used to optimize the parameters.
While the factors were selected as MaxIT, Nant, alpha, beta parameters in the
experimental design, the penalty cost and the distance travelled (km) value obtained
as a result of the analysis were taken as the outputs.

When the results are examined, Factor A is 100 for MaxIT parameter; Factor B is 162
for parameter Nant; Factor C was determined as 5 for alpha parameter and O for beta
parameter as optimum values.

Unlike the classical Ant Colony algorithm, delivery constraints within time windows
are included in the algorithm. Each vehicle will be routed taking into account time
window constraints.

As a result of this routing, an approach that provides both capacity, placement
constraints and time window constraints is proposed. The data obtained as a result of
the analysis and the previous planning data were compared financially and
operationally. The proposed approach has achieved a 30% improvement in the number
of vehicles. The vehicle occupancy rates have been increased to an average of 94.89%.

This study offers a new solution proposal approach for vehicle routing problems with
large datasets and time windows. In future studies, studies on the conditions assumed
or accepted in this study are planned.
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1. GIRIS

Giiniimiizde global ve yerel pazarda artan rekabette en 6nemli unsurlardan birisi son
kullaniciya hizmet ya da iirlinlin en kisa siirede sunulmasi olmustur. Bu rekabette yer
alabilmek i¢in firmalar, miisterilerinin beklentileri dogrultusunda lojistik siireclerine

yogunlasmaktadir.

Son miisteriye iiriin ya da hizmetin en kisa siirede ulastirilmasinin yaninda firmalar
kendi maliyetlerini cesitli stratejilerle sabit tutmak ya da azaltmak hedefindedir. I¢ ve
dis siireclerin hizli ve kaliteden 6diin vermeden tamamlanmasi yiiksek maliyetlere
neden olmaktadir. Lojistik siire¢lerinin tamaminda en maliyetli siire¢lerden biri filo
yonetimi ve planlanmasidir. Cok kriterli karar verme siire¢lerinden dogru analizleri
gergeklestirerek optimum sonucglara ulagmak gerekmektedir. Filo araglarindan
minimum maliyetle maksimum verimi alabilmek i¢in ¢esitli optimizasyon teknikleri

rota planlama ve cizelgeleme siire¢lerinde uygulanmaktadir.

Her bir kritere bagli olarak arag¢ rotalama problemlerini ¢6zmek igin literatiirde ¢esitli
yontemler gelistirilmistir. Kapasite, mesafe, zaman, topla-birak ve talep gibi kisitlar
bu kisitlardan biri olabilir. Arag rotalama problemleri NP-zor problemler sinifinda yer

almakta olup, sezgisel ve meta-sezgisel ¢6ziim metotlari ile ¢6ziimlenebilir.

Siire¢ dinamiklerine goére farkli unsurlar rota planlanmasinda kriter olarak ele
alinabilmektedir. Miisteri istegine gore talep onceden bilinebilir ya da degiskendir.
Degisen sartlara ayak uydurabilen bir planlama saglamak ¢ok daha zor olabilir. Bazen
de miisterinin en O6nemli Kkriteri kalite olabilir, bu durumda kalite siire¢lerinde

yapilacak olan siire¢ iyilestirme adimlari miisterinin beklentilerini karsilayacaktir.

Dis lojistik hizmeti saglayicilari siireglerinde miisteri kontratlarina bagli olarak, siparis
tamamlanma siiresi de en Onemli kriterlerden biri olabilir. Ozellikle e-ticaret
sektoriinde yer alan firmalar geg¢ teslimatlari onlemek igin dig lojistik hizmeti
saglayicilar ile stratejik bir iliski kurarlar. Miisterinin diisiik maliyet ve yiiksek
performans beklentilerini karsilamak amaciyla depolama, paketleme, etiketleme,
sevkiyat siirecleri tglincii parti lojistik firmalar1 tarafindan saglanir. Miisteri

beklentilerine uygun olarak, bayi ve son kullanict teslimatlarinda “Zamaninda



Teslimat”  kriterine  yogunlasarak  lojistik  siire¢lerinde  iyilestirmelerin

gerceklestirilmesi hedeflenmektedir.

Zamaninda teslimat kriteri, lojistik siire¢lerinde depo mal kabuliinden baslayan ve
sevkiyat sonuna kadar incelenmesi gereken bir siireci kapsar. Bu kriterin
karsilanabilmesi i¢in mal kabulden sevkiyata kadar gecen siirenin dogru planlanmasi
bliyilkk 6nem tasimaktadir. Sevkiyat silirecinde hangi araglarin hangi kapasitede
depodan c¢ikis yapacagi, hangi rotay1 izleyecegi ve hangi siralama ile teslimat
noktalarina ulasacagi ¢esitli teknikler yardimiyla optimum ve optimuma yakin olarak

planlanabilir.

1.1. Tezin Amaci

Bu calismada dis lojistik hizmeti saglayicisina ait beyaz esya deposundan bayilere
yapilan teslimatlarin planlanmasi problemi incelenmistir. Ana depodan Ankara ve

cevre illerdeki ev ve bayilere teslimat islemi gergeklestirilir.

Miisterinin en 6nemli 2 kriteri Kalite ve Zamaninda Teslimat kriterleridir. Dis lojistik
hizmeti saglayict firma kalite problemlerini ¢éziimlemek igin sevkiyat siireglerinde
kaizenler uygulayarak kalite hedeflerinin tizerinde bir performans sergilemislerdir.
Zamaninda teslimat hedeflerini tutturmak igin arag¢ rotalama stratejilerini gézden

gecirecektir.

Amag¢ minimum arag sayisi ile maliyet azaltimi ile bir zaman pencereleri igerisinde en
son kullanici olan miisteriye hizmet saglamaktir. Rota i¢in her yeni eklenen arag, yakit
ve personel basta olmak {izere maliyeti artiran en biiyiik unsurdur. Bir diger maliyet
arttiric1 etmen ise zamaninda teslim edilmeyen teslimatlar nedeniyle olusan ceza
maliyetleridir. Bu durum hem miisteri-dis lojistik hizmeti saglayici firma arasinda
misteri iliskilerini zayiflatarak ileriki donemlerde kontrat yenilenme siirecini
etkileyecektir, hem de en son kullanici tarafindan alinan olumsuz yorumlar nedeniyle

miisteri memnuniyetinden kayba neden olacaktir.

Tezin problemi ¢oziimlemesindeki ana odagi, maliyet ve zaman penceresi igerisinde

teslimatlarin gerceklestirilmesidir.



Bir sonraki boliimde Literatiir Arastirmasi, uygulanan yontemler ve uygulama
adimlar1 anlatilacaktir. Son boliimde ise uygulamanin ¢iktilar1 yorumlanarak

calismanin gelecek planlari ele alinmistir.

1.2. Literatiir Arastirmasi

1959 yilinda ilk kez Dantzig ve Ramser tarafindan Onerilen Ara¢ Rotalama
Problemleri i¢in literatiirde, cesitli kisitlar ile ele alinmis ve bu problemlere cesitli

¢Oziim yontemleri dnerilmis pek ¢ok ¢alisma yer almaktadir.

Arag rotalama problemi tiirlerinin c¢esitliligi, kisit ve ¢dziim Onerilerinin ¢esitliligi
nedeniyle bu béliimde "Once Kiimele Sonra Rotala" yaklasimm ele alan yakin

zamanda yapilmis bazi ¢aligsmalar1 bu baslik altinda incelenmistir.

Ara¢ Rotalama Problemlerinin Once Kiimele Sonra Rotalama Yaklagimlar1 ile

¢Oziimlenen bazi ¢alismalar sunlardir;

Zhang (2017) ¢alismasinda, Kapasite Kisitli Arag Rotalama Problemi (KKARP) i¢in
yogunluk tabanli kiimeleme (DBSCAN) metodu ve Karinca Kolonisi Algoritmasi ile
rotalama yaklagimi Onermistir. Tim miisteri noktalar1 yogunluklarina gore
kiimelenene kadar kiimeleme islemi tekrarlanir. Biiylik ol¢ekli kapasite kisith arag¢
rotalama problemleri i¢in kisa siirede optimum ¢6ziimii elde etme konusunda basarili

bir yaklagim sunulmustur.

Comert ve ark. (2019), tek depodan miisterilere haftalik olarak dagitim hizmeti
saglarken ayn1 zamanda toplama hizmeti de gerceklestiren bir Eg Zamanli Topla Dagit
arag rotalama problemini ele almislardir. Ilk asamada kiimeleme ydntemlerinden K-
Ortalamalar ve K-Medoids kullanilarak noktalar kiimelenmistir. Ikinci adimda ise tam
sayil1 dogrusal programlama ile kiimeler rotalanarak maliyet fonksiyonunu minimize
etmek hedeflenmistir. Calisma sonunda ANOVA testi ile elde edilen sonuglar ve
maliyet fonksiyonlar1 sonucunda iki ydntemin de benzer sonuglar verdigine

ulagilmastir.

Akdas ve ark. (2021) ¢alismalarinda, Maltepe Belediyesi tarafindan saglanan kati atik
toplama siirecine ait arag¢ rotalama problemine, kiimeleme ve Karinca kolonisi

algoritmalarin1 uygulamis ve %13 daha kisa rota uzaklig: elde etmislerdir.
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Villalba ve Rotta (2020), temsilci miisteri se¢imi i¢in yogunluk tabanli kiimeleme
(DBSCAN) ve K-Ortalamalar kiimeleme algoritmalari uygulanmis ve sonuglari
incelenmistir. Kiimeleme kalitesi, hesaplama stiresi, kiime sayisi vb. etkenler

degerlendirilerek her iki yontemin de giiclii ve zayif oldugu yonleri karsilagtirmigtir.

Choudhari ve ark. (2022), kapasite kisitli arag rotalama problemini DBSCAN
algoritmas1 kullanarak yogunluk bazli kiimelemis ve tam sayili lineer dogrusal
programlama yontemini kullanilarak tek depolu kapasite kisitli ara¢ rotalama
problemini incelemistir. Coziim ger¢cek hayat durumlarinda kullanilabilir olup

rotalamada Christofide algoritmasi kullanilmistir.

Bu bsliimiin devaminda Ara¢ Rotalama Problemlerinin "Once Kiimele Sonra Rotala"
yaklasimlariyla ¢oziimlendigi "zaman penceresi" kisiti altinda ele alindigi bazi

calismalari inceleyecegiz.

Ozdag ve ark. (2012), calismalarinda iiniversite giiz dénemi Ogretim planin
olusturmak tizere ders saati ve giinii taleplerini agirlikli graf modeli olusturmus ve
Karinca Kolonisi algoritmasi kullanilarak optimum dagilimini gergeklestirmistir.
Python programlama dili kullanilarak veri girisi yapilmakta ve MySQL veritabani ile
veriler kaydedilmekte ve sorgulanabilmektedir.

Unsal ve Yigit (2018), calismalarinda okul servisinin rotalanmasi problemini zaman
ve maliyet kisitlar1 altinda ele aldilar. Ik olarak kiimeleme fazinda K-ortalamalar
algoritmasi ile noktalar1 kiimeledikten sonra en uygun rotanin belirlenmesinde yapay
zeka tekniklerinden biri olan Genetik Algoritma (GA) yontemini kullandilar. Elde
edilen sonuglar incelendiginde hem zaman hem de kilometre cinsinden yol kazanci

saglanmistir.

Bujel ve ark. (2018), zaman pencereli kapasiteli ara¢ rotalama probleminin (ZPKARP)
performansini iyilestirmek amaciyla Boliimlendirilmis Yogunluk Tabanli kiimeleme
(Recursive-DBSCAN) yontemini uygulayarak Google OR-Tools ve klasik yogunluk
tabanli kiimeleme (DBSCAN) yontemini kiyaslamiglardir. Sonucunda teslimat
noktalarin1 yinelemeli olarak kiimeleyerek, Google Optimizasyon araglarina kiyasla

rota siirelerini %61 oraninda azaltmustir.



Bozdemir ve ark. (2019), calismalarinda sirket calisanlarinin sabah ya da aksam
calisma durumlarina gore en yakin noktadan servis rotasinin olusturulmasi problemini
ele aldilar. Durak noktalar1 i¢in belirlenen noktalar K-Ortalamalar, K-medoids ve K-
modes olmak iizere 3 farkli kiimeleme algoritmasi uygulanarak sonuglari incelendi.

Yontemler birbirleri arasinda kiyaslanmustir.

Gocken ve Yaktubay (2019), calismalarinda zaman pencereli ve kapasite kisitli arag
rotalama probleminde, dncelikle K-Ortalamalar, Merkez Tabanli sezgisel kiimeleme,
yogunluk tabanli kiimeleme ve Paylasilan En Yakin Komsu (SNN) kiimeleme
metotlart ile kiimelenmistir. Rotalama asamasinin ardindan Genetik algoritma
yontemini kullanarak rotanin optimizasyon islemi tamamlanmis ve Solomon
kiyaslama veri kiimesi ile test edilmistir. Seyahat siiresi, bekleme siiresi ve arag¢ sayisi
gibi kriterler g6z oniine alindiginda daha iyi sonucu veren K-Ortalamalar yontemi ile
kiimelenmis olan rotalama ¢6ziimii olmustur. Cesitli kriterler {izerinden kiimeleme

algoritmalarinin performanslari yorumlanmastir.

Comert ve ark. (2020) calismalarinda, Esnek Zaman Pencereli Ara¢ Rotalama
(EZPARP) problemine uygun bir siipermarket problemi 6rnegini, dnce kiimele sonra
rotala yontemine dayali karistk tam sayili dogrusal programlama modeli ile
¢Oziimlemislerdir. Miisteri talepleri belirlenen zaman pencereleri igerisinde
karsilanmamasi1 durumunda ceza uygulanmasi goz 6niine alinarak K-Ortalamalar (K-
Means) ve K-Medoids kiimeleme yontemleri ile kiimelenmistir. Rotalama agsamasinda
tam sayil1 dogrusal programlama kullanilmistir. Elde edilen sonuglar firmanin gergek
maliyetleri ile karsilastirilmis ve Onerilen modelin daha iyi bir sonu¢ verdigi
gozlemlenmistir. Her iki yontem karsilastirildiginda ise K-Medoids K-Ortalamalar

algoritmasindan daha 1yi sonuglar vermistir.

Villalba ve Rotta (2022), zaman pencereli arag¢ rotalama probleminde, Python
yazilimin kullanarak K-Ortalamalar ve Optics kiimeleme yontemleri ile kiimeleme
adiminm gerceklestirmistir. En Yakin Komsu yontemini kullanarak rotalart olusturmus
ve rota optimizasyonunu gerceklestirerek Once kiimele sonra rotala temelli bir
yaklagim Onermistir. Ayrica, Solomon ornekleri temel alinarak bir karsilagtirma
yapilmig, sonucunda toplam mesafede %2.09'luk bir azalma ve gereken arag sayisinda

%10.87'lik bir azalma gozlemlenmistir.



Sanchez ve ark. (2022), zaman pencereli arag rotalama problemlerinde hava ve giiriiltii
kirliligine neden olmayan, yiiksek enerji verimliligine sahip elektrikli araclarin
rotalamasini incelemislerdir. Bu ¢alisma, zaman pencerelerini goz 6nilinde bulunduran
batarya iinitesi konumlandirma problemi i¢in karisik tam sayili lineer programlama
modeli Onermektedir. Seyahat siliresi ve pil seviyeleri gibi kriterler géz Oniine
alinmistir. K-Ortalamalar ile noktalar kiimelenmis ve en uygun batarya iinitesi
noktalar1 hesaplanmistir. Elektrikli araclarin sayisinin genellikle ytik talebi ve miisteri
zaman pencereleri tarafindan belirlendigini gostermektedir. K-Ortalamalar kiimeleme
yaklagiminin kullanilmasi, arama alanini etkili bir sekilde azaltarak hesaplama

stirelerini diisiirmekte 6nemli bir rol oynadigi gézlemlenmistir.

Le ve ark. (2022), COVID-19 pandemisi yasandigi donemde belirli zaman aralikli is
merkezlerinin ve marketlerinin agilmasi nedeniyle bozulabilir gida dagitiminda
yasanan rotalama problemi olan, ayn1 zamanda bir zaman pencereli ara¢ rotalama
probleminin ¢dziimlenmesi iizerine ¢alismuslardir. Uriinler fakli boylarda paketlenmis
olup aracin kapasite kisiti da ¢alismaya dahil edilmistir. Kapasiteli K-Ortalamali
Kiimeleme Algoritmasi ve Dal-Sinir Algoritmasimin  uygulanmasiyla mevcut

durumdan daha iyi sonuglar elde edildigi gozlemlenmistir.

Wang ve ark. (2023), calismalarinda c¢ok depolu zaman kisith ara¢ rotalama
problemlerini miisterilerin kiimelenirken alt kiimelerin de olugsmasi ve ardindan
Genetik algoritma ile rotanin planlanmasi olarak ¢oziimlemislerdir. Calisma klasik

kiimeleme yontemlerinden ¢ok daha iyi sonuglar elde etmistir.

Bu calismada yer alan problem, Zaman pencereli arag rotalama problemi sinifinda
olup, kapasite kisitlar1 dikkate alinarak kiimeleme islemiyle araglarin maksimum
dolulukla teslimat yapmasini saglayan bir ¢alismadir. Maksimum doluluk ile beraber
azalan arag¢ sayisi, dolayli yollardan lojistik maliyetlerini de minimize edecektir.
Kullanilan DBSCAN yo6ntemine {iriin grubu bazli yerlestirme kisiti1 eklenmistir. Arag
icinde kapasite oldugu takdirde bir sonraki noktay1 kiimeye dahil ederek DBSCAN

algoritmasi yapisi yeniden sekillenmistir.

Ikinci asamada doluluk oran1 yiiksek, minimize edilen ara¢ sayisina sahip kiimeler,

zaman pencereleri kisit1 altinda teslimatlarin1 gergeklestirecek sekilde rotalanacaktir.



Burada da kullanilan ve metasezgisel yontemlerden biri olan Karinca kolonisi
algoritmasina, zaman pencereleri kisit1 entegre edilerek, eger zaman pencereleri
disinda bir geg teslimat gergeklestiriliyorsa ceza maiyetinin olusmasini ve her karinca
turunda bu maliyetler iizerinden sonuclar elde etmesi saglanmistir. Zaman kisiti
dahilinde uygulanmis olan Karinca kolonisi algoritmasi yaklagimi ile teslimatlar

miisteri talebine uygun rotalanmis olacaktir.

Bu calisma, veri seti biiyiik olan ve zaman pencereleri bulunan ara¢ rotalama

problemleri i¢in yeni bir ¢6zlim Onerisi yaklagimi1 sunmaktadir.






2. ARAC ROTALAMA PROBLEMLERI

Lojistik maliyetlerin azaltilmasi hedefi dolayisiyla firmalar ara¢ rotalama
problemlerini etkili yontemlerle c¢oziimlemeye caligmiglardir. Ara¢ rotalama
algoritmalar1 sayesinde ger¢ek durumdaki belirli kisitlar saglanirken dagitim
maliyetleri en kiigiiklenmeye c¢aligilir. Arag ortalama problemlerinde kisitlar talep,
kapasite, siire ve zaman pencereleri gibi kisitlar igerebilir, depo sayisi, arag sayisi,
zaman penceresinin esnek ya da siki olmasi gibi durumlar problemlerin tiirlerini

belirlemektedir.

Kesin ¢oziim algoritmalar1 kiigiik 6lgekli problemleri basariyla ¢ézebilirken, biiyiik
Olgekli problemlerin ¢dziimii icin sezgisel/metasezgisel yontemlere basvurmak

gerekmektedir (Cordeau vd., 2005; Crevier vd., 2007).

Her bir arag, rotasini bir depodan baslatmakta ve tiim miisterileri ziyaret ettikten sonra
tekrar ayni depoya geri donmektedir. Filodaki her aracin belirli bir yik tagima
kapasitesi bulunmaktadir ve tiim araglarin kapasiteleri birbirine esittir. Ayrica, araglar
benzer maliyetlere (sigorta, bakim vb.) sahiptir, yani araclar arasinda farklilik
gostermezler. Arag kapasiteleri ve miisteri talepleri dnceden bilinmektedir ve bu

bilgiler deterministik olarak saglanmaktadir (Kumar ve Panneerselvam, 2012).

2.1. Kapasite Kisith Ara¢ Rotalama Problemleri

Bu problem tiirtinde, n adet aracin C sabit kabul edilen kapasite kisit1 altinda
rotalarinin planlanmasit problemidir. Rotada planlanan miisterilerin siparisleri

boliinemez ve siparis toplamlar1 arag kapasitesini gegmeyecek sekilde rotalanmalidir.

Her miisteri bir kez ziyaret edilir ve rotanin baslangi¢ ve bitis noktast ayni1 noktadir.

2.2. Topla-Dagit Ara¢ Rotalama Problemleri

Miisterilere sadece teslimat yapmak degil, ayn1 zamanda onlardan da teslim alinacak

olan tirlinlerin teslimatinin yapilmasi problemidir, literatiirde daha ¢ok dolu tirlinlerin



birakilip bos kutularin alinmasi seklinde malzeme planlanmasi siirecindeki

calismalarda uygulanmaktadir.

Dagitim ve toplama islemleri es zamanli yapilabilecegi gibi tek veya iki aragla farkl
zamanlarda da yapilabilmektedir (Hoff, Gribkovskaia, Laporte ve Lokketangen,
2009)

2.3. Cok Depolu Arac Rotalama Problemleri

Birden fazla deponun bulundugu gercek hayat problemlerine uygun arag¢ rotalama

problemleridir. Her arag¢ bagladigi depo noktasina tur sonunda donmektedir.

2.4. Boliinmiis Talepli Arac Rotalama Problemleri

Gergek hayat problemlerine uygun olabilecek sekilde, maliyet enkiicliklenmesi hedefi
ile bir miisteriye birden fazla ara¢ teslimat gerceklestirerek miisteri sipariginin

boliinebildigi problem tiiriidiir.

2.5. Stokastik Ara¢ Rotalama Problemleri

Stokastik miisteriler, heri miisterisinin varhg: igin p; olasih@ vardir, 1 —p;

olasiligiyla miisteri yoktur.
Stokastik talepler, her miisterinin talebi gq;, rassal bir degiskendir.

Stokastik zamanlar ise, servis zamanlart s; ve dolasim zamanlan t;; rassal

degiskenlerdir (Yilmaz, 2008).

2.6. Zaman Pencereli Ara¢c Rotalama Problemleri

Zaman pencereli arag¢ rotalama problemlerinde, hedef noktalarin belirlenmis ziyaret
etme siireleri bulunmaktadir. Verilen baslangic ve bitig siireleri arasinda ziyaret
edilebilir, problem tiirline gore erken ya da gec ziyaret etme durumlarinda ceza

fonksiyonu uygulanabilir.

Esnek zaman pencereli arag rotalama problemlerinde, hedef noktaya belirli bir zaman
penceresi disinda da hizmet verilebilir ancak bu durumda bir ceza maliyeti

uygulanacaktir.
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Sik1 zaman pencereli arag¢ rotalama probleminde ise ara¢ hedef noktaya s6z konusu
zaman penceresinin baslangicindan 6nce ulagsmis ise beklemek zorundadir, eger zaman

penceresinin bitiginden itibaren bir siirede ulagsmis ise hizmet verememektedir.

2.6.1. Zaman pencereli arag¢ rotalama problemi matematiksel modellenmesi
Zaman pencereli arag¢ rotalama problemi (ZPARP) tiirleri i¢in probleme ait kisitlara

gore yeni matematiksel ifadeler modele eklenebilir ya da modelden ¢ikarilabilir.
ZPARP’nin matematiksel formiilasyonu asagida gosterilmistir (Ozkok,2021).
Kiimeler;

c{1,2,3,..,n} Miisteri Kiimesi

N{0,1,2,3,..,n} Diigiim Kiimesi — Diigiim 0 depo noktasidir
V{1,2,3,..,v} Arag Kiimesi

Karar degiskenleri;

Yo = {1, k nolu arag i misterisinden j musterisine gidiyorsa
bk = o, aksi takdirde

t; i. miisteri varig zamani (i. diiglim zamani)

w; [. bekleme siiresi (i. miisteriye erken ulagsma durumunda bekleme siiresi ya da

i. diiglimiin servise hazir olmasi igin gegen siire)

Parametreler;

dij i. ve j. miisterileri arasindaki uzaklik

a; i. miisteride servise en erken baslama ani

b; i. miisteride servise en ge¢ baslama ani

Cij i. Ve j. miisterileri arasindaki maliyet

tij i. ve j. musterileri arasindaki seyahat siiresi

qi i. diiglimiiniin talep miktari

ej j. miisterisinin zaman araliginin baslangi¢c zamani
S; i. misterisindeki hizmet stiresi (t; + w;)
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Ci

Co

Jj. miisterisindeki son hizmet alma zamani

depo zaman aralig1 son tarihi (bir aracin maksimum seyahat stiresi)

0zdes araclarin maksimum kapasitesi
toplam arag sayis1

toplam miisteri say1st

i. miisteri diigltimii

merkez depo digliimii

Amag fonksiyonlari;

Minimum

Su kisitlara gore;

k=1j=1
n n
ZXOjRZEXOjk<1IVk EV
j=1 j=1
v n
Z Xl]k—l,VlEC
k=1 j=0,j#i
v n
Z Xl]k=1,V] eEC
k=1i=0,i#j
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(3.2)

(3.3)

(3.4)

(3.5)

(3.6)



S \ (3.7)
Z(mi* Z Xijk) <0,Vk €V
k=1 j=0,i#j
n n (3.8)
Z Z Xijk (dij +s; + wi) <ly,VkevV
i=0 j=0,j#i
to =Wo =Sg= (3.9)

ti+w+s;+d;; =t;, v(i,j) €N, A if X = 1 (3.10)

w; = max{e; — t;,0},Vi € C (3.11)
g<(+w)<l, VjecC (3.12)
Xijxk €{0,1},Vk € V,V(i,j) EN (3.13)

t;>0,Vi €C (3.14)
w; > 0,Vi €C (3.15)

Denklem (3.1) toplam alinan yolu minimum yapmay1 hedefleyen amag fonksyonudur.
Denklem (3.2) minimum arag sayisin1 hedefleyen kisittir.

Denklem (3.3) depodan rotasina baslayan ara¢ sayisinin en fazla v olmasini saglar,
ara¢ kullanimini kontrol etmek ve gereksiz ara¢ kullanimini 6nlemek i¢in bir yontem

saglar.
Denklem (3.4) her bir rotanin ayni1 depodan baslayip ayn1 depoda bitmesini saglar.

Denklem (3.5) ve (3.6) ile her bir miisteriye tek bir aracin hizmet edebilecegi sartini
saglar. Bu denklemler, her bir miisteriye yalnizca bir aracin atanmasini saglar ve

cakisan atamalar1 Onler.

Denklem (3.7) bir rotadaki miisterilerin toplam talebi ara¢ kapasitesini agsmamali

kisitini saglar.
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Denklem (3.8)-(3.12) hizmet siiresini de dahil ederek belirlenen zaman pencerelerinde

hizmet verme kisitlaridir.

Denklem (3.8) maksimum seyahat siiresi kisitidir. Her bir aracin toplam seyahat

sliresinin belirli bir degeri agmamasini saglar.

Denklem (3.9) i. diigiimiinin 0 olmasi yani rotamn ilk adresi olan depo igin

kullanilacak karar degiskenlerini tanimlar.

Denklem (3.10) ise eger k nolu ara¢ i. miisterinden j. miisteriye gidiyorsa, i.

miisterisinden j. miisterisine giden siireyi gosteren kisittir.

Denklem (3.11) aracin miisteriye zaman penceresinin baglangi¢ degerinden erken

gelmesi durumunda bekleme stiresinin hesaplanmasi kisitidir.

Denklem (3.12) her miisteriye ait hizmetin miisteriye ait zaman araliginda verilmesini
saglayan kisittir. Denklem (3.13)-(3.15) karar degiskenlerinin alabilecegi deger

araliklarini tamimlar.

14



3. YONTEM

3.1. Kiimeleme Algoritmalari

Kiimeleme analizi, veriler icerisinde benzerlik oranlari en yiiksek olan verileri
gruplayarak veri kiimeleri olusturan bir analiz yontemidir. Analizde amaglanan durum

her kiimenin birbirinden farkli, kiime elemanlarinin ise benzer ya da esit olmasidir.

Literatiirde kiimeleme algoritmalarinin ¢ok fazla sayida olmasinin nedeni, veri
setlerinin yapisina (diizenli ya da giiriiltiilii), veri setlerinin biiyiikliigiine, algoritmanin
kiimeyi olusturma yapisina (birimden biitiine, biitiinden birime) ve daha bir¢ok etmene
bagli olmasidir. Bu nedenle keskin hatlariyla belirlenmis bir kiimeleme algoritmasi
gruplamasi yerine kiimeleme yontemlerini en genel haliyle Hiyerarsik ve Hiyerarsik

olmayan kiimeleme metotlar1 olarak iki baslikta gruplayabiliriz.
Kiimeleme analizinin bir¢ok ¢esidi olmasiyla beraber bu ¢alismada deginilecek

olan yontemleri Sekil 3.1°deki gibi gostermek miimkiindiir (Aydin, 2022).
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3.1.1. Hiyerarsik kiimeler

Hiyerarsik kiimeleme, elemanlarini hiyerarsik bir yapida gruplandiran bir kiimeleme
yontemidir. Birlestirici ya da ayrnistirict olmak iizere iki temel yaklagima sahiptir.
Birlestirici yontemlerde her eleman baglangicta benzerliklerine goére gruplanmis
bagimsiz birer kiimedir. Her bir adimda benzer kiimeler bir araya gelerek kiimeleri

olusturur.

Ayristirict yontemlerde ise tiim elemanlar bir kiimede baglar ve benzer olmayan
elemanlar kiime i¢inden ayristirilarak yeni kiimelemeler olusturur. Ek baglanti (single
linkage), tam baglant1 (complete linkage), ortalama baglant1 (average linkage) gibi
kriterler alt basliklar1 olarak incelenebilir. Bu kriterler kiimelerin birlesim asamasinda

onem tastyan ve sonucu etkileyen faktorlerdir.

Hiyerarsik kiimeleme yontemlerinde kiime sayisinin Onceden  bilinmesi
gerekmemektedir ve veri setlerinin kiiciik oldugu durumlar i¢in daha uygun

yontemlerdir.

Tek Baglanti (Single linkage) kiimeleme tekniginde elemanlar arasinda benzerlik ya
da uzaklik matrisi ele alinarak benzer noktalar kiimelenir. Tam Baglant1 (Complete
linkage) kiimeleme tekniginde ise benzerlik ya da uzaklik matrisinde en uzak
elemanlar dikkate alinarak kiimeleme yapilir. Ortalama baglanti (Average linkage)
kiimeleme teknigi ise, elemanlarin uzakliklarinin ortalamasina gore kiimelenmesini
gerceklestirir, bu nedenle giiriiltii noktalarindan diger iki teknige gore daha toleransl

bir teknik olacaktir.

Kiiresel Ortalama (Centreoid) kiimeleme teknigi ise, kiimeyi olusturacak elemanlarin
kiime merkezlerinin hesaplandig1 ve bu merkezler ele alinarak benzerlik ya da uzaklik
matrisi kullanarak kiimelerin olusturuldugu bir yontemdir. Bu yontemde, her eleman
baslangicta bir kiimedir. Eleman sayis1 kadar kiime vardir ve her kiime bir merkez

(Centroid) ile gosterilir.

Kiimeler birlestikce yeni merkez nokta, dahil edilen kiimelerin merkez noktalarinin
agirlikli ortalamasi ile bulunur. Tek bir kiime olusuncaya kadar igslem tekrarlanir.
Yogun dagilima sahip ve merkez noktalarin net olarak bilindigi veri setleri i¢in uygun

bir yontemdir.
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Ortanca (Medyan) kiimeleme teknigi ise, Kiiresel Ortalama kiimeleme tekniginden
farkl1 olarak yeni kiimenin merkezinin ortalamaya gore degil, orta noktaya (medyan)

gore bulunmasidir.

Kiiresel Ortalama kiimeleme tekniginde yeni kiime merkezi agirliklandirilarak
bulundugu i¢in kiimelemek istenen veri setine uygun olmayabilir, esit agilikta orta

noktalarinin baz alinarak kiimelenmesi icin gelistirilen bir tekniktir.

Ward tekniginde ise uzaklik ya da benzerlik matrisi kullanilarak birlestirilen kiimelerin
homojenligini dlgmek i¢in varyans tabanli bir kriter kullanilir. Birlestirme sonucunda

kiime i¢i varyansin artis1 minimize edilir, kiimeler aras1 heterojenlik maksimize edilir.

3.1.2. Hiyerarsik olmayan kiimeler

Hiyerarsik olmayan kiimeleme algoritmalari, kiimeleme islemini hiyerarsi olmadan,
kiimeye dahil olacak elemanlar1 benzerlik ya da wuzaklik matrislerine gore
kiimelemektedir. Kiimeye dahil olacak “n” adet eleman sayisindan daha az olacak

sekilde “k” kiime adedi belirtilmelidir.

3.1.2.1. K-Ortalamalar (K-Means) yontemi

Veri noktalariin uzaklik dlgiitiine gore en yakin kiimeye dahil olmasini saglayan
yontemdir. Kiime merkezleri olusturarak veri noktalarini secilen merkezler
cercevesinde kiimeler. Her iterasyonda kiime merkezi giincellenir, veri noktalarini

yeniden kiimeleyerek nihai kiimelere ulasir.

K-Ortalamalar algoritmasinin amag fonksiyonu:

J= Z . d(x;,p;) = Ezn:“xl ~ul’

k n
Jj=11=1 j=1 i=1

Degiskenler:
n = kiime elemant sayist, i=(1,23,...,n)
k = kiime sayisi, j=(1,23,.., k)

H=J. kiimenin merkezi
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K-Ortalamalar algoritma adimlari:
Adim 1: Kiime sayis1 olan k belirlenir.
Adim 2: k adet nokta segilerek her biri kiime olusturur.
Adim 3: Geriye kalan n — k adet noktanin kiime merkez noktalarina uzakliklar
hesaplanir.
d(xi,17) = [l = |

Adim 4: n — k adet noktanin her biri kendine en yakin noktaya atanir.

cj=i:d(xi,ui) < d(xl-,,up),p *J, i=12,..,n

Adim 5: Kiime atama islemleri i¢in yeniden kalan noktalar ve merkez noktaya

uzakliklart hesaplanir.

Adim 6: Tum kiime noktalar1 atanana kadar devam eder.

K-Ortalamalar algoritmas1 giirtiltii degerlerine karsi toleransli degildir, eger veri
setinde anormal veya aykiri degerler varsa, bu degerlerin ortalamay1 etkileme

potansiyelinden dolay1 kiime merkezlerini yanlis konumlandirabilir.

3.1.2.2. K-Medoids yontemi
K-Ortalamalar algoritmasindan farki, kiime merkezlerini veri elemanlarindan
se¢mesidir. Her iterasyonda yeni kiime merkezi bir kiime elemani olacak sekilde

kiimeler gilincellenir ve nihai kiimelere ulasilir.

K-Medoids giiriiltiilii veri setlerine K-Ortalamalar algoritmasindan daha c¢ok
toleranshdir, K-Medoids gercek veri noktalarini kullanarak merkezleri seger ve bu

sayede giiriiltiiye kars1 daha direncli olur.

3.1.2.3. Yogunluk tabanh kiimeleme algoritmasi (DBSCAN)
Yogunluk tabanli kiimeleme algoritmast (DBSCAN - Density-Based Spatial
Clustering of Applications with Noise), veri noktalarinin yogunluk tabanli olarak

gruplandirildigr bir kiimeleme algoritmasidir. DBSCAN, bir veri noktasinin
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etrafindaki yogunluk tabanli bir bolgeye dayanarak veri noktalarini kiimelere atar.
Yogun boélgeleri birlestirirken diisiik yogunluga sahip bolgeleri giiriiltii olarak

tanimlar.

DBSCAN bazi noktalarda yogunluk igeren ve giiriiltii noktalar1 bulunan veri setleri
i¢in kullanilir. Diger yontemlerden farkli olarak, uzaklik ya da benzerlik matrisinden

¢ok yogunluk baz alindig i¢in giiriiltii noktalar1 tespit edebilir.

Kiime sayisinin baslangicta belirlenmesine gerekli degildir. Ancak DBSCAN
parametreleri kiime sayisinin secilmesinde c¢ok biiyiikk bir etmen oldugu igin
parametrelerin veri setine uygun ve dogru girilmesi dnem tasimaktadir. Epsilon ve

Minpts parametrelerini inceleyecek olursak;

Epsilon (g), bir veri noktasinin komsuluk yaricapini belirleyen degerdir. Bir veri
noktasi i¢in epsilon degeri, o noktanin ¢evresindeki diger noktalar1 kapsayan bir alanm

ifade eder.

Eger bir veri noktasi i¢in, € uzaklig1 yarigapi icerisinde en az MinPts sayisinda diger
noktalari igeriyorsa, o nokta ¢ekirdek nokta (core point) olarak kabul edilir. Cekirdek

noktalar alanlar i¢erisindeki noktalar1 da dahil ederek kiime olustururlar.

MinPts ise, bir veri noktasinin ¢ekirdek nokta olarak kabul edilebilmesi i¢in en az kag
adet komsu noktasi olmasi gerektigini belirleten bir parametredir. Eger epsilon
uzaklig1 icerisinde en az Minpts kadar komsu nokta bulunmuyorsa, o veri noktasi

giiriiltii nokta (noise point) kabul edilir.

Bir p € D noktasinin N.(p) olan epsilon degerleri arasindaki komsuluklart Sekil
3.2’deki gibi gosterilir (Aydin,2022):

N.(p) ={qeDldist (p,q) < &}

Sekil 3.2. Epsilon Degerleri Arasindaki Komsuluklar
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Algoritma adimlar1 inceleyelim.
Adim 1: Rastgele daha once islem yapilmamis bir nokta segilir.

Adim 2: Epsilon (&) uzakliginda Minpts degerine esit ya da biiyiik sayida nokta olup
olmadig1 kontrol edilir. Kosulu sagliyorsa, secilen nokta ¢ekirdek noktadir ve “0”
etiketini alir. Eger kosulu saglamiyor ise, giiriiltii nokta olarak tanimlanir ve “-1”

etiketini alir. Nokta ziyaret edildi olarak isaretlenir.

Adim 3: Eger bu nokta c¢ekirdek nokta ise, komsu noktalariyla birlikte bir kiime

olusturur.

Adim 4: Rastgele ziyaret edilmemis bir nokta secilir. Eger bu nokta, bir kiimeye dahil
edilmis ise, epsilon yarigapinda Minpts adet ya da daha fazla adette nokta olup

olmadigina bakilir.

Minpts degerine esit veya daha fazla nokta var ise, komsu noktalari secilen noktanin

kiimesine dahil edilir.

Eger Minpts degerinden az nokta var ise, bu nokta “Sinir Nokta” olarak adlandirilir,

komsu noktalar1 kiimeye dahil edilmez.
Rastegele segilen nokta “ziyaret edildi” olarak etiketlenir.
Adim 5: Tiim noktalar “gliriiltii” ve “ziyaret edildi” olana kadar islem devam ettirilir.

Bu 6rnek gosteriminde € degeri 1, MinPts degeri 5 olarak alinmis olup, giiriiltii/aykir
veriden etkilenmeyerek farkli biiyiikliik ve sekillerde iki kiime elde edilmistir
(Rezai,2016). Sekil 3.3’de verilmistir.
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Sekil 3.3. Ug tip nokta ve kiimelemesi (Rezai,2016)

DBSCAN algoritmasinda kiime sayisini, eleman sayilarini etkileyen en 6nemli adim,
parametrelere verilen degerlerdir. Bu nedenle, bu degerlerin veri setine uygun olacak

sekilde dogru degerlerde verilmesi gerekmektedir.

Parametrelere deger verme noktasinda veriyi iyi analiz edip gorsellestirmek
yontemlerden biri olabilir, bu yontemin disinda deneme-yanilma ile, elde edilen
sonuglarin analiz edilmesi de uygulanabilecek yontemlerden biridir. Daha az test
verisiyle sonuglarin gézlemlendigi istatistiksel analizlerle de tespit yontemlerinden

biri olabilir.

3.2. Karinca Kolonisi Optimizasyonu Algoritmasi

NP-zor optimizasyon problemlerinin ¢oziimiinde kullanilan Karinca kolonisi
algoritmalar1 ilk olarak Marco Dorigo tarafindan ortaya atilan, karinca kolonilerinin
feromon saglayarak besin kaynagina en yakin yoldan ulagmalarindan ilham alinarak

olusturulmus bir algoritmadir.

Feromon, karincalarin yon bulmalar gerektiginde birbirleri arasinda bilgi iletmek
amaciyla kullandiklar1 viicut kimyasallaridir. izledikleri rotada feromon izleri
karincalar tarafindan giincellenir, bu nedenle feromonun yogun olmasi yolun kalitesini

gosterecektir, tercih edilme ihtimalini artirir.
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Feromon kuvvetlendirme orani (alpha) diigiimler aras1 feromon miktarlarinin 6nem
derecesini belirler. Sezgisellik Kuvvetlendirme Orani (beta) diigimler arasindaki

mesafenin dnem derecesini belirleyen parametredir.

3.2.1. Karinca kolonisi algoritmasi yapisi
Karmca kolonisi algoritmasi, problemlerin optimizasyonunda kullanilan Karinca

kolonisi algoritmasinda kullanilan parametreler;

Karinca Sayisi, karinca kolonisi algoritmasinda kullanilan karinca sayisidir. Karinca
say1s1 problemin karmasikligina bagli olarak secilir. Karinca sayisi arttik¢a, daha genis

arama yetenegine sahip olacaktir.

Karinca sayisi, karinca kolonisinin kesif yetenekleri ve optimizasyon potansiyelini
etkiler. Fazla karinca miktar1, hesaplama yiikiinii artirdig1 i¢in optimum parametre

degerine deney tasarimlar1 ya da deneme-yanilma yontemleri ile ulasilabilir.

Feromon miktari, karincalarin izledigi yollar iizerinde biraktiklart izler olarak

tanimlanabilir.

Feromon giincelleme katsayisi, tau, her rotada buharlasan feromonun hangi oranda
yenilenecegini gosterir, bu degerin artmasi algoritma sonuglarinda yakinsama

gbzlemlenmesine neden olur.

Feromon buharlagsma katsayisi ise, rho, her yeni kolonide feromon buharlasacaktir, bu
buharlagma orani i¢in verilen degerdir. Diigiik bir parametre degeri, karinca turlarinin

tekrarlanmasina ve arama yeteneklerinin azalmasina neden olacaktir.

Feromon buharlasma katsayis1, [0,1] araliginda deger almaktadir (Ozdag ve ark,
2012).

alpha parametresi, karincalarin feromon miktarini1 6nemseme derecesidir. Yiiksek bir
alpha degeri, karincalarin feromon izlerine daha fazla odaklanmasini saglar ve daha
fazla feromon biriktiren yollar1 tercih etmelerini saglar. alpha degeri, feromon
miktarinin karar siirecindeki agirligini belirler. Feromon miktarinin 6nemini gosteren

pozitif bir tamsay1 (Dereli, Das, 2010) olarak deger alir.
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beta parametresi, karincalarin heuristik bilgiyi (6rnegin, uzaklik veya maliyet gibi) ne
kadar onemsedigini belirler. Parametre degeri yiikseldikce, karincalarin heuristik
bilgiyi daha fazla dikkate almalarini saglar ve kisa veya ucuz yollar tercih etmelerini
saglar. Beta degeri, heuristik bilginin karar siirecindeki agirligini belirler. B
secilebilirlik parametresinin 6nemini goésteren bir alt-parametre olarak 1 ile 10

arasinda (Dereli, Dag, 2010) deger almaktadir.

3.2.2. Karmnca turunun matematiksel modellenmesi

Karinca kolonisi algoritmasinda ilk adimda karinca sayisi belirlenir. Ardindan her bir
karinca rastgele bir diigiime yerlestirilir ve tim diiglimleri tek tek ziyaret ederek turunu
tamamlar. Her bir karincanin mevcut diigiimden bir sonraki diigiime gitme olasiligini

hesaplamak icin matematiksel formiil Denklem 1'de ifade edilir (Ozdemir, 2008;

Serin, 2009).

[Tij]a[nij]ﬁ

Pl = ZleNil[Til]a[nil]B egerjeN;
Burada,
Pl-{ f : [ karincasinin i diiglimiinden j diiglimiine gegme olasilig1
Tij : [ ve j diiglimleri arasindaki feromon degeri
n; : [ ve j diigiimleri arasindaki sezgisel degeri
alpha : feromon katsay1si
beta : sezgisel katsayisi
N : diigiimler kiimesi

Bu formiil ile olusturulan feromon izleri ve heuristik bilgi birlestirilerek bir sonraki
diiglimiin olasilig1 belirlenir. Heuristik bilgi, diigiimler arasindaki uzaklik, maliyet
veya diger faktorleri temsil ederken feromon karincalar tarafindan olusturulan ve
diigiimler aras1 iletisimi saglayan kimyasal izlerdir. Feromonun belirli buharlagma ya
da yenilenme miktarlariyla izinin ve heuristik bilginin agirlikli kombinasyonu

hesaplanir ve yliksek degere sahip diiglimlere karincalar daha fazla egilim gosterir.
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Boylece, her bir karinca siradaki diiglimiinii hesaplayarak ve rastgele olarak diiglimleri

ziyaret ederek yolunu tamamlar.

3.2.3. Karinca kolonisi algoritmasi adimlari

Adim 1: Karinca sayist belirlenerek diiglimlere rastgele olarak yerlestirilir.

Adim 2: Her bir karinca belirtilen alpha ve beta degerlerine gore diigliim rotalarini

olustururlar.
Adim 3: Her bir karincanin alacagi rota mesafesi hesaplanir.

Adim 4: Karincalarin rota mesafelerine gore yollardaki feromon degerleri artirilir.

Adim 5 : Feromon buharlasma degeri kadar yollardaki feromon degeri azaltilir.

Adim 6: Belirtilen iterasyon sayisina ulasilana kadar veya hedeflenen degere

ulasincaya kadar Adim 2 tekrarlanir.

3.3. Yamt Yiizey Yontemi Ve Deney Tasarim

“Denemelerin Optimum Kosullara Ulagsmas1” ismi ile 1951 yilinda Box and Wilson
tarafindan gelistirilen Yanit Yiizeyi Yontemi, ¢iktt degiskeninin girdi parametreleri
tarafindan nasil etkilendigi ve ¢iktinin optimizasyonunu gerektiren uygulamalarda

modelleme ve analizleme i¢in kullanilan matematiksel ve istatistiksel bir tekniktir.

Deneme setinin hazirlanmasi, modelin olusturulmasi (regresyon analizi), varyans
analizi (ANOVA) ve optimizasyon Yanit Yiizeyi metodunun baslica kisimlarini

olusturmaktadir.

Ik asamasi, girdi ve cikt1 parametrelerinin tanimlanmasi ve her bir girdiye ait
seviyelerin belirlenmesidir. Ardindan girdi degerlerinin c¢ikti {lizerindeki etkisini

gozlemlemek ve aralarindaki iliskiyi olusturacak olan bagintiy1 olusturmaktir.

Optimum noktaya yaklasildikca, yamit yiizeyindeki egim artacaktir, egriligin
tahminlenebilmesi i¢in bazi analiz metotlariyla entegre olarak optimum noktaya

ulasilir.

Ornegin; bir kimyasal siirecin sonucu olan Y ¢iktisina ait sicaklik (X;) ve basing (X;)

gibi iki bagimsiz degisken olmasi durumunda formiilizasyon,
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Y =1(X1, X3)

ile ifade edilebilir. Bu bagimnti, sicaklik ve basing degerlerinin sonu¢ Y'yi nasil

etkiledigini ifade eder.

Bu yanit yiizeyinde, her X; ve X, degerine bir Y degeri karsilik gelmektedir ve X,
apsiste , X, ordinatta olmak tizere Y, bu diizleme dik noktalanarak ti¢ boyutlu olarak
cizilmektedir. Olusturulan grafik “yanit yiizeyi” olarak adlandirilir. Sekil 3.4’te yamt
degiskeni Y ile bagimsiz degiskenler X; ve X, arasindaki iliski grafiksel olarak
gosterilmektedir (Ciftci, 2011).

Sekil 3.4. Y, X1 ve X2 degiskenlerine ait Yanit Yiizeyi

Etken sayisi ¢ok oldugunda yanit yiizeyi modelinin karmagsiklagsmasi, tasarim se¢imi
ve veri toplama siirecini zorlagtirir. Bu durumda, ¢ok sayida etkenin aynmi anda
degerlendirilmesi ve etkilesimlerinin anlasilmasi 6nem kazanir. Bu gibi durumlarda,
MBT (Merkezi Bilesik Tersinir Yiizey Tepki Optimizasyonu) ve Box-Behnken
Tasarimi gibi yontemler kullanilabilir (Cift¢i,2011).

Box-Behnken Tasarimi yanit yiizeyi analizinde sik kullanilan bir deney tasarimi
yontemidir. Bu tasarimda, faktorlerin seviyeleri belirlenir ve deney noktalar1 bu
seviyelerde olacak sekilde diizenlenir. Bu tasarim, deney sayisini minimize ederken

etkilesimleri de hesaba katarak yanit yiizeyi modellerinin olusturulmasini saglar.
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Merkezi Bilesik Tasarimlar (Central Compozite Design), ¢ok faktorlii yanit yilizeyi
modelleri gelistirmek i¢in bir yontemdir. Bu yontemde deneyler, faktorleri segmek,
etkilesimleri belirlemek ve en uygun yanit kosullarini bulmak i¢in tasarlanir ve analiz
edilir. MBT, faktorler arasindaki etkilesimleri dikkate alarak yanit yilizeyinin daha

dogru bir modelini olusturur.

Cevap yiizey yonteminin daha az deney gerektirirken daha fazla bilgi ¢iktis1 saglar.
Degiskenlerin birbirleri arasindaki etkilesimleri inceleme firsati verir. Sisteme ait
matematiksel bir model tanimlayarak bagimli ve bagimsiz degiskenler arasinda iliskiyi

agiklar.

Cevap ylizey yontemi dogrusal olmayan sistemleri modellemede basarili bir yontem
olmayabilir. Simetrik olmayan fonksiyonlar (hiperbolik ya da ¢an egrisi) polinomlar

ile modellenememektedir (Kasap, 2017).

3.3.1. Deneyin analizi
Yanit Yiizeyi analizinde elde edilen ve yorumlanacak oldukga fazla sayida parametre
vardir. Degiskenlerin dogasina ve analiz yapilacak sistemin 6zelliklerine bagli olarak

degiskenler “siirekli” ya da “kesikli” olarak tanimlanir.

Eger degiskenler belirli degerler arasinda kesikli adimlarla degisiyorsa, yanit yiizeyi

analizi i¢in “kesikli” degiskenler kullanilir.

Eger degiskenler siirekli bir aralikta deger alabiliyorsa (mesela sicaklik, basing gibi),
bu degiskenler yiizeyi analizi i¢in “siirekli” degiskenler kullanilir ve deney tasarimi

stirekli araliklardaki noktalar1 igerecek sekilde yapilmalidir.

Bu kisimda calismada ele alinan kapsam kisitinda deney analizinin yorumlanmasi

anlatilacaktir.

R?, varyans analizi sonucunda elde edilen bu deger, veri noktalarinin modele ne kadar
iyi uydugunu ve varyasyonun ne kadarinin model tarafindan agiklandigini temsil eder.

0-1 araliginda degerler almaktadir.

R?, degeri arttik¢a, olusturulan modelin veri ile uyumlu odugunu ve varyasyonun
biiylik kisminin olusturulan deney tasarimi ile agiklandigini gosterir. Ayni zamanda

tahminleme giiciiniin yiiksekligi ve modelin kullanilabilirligini de aciklar.
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Deney sonucunun giivenilirligi i¢in giiven derecesi ve P degeri kullanilabilir. Giiven
derecesi, istatistiksel analizlerde sonuglarin glivenilirligini degerlendirmek ve dogru
kararlar vermek icin 6nemlidir. Yiiksek bir gliven derecesi, sonuglarin daha giivenilir
oldugunu gosterirken, diisiik bir giiven derecesi, belirsizlik i¢erdigini ifade eder. Eger
giiven derecesi %95 olarak se¢ilmis ise, hata olasiligi genellikle « = 0,05 olarak
belirlenir. Bu, yanliglikla yanlis sonuglara ulasma olasilifinin %5 oldugu anlamina

gelir.

F, bir regresyon modelinin anlamliligin1 degerlendirir, modelin agikladig1 varyansin

hata varyansina orani olarak tanimlanabilir.

F, bir hipotez testi sonucunda hesaplanmir, HO hipotezi ve H1 alternatif hipotez
tanimlanir. Sifir hipotezi, bagimsiz degiskenlerin modelde anlamli katkisinin olmadigi
anlamina gelir. Alternatif hipotez ise en az bir bagimsiz degiskenin modelde anlamli
bir sekilde katki sagladigini ifade eder. F degeri yiikseldikge, sifir hipotezi reddedilir

ve modelin anlamli oldugu kabul edilir.

Yapilan deney tasarimlarinda F degerini modelin anlamliligin1 degerlendirmek i¢in
kullanilirken, giiven derecesini %95 alarak hipotez testi sonucunu yorumlamak ve

karar vermek i¢in kullanacagiz.

3.3.2. Deneyin optimizasyonu

Cikt1 parametrelerinin minimum, maksimum ya da belirli bir hedefte istenmesi
durumunda, girdi parametrelerinin etkisi incelenir. Cekicilik (Desirability)
fonksiyonu, bu asamada, tiim ¢ikt1 sonuglarini analiz eden 0-1 araliginda deger alan
bir metotdur. Cekicilik fonksiyonunun degeri istenilen ¢ikt1 kriterlerine yaklagsma

oranini verecektir, deger 1’e yaklastikca belirlenen kriterlerin saglandigint gosterir.
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4. UYGULAMA

Caligma, bir lojistik firmasina ait beyaz esya dagitim deposundan Ankara ve gevre iller
olmak iizere ev ya da bayilere yapilacak teslimatlarin, randevu saati kisit1 altinda

dagitim rotasinin planlanmasidir.
Cevre iller kapsamindaki iller Kirikkale, Cankir1 ve Kirsehir'dir.

Veri seti olarak bir giinliik siparis ve teslimat adresleri baz alinmistir, teslimat adresleri

ve ana depo konumu Sekil 4.1°de verilmistir.
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Sekil 4.1. Teslimat Adresleri ve Ana Depo Konumu

Problem mevcut depoda gercek zamanli bir problem olmakla birlikte, sevkiyatlar
planlama personelinin deneyim ve goriislerine dayanarak planlamakta, sistemsel bir

rotalama ¢alismasi bulunmamaktadir.



Problemimizde, Ankara ve ¢evre illerde 75 adet ev veya bayi adresi i¢in teslimat
siparisleri bulunmaktadir. Teslimat siparislerinin yer aldigi ana depo Ankara

Kahramankazan'da yer almaktadir.

Bayiler ve 76 numarali ana depo igin olusturulmus uzaklik matrisi ekte verilmistir.

Uzaklik matrisinde uzakliklar km birimi olarak verilmistir.

Miisteri tarafindan verilen en 6nemli kisit zaman pencereleri olmakla beraber zaman
pencereleri  disinda hizmet verilebilir ancak bu durumda ceza maliyeti
uygulanmaktadir. Birim ge¢ kalma ceza maliyeti, erken gidilen siirenin ya da geg

kalinmas1 durumunda geg¢ kalinan siirenin on kati birim olarak belirlenmistir.

Geg ya da erken ziyaret durumuna izin verilmesi nedeniyle, problem tiirii literatiirdeki
"Ara¢ Rotalama Problemleri" bagligi altinda "Esnek Zaman Pencereli Ara¢ Rotalama

Problemi" olarak yer almaktadir.

Bayilerin teslimat noktalarina sunacagi servis siiresi esit ve 20 dakika olarak ele

alinmistir. Her ev ya da bayi adresine ait teslimat zaman pencereleri bulunmaktadir.

Zaman Pencereleri sabittir ve her teslimat i¢in satis bayilerinden miisterilere asagidaki
zaman pencerelerinden biri i¢in randevu olusturulmaktadir. Zaman pencereleri Tablo

4.1'de goriilmektedir.

Tablo 4.1. Teslimat Baglangi¢ ve Bitis Zamanlari

Teslimat Baslangi¢ Teslimat Bitis
10:00 12:00
10:00 14:00
12:00 14:00
12:00 16:00
14:00 16:00
14:00 18:00
16:00 18:00

Teslimat yiikii ve ara¢ kapasitesi taban alanina gore hesaplanmaktadir. Sevkiyatta yer

alan {irtinlerin taban alanlar1 toplami, arag¢ taban alanin1 gegmeyecektir.

Arag icin alt ve iist taban tasarimi Sekil 4.2'de yer almistir.
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/@ Ust Taban Alani=30 m?
(2

L — Taban Alam=30 m?

(= 0 Mewat o Yo, 0,0, 0.

Sekil 4.2. Arag I¢i Alt ve Ust Taban Alan1 Gosterimi

Aracin taban ve {ist taban alan1 problem boyunca sabit ve 30 m?'dir, siparis toplami 30
m?'yi gectigi durumlarda kalan siparislerin bir diger araca yiikleme yapilmasi

gerekmektedir.

Aracin Uist taban alani, tabana yerlestirilen ancak yiiksekligi fazla olmayan ve iist {iste

de yerlestirilebilen iiriin gruplari i¢in hayali olarak tasarlanmis alandir.
Teslimati yapilacak siparis listesindeki tiriin gruplar1 Tablo 4.2'deki gibi gdsterilmistir.

Buzdolab1 grubu siparisler A-Grubu siparigler olarak adlandirilmistir. A-Grubu

tirtinler aracin hem taban hem de iist taban alanini kaplayan tirlin gruplaridir.

Tablo 4.2. Siparis Gruplandirmasi

A-Grubu Siparis B-Grubu Siparis
Bulagik Makinasi
Uriin Kategorileri Buzdolab1 Camagsir Makinasi

Kurutma Makinasi

Taban Alam (m?) 1.3 m? 0.36 m?

Ust taban Alam (m?) 1.3 m? 0.36 m?
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B-grubu iiriinler ise ¢amasir makinasi, kurutma makinasi ve bulasik makinasi iiriin
kategorilerini igerir. Bu iirlin grubundakiler A grubu iirlinlerinden farkli olarak arag

icerisinde maksimum 2 adet olacak sekilde ist iiste yerlestirilebilirler.

A grubu buzdolab: siparislerinin taban alan1 1.3 m? alinirken, B grubu {iriinlerin
siparislerinde taban alanlar1 0.36 m? olacak sekilde varsayilmistir. Model cesitlerine
gbre taban Olgiileri degismesine ragmen problem kisiti olarak gercek degerlerin

ortalamasindan elde edilen degerler sabit degerler olarak varsaylmistir.

Problem ¢oziimiinde “Once Kiimele Sonra Rotala” yaklasimi kullanimistir. Kiimeleme
asamasinda problem yapis1 ve veri tiiriine uygun olarak se¢ilen DBSCAN kiimeleme

algoritmasinin uygulanmasi anlatilacaktir.

Ikinci asamasinda ise elde edilen kiimelerin her biri icin teslimat noktalarinin “zaman
kisitlar1” da ele alinarak Karinca Kolonisi Algoritmasi yontemi ile rotalanmasi yer

alacaktir.

4.1. Teslimat Noktalarim Kiimeleme Asamasi

Probleme ait veri seti incelendiginde, teslimat adreslerinin bir bdlgede yogunluk
gosterdigini ancak ug¢ noktalarda da teslimat yapilmasi gereken noktalar bulundugunu

Sekil 4.1°de gormekteyiz.

Ana depo’nun Ankara bolgesinde yer almasiyla birlikte, siparis listeleri incelediginde
teslimat adreslerinin siparis sayisi, bayi sayisi, niifus vb. etmenlerin de etkisiyle her

zaman Ankara bolgesinde yogunluk olusturdugu gézlemlenmistir.

Bu nedenle probleme en uygun algoritmanin yogunluk tabanli kiimeleme algoritmast

(DBSCAN) oldugu sonucuna ulasilmistir.

Kiime sayis1 problem baslangicinda bilinmemektedir. Giiriiltii noktalarin da dahil
edilmesiyle yogunluk tabanh kiimelemeye uygun bir yontem olan DBSCAN

algoritmasi uygulanmstir.

4.1.1. Arag ici kapasite ve yerlesim kisitlarimin algoritmaya dahil edilmesi
Problem rotasi depodan baslayip depoda bitecek olan ayn1 zamanda bir “Gezgin Satici

Problemi”dir.
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Bu nedenle kiimeleme sonunda elde edecegimiz her kiime ana depodan baslayacak ve
ana depoda rotasin1 tamamlayacak bir ara¢ olarak tasarlanmistir. Bu nedenle k
degiskeni kiime sayisini ifade ediyorken ayni zamanda ara¢ sayisini da ifade

etmektedir.

Olusacak her bir kiimenin bir araci temsil etmesi, uygulanacak kiimeleme
algoritmasinin yaninda kiimeleme islemine bir kapasite kistinin da dahil edilmesini

gerektirmektedir. Algoritma adimlart Tablo 4.3’te verilmstir.

Tablo 4.3. Kiimeleme Algoritmasi

Olusturulan Algoritma

BASLA

Uzaklik matrisi degerlerini Excel’den oku

taban_alani=0; ust_taban_alani=0; max _weight_per_cluster=30;
ust_cap=0;

Siparis adetlerini Excel’den oku.
€ ve MinPts degeri tanimla

Tiim noktalarin etiketlerini-1 olarak tanimla
for i=1"den teslimat noktas1 sayisina kadar

€ degerine esit ya da daha kisa mesafede bulanan noktalar1 bul

if minimum MinPts kadar nokta bulunduran nokta varsa

noktalarm etiketlerini O olarak ata.

end if
end for
k = 0, kiime tanimla

for i=1"den teslimat noktas1 sayisina kadar
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Tablo 4.3. (Devami) Kiimeleme Algoritmasi

if i noktasinin etiketi 0 ise
kiime sayisini 1 arttir
ExpandCluster fonksiyounu calistir
end if
end for
for i=1"den teslimat noktas1 sayisina kadar
if i noktasinin etiketi -1 ise
en yakin kiimenin etiketini ata
end if

end for

function ExpandCluster

BITIR

Algoritmada ilk olarak ekte yer alan ana depo ve teslimat noktalarinin uzaklik matrisi

tanimlanir.

Ardindan aracin taban ve iist taban alani baglangicta 0 kabul edilerek, maksimum

kapasite, max _weight_per_cluster = 30 olacak sekilde tanimlanir.

B grubu iiriinlerinden sipariste tek bir adet olmas1 durumunda, araca yerlestirilmis o
triinlin Gst kisminda bir B-grubu firliniin yerlesebilecegi kadar bir adet kapasite
olugmus olur. Siradaki siparis eger B grubu iirlinii ise tabana yerlestirilmek yerine daha
once yerlestirilmis olan iiriinlin iizerine yerlestirilecektir. Bunun icin iist kapasite,

ust_cap, baslangigta 0 olacak sekilde tanimlanir.
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A grubu tirtinler buzdolabi_yuk, B grubu iirtinler bgrubu_yuk ve siparisteki B grubu

iiriin sayis1 Bsip_adedi olarak tanimlanmistir. Bsip_adedi, st kapasite olusma

durumunu kontrol etmek i¢in tanimlanmis bir degiskendir.

¢ (Epsilon degeri) ve Minpts degiskenleri tanimlanir, degeri atanir.

13 2

Algoritma, baslanicta, tiim teslimat noktalarinin etiketini (gliriiltii noktasi) olarak
atama yapar, ardindan i degiseni 1’den baslayarak n adet teslimat noktasina kadar her
deger i¢in ¢ uzaklhiginda en az Minpts adet nokta bulundurup bulundurmadiginin

kontroliinii saglar.

Eger € uzakliginda en az Minpts adet nokta bulunduruyor ise o noktanin etiketi “0”

olarak giincellenir, yani ¢gekirdek nota olarak tanimlanir.

Bir sonraki adimda, i degiseni 1’den baslayarak n teslimat noktasina kadar her
noktanin etiketi kontrol edilir, eger etiketi “0” olan bir ¢ekirdek nokta var ise k kiime

sayist artirilarak bir kiime olusturulur ve ¢ekirdek nokta dahil edilir.

Ardindan, ExpandCluster fonksiyonu ile ¢ekirdek noktanin ¢evresindeki komsu
noktalar kapasite kisitin1 asacak noktaya gelinceye kadar kiimelenir. Bu fonksiyon

igerisinde aracin yerlestirilmesi de saglanmis olur.

ExpandCluster fonksiyonunun, arag¢ kapasitesi ele alinarak algoritma akisi Sekil

4.3’te verilmistir.
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Siparisler

Tlk sipariste HAYIR

EVET B grubu olan
iiriin says1 tek
Say1 m1
Taban ve tavan alanim
hesapla Taban ve tavan alaninn
l hesapla
Ust alanda bir kapasite
olustur
Maximum EVET
gecti mi
1 HAYIR
Araca yerlestir
]
¥
HAYIR
Sirada siparis
var m
EVET l,
Siradaki HAYIR

EVET sipariste B grubu

iiriin sayst
tek say1m1

EVET Ustalanda bir HAYIR EVET Ustalanda bir HAYIR
— kapasite S— kapasit
var m1 var mi
Taban ve tavan alanii Taban ve tavan alanmi Taban ve tavan alanmi Taban ve tavan alammi
hesapla hesapla hesapla hesapla
¥ i v
. . Ustalanda bir kapasite Ust alanda bir kapasite
iist kapasiteyi sifirla olustur Tsirw
EVET
Maximum
kapasiteyi
gecti mi
HAYIR |
Araca yerlestir

Sekil 4.3. Arag Ici Yerlesim Algoritma Akis Diyagrami
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4.1.2. Uygun parametrelerin bulunmasi
Deneysel ¢alismalar da optimum bir sonug elde edebilmek i¢in deney tasarimin dogru

yapilmasi ve parametrelerin dogru belirlenmesi gerekmektedir.

DBSCAN algoritmasinda kullanilan Epsilon ve Minpts parametreleri kiime sayisi,
kiime rotasi, toplam alinan yol miktari, toplam tiiketilen yakit, maliyet ve daha birgok

ciktiy1 etkileyen en dnemli etmenlerdir.

Kiimeleme agsamasinda MinPts ve Epsilon degerlerini optimize etmek i¢in Yanit

Yiizeyi Yontemi (Response Surface Metodu - RSM) ile Minitab 21 kullanilmigtr.

Deney tasariminda faktorler Minpts ve Epsilon degerleri olarak segilirken, kiimeleme
analizi sonucunda elde edilen kiime sayisi, kiime doluluklar1 ve giiriiltii sayis1 ¢iktilari

deney ¢iktilar1 olarak alinmistir.

Epsilon degerine ait faktor seviyeleri belirlenirken, teslimat noktalari ve depo arasinda
olusturulan uzaklik matrisinin verilerinden faydalanilmistir. Tiim matristeki genel
uzaklik ortalamasi kiimenin orta seviye, ortalamanin altinda kalan uzakliklara sahip
noktalarin uzaklik ortalamasi diisiik seviye ve ortalama iistiinde uzakliklara sahip

noktalarin ortalamasi ise yiiksek seviye verileri olarak alinmistir. Sekil 4.4’°te

gosterilmistir.
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Sekil 4.4. Teslimat Adresleri Ortalama Uzakliklar
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Bu durumda uzaklik matrisine gore ortalama deger 64.6 km, diisiik seviye deger 28.5

km ve yiiksek seviye deger 124.9 olarak belirlenmistir.

Minpts noktas1 faktorii i¢in ise harita iizerinde nokta sayilari gézlemlenmis olup 1 ve
6 aras1 faktor seviyeleri tanimlanmigtir. Bu degerler literatiirde kullanilan 1-5
degerlerlerine ek olarak veri setinin gdézlem ile analizi nedeniyle 1-6 aras1 degerler

uygulanmastir.

2 Faktor seviyesi ve 2’den fazla faktor seviyeleri olmast durumunda tercih edilen Yanit
Yiizeyi Metodu ve Central Compozite Design basligi tercih edilmistir. Degerler
“stirekli” degisken olarak tanimlanmistir. Epsilon degeri ise uzaklik belirttigi i¢in
stirekli bir degerdir. Minpts girdisi ise, bir veri kiimesindeki yogunlugun diisiik oldugu
durumlarda daha yiiksek "minPts" degerinin tercih edilebilmesi, yogunlugun yiiksek
oldugu durumlarda daha diisiik "minPts" degerinin kullanmilabilmesi igin siirekli

degisken olarak tanimlanmustir.

Farkli kombinasyonlarda hazirlanan 14 deney ile Yanit Yiizeyi metodu uygulanmistir.

Deney tasarimlar1 Tablo 4.4’te verilmistir.

Tablo 4.4. Kiimeleme Algoritmasi Deney Tasarimi

GiRDILER CIKTILAR
Deney No | Epsilon | MinPts | Kiime Sayisi | Kiime doluluklari Glirdilti
Factor A | Factor B | Response A Response B Response C
1 28.5 1 10 0.59 0
2 28.5 2 9 0.65 0
3 28.5 4 8 0.63 3
4 28.5 5 7 0.69 7
5 28.5 6 7 0.69 7
6 64.6 1 7 0.84 0
7 64.6 2 7 0.84 0
8 64.6 3 7 0.84 0
9 64.6 4 7 0.84 0
10 64.6 6 5 0.97 7
11 124.9 1 7 0.84 0
12 124.9 2 7 0.84 0
13 124.9 4 7 0.84 0
14 124.9 6 7 0.84 0

14 adet deney tasariminin sonucunda elde edilen analizler Tablo 4.5’te verilmistir.
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Tablo 4.5. Response A igin Faktorlerin Analizi

Term Coef SE Coef T-Value P-Value VIF
Constant 6,375 0,222 28,67 0,000
Factor A -0,624 0,129 -4,84 0,001 1,02
Factor B -0,764 0,141 -541 0,001 1,04

Factor A* Factor A 1,417 0,230 6,16 0,000 1,03
Factor B* Factor B -0,279 0,248 -1,12 0,294 1,01
Factor A*Factor B 0,776 0,169 4,60 0,002 1,03

Model 6zeti Tablo 4.6’da yer almaktadir.

Tablo 4.6. Response A i¢in Model Ozeti

S R?  R?*(adj) R?*(pred)

0,381650 93,09% 88,77% 77,21%

Response A, kiime sayilari i¢in sonuglari yorumladigimizda, modelin gecerliligi ve

anlamliligini ifade eden R — sqr degeri %93.09 olarak bulunmustur.

Modelde giiven seviyesi %95 seg¢ildigi i¢in P-Value degeri 0.05 degerinin altinda
kalan degerlerin cevap iizerinde etkisinin oldugunu, bu nedenle her iki parametrenin
de kiime say1s1 degerleri lizerinde etki ettigini gdstermektedir, katsayilar istatistiksel

olarak anlamlhidir ve sifirdan farkli bir degere sahiptir.

Her iki parametrenin birer ve birlikte etkisini gosteren grafik Sekil 4.5°de
gosterilmistir. Bu ¢iktiya gore, hem Epsilon hem de Minpts degerleri sonug tizerinde

etkili olup ikili kombinasyonlarinin da sonug {izerinde etkilidir.
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Pareto Chart of the Standardized Effects

(response is Response A; o = 0,05)

2. SIOG
|
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Sekil 4.5. Response A degerinin Pareto Grafigi

Factor Mame

A Factor A

B Factor B

Response B, ara¢ doluluk oranlari i¢in analiz sonuglar1 Tablo 4.7°de verilmistir.

Tablo 4.7. Response B i¢in Faktorlerin Analizi

Term Coef SE Coef T-Value P-Value VIF
Constant 0,8920 10,0169 52,70 0,000
Factor A 0,09590 0,00980 9,79 0,000 1,02
Factor B 0,0323  0,0108 3,00 0,017 1,04
Factor A* Factor A -0,1630 0,0175  -9,31 0,000 1,03
Factor B* Factor B 0,0265 0,0189 1,40 0,198 1,01
Factor A*Factor B -0,0243 0,0128 -1,89 0,095 1,03

Model Ozeti Tablo 4.8°de yer almaktadir.

Tablo 4.8. Response B i¢in Model Ozeti

S R?

R?%*(adj) R?(pred)

0,0290513 95,69%

92,99%
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Response B, ara¢ doluluk oranlari igin sonuglari yorumladigimizda, modelin

gecerliligi ve anlamliligini ifade eden R — sqr degeri %95.69 olarak bulunmustur.

Modelde giiven seviyesi %95 secildigi i¢cin P-Value degeri 0.05 degerinin altinda
kalan degerlerin cevap iizerinde etkisinin oldugunu, bu nedenle her iki parametrenin
de ara¢ doluluk oranlar1 lizerinde etki ettigini gostermektedir, katsayilar istatistiksel

olarak anlamlidir ve sifirdan farkli bir degere sahiptir.

P-Value degeri 0 ¢ikan bir faktor olan epsilon parametresinin, analizde 6nemli bir

etkiye sahip oldugunu gdsterir.

Her iki parametrenin birer ve birlikte etkisini gosteren grafik Sekil 4.6’da

gosterilmistir. Bu ¢iktiya gore, hem Epsilon hem de Minpts degerleri sonug {izerinde
etkilidir.

Pareto Chart of the Standardized Effects
(response is Response B; o = 0,05)

Factor MName
A Factor A
] Factor B

0 2 4 6 8 10
Standardized Effect

Sekil 4.6. Response B degerinin Pareto Grafigi

Response C, giirtiltii noktalari igin analiz sonuglar1 Tablo 4.9°da verilmistir.
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Tablo 4.9. Response C i¢in Faktorlerin Analizi

Term Coef SE Coef T-Value P-Value VIF
Constant 0,473 0,699 0,68 0,517

Factor A -1,646 0,405 -4,07 0,004 1,02
Factor B 2,256 0,444 5,08 0,001 1,04

Factor A* Factor A 0,159 0,723 0,22 0,832 1,03

Factor B* Factor B 1,716 0,780 2,20 0,059 1,01

Factor A*Factor B -2,102 0,530 -3,97 0,004 1,03
Model Ozeti Tablo 4.10°da yer almaktadir.

Tablo 4.10. Response C i¢in Model Ozeti

S R?  R?%*(adj) R?*(pred)

1,20012 89,97% 83,7%  57,47%

Response C, giiriiltli noktalari i¢in sonuglart yorumladigimizda, modelin gegerliligi ve

anlamliligini ifade eden R — sqr degeri %89.97 olarak bulunmustur.

Modelde giiven seviyesi %95 segildigi i¢cin P-Value degeri 0.05 degerinin altinda
kalan degerlerin cevap iizerinde etkisinin oldugunu, bu nedenle her iki parametrenin
de giiriiltii degerleri lizerinde etki ettigini gostermektedir, katsayilar istatistiksel olarak

anlamlidir ve sifirdan farkli bir degere sahiptir.

Her iki parametrenin birer ve birlikte etkisini gosteren grafik Sekil 4.7’de
gosterilmistir. Bu ¢iktiya gore, hem Epsilon hem de Minpts degerleri sonug {izerinde

etkili olup ikili kombinasyonlarinin da sonug iizerinde etkilidir.
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Pareto Chart of the Standardized Effects
(response is Response C; a = 0,05)

2,306
T
. Factor Mame
A Factor A
B Factor B

3 4 5
Standardized Effect

0 1 2

Sekil 4.7. Response C degerinin Pareto Grafigi

Eger kiime sayisin1 minimize, kiime doluluk oranlarini maksimize ve giiriiltii say1sini
minimize edecek dogrultuda Response Optimizer ¢alistirilmigtir. Her kiime bir araca

esit oldugu icin kiime sayisin1 mnimize etmek maliyeti onemli 6lgiide etkileyecektir.

Optimal i Factor A Factor B
D: 0.8510 High 124,90 6,0
T Cur [95,6879] [3,7778]
Lo 28,50 1.0
—
Composite T
Desirability
D: 0,8510
Response
Piminmunm
v = 0,0293

d = 0,99581 i__\_-—:—?
Response - - "\_\__"_":'__
Maxinmurm

v = 0,9074
d = 083517

Response

Mimirmum

¥ = 6,2950 / ————

d = 0,74100 i_

/.

Sekil 4.8. Response Optimizer Sonucu
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Sekil 4.8°de de goriildiigii lizere, Factor A olarak belirtilen Epsilon parametresi i¢in
opimum deger 95.68 km iken, Factor B ile belirtilen Minpts parametresi igin optimum

deger ise 3, minimum 3 noktay1 kapsayacak sekilde alinmistir.

4.1.3. Kiimeleme Sonuclari
Optimum parametre degerleri ile yapilan kiimeleme sonucunda k = 7 olmak tizere 7

ayr1 kiime olusturulmustur.
Her bir kiimeye ait sonuglar Tablo 4.11°de gdsterilmektedir.

Tablo 4.11. Kiimeleme Sonuglari

Kiime Yiik
Kiime Kime Elemanlar: Doluluk Oram
Toplam
1 11]12]|3]|4]|5]|6]9]29|30]|31(32|33(34|35[36{37[38[39]|51(53|55] 59.32 98.87%
2 | 7(8(10]46)|47(54(60]61|62(67(68|69|70[72|75 59.32 98.87%
3 [11]12(13]|14(15]16(17)18(19|41{43|44|45|73 59.24 98.73%
4 120121|22|23|40[42|48(50|71(74 58.68 97.80%
5 |24(25(26]27)28(49(52 55.24 92.07%
6 [56|57[58|59 49.8 83.00%
7 |63]|64]65|66 11.48 19.13%

[k 6 kiimenin ortalama doluluk oranlar1 %94.89 olarak kiimelenmistir, son kiimenin
ise diger iller katerogisinde yer almasi sebebiyle siparislerin daima az yogunlukta
oldugu bilinen ve kabul edilen bir kisittir. Teslimat adreslerinin Kiimeleme sonucunda

harita lizerinde gosterimi Sekil 4.9°da verilmistir.

®

1.Kime
© 2Kime
O3 Kiime
©J 4 Kime
® 5 Kime
O 6.xime

7 Kiime

e
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Sekil 4.9. Kiimeleme Sonuglarinin Harita Uzerinde Gdsterimi
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Bu agsamaya kadar teslimat noktalar1, maksimum arag¢ doluluk orani ile yogunluk bazl
kiimelenmistir. DBSCAN kiimeleme algoritmasina kapasite kisitinin uygulanmasi
sonucunda, minimum ara¢ — minimum maliyet hedefine yaklasilmistir. Bir sonraki
adimda, her bir kiime i¢in teslimat noktalarina ait teslimat zaman pencereleri araliginda

hizmet verilmesi igin teslimat adresleri rotalanacaktir.

4.2. Zaman Pencereli Ara¢ Rotalama Uygulamasi

Kiimeleme asamasinda elde edilen 7 adet kiimenin rotalanmasi i¢cin Metsaezgisel

yontemlerden biri olan Karinca Kolonisi Algoritmasi 6nerilmistir.

Problemin boyutlari, donemsel artan ve azalan bir siparis durumuna bagli olmasi
nedeniyle teslimat adreslerinin sayis1 degiskenlik gostermektedir. Buna bagli olarak
arag sayisi, problem veri seti Sezgisel Yontemler ile ¢oziilemeyecek veri boyutlarina

ulasabilir.

Problemin biiyiik ve karmasik olmasindan dolayr dogrusal programlamanin bu
durumlarda yeterli kalamayabilecegi diistiniilmiistiir. Karinca Kolonisi Algoritmasi,
arag¢ rotalama problemleri gibi kombinasyonlar igeren optimizasyon problemleri ile
basa cikabilme yetisine sahiptir. Problemin dinamik yapisi nedeni ile metasezgisel

yontemlerden biri olan Karinca Kolonisi Algoritmasi ile ¢oziimlenmistir.

Ancak geleneksel Karinca Kolonisi algoritmasindan farkli olarak, probleme ait zaman
pencereleri bu asamada probleme dahil edilmis, daha Oncesinde kapasite kisitini
saglayan kiimeler bu adimda oOncelik ve zaman pencereleri kisitlar1 altinda

degerlendirilmistir.

4.2.1. Algoritma parametrelerinin belirlenmesi
Karinca Kolonisi Algoritmasina ait global parametreler olan MaxIT, Nant, alpha,

beta parametreleri i¢in bir deney tasarimi yapilmistir.

alpha parametresi i¢in, karincalarin feromon miktarma verdigi énemin bir agirhig
olan tanimlanabilir. Bu deger genellikle 1-5 araliginda bir deger aldig1 i¢in, calismada

da bu degerler araliginda bir deney tasarimi yapilmstir.
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beta parametresi ise, heuristik bilgileri onemseme agirligidir, bu deger genellikle 1-5
araliginda bir deger aldigi1 i¢in, calismada da bu degerler araliginda bir deney tasarimi

yapilmigtir.

Nant ve MaxIT parametreleri ise, literatiir calismalarinin izlenmesi ve deneme-
yanilma yontemlerinden elde edilen veriler sonucunda, 100-200 araliginda degerler

almislardir.

rho ve tau parametreleri ise, karincalarin rotalarmi etkileyen buharlasma ve feromon
yenilenme oranlaridir. Deney tasarimina dahil etmemekle beraber bu degerler
ortalama olan 0.5 olarak secimistir. Bunun nedeni ise, feromon yenilenme ya da
buharlagsma oranlarimin ortalama degerlerde tutulup, u¢ noktalarda deger alarak
feromonun hi¢ yenilenmemesi ya da feromonun hi¢ buharlasmamasi durumunun

ortadan kaldirilmak istenmesidir.

Kiimeleme agamasinda MinPts ve Epsilon degerlerini optimize etmek i¢in Yanit
Yiizeyi Yontemi (Response Surface Metodu - RSM) kullanilmistir, Minitab 21
kullanilmistir. Problemin dogasina ve gereksinimlerine baglh olarak degerler “stirekli”

degisken olarak tanimlanmustir.

Deney tasariminda faktorler MaxIT, Nant, alpha, beta parametreleri olarak
secilirken, analiz sonucunda elde edilen ceza maliyeti ve alinan yol (km) degeri

ciktilar1 deney ¢iktilart olarak alinmistir. Deney tasarimi Tablo 4.12°de verilmistir.
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Tablo 4.12. Karinca Kolonisi Algoritmast Deney Tasarimi

DENEY TASARIMI
GIRDILER CIKTILAR
MaxIT | Nant | alpha beta ceza km
Deney No
Factor A |Factor B |Factor C|Factor D | Response A | Response B

1 100 100 0 0 38700 39387.5
2 125 100 1 0 34900 35617.3
3 150 100 2 0 43090 43816.55
4 175 100 3 0 36560 37240.05
5 200 100 4 1 57480 57873.65
6 100 200 0 1 53290 53830.33
7 125 125 0 1 52570 53078.25
8 150 125 1 1 54700 55172.8
9 175 125 2 2 67070 67514.43
10 200 125 3 2 69980 70376

11 100 150 4 2 66630 66959.4
12 125 200 0 2 62090 62419

13 150 150 0 3 63490 63857.25
14 175 150 1 3 72610 72947

15 200 150 2 3 70960 71310

16 100 175 3 3 72180 72517.9
17 125 175 4 4 73760 74129.78
18 150 200 0 4 71930 72277.08
19 175 175 0 4 68780 69103.65
20 200 175 1 4 73030 73331.13
21 200 175 5 5 79290 79637.98
22 200 175 4 5 71540 71852.25
23 200 175 3 5 70840 71158.48
24 200 175 2 5 74730 75014.25
25 200 175 1 5 76490 76772.68
26 100 175 1 1 53640 54076.65
27 125 150 2 2 63440 63860.88
28 150 200 1 4 76260 76571.08
29 200 100 3 3 77560 77859.08
30 125 100 5 2 64280 64594.65

Analiz sonucunda, Response A, ceza maliyeti ¢iktisi i¢in elde edilen analizler Tablo

4.13’de verilmistir.
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Tablo 4.43. Response A - Ceza Maliyeti Ciktilart

Term Coef SE Coef T-Value P-Value VIF
Constant 67661 2519 26,86 0,000
Factor A 1571 2287 0,69 0,503 9,45
Factor B 873 4804 0,18 0,858 35,64
Factor C 2843 3376 0,84 0,413 14,35
Factor D 14829 5121 2,90 0,011 36,35

Factor A* Factor A -1882 3089 -0,61 0,551 5,50

Factor B* Factor B -2910 9095 -0,32 0,753 42,86
Factor C* Factor C 472 2846 0,17 0,871 3,87

Factor D* Factor D -28222 9703 -2,91 0,011 46,58
Factor A*Factor B -13311 9082 -1,47 0,163 65,80
Factor A*Factor C  -4395 4262 -1,03 0,319 12,46
Factor A*Factor D 16736 9847 1,70 0,110 65,33
Factor B*Factor C  -1708 10718 -0,16 0,876 88,06
Factor B*Factor D 19444 17739 1,10 0,290 156,82
Factor C*Factor D 5077 11400 0,45 0,662 75,40

Model Ozeti Tablo 4.14’te verilmistir.

Tablo 4.14. Response A - Ceza Maliyeti Model Ozeti

S R*?  R%*(adj) RZ%*(pred)

3064,47 %96,94 %94,09 %81,15

Response A, ceza maliyeti ¢iktisi i¢in sonuglart yorumladigimizda, modelin gegerliligi
ve anlamlihgini ifade eden R? de@eri %96,94 olarak bulunmustur. R? degeri

yikseldik¢e deney setini iyi ifade ettigi sonucuna ulasiriz.
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Modelde giiven seviyesi %95 se¢ildigi i¢in P degeri 0.05 degerinin altinda kalan

degerlerin cevap lizerinde etkisinin oldugunu, bu nedenle beta parametresinin ceza

maliyeti iizerinde etki ettigini gostermektedir.

Analiz sonucunda, Response B, alinan yol (km) ¢iktisi i¢in elde edilen analizler Tablo

4.15’te verilmistir.

Tablo 4.15. Response B — Alinan Yol Ciktilart

Term Coef SE Coef T-Value P-Value VIF
Constant 68034 2515 27,05 0,000
Factor A 1593 2283 0,70 0,496 9,45
Factor B 926 4797 0,19 0,849 35,64
Factor C 2836 3371 0,84 0,413 14,35
Factor D 14648 5113 2,86 0,012 36,35
Factor A* Factor A -1904 3084 -0,62 0,546 5,50
Factor B* Factor B -2783 9081 -0,31 0,763 42,86
Factor C* Factor C 467 2842 0,16 0,872 3,87
Factor D* Factor D -27966 9689 -2,89 0,011 46,58
Factor A*Factor B -13215 9068 -1,46 0,116 65,80
Factor A*Factor C  -4389 4256 -1,03 0,319 46,58
Factor A*Factor D 16601 9832 1,69 0,112 65,33
Factor B*Factor C  -1556 10702 -0,15 0,886 88,06
Factor B*Factor D 19233 17712 1,09 0,295 156,82
Factor C*Factor D 5018 11383 0,44 0,666 75,40

Model Ozeti Tablo 4.16’da yer almaktadir.
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Tablo 4.16. Response B — Alinan Yol Model Ozeti

S R?

R?%*(adj) R?(pred)

3059,83 %96,89

%93,99

%80,75

Response B, almman yol (km) ¢iktisi igin sonuglart yorumladigimizda, modelin

gegerliligi ve anlamlihgini ifade eden R? degeri %96,89 olarak bulunmustur. R? degeri

yikseldik¢e deney setini iyi ifade ettigi sonucuna ulasiriz.

Modelde giiven seviyesi %95 secildigi i¢in P degeri 0.05 degerinin altinda kalan

degerlerin cevap iizerinde etkisinin oldugunu, bu nedenle beta parametresinin alinan

yol (km) tlizerinde etki ettigini gostermektedir.

Ceza maliyeti ve alinan yol (km) ¢iktilarint minimize edecek dogrultuda Response

Optimizer ¢alistinnlmistir. Elde edilen sonuglar Sekil 4.10°da gosterilmistir.
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Sonuclar incelendiginde, Faktor A, MaxIT parametresi i¢in 100; Faktor B, Nant
parametresi i¢in 162; Faktor C, alpha parametresi i¢in 5 ve beta parametresi i¢in ise

0 degeri optimum degerler olarak belirlenmistir.

4.2.2. Karinca kolonisi algoritmasimin uygulanmasi
Kiimeleme algoritmasi sonucunda elde edilen her 7 kiime i¢in, her 7 arag i¢in rotalama

asamasina gecilmistir.

Uygulanacak olan Karinca Kolonisi algoritmasi icin MATLAB R2022a programi

kullanilmistir.

Bu ¢alismada klasik Karinca Kolonisi algoritmasindan farkli olarak zaman pencereleri
icerisinde teslimat kisiti algoritmaya dahil edilmistir. Her ara¢ zaman kisitlarini

dikkate alarak rotalanacaktir.

Zaman penceresi kisit1 dahilinde uygulanan Karinca Kolonisi algoritmasi Tablo

4.17°de verilmistir.

Tablo 4.17. Karinca Kolonisi Algoritmast adimlari

Olusturulan Algoritma

BASLA

Teslimat adreslerine ait X, y koordinatlarini oku.

Zaman matrisini ve siire matrisini oku.

Zaman pencerelerini oku.

Teslimat adresi sayisini bul.

MaxIT, Nant, alpha, beta, rho ve tau parametrelerini tanimla.
Karinca kolonisi i¢in bos bir matris tanimla.

En iyi karincanin maliyetini sonsuz deger al.

for i’den MaxIT kadar

for k 1’den Nant kadar
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Tablo 4.17. (Devam) Karinca Kolonisi Algoritmasi adimlari

turun baslangi¢ noktasini ana depo seg.
karimcanin toplam zamanini 0’a esitle.
cezayi 0 olarak tanimla.
for tur adimini 2°’den NVar adres sayis1 kadar
baslangi¢ noktasini turun sonuna bitis adresi olarak ekle
alpha ve beta parametrelerinden siradaki adres i¢in secilme ihtimali bul.
RouletteWheelSelection fonksiyonu ile siradaki rotay1 seg
Segilen adresi tura ekle
Gidis zamanini karincanin aldigr siireye ekle
if karinca zaman penceresinden once geldi ise

zaman penceresinin baslangicini bekler ve 20 dk hizmet siiresi

eklenir
elseif karinca zaman penceresi araliginda geldi ise
hizmet siiresi 20 dk eklenir
elseif karinca zaman penceresinden daha geg geldi ise
ceza maliyeti ge¢ kalinan siirenin 10 birim kat1 olarak eklenir
hizmet siiresi 20 dk eklendi
end if
end for
Karinca maliyetine ceza maliyetini ekle.
if karincanin maliyeti en iyi karincanin maliyetinden kiiclikse
karinca
end if

end for
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Tablo 4.17. (Devam) Karinca Kolonisi Algoritmast adimlari

feromon giincelleme fonksiyonu

BITIS

Uygulama sonucunda elde edilen rotalar ve maliyetleri Tablo 4.18’de verilmistir.

Maliyet hesabinda aracin yakit olarak 100 kilometrede 20 litre yakit yaktigi

varsayilarak ceza maliyeti de eklenerek maliyet hesaplanmistir.

Tablo 4.18. Calisma Sonucu Elde Edilen Ciktilar

ROTALAR Alinan Yol (km) | Ceza Maliyeti (TL) | Toplam Maliyet
1(76 363031 6 53 1 3839559 29 5 2 3 353733343251476 35,436.4 £ 34,780 £ 176,525.40
;76 8 10 60 7568 47 62 67 46 54 7069 61 7 72 76 4,367.8 £ 4,00 | & 21,571.20
;76 14 19 73 43 15 16 18 13 11 12 44 45 41 17 76 9,982.2 £ 9510 | & 49,438.80
276 712120 42 50 23 40 22 48 74 76 159.7 0 £ 638.80
;76 28 26 49 24 27 2552 76 124.8 0 £ 499.20
576 59 56 57 58 76 321.4 0 £ 1,285.60
; 76 65 66 63 64 76 473.7 0 £ 1,894.80
TOPLAM s 251,853.80

Tiim rotalar Sekil 4.11°de verilmistir.

Kiimeler igin Nokta Rotalari

33.6

>334 1

332t

33T

328 +

326

324

Sekil 4.11. Olusturulan Tiim Rotalar

Birinci kiimeye ait rota gésterim grafigi Sekil 4.12°de, ikinci kiimeye ait rota gosterim

grafigi Sekil 4.13’te verilmistir.
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Kiime 1 Nokta Rotasi

33

3295

329

3285

328

> 32.75

327

3265

326

3255

[14,18] &
[

" o121,

[14,18]

TM2,14]
[14,16]
[12.14]

331

39.95 40 40.05 40.1 40.15 40.2 40.25 40.3 40.35 40.4 4045
X

Sekil 4.12. Kiime 1 Rotas1

Kiime 2 Nokta Rotas:

33.05

33

3295

329

> 32.85

328

32.75

327

3265

[\
[14.18] 14 1)

8]
2,16]

32.6
39.9

39.95 40 40.05 40.1 40.2 40

Sekil 4.13. Kiime 2 Rotasi1

25

Ucgiincii kilmeye ait rota gosterim grafigi Sekil 4.14’te, dérdiincii kiimeye ait rota

gosterim grafigi Sekil 4.15°de verilmistir.
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Kiime 3 Nokta Rotasi

336 T -
33.5
334
333
33.2

> 33.1

33
329

3286

327}
\J:NA DEPO

326
398 39.85 39.9 39.95 40 40.05 40.1 40.15

Sekil 4.14. Kiime 3 Rotasi

Kiime 4 Nokta Rotasi

329

3285

328

> 3275

327

3265

3286
39.8 39.85 309 39.95 40 40.05 40.1 40.15

Sekil 4.15. Kiime 4 Rotasi

Besinci kiimeye ait rota gosterim grafigi Sekil 4.16°da, altinc1 kiimeye ait rota gosterim
grafigi Sekil 4.17°de ve yedinci kiimeye ait rota gosterim grafigi Sekil 4.18’de

verilmistir.
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Kiime 5 Nokta Rotasi
32.85 : .

[12,14]

[14,18]

3275

12,14

327

42 g5 [14.18]

326 - * *
39.85 39.9 39.95 40 40.05 40.1 40.15

X

Sekil 4.16. Kiime 5 Rotasi

Kiime 6 Nokta Rotasi

[10,14]
336 [10.14] [10,14]
[10,14]
334}
~2]
3t
328+
ANA DEPO
326
40.1 40.2 40.3 404 40.5 40.6 40.7

Sekil 4.17. Kiime 6 Rotas1

Kiime 7 Nokta Rotasi

14,151 o fame]

1

344

20k [14,18

338
236 [14,18]
334
332

3

328

326
39 39.2 39.4 39.6 39.8 40 40.2

Sekil 4.18. Kiime 7 Rotas1
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Firma personelinin bilgi ve deneyimlerine dayali yapmis oldugu planlama sonucunda

elde edilen rotalama Tablo 4.19’da verilmistir.

Tablo 4.19. Calisma Oncesi Durum

ARACLAR

14 {15 |16 | 18
4 147 |59 |60 |61 (|65|69 (70
11 112 113|117 |63 |64 |66 |73
71819 [10]72
20 (21 (27 (40 |42 |43 | 44 | 45 | 48
56 57 |58 |62 |67 | 68 | 75
112 (34 (5 ]6[22]23]|24(25|26(41 |54 (55
50 |51 (52|53 (71
28 (29 (30 (3132 (33
19 |34 |35(36 |37 (3813949 |74

O |IN|[OO|N|HR|WIN|E=

[
o

Firma tarafindan tablodaki gibi kiimelenen 10 ara¢ zaman pencereleri dikkate alinarak

teslimatlarin1 gergeklestirmektedir.

Yapilan c¢alismada, planlama personelinin deneyim ve gozlemlerine dayali
rotalamadan elde edilen 10 ara¢ sayisi ortalama %94.89 ara¢ doluluguyla 7 araca

distrialmistiir.
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5. SONUC VE ONERILER

Calismada, Ankara’da yer alan ana dagitim deposundan Ankara ve ¢evre illerdeki 75
adet bayiye belirli zaman pencerelerinde teslimat yapmasi gereken bir beyaz esya

deposunun ger¢ek zamanli bir problemi incelenmistir.

Oncelikle teslimat adreslerinin Ankara cevresinde yogunlastigi analiz edilmistir ve
iiriin gruplart yerlestirme kisitlarina gore smiflandirilmistir. Teslimat noktalart
yogunluk tabanli DBSCAN algoritmasi ile kiimelenmistir. Kiimeleme sirasinda aracin
kapasitesini asmayacak sekilde arag i¢i yerlestirme yapilmistir. Ust iiste istiflenebilme
kriterini saglayan {riin gruplarnn iist tste yerlestirilerek arag doluluk oram

yiikseltilmigtir.

Her bir kiime bir arac1 ifade etmektedir. Araglarin kapasite, yerlesim kisitlari
birbirlerine olan yakinliklar1 bazinda kiimelendikten sonra zaman pencerelerine gore

hangi siralamada teslimat yapacagi problemi ortaya ¢ikmistir.

Bu durumda siparis boyutunun degisikligi ve adres dinamikligi nedeniyle metasezgisel
yontemlerden biri olan Karinca kolonisi algoritmasi rotalama adimi i¢in se¢ilmistir.
Bu asamada klasik karinca olonisi algoritmasinin disina ¢ikarak algoritma i¢ine zaman

pencereleri kisitlarini saglayacak sekilde rotalama kisit1 eklenmistir.

Teslimat noktasina zaman baglangicindan daha erken gimesi durumunda bekleyebilen
ancak ge¢ gitmesi durumunda ceza maliyeti ekleyen kisit algoritmaya entegre

edilmistir.

Bu rotalama sonucunda hem kapasite, hem yerlestirme kisitlart hem de zaman

pencereleri kisitlarin1 saglayan bir yaklagim onerilmistir.

Gelecek calismalarda, bu calismada varsayilan ya da kabul edilen durumlar {izerine

caligmalar planlanmistir.



Tek tip arac tipi yerine degisken kapasiteli araglar, iiriin gruplarinin taban alanlarinin
iirlin modeline gore degiskenlik gdstermesi gibi durumlar bu ¢alismada varsayilan

durumlardir.

Ayn1 zamanda kiiciik 6lcekli siparislere sahip gevre iller icin “sadece haftanin belirli
giinlerinde teslimat” yapma ve boylece siparisler igin belirli giinlere randevu verilerek
aracin doluluk orani diisiik teslimat yapmasi engellenebilir. Calismanin gelecek

asamalarinda hedeflenen gelistirme noktalarindan biridir.

Onerilen yaklagim, kisitlar ile algoritmalarin entegresini saglamis olup arag sayisinda
%30 iyilestirme saglamistir. Ara¢ doluluk oranlari ortalama %94.89 olacak sekilde

artirilmastir.
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