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MAKINE OGRENMESI TEKNIiKLERI iLE TAHSILAT DAVRANISI
TAHMINi: TELEKOMUNIKASYON SEKTORU ORNEGI

OZET

Sirketlerin varliklarini siirdiirebilmeleri i¢in, miisterilerine sagladiklart hizmetlerin
karsiliklarin1 almalar1 gerekmektedir. BoOylece kendi finansmanlarini saglayip,
gelismeye devam edebilirler. Ancak zamaninda 6denmeyen faturalar sirketlere ciddi
bir yiik getirmektedir. Sirketler gelismeye devam etmek ve yeni liriinler ortaya koymak
yerine, bu alacaklar1 tahsil etmeye ¢alisarak kendi biinyelerinde performans kaybi
yasamaktadirlar, gelismeye ve biiyiimeye devam edememektedirler. Bu performans
kaybini 6nlemek i¢in bazi sirketler bor¢lu miisterilerinden, alacaklarinin tahsilatini dig
kaynaklarla yiiriitmektedirler.

Bu calisma kapsaminda da, Tiirkiye’deki bir telekomiinikasyon sirketinin borg¢lu
miisterilerinden alacagin tahsil edebilmesi i¢in izledigi yolun optimize edilmesine
calistlmistir. Bu kapsamda, sirket bor¢lu miisterilerini arayarak ilk olarak borcu
kendisi tahsil etmeye ¢aligmaktadir. Ulasamadig1 veya tahsilat gerceklestiremedigi
miisterilerini avukatlik biirolarina yonlendirmektedir. Daha sonrasinda bu avukatlik
biirolar1, tahsil edebildikleri tutar iizerinden bir performans sistemine dahil
edilmektedirler. Bu performans sisteminden ¢ikan sonug, biironun bir sonraki ay
telekomiinikasyon sirketinden devir alacagi miisteri sayisinda etkili olmaktadir. Bu
kapsamda, sirket, daha dogru degerlendirme yapabilmek i¢in, bu biirolara atanmig olan
dosyalarin homojen zorlukta olmasini istemektedir. Esit zorlukta yapilan atamalar
sayesinde biirolar adil ve seffaf bir sekilde degerlendirilebileceklerdir. Boylece hem
biirolar i¢in daha seffaf bir yap1 kurulmus olacak hem de sirket dogru atamalar yaparak
elde edecegi tahsilat tutarini artirmis olacaktir.

Yapilan tez ¢alismasinda, miisteri ornekleri incelenerek miisterinin borcunu 6deme
potansiyeli ongoriilecek sonrasinda her miisteri i¢in borcunu geri 6deme ihtimali
hesaplanacaktir. Sonrasinda ise bu ihtimal degerleri kullanilarak biiro bazinda
homojen zorlukta miisteri atamasi yapilmasi planlanmistir.

Bu ¢alisma kapsaminda siniflandirma yapilmigtir. Siniflandirma algoritmalarina gore
olasilig1 0.5’ten bliyiik olanlar 6der, yani 1, 0.5’ten kii¢iik olanlar 6demez, yani 0
olarak isaretlenir. Bu ¢alismada dogrulugu 6lgmek i¢in siniflandirma algoritmalar
kullanilmais olsa da, telekomiinikasyon sirketinin atamalar1 gergeklestirecegi platforma
saglanacak veriler, 6deme olasiliklarinin ortalamasi kullanilarak atamalarin homojen
olmas1 yoniinde gelistirilmistir.

Calisma toplam alt1 alt boliimden olusmaktadir. Birinci boliimde, genel cergeveyi
aktaran giris boliimiinde problem incelenecek ve tez calismasinin amacindan
bahsedilecektir. Sonrasinda, bu alanda yapilmis ¢alismalar incelenecektir. Ugiincii
boliimde, teknik alt yap1 hakkinda bilgi aktarimi gergeklesecektir. Dordiincii boliimde,
makine ogrenmesi islemlerinden en dogru sonuglari elde edebilmek amaciyla veri
tizerinde yapilan islemlere deginilecektir. Ayrica yine bu boliimde deginilen 6znitelik
secimi i¢in kullanilan farkl teknikler ile veri altkiimeleri yaratilacaktir. Son boliimde
ise veri kiimesi tizerinde gerekli diizeltmeler yapildiktan sonra, olusturulmus bu alt
veri kiimelerinin modeller ilizerindeki performanslart karsilagtirilacaktir. Son bolim
olan Boliim 6’da ise tez ¢alismasindan elde edilen sonuglar yorumlanmaistir.
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Ik olarak, telekomiinikasyon sirketinden temin edilen ~327K farkli miisteri igeren
2018 yilina ait veri kiimesi tizerinde ¢alisma yapilmistir. Veri temizlenip, bos degerler
doldurulup, gereksiz veriler elenip, en son asamada ilgili yeni oOznitelikler de
eklendikten sonra, birkag farkli yontem ile 6znitelik 6nem siralamasi yapilacaktir. Bu
siralama ile veriler makine O0grenmesi modellerinde uygulandiktan sonra, en iyi
dogruluk sonucunu hangi 6znitelik alt kiimesi ile belirlendigi ortaya konacaktir. En az
sayida Oznitelik ile en dogru sonucu veren model bulunmaya calisilmistir.
Telekomiinikasyon sirketinden alinan 18 6znitelik, ¢alisma kapsaminda 38 6znitelige
kadar tiiretilmistir. Oznitelik se¢im ydntemleri olarak, aga¢c temelli segim
yontemlerinin ortalama degerleri, Temel Bilesen Analizi, Ozyinelemeli Lojistik
Regresyon, Ozyinelemeli Adaboost, ki-kare testlerinden elde edilen dznitelik dnem
listeleri en etkiliden en az etkiliye dogru sirasiyla, Oznitelik sayisi artirilarak
modellerde islenmistir. Calismada kullanilan modeller, Lojistik Regresyon (LR),
Karar Agact (KA), Naive Bayes, K-en yakin komsu, Adaboost, Bagging, Rastgele
Ormanlar, Gradyen Boosting, XGB (Extra Gradyen Boosting), Extra Agaglar ve
Yapay Sinir Agt (YSA)dir. En iyi sonug; 38 0Ozniteligin aga¢ modellerinin
uygulanmasiyla elde edilmis 6nem sirasina gore ilk 33 6znitelik ile gradyen boosting
modellemesiyle elde edilmistir Bu degerin de 74,28 oldugu gozlenmistir.
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PREDICTION OF DEBT COLLECTION BEHAVIOUR WITH MACHINE
LEARNING TECHNIQUES: A CASE STUDY ON TELECOMMUNICATION
COMPANY CUSTOMERS

SUMMARY

In order for companies to maintain their assets, they must receive the provisions of the
services they provide to their customers. Therefore, they can get their own funding and
keep improving.

However, invoices that are not paid on time place a serious burden on companies.
Instead of continuing to develop and putting forward new products, companies are
trying to collect these receivables and are experiencing a loss of performance within
their own structure and are unable to continue to develop and grow.

The burden imposed by the customer who does not pay the debt should not be
considered solely as the inability to collect the debt. At the same time, the company's
resources for collection must be taken into account. The company is also exposed to
both its employee effort loss and company assets (telephone, electricity, computers,
etc.) expenses. For this reason, some companies outsource their collection to customers
who do not pay their debt. In addition to the customer's debt to the telecommunications
company, the outsourcing office tries to collect the debt from the customer by adding
its own amount.

Within the scope of this thesis, the telecommunication company is also carrying out
the collection of unpaid invoices with external sources. The company tries to collect
from its customers who do not pay their debts and who are in legal proceedings with
the help of law offices.

The current operation of the process that the company wants to optimize is to try to
reach the customer by the employees of the company before dispatching the debtor to
external sources and make efforts to collect the debt. Customers who do not pay their
debt for 120 days are referred to law offices. First, these offices try to reach the
customer themselves and make an effort to collect the debt, and for those who do not
pay their debts, a lawsuit is filed and thus the process is started.

Each month, the company transfers its customers who do not pay their debts in
different amounts to the law offices for the collection to take place. Monthly average
~25K customers follow the law. This ~25K customer is distributed to offices in line
with their performance. On a monthly basis, the company determines the performance
of the offices according to the amount the offices manage to collect, and in line with
this performance, the number of customer files to be assigned to that office in the
following month is determined.

The company regularly collects collection information from the offices every month.
In this direction, it performs a performance calculation, determining the number of
customers to be assigned the following month. The offices prefer to call among new
customers first, as new customers arrive each month. Because they don't want to lose
a new customer who is easy to collect by taking care of a customer they didn't get,
even though they tried to get paid earlier. They are able to return to the past months
after completing their new customer calls that month. The following month, ~25K new
customers will be assigned to the offices again. This process continues until the end of
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the year. There are fewer appointments in December compared to other months. At the
end of the year, all customer debts that have not been collected by the offices are
recovered and redistributed.

In addition, offices are included in a performance system based on the amount they
can collect from customers who have been transferred to them. The result from this
performance system is effective in the number of customers that the office will take
over from the telecommunications company next month. In this context, the company
wants the customers assigned to these offices to be homogenous in order to make a
more accurate assessment.

However, during this assignment process, the randomization of customer assignment
can lead to subjective. For example, having high debt amounts assigned to an office or
being clustered in a geographic area of Turkey where customers live may have an
impact on the amount of collection.

Offices will be evaluated in a fair and transparent manner thanks to equally difficult
and homogeneous assignments.

In addition, this performance account is required to be accurate both for the bureau to
be able to continue to get new customers to make more money and for the company to
increase the amount of collection it will obtain by making accurate assignments. If the
company makes the right assignments, it can increase the amount of collection that it
will get more customers to right office that is able to make the high collection. In order
for this assignment to be fair, customers sent to offices must be of equal difficulty. The
word difficulty meaning here is the possibility of collecting the customer's debt.

However, the company wants to make efforts for the most optimized and fair progress
of this process.

In the thesis study, the customer samples will be examined and the potential to pay the
customer’s debt will be foreseen and the probability of paying back the debt will be
calculated for each customer. After this, it is planned to assign customers in uniform
difficulty on the basis of office by using these probability values.

Classification was made within the scope of this study. According to classification
algorithms, those whose probability are greater than 0.5 that means customer pays,
target variable is set to 1, those less than 0.5 that means customer doesn’t pay, target
variable is marked as 0. Although classification algorithms were used to measure
accuracy in this study, data to be provided to the platform on which the
telecommunications company would perform the assignments was developed to make
the assignments homogeneous using the average of the payout probabilities.

First, work has been done on the dataset for 2018, which includes ~327K different
customers sourced from the telecommunications company.

The 18 attributes taken from the telecommunications company are derived up to 38
attributes within the scope of the study.

After deciding the models to be applied on the data, the procedures for using the data
to train the models are listed below. First, the content of the data received from the
company will be mentioned and they will be visualized. Then, with the interpretation
of the data, the operations on the data will be decided. Data cleanup, data demotion,
data expansion, categorization, normalizing continuous data, coding categorized data
has been performed. To further increase the accuracy rate, the operations of K-fold
crossover, decomposing the dataset as training and testing, and random reordering of
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the cluster were run on the data. In order to sort the attributes from the most important
to the least effective in the next model-ready, cleaned dataset, the charts obtained by
using attribute importance methods are mentioned. In attribute selection methods, the
values obtained by normalizing and averaging the results obtained from attribute
importance lists first obtained by tree-based and ensemble-based methods are listed.
Then the basic component analysis method was applied to the dataset. The logistic
regression and adaboost algorithms were then given to the recursively operating
model, and their results are listed below, respectively. Finally, the severity of the
attributes is listed according to the chi-square test.

On data set, features obtained from attribute inference and attribute selection stages
from the most effective to the least effective, respectively, are increased and processed
in models.

Decision trees, nearest neighbor, naive Bayes, logistic regression, artificial neural
networks and ensemble methods are frequently preferred in the literature using
supervised learning methods to estimate the behavior of customers on payment will be
tried. In this section, models will be examined comparatively in terms of their
performance in forecasting achievements.

After the model was trained with the training dataset, measurements were made so that
the consistency and accuracy of the model could be observed by applying it to the test
dataset as well. As a result of these measurements, decision trees and tree-based
boosting methods and selected attribute subsets cannot achieve high success rates on
Decision Trees models, while the subset that gives the best results on the boosting
models has been. The best result was an extra gradient Boost algorithm for attribute
ranking using tree-based methods, which achieved an accuracy rate of 74.28. Instead
of using 38 attributes, a higher accuracy value was reached than we would get with 33
attributes and 38 attributes. Both the running time of the model has been shortened and
its accuracy has increased. Attributes not included are ‘transfer_maas_yatma_araligi’,
‘transfer_gunu_araligi’, ‘bayram_var’, ‘legal faiz’, ‘legal faiz_bolu_toplam’. The
meaning of these attributes is, in order of effect, whether the assignment of the client
is in the period in which the salary will be paid, which period of the month the
assignment comes to, whether it is feast or not, legal interest amount operated by the
state over the amount of debt, the effect of the legal interest amount on the total debt.
The model that gives the most accurate result with the least number of attributes has
been attempted.

The study consists of a total of six subdivisions. In the first section, the problem will
be examined in the introduction section which conveys the general framework and the
purpose of the thesis study will be mentioned. Later, studies in this field will be
examined. In the third section, information about the technical infrastructure will be
transferred. In the fourth section, the processes performed on the data will be discussed
in order to obtain the most accurate results from machine learning processes. In
addition, data subsets will be created with the different techniques used for attribute
selection mentioned in this section. In the last section, the performance of these created
sub-datasets on the models will be compared after the necessary corrections are made
on the dataset. In the last chapter, Section 6, the results from the thesis study were
interpreted.
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1. GIRIS

Tiim sektorlerde oldugu gibi telekomiinikasyon sektoriinde de rekabetin artmasi yeni
miisteriler edinmenin zorlasmasina neden olmustur. Bu nedenle telekomiinikasyon ve
bankacilik sektoriindeki sirketler makine 6grenmesi teknikleri ile miisterilerine 6zel
kampanyalar sunarak miisteri sayilarini arttirmaya veya eldeki miisteri tutmaya
caligmaktadirlar. Ancak makine 6grenmesinin uygulandigi tek alan miisteri kazanma
veya miisteri sadakati konusundaki ¢alismalar degildir. Sirketlerin gelisimlerini devam
ettirebilmeleri i¢in kazandiklari miisterilerden kazang saglamalar1 gerekmektedir. Eger
miisteri borcunu 6demiyorsa, miisteri kazanmak sirket i¢in karli bir durum olmaktan
cikip, sirkete fazladan yiik getirmektedir. Bu yiik, sadece borcun tahsil edilememesi
olarak diistiniilmemelidir. Ayni1 zamanda tahsilat i¢in sirketin ayiracagi kaynaklar da
hesaba katilmalidir. Sirket hem calisanlarin1 hem de sirket varliklarimi (telefon,
elektrik, bilgisayar vb.) bu kanala sevk ederek zarara ugrayacaktir. Bu nedenle bazi
sirketler borcunu 6demeyen miisterilerinden tahsilat gergceklestirmek i¢in dis kaynak
kullanmaktadirlar. Dig kaynak (biiro), miisterinin telekomiinikasyon sirketine olan
borcuna ilave olarak, kendi alacagi tutar1 da ekleyerek miisteriden borcu tahsil etmeye

calisir.

Bu tez kapsaminda incelenen telekomiinikasyon sirketi de 6denmeyen faturalarin
tahsilatin1 dis kaynaklar ile gergeklestirmektedir. Sirket, borcunu 6demeyen ve yasal
takibe girmis miisterilerinden avukatlik biirolarmin yardimiyla tahsilat yapmaya

calismaktadir.

1.1 Telekomiinikasyon Sirketinin Yiiriittiigii Siirec¢

Sirketin optimize etmek istedigi siirecin mevcut isleyisi; alacakli olunan miisteriyi dis
kaynaklara sevk etmeden Once, miisteriye sirket ¢alisanlar1 tarafindan ulasilmaya
calisilip borcun tahsilati i¢in ¢caba harcanir. Bu siireye idari takip siiresi denir. 120 giin
boyunca borcunu 6demeyen miisteriler, avukatlik biirolarina yonlendirilir. Ilk olarak,
bu biirolar miisteriye kendileri ulagsmaya c¢alisip, borcun tahsilati i¢in ¢aba harcarlar,

borglarin1 6demeyenler i¢in ise dava acilir ve bdylece yasal takip siireci baglamis olur.



Sirket, her ay, farkli tutarlarda borcunu 6demeyen miisterilerini avukatlik biirolarina
tahsilat isleminin gergeklesmesi ig¢in devretmektedir. Aylik olarak ortalama ~25K
miisteri yasal takibe girmektedir. Bu ~25K miisteri, biirolara performanslari
dogrultusunda dagitilmaktadir. Sirket, aylik bazda, biirolarin tahsil etmeyi basardig
tutara gore biirolarin performanslarini belirlemekte ve bu performans dogrultusunda,

o biiro i¢in, bir sonraki ay atanacak dosya sayis1 belirlenmektedir.

Sirket, her ay diizenli olarak, biirolardan yaptiklari tahsilat bilgisini topluyor. Bu
dogrultuda, bir performans hesab1 yaparak, bir sonraki ay atanmasi gereken dosya
sayisin1 belirliyor. Biirolar, her ay yeni misteriler geldigi i¢in, ilk olarak yeni
miisteriler arasinda arama gergeklestirmeyi tercih ediyorlar. Ciinkii tahsilat yapmasi
kolay olan yeni bir miisteriyi, daha dnce 6deme almay1 denedikleri halde alamadiklari
bir miisteri ile ilgilenerek kaybetmis olmak istemiyorlar. O ayki yeni miisteri
aramalarin1 tamamladiktan sonra ge¢mis aylara geri donebiliyorlar. Bir sonraki ay,
tekrar ~25K yeni miisteri biirolara ataniyor. Bu siire¢ yilsonuna kadar boyle devam
ediyor. Aralik ayinda diger aylara oranla daha az sayida atama yapiliyor. Yilsonunda
biirolar tarafindan tahsil edilememis tim misteri dosyalar1 geri alinir ve yeniden

dagitim saglanir.

1.2 Tezin Amaci

Avukathik biirolari, borglu miisterilerden yaptiklar1 tahsilat tutarina gore bir
performans sistemine dahil edilmektedirler. Bu performans dogrultusunda, biiroya, bir
sonraki ay atanacak miisteri sayisi belirlenmektedir. Miisterilerin biirolara dagitimu,
blironun performansi dolayl olarak da geliri tizerinde dogrudan etkilidir. Bu dagitim
islemi sirasinda, miisteri dagitiminin rassalligi, siibjektiflige neden olabilir. Ornegin
bir biiroya borg tutar1 yiiksek miisterilerin atanmis olmasi veya miisterilerin yasadigi
bolgenin Tiirkiye’nin cografi bir bolgesinde kiimelenmis olmasi tahsilat miktari

uzerinde etkili olabilir.

Ayrica bu performans hesabinin dogru olmast hem biironun gelir elde etmeye devam
edebilmesi i¢in hem de sirket dogru atamalar yaparak elde edecegi tahsilat miktarin
artirabilmesi icin gereklidir. Sirket dogru atamalar yaparsa, yliksek tahsilat
yapabilecek biiroya cok sayida miisteri dosyasi, yliksek tahsilat yapamayacak biiroya
da o dogrultuda miisteri dosyasi ile elde edecegi tahsilat miktarini artirabilir. Bu atama

isleminin adil olmas1 i¢in, biirolara gonderilen dosyalarin esit zorlukta olmasi



gerekmektedir. Burada zorluk kelimesi ile kastedilen, misterinin borcunu kapama
ihtimalidir.

Miisterilerin dagitiminin olabildigince objektif olmasi, biirolara miisterilerin atamasini
yapan sirket ¢alisaninin etkisinin ortadan kaldirilmasi, biirolar agisindan daha seffaf
bir sisteme dahil edilmis olmak ve miisteri atama siiresinin kisaltilmasi sayesinde
tahsilat siirecinin daha hizli baslayacak olmasi miisterilerin puanlanmasi ile
saglanacaktir. Ayrica sirket agisindan, tahsilat almasi kolay olan miisteriler sayesinde
yiikksek performans notu alan biiroya, sonraki ay atanacak daha fazla tutardaki
miisterilerden alinmasi olasi tahsilat gerceklestirilemeyebilir. Clinkii biiro gergek
performansini yansitmayan bir puan almistir. Bir sonraki ay, yiiksek tahsilat beklentisi
ile biiro {lizerinde baski olusacak ve belki de hedefi tutturmak i¢in daha agresif bir
tutum sergilemeleriyle sirketin itibarinin misteri goziinde zedelenmesiyle
sonuclanabilecek zararlar meydana gelebilir. Bunun tam tersi de miimkiindiir.
Yapilmis yanlis atamalar nedeniyle, diisiik performans puani almis bir biiroya, daha az
miisterinin atanmasi, tahsilat potansiyeli yiiksek olan bir biirodan yeteri kadar

faydalanamamak sirketin gelirlerinde olumsuz etkiye neden olacaktir.

Bu ¢alisma ile yasal takibe girmis miisterilerin bor¢larin1 6deme ihtimalleri iizerine
makine Ogrenmesi yontemleri ile tahmin gergeklestirilecektir. Biirolara atanan
miisterilerin ortalama bir puanda olmasi ile adil bir atama sistemi kurulmaya

calisilacaktir.

1.3 Calisilan Sirket Bilgileri

Calisilan sirketin bilgilerine bu tez kapsaminda yer verilmesinin nedeni ise; sirketten
alinan verilerin giivenilirligi ve sirketin pazar hakimiyetinin gosterilmek istenmesidir.
Pazara hakim bir sirket ile ¢alisarak farkli 6zellik gosteren pek ¢ok miisteri verisini
inceleme firsat1 elde edilmistir. Sirketin kurumsal web sayfasi {izerinden verdigi
bilgilere gore, Tiirkiye’de mobil iletisim, 1994 yilinda Turkcell’in hizmet vermeye
baslamasiyla hayata ge¢cmistir. 1998 yilinda T.C. Ulastirma Bakanlig: ile 25 yillik
Telekomiinikasyon lisans anlagsmasi imzalayan Turkcell, miisterilerine sundugu
hizmetlerin cesitliligini, kalitesini ve buna bagli olarak miisteri sayisin1 da artirarak,
35 milyonu askin miisteri sayisina ulagsmistir. Sirket, Tiirkiye pazarinda lider olmasina
ragmen, gelisimini siirdiirmeye devam etmektedir. Her alanda gelistirdigi projelerde

en optimize siiregler ile misterilerini mutlu etmeye devam etmek istemektedir.



Hisseleri 11 Temmuz 2000°de Borsa istanbul (BIST) ve New York Stock Exchange’de
(NYSE) eszamanli olarak islem gormeye baslayan Turkcell, NYSE’ye kote olan tek
Tiirk sirketi unvanina sahiptir. Bu ¢alisma ile de Turkcell, siire¢leri beraber yiiriittiigii

paydaglari ile siirdiirdiigii calisma yontemini optimize etmeye ¢aligmaktadir.

1.4 Tezin Yapisi

Bu calismada, makine Ogrenmesi teknikleri ile miisterilerden tahsil edilememis
borglarin alinip alinamayacagina dair bir ihtimal hesaplanarak, biirolara tahsilat i¢in
atanan miisterilerin 6deme ihtimallerinin ortalamalarinin ayni olmasi hedeflenmistir.
Boylece, performans hesaplanmasi sisteminin daha adil bir hale getirilmesine
calisilmigtir. Bu c¢alisma kapsaminda siniflandirma yapilmigtir. Siniflandirma
algoritmalarina gore olasilig1 0.5ten biiyiik olanlar 6der, yani 1, 0.5ten kiiciik olanlar
O6demez, yani 0 olarak isaretlenir. Bu calismada dogrulugu dl¢mek i¢in siniflandirma
algoritmalar1  kullanilmis olsa da, telekomiinikasyon sirketinin atamalari
gerceklestirecegi platforma saglanacak veriler, olasiliklarin ortalamasinin homojen

olmasi yoniinde gelistirilmistir.

Calisma toplam alt1 alt boliimden olusmaktadir. Birinci boliimde, genel cerceveyi
aktaran giris boliimiinde problem incelenecek ve tez calismasinin amacindan
bahsedilecektir. Sonrasinda, bu alanda yapilmis ¢alismalar incelenecektir. Ugiincii
boliimde, teknik alt yapr hakkinda bilgi aktarimi gerceklesecektir. Dordiincii boliimde,
makine 6grenmesi islemlerinden en dogru sonuglari elde edebilmek amaciyla veri
tizerinde yapilan islemlere deginilecektir. Ayrica yine bu boliimde deginilen 6znitelik
se¢imi i¢in kullanilan farkli teknikler ile veri altkiimeleri yaratilacaktir. Son boliimde
ise veri kiimesi lizerinde gerekli diizeltmeler yapildiktan sonra, olusturulmus bu alt
veri kiimelerinin modeller tizerindeki performanslart karsilagtirilacaktir. Son bolim

olan Boliim 6’da ise tez ¢aligmasindan elde edilen sonuglar yorumlanmaistir.

Bu amagla olusturulmus veri kiimesinde ~327K farkli miisteri igin 17 dznitelik bilgisi
telekomiinikasyon sirketinden temin edilmistir. Bu calisma ile incelenen veri
kiimesinin tamami yasal takibe girmis miisterilerden olugmaktadir. Egitim veri
kiimesindeki miisteriler iizerinde yapilan modelleme ¢alismalarindan sonra, test veri
kiimesi iizerinde en iyl sonucu veren modelleme algoritmasi ile en iyi algoritmaya
karar verilecektir. Boylece, yasal takibe yeni diismiis bir miisterinin en iyi sonucu

veren modelleme algoritmasi ile degerlendirilmesi sonucunda &deme olasilig



hesaplanacaktir. Tiim misteriler i¢in bu hesaplama yapildiginda (~25K) biirolara

homojen bir sekilde atamalarinin yapilmasi saglanacaktir.






2. LITERATUR ARASTIRMASI

Bu boliimde, bu ¢alismaya benzer literatiir ¢calismalar1 incelenecektir. Literatiirdeki
calismalar bu kapsamda dérde ayrilmustir. ilk olarak, bu tez calismasi ile konu olarak
benzer olan miisterinin risk tahmini lizerine ¢alismalar incelenecektir. Devaminda, bu
calismada da uygulanan 6znitelik alt kiimesi se¢imi ile ilgili ¢aligmalar incelenecektir.
Sonrasinda bu ¢alisma kapsaminda kullanilmis metotlarin kullaniminin ne amaglarla
ve nasil kullanildigi anlatilacaktir. En son olarak da, bu calismada kullanilmig

degerlendirme metrikleri ile ilgili literatiir calismalarindan bahsedilecektir.

Ayrica, literatlirde, miisterilerin geri 6demelerine dair ¢calismalar gogunlukla bankalar
icin kredi puanlamasi amaciyla kullanildig1 goriilmiistiir. Telekomiinikasyon sektorii
icin yapilan ¢alisma sayist literatiirde oldukg¢a azdir. Bu nedenle, incelenecek 6rnekler

cogunlukla bankacilik agirlik olacaktir.

Telekomiinikasyon sektoriine ait az calisma olmasinin bir sebebi de, basvuru esnasinda
miisterilerden talep edilen bilgilerin yetersizligidir. Bir kisi, banka kredisi almak igin
bagvuruda bulundugunda kendisine ait pek c¢ok bilgiyi, mal varligmi, g¢alisma
durumunu, meslegini beyan etmektedir. Bilginin dogrulugu, giivenilirligi
ispatlamaktadir. Bu nedenler sebebiyle bankacilik sektori ile ilgili daha fazla calisma

vardir.

2.1 Konu Olarak Benzer Calhsmalar

Bu tez kapsaminda yapilan g¢alisma ile bir telekomiinikasyon sirketinin borglu
miisterilerinin borglarimi 6deme ihtimalleri ile ilgili tahmin gergeklestirilecektir. Bu
calisma hedefine benzer bir islemi bankalar kredi talep eden miisterileri igin, kisinin
risk analizini yaparak geri 6deme yapip yapmayacagi konusunda bir tahminde
bulunmaktadirlar. Literatiir incelemesinde goriilmiistiir ki, bankalar bu tahmin i¢in
makine 6grenmesi tekniklerinden siklikla faydalanmislardir. Kullanmis olduklar: bu
teknikler, bu ¢alismada da kullanilmis oldugundan dolay1, asagida, 6ncelikli olarak

telekomiinikasyon sektorii, sonrasinda bankacilik sektorii 6rnekler ile ele alinacaktir.



2.1.1 Telekomiinikasyon sektorii ile ilgili cahismalar

Madeira ve arkadaslar tarafindan 2003 yilinda yapilan ¢alismada, Portekiz’deki bir
telekomiinikasyon sirketinin miisterilerini diisiik, orta ve yiiksek olmak lizere {i¢ risk
grubuna ayirmislardir. Calismada, miisterilerin alt1 aylik verisi kullanilarak, sonraki ii¢
ay igerisinde hangi risk grubunda yer alacagi tahmin edilmeye ¢alisilmigtir. Alt1 aylik
verisi bulunmayan yeni miisteriler igin ise, son ii¢ aya ait verileri kullanilarak, bir
sonraki ay i¢in tahminde bulunulmustur. Tahminler i¢in ¢oklu lojistik regresyon,
yapay zeka ve karar agaglari algoritmalarindan faydalanilmistir. Sonuglarin dogrulugu
ve yorum yapma kolayligi nedeniyle karar agaglar1 modeli en uygun model olarak
secilmistir. Sonrasinda, miisteriler hakkinda daha agiklayici bilgiler bulunduran
oznitelikler de eklenerek yeniden karar agaci algoritmasi ile modellemislerdir. Bu iki
asamali islem ile misterilere ait bor¢lu duruma diisme risk tahminleri yapilmistir. Bu
iki asamali sistemin, ilk kullandiklar1 sisteme gore %15 daha dogru sonuglar tirettigini

gormiislerdir.

2.1.2 Kredi geri 6deme risk tahmini ile ilgili cahismalar

Miisterilerin kredilerini geri 6demeleri ile ilgili ¢aligmalar, miisterilerin faturalarim

geri 0deme ihtimallerinin puanlanmasi ile benzerdir.

Geri O0deme ile ilgili risk analizi konularinda ¢ogunlukla bankalar i¢in yapilmis
literatiir ¢alismalarina rastlanmistir. Bu ¢alismalarda, kredi verme konusunda karar

almaya yardimci olacak sistem gelistirilmesi amaglanmistir.

Italya’da yapilan bir calismada Liberati ve ark. (2017) demografik veriler ile birlikte
finansal veriler kullanilarak 3 ayr1 metot ile analiz yapilmistir. Yapilan analizler
sonucunda lojistik regresyon modelinin tahmin giicii %79.70, kernel diskiriminant
analizinin tahmin giicii ise %74.30, diskiriminant analizinin tahmin giicii %58.08

olarak belirlenmistir.

Zhu ve digerleri (2016) ise Cin’deki bir bankanin miisterileri tizerinde yaptiklari
calismada Adaboost yontemini kullanarak, miisterileri puanlamaya ¢alismiglardir. Bu
calismadaki esas amagclar;; temel egitim veri kiimesinden rastgele secilmis ve
kendinden bir 6nceki siniflama metodunun yanlis hesapladiklarini iceren yeni bir veri
kiimesi ile siniflandiriciy1 egitmislerdir. Bunun ile sistemin asir1 6grenmesinin 6niine
gecmeyi hedeflemislerdir. Deneyler sonucunda en iyi 6l¢iim olarak %86,74’1 elde

edebilmislerdir.



2010 yilinda Gurny tarafindan yapilan bir baska ¢alismada, bankalarin geri 6deme
performansi modellenmeye ¢alismistir. 298 bankaya ait veriler kullanilarak,
bankalarin 6deme giicliigiine diisiip diismeyecegi tahmin edilmeye caligilmis. Bunu
tahmin edebilmek i¢in de t-1 donemindeki verilerle, t donemindeki durum tahmin
edilmeye c¢aligilmistir. Kurulan modelde lojistik ve probit yontem kullanilmistir.
Lojistik regresyonun tahmin giicii %98.47, probit yontemin tahmin giicii %98.27

olarak belirlenmistir.

Bir baska ¢alismada ise Mihalovic, lojistik regresyon ve diskiriminant analizi ile model
olusturularak, modellerin tahmin giicii karsilastirilmistir. 236 sirkete ait 2014 yili
verileri kullanilmig olup, bu sirketlerin 118’1 iyi, 118’1 ise kdtii olarak siniflandirilmis
sirketlerdir. Analizde 5 adet bagimsiz Oznitelik olarak kullanilmistir. Diskiriminat
analizi ile olusturulan modelin tahmin giicii %64.41, lojistik regresyon ile olusturulan
modelin tahmin giicii ise %68.64 olarak belirlenmistir. Modelin tahmin giiciine katki
yapan en anlamli 6znitelikler net gelir, toplam varliklar, cari oran, yiikiimliilikler ve

toplam varliklar olarak saptanmustir.

Moares ve arkadaslarmin yaptigi ¢alismada, miisterileri profillerini, kredi vermek
konusunda puanlamak i¢in iyi veya kotii olarak siniflandirmiglardir. Bu siiflandirma
i¢in kullandiklar1 yontem, C4.5 karar agac1 ve YSA olmustur. Yapilan ¢alismada, C4.5
karar agaci ile %90.07 dogruluk orani elde ederlerken, YSA ise %95.58’1lik bir

dogruluk orani elde etmislerdir.

Kim ve Sohn, teknoloji kredisine bagvuran miisterilerine kredilerin saglanip
saglanamayacagina objektif bir sekilde karar vermek i¢in destek vektér makineleri
yontemine bagvurmuslardir. DVM’nin yani sira yapay sinir aglari ve lojistik regresyon
metotlarina da bagvurarak yontemlerin ¢iktilarini karsilagtirmislardir. Miisterilerinin
sirket finansal oranlarini, teknoloji 6zelliklerini ve ekonomik faktorlerini 6znitelik
olarak kullanarak, en iyi yontem olarak %66.16 ile DVM’ye karar vermislerdir. Ikinci
olarak en iyi performansi da YSA yontemiyle %64.23’i hesaplarlarken, son olarak LR

ile de %64.16 sonucunu elde etmislerdir.

Chen, Xiang, Liu ve Wang, 2012 yilinda yaptiklar1 ¢aligmayla, krediye bagvurmus
yeni bir miisteriye kredi verilip verilmeyecegine dair ¢alismislardir. En dogru
puanlama modeli olusturmak i¢in ilk olarak veri kiimesini kiimeleme sonrasinda da

simiflandirma modellerinde incelemislerdir. Yeni bagvuru sahiplerini kiimeleme



algoritmalar1 sayesinde homojen kiimeler halinde gruplandirdiktan sonra kiimeden
uzak olan drnekler silinmis, tutarsiz veriler tekrar etiketlenmistir. Siniflandirma modeli
olarak destek vektor makineleri tercih edilmis olup, ayrica kredi tahmininde daha
dogru sonuclara ulagsmak i¢in iki siniflandirma yapmak yerine dort farkli sinifa

ayirmiglardir.

Koh ve Low, 2004 yilinda yaptiklari arastirmada 1980-1987 yillar1 arasinda faaliyet
gostermis 165 basarili ve 165 basarisiz isletmeyi lojistik regresyon, karar agaci ve
yapay sinir ag1 modellerini kullanarak analiz etmislerdir. Calisma neticesinde finansal
basarisizlik tahmininde en etkili modelin karar agaci modeli, en az etkili olan modelin

ise lojistik regresyon modeli oldugu sonucuna varmislardir.

2.2 Oznitelik Secimi ile Tlgili Diger Cahismalar

Wang, 2012 yilinda kredi bagvurusunda bulunan KOBI sirketleri degerlendirirken
sadece sirketlerin ekonomik durumlarint degil, ayn1 zamanda kurucularinin 6znitelik
ozelliklerinin de geri 6deme tahmininde etkili oldugunu savunmustur. Bu nedenle,
sirketlerin finansal durumlarina ek olarak, kurucularmmin kredi o6zelliklerini de
modelinde kullannmgtir. LR ile elde ettigi sonuglara gore, KOBI sirketlerinin
kurucularinin yas1 ve kisisel kredi bilgileriyle ilgili 6zniteliklerin risk analizi tizerinde

bliylik bir etkiye sahip oldugunu ispatlamistir.

Grunert ve Norden Almanya’nin 6nde gelen bir bankasmin 160 ticari miisterisine ait
1992-1996 yillar1 arasindaki verileri ile finansal olmayan 6zniteliklerin tahmin giiciine
nasil etki ettigini tespit etmek amaciyla bir model olusturulmus, yalnizca finansal
verilerle yapilan analizin tahmin giicii %88,24 olurken, finansal olmayan veriler de

dahil edildiginde modelin tahmin giicii %91,42’ye yiikselmistir.

Vladimir Bugera, Hiroshi Konno ve Stanislav Uryasev yaptiklar ortak calismada,
1995-1996 yil1 icerisinde Yunanistan Ulusal Bankasi’na yapilmis olan 150 kredi karti
basvurusunu matematiksel programlama algoritmalar1 ile inceleyip basvuranlar
arasinda bir puanlama ¢alismasi yapmiglardir. Ellerindeki veri kiimesini 25
Oznitelikten 7 6znitelige diisiirerek fayda fonksiyonunun en optimize sonug liretmesine
calismislardir. Calismada bagvuran kisiler 3 grup halinde incelenmistir: kabul, red,
belirsiz. Calismada ikinci dereceden olan dogrusal fayda fonksiyonunun cesitli kisitlar
ile farkli siniflarin performanslari karsilastirilmistir. Karsilastirma sonucunda, en iyi

orneklem dis1 6znitelikleri bulabilmek, fayda fonksiyonunun katsayilar1 iizerindeki
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pozitiflik smirlar1 ile birlikte ikinci dereceden fayda fonksiyonlari tarafindan

mimkindiir.

Suster$i¢ ve arkadaslari (2009) ise calismalarinda YSA modelleri ile finansal
kuruluglar i¢in tiiketici kredilerini puanlamaya iizerine yogunlagsmislardir. Veri
kiimelerinde bulunan 6zniteliklerin birbirleri ile iliskili olmasindan ve kredi
puanlamasi yapilmasi asamasinda kullanilip kullanilmamasindan emin olamadiklar
icin modeli olusturmadan O6nce Oznitelik altkiime se¢iminin gerekliligini
belirtmislerdir. Altkiime se¢imi igin genetik algoritmaya basvurmuslardir. Ilk olarak
veri kiimesinde 67 Oznitelik varken, ilk olarak 21°¢ diisiirmeyi basarmislardir.
Sonrasinda ise YSA ve LR modellerinin kredi puanlamasi tizerindeki performanslarini
karsilastirmislardir. Bunun sonucunda GA ile Oznitelik boyutunu azalttiklar1 veri

kiimeleri tizerinde YSA modeli en iyi sonucu vermistir.

Chen and Lin (2006), DVM ile birden fazla 6zellik se¢im yontemi kullaniminin
performans tizerindeki etkisini aragtirmiglardir. Caligmalarinda, bes farkl: veri kiimesi
kullanmaktadirlar. F-Olgiitii, Rastgele Orman, DVM yontemleriyle belirledikleri
Ozellik alt kiimeleri ile DVM kullaniminda, bes veri kiimesinden sadece dordiinde
performans artis1 saglanmistir. Performans Ol¢limiinde ‘dengelenmis hata orani’
kullanilmaktadir. DHO, yanlis tahmin edilmis pozitif 6rneklerin tiim pozitif 6rneklere
orani ile yanls tahmin edilmis negatif 6rneklerin tiim negatif Orneklere oraninin

toplaminin yarisina esittir.

Masud ve ark. (2011) siniflanmasi istenen nesneler olusturulurken birden fazla
oznitelik tanimlanabilmektedir. Bu 6zelliklerin bazilari siniflama agisindan gereksiz
veya konuyla tamamen ilgisiz olabilmektedir. Bu tiir 6zelliklere giiriiltii denmektedir.
Hizl1 ve verimli bir siniflama i¢in, giiriiltii niteligindeki 6zelliklerin ayiklanarak ayirici
nitelige sahip 6zelliklerin bulunmas1 gerekmektedir. Ozellik segimi denen 3 bu islem,

Ozniteliklerin en uygun alt kiimesinin bulunmasina dair bir aragtirma konusudur.

Jha ve Ragha (2013), gelistirdikleri modelde, k-ortalamalar algoritmasi kullanilarak
belirlenen dznitelikleri kullanarak modeli egitmislerdir. Onerilen modelde egitim ve

test siiresinde azalma ve isabet oraninda artis gdzlemlenmistir.

Salem tarafindan 2012 yilinda, gelismis bir 6znitelik se¢im yontemi 6nerilmistir. Bu
yontemle kullandigi siniflandirma yontemlerinde isabet oraninda artis ve hatali

tespitlerde azalma saglamistir.
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2.3 Dogruluk Artirict Yontem Olarak Benzer Calismalar

Bu baglik altinda, ¢alisma sirasinda sonucun dogrulugunu artirmak i¢in kullanilan

yontemlerden bahseden ¢alismalara deginilecektir.

Wang ve digerleri, 2009 yilinda yaptiklar1 aragtirmada 6zellik normalizasyonunun
tespit performansini, k-en yakin komsu, temel bilesen analizi ve DVM teknikleri

tizerinde artirdigini ortaya koymaktadir.

Olsen ve arkadaslari, iflas tahmini yapabilmek igin veri kiimesini, K tane ayrisik ve
yaklagik olarak esit biiylikliikte alt gruplara ayirarak, bu gruplardan biri, test bolimii
olarak ayrildiktan sonra, geriye kalan K-1 grup tizerinden modeli egitmislerdir. Egitim
bittikten sonra dogruluk performansi ayrilmis olan test grubu {zerinden
hesaplanmistir. Bu islem diger tiim pargalarin da en az bir kere test veri kiimesi olacagi
sekilde K kere tekrarlanmaktadir. Son olarak, K tane farkli dogruluk degerinin
ortalamas1 alinmaktadir. 10-kat capraz dogrulamadan elde edilen bir tahminin, yaygin
olarak tek bir dogrulama kiimesi kullanilarak uygulanan bir tahminden daha giivenilir

oldugunu ortaya koymuslardir.

2.4 Degerlendirme Metrikleri ile Tlgili Kredi Puanlama Calismalar

Baesens ve arkadaglarinin iizerinde durdugu konu ise, modellerin farkli veri kiimeleri
i¢cin farkli sonuglar liretmesi iizerine olmustur. Bir veri kiimesi iizerine uygulanan
modellerde, bir model diger modellere oranla biiyiik bir dogruluk oranina sahip olsa
da, bagka bir veri kiimesi lizerinde uygulandiginda baska bir model en yiiksek dogruluk
oranmma sahip olmaktadir. 8 farkli veri kiimesi {izerinde yaptiklar1 calismada
uyguladiklart makine 06grenmesi teknikleriyle finansal kuruluslara ait kredi
puanlamas: calismasini yiiriitmiislerdir. Uyguladiklar1 modeller; lojistik regresyon,
lineer diskriminant analizi, quadratik diskriminant analizi, lineer programlama, dort
farkli destek vektor makinesi uygulamasi, yapay zeka, naive bayes, aga¢ yapisi
eklenmis naive bayes, dort farkli karar agaci algoritmasi, iki farkli k-en yakin
komsuluk siniflandiricilaridir. Siiflandirma metotlarinin performansin1 ROC altinda
kalan alan ve dogru smiflandirilan vakalarin yiizdesi (DSY) ile degerlendirilmistir.
Kullanilan modellerin ¢ogu kabul edilebilir sonuglar iiretse de destek vektor
makineleri ve yapay zeka modelleri hem DSY hem ROC igin en yiiksek performansi

gostermislerdir.
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Arunasakthi ve dig. 2014 yilinda, ¢alismalarinda {i¢ farkli veri kiimesi tizerinde DVM
makinesinin performansinin F-Olgiit analiz yontemi ile belirlenen oznitelik alt
kiimesinin kullanilmasiyla gelistirilmesini incelemislerdir. Calisma sonucunda, daha
az sayida Oznitelik ile DVM kullanarak, ii¢ veri kiimesinden ikisinde isabet oraninin
artt1g1, iglincii veri kiimesinde ise DVM’nin yalniz kullanimina esit isabet orani elde

edildigi goriilmektedir. Calisma siiresindeki degisimi dikkate almamiglardir.
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3. KULLANILAN YONTEMLER

Bu bolimde, miisterinin borcunu kapatma ihtimaline yonelik tahmin galismasi
sirasinda, bu c¢alismada kullanilan yontemlerin, ¢alisma prensipleri hakkinda genel
bilgi verilmistir. Bu ¢alisma kapsaminda kullanilan gézetimli 6grenme ydntemleri;
komsuluk yontemi olarak k-en yakin komsu yontemi, karar agaclart yontemi, Naive
Bayes yontemi, yapay sinir aglart yontemi, lojistik regresyon yontemi ve topluluk

yontemleridir.

3.1 K-En Yakin Komsu (K-Nearest Neighbour)

K-en yakin komsu siiflandiricisi, ilk olarak Cover and Hart tarafindan 1967 yilinda
onerilmistir. K en yakin komsu smiflandirma algoritmasinda, egitim kiimesindeki
ornekler n-boyutlu nlimerik 6znitelikler ile belirtilmektedir. Egitim kiimesindeki her
bir 6rnek, n-boyutlu uzayda, bir noktay1 belirtecek sekilde konumlandirilir. Uzay,
egitim kiimesindeki ornekleri, hedef degiskenine gore bolgelere ayrilir. Hedef siifi
bilinmeyen bir ornek icin, egitim kiimesindeki verilerle benzerligi ¢esitli yontemlerle
hesaplanarak, yeni drnege en yakin olan k verinin ortalamasi alinir ve belirlenen esik
degere gore hangi sinifta yer alacagina karar verilir. Bu nedenle, k-en yakin komsu

yontemi “birbirine yakin olan nesneler ayn1 sinifa aittir” prensibine gore ¢alismaktadir.
Algoritmanin adimlar1 su sekildedir:

1-) Tim veriler sayisal degerlere doniistiiriiliir.

2-) K say1s1 yani en yakin kag tane komsuya bakilacag: belirlenir.

3-) Simiflandirilacak verinin, egitim kiimesindeki Orneklere olan uzakligi segilen

algoritmayla hesaplanir.

4-) Minimum uzakliktaki en yakin k adet komsu bulunur ve ortalamasi alinarak esik

deger belirlenir.

5-) Belirlenen esik degerine gore siniflandirilacak olan verinin simif atamasi yapilir

(Han, 2001).
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Yontemin performansi iizerinde etkili parametreler; Oznitelik sayisi, egitim
kiimesindeki verilerin sayisi, k en yakin komsu sayisi, hedef sinif ile iliskisiz

Oznitelikler, uzaklik 6l¢iitii ve agirliklandirma yéntemi sonucu etkilemektedir.

Oznitelik sayisinin artmasi boyut artisina sebep oldugundan dolay1, boyutun kapladig
bolgeye diisen nokta sayisi azalacaktir. Bundan dolay: siniflandirma basarisi oldukca
diisecektir.  Oznitelik sayisinin model bagaris1 {izerindeki etkisi gibi, egitim
kiimesindeki veri sayis1 da Onemlidir. Noktalarin boélgedeki dagilimi iizerinde
degisiklik yaratacagindan, egitim kiimesinin az veri i¢erdigi durumlarda, model etkili

sonug Uretmemektedir.

En yakin komsu sayis1 parametresi degeri 1 olarak atanirsa, yeni gelen 6rnek en yakin
komsusunun sinifina dahil edilecektir. K degerinin atamasi, kritik dneme sahiptir.

Cilinkii yeni verinin atanacagi sinifa karar verilmesinde dogrudan etkilidir.

Ancak 6zellikle k degerinin 1 atandig1 durumda model, giiriiltiilii veya asir1 ug verilere
kars1 zayif performans gosterecektir. K degerinin biiyiik atanmasi durumunda ise,
modelin hesaplama yiikiiniin artmasina ve tek bir sinif olarak goriinmesine sebep

olmaktadir.

K sayist ile ilgili olan bir diger unsur ise K sayisinin ¢ift deger almamasidir. Esitlik s6z
konusu oldugunda 6rnegin hangi sinifa dahil edilmesi ile karmasa yaratacaktir. Bir veri
sadece bir sinifa dahil olabilir (Thomas, Edelman, & Crook, 2002). Bu tez ¢alismasi

kapsaminda k degeri 5 olarak atanmistir.

k=5

Sekil 3.1 : K-en yakin komsu algoritmasi k=3 ve k=5 i¢in.
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Sekil 3.1°de, k degerinin se¢imi modelin performansi tizerinde dogrudan etkili oldugu
goriilmektedir. Sekilde, k degeri 3 alindiginda yeni gelen veri “x” smifina; 5

alindiginda ise “o0” sinifina dahil olacagi goriilmektedir.

Hedef sinif ile iliskisiz 6znitelikler, verilerin uzayda konumlandirilmasi {izerinde etki
sahibi olacaklar ancak bu etki, noktanin ait olacag smif ile iliskisiz olacaktir.
Noktalarin uzaydaki dagilimini etkilediginden dolayr modelin bagar1 oraninda disiise

neden olacaktir (Bhatia and Mantana, 2010).

Yeni gelen veriye en yakin komsunun uzakligini belirleme faktorii olarak ise
Manhattan uzakligi, Oklid uzakligi, Minkowski uzakligi gibi olciim kriterleri
uygulanmaktadir. Bu faktorler de modelin irettigi sonuglarin dogrulugu iizerinde
etkilidir (Keller, Gray, Givens, 1985). Bu ¢alisma kapsaminda, uzaklik ol¢iitii olarak

denklem 3.3’teki Minkowski uzaklik yontemi kullanilmistir.

dokiia = (3.1)

n
dymanhattan = Z |x; — il (32)
i=1

n >
dAyinkowski = (Z |x; — yi|p> (33)

i=1

Yontemin performansini etkileyen faktorlerden birisi de agirliklandirmadir. Veri,
kendisine yakin olan komsuya fazla agirlik, uzak olana diisik agirlik vererek, ait
oldugu smifin en dogru sekilde bulunmasmna c¢alisilir. En ¢ok kullanilan
agirliklandirma yontemleri, d komsular arasi uzaklik olmak tizere her bir komsunun

agirh@min 1/d ya da 1/d? olarak alinmasidir.

3.2 Karar Agaclari

Karar agaclari, bir aga¢ yapisinda olan, siniflama ve tahmin etme amaciyla kullanilan
giicli bir modeldir. Modelin ¢alisma prensibinde, veri kiimesi {izerinde herhangi bir
kayip yaratmadan, agacin kokiinden yaprak diigiime ulasincaya kadar ilerleyerek bir

gbzlemi smiflandirmak i¢in kullanilirlar. Bu diiglimler, i¢ ige gec¢mis eger/diger
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(if/else) kurallar dizisinden olusmaktadir. Bu kurallar entropi, bilgi kazanci, gini
indeksi veya ki-kare testi gibi istatiksel yontemler ile diigiimlere ve esik degerlerine

karar vererek veri kiimesinin siniflandirilmasi algoritmalaridir.

Ancak, en dogru sonuglar1 alabilmek i¢in bir agacin dogru boyutlandirilmasi
gerekmektedir. Asir1 boyutlandirilmis agag, egitim verisi lizerindeki dogruluk degeri
cok yiiksek olmasina ragmen, test verisi lizerinde dogruluk oraninin azalmasina neden
olur. Buna asir1 ezberleme (over-fitting) denir. Dogru dengeleme yaparak, agaci
budayarak, egitim verisi i¢in modelin dogruluk oranlarinin diisiiriilmesi, test verisi

tizerindeki dogrulugu artiracaktir (Ogryczak, RuszczynSki, 1999).

Karar agaci yapist olusturulurken temel prensip; verilerle ilgili bir takim sorular
sorulmasi ve elde edilen cevaplara gore, agacin dallar1 lizerinde hareket edilerek en
kisa siirede sonuca ulasilmasidir. Karar agaci yapisinda, sorulan sorular diigtim olarak,

cevaplar dal olarak, kararin verildigi sinif ise yaprak olarak gosterilmektedir.

Karar agaci olusturulurken en 6nemli adim, dallanma i¢in karar verilecek en ayirt edici
Ozniteligin belirlenmesidir. Literatiirde bu durum i¢in gelistirilmis ¢esitli yaklagimlar
bulunmaktadir. Bu yaklasimlarin en 6nemlileri; bilgi kazanci, Gini indeksi, entropi ve
Ki-kare olasilik tablo istatistigi yaklagimlaridir. Bu ¢alismada kullanilan karar agaci
metodu olarak CART algoritmasi kullanilmistir. Kirilim noktalarmin sirasi, gini

indeksi ile belirlenmistir.

3.2.1 Entropi

Entropi, olaylarin olma olasiliklartyla iligkili olup belirsizligin olgiilmesi ig¢in
kullanilan bir Olgiittiir. Olayin rastgeleliginin indikatoriidiir. Entropi [0,1] arasi
degerler alir ve 1 degerine yaklastikca belirsizligin arttigin1 gosterir. Sekil 3.2°de de
goriildiigii tizere yiiksek entropiye sahip modellerin siniflandirmalarinda karmagsiklik

yaganacaktir.

(11 IT1T1111]
(TIITTIITITIT]
(11111311}
TITIIIIIIT]
(L1112 11121 )
TITIITITIT]
(I

(IIITITIIITIIT]
(IIIIITI1 1]}
(TIIIITIL 1]}
(11122111 1]
(LI IITI11]1]1)
(IIITITITT]]

Diisiik entropi Yiiksek entropi

Sekil 3.2 : Diisiik ve yiiksek entropi ile hedef degisken tahmin sekli.
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Entropinin hesaplanmasi denklem 3.4’te gosterilmistir. Pi; D veri kiimesindeki i
smifinin olasilig1 olarak varsayilirsa, bu deger, i sinifina denk diisen veri sayisinin tim
veri kiimesindeki toplam Ornek sayisina boliinmesi ile elde edilmis oldugunu

varsayalim. Buradan asagidaki denklem ile entropiler hesaplanir.

m
Ep == ) piloga(p) (34)
k=1

Karar agaglar1 kurulurken amag, veri kiimesinin entropisini her kirilimla disiirerek,
yaprak diiglime ulasildiginda entropinin sifir olmasini saglamaktir. Bir baska deyisle,
agacin entropiyi azaltacak sekilde boliinmesini amaglanmaktadir. Entropi yiiksek ise,

bu durum farkli siniflarin karisimina sahip olundugu anlamina gelir.

3.2.2 Bilgi kazanci

Bilgi kazanci, karar agaci algoritmalarinda egitim veri kiimesindeki o6zniteligin
etkinliginin 6l¢tim degeri olarak kullanilir. Bilgi kazanci hesaplanirken, 6ncelikle veri
kiimesi alt boliimlere ayrilmadan 6nce entropisi bulunur, daha sonra her alt boliimiin
ayr1 ayr1 entropisi hesaplanir. Bu iki deger arasindaki farkin en yiiksek oldugu
oznitelik, en 1yi dallara ayirmay1 saglayacak o6znitelik olarak secilir ve boliinmeye
ondan baglanarak aga¢ olusturulmaya baglanir. X 6zniteligi {izerinden n tane boliinme

sonucunda elde edilecek olan bilgi kazanci agsagidaki sekilde bulunur.

Bilgi Kazancu(D,X) = E(D) — Z p(D)ED,) (3.5)

=1

Burada, E(D), veri kiimesinin boliinmeden 6nceki entropisi; E(Dj), i alt bolimiiniin X
Ozniteligi lizerinden boliindiikten sonraki entropisi ve p(Di), i alt bolinmesinin X

Ozniteligine gore boliinme sonrasi olasiligidir.

3.2.3 Gini indeksi

Karar agaci algoritmalarinda, agacin olusumu gini indeksine gore karar verilerek de
dallandirilabilir. Egitim veri kiimesindeki 6zniteligin etkinligini 6l¢mek i¢in kullanilir.
Gini indeksi, 0 ile 1 arasinda degerler almaktadir. Bu deger 1’e ne kadar yakinsa, Sekil
3.2’de gosterildigi gibi, belirsizlik o kadar fazladir. Gini indeksinin hesabi denklem

3.5’te verilmistir (Zhau, Sun, Sang, Yang, Jia, 2012).
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GN) = > pi(1-p) (35)

Bu tez calismasinda kullanilmis olan karar agacinin gorsellestirilmis seklinin ufak bir
kesiti Sekil 3.3’teki gibidir. Bu kesiti daha okunabilir yapmak adina daha da kiigiik bir
kesit alanin1 Sekil 3.4’teki gibi inceleyecek olursak agacin kendi kurallarini, gini
indeksini kullanarak olusturdugu karar diigiimleri ile yaprak diiglime kadar ilerledigi

goriilmektedir.

Sekil 3.3 : Agac gorsellestirimi 1.

durum_tipi <= 0.5
gimi =0321
samples = 762
value = [609, 153]

AR

abonelik_sure <=0.292 fatura_savisi <=0.007
g =0.315 gmi = 0.496
es = 751 samples = 11
value = [604, 147] value =[5, 6]
toplam_borc_tutari <= 0.002 abonelik_sure <=0.3 avukat_bolu_toplam <= 0.392 oini = 0.0
gini =0.293 gini=0418 gimi = 0.46% Snobis =3
samples = 640 samples = 111 samples =8 :mPt 10,31
value = [526, 114] value = [78, 33] value =[5, 3] e Lot
masraf <=0.01 - l_ =/ ayni_sehir <= 1.5 - l= \ masraf <= 0.01
2ini = 0.289 gois 00! gni=00. ~ gini=0.375 e gini = 0.408
samples = 638 ﬁmps 0. > ﬂu"mp' o =t samples = 104 o p- 0.1 samples =7
value = [526, 112] Salue =10.23 Yalne =10, 71 value = [78, 26] vaine =10, 43 value =[5, 2]

AR I

abonelik_sure <=0.011 masraf <=0.01 toplam_borc_dolar <= 0.002 =00 masraf <= 0.01
gim =0279 gini = 0.062 gini =045 ol gni =0.5
samples = 620 samples = 31 samples = 73 \samp]- 5 8] samples =4
value = [516, 104] value = [30, 1] value = [48, 23] - value =2, 2]
gini= 00/ abone__sehn_‘c- 25 gini= OAO/ gmls 00 abonelik_sure e 0345 abone_bolge_kategori <= 3.5 gu.ul= 0.0
samples = 26 5;5:"’1:’0':‘?34 samples = 30 samples = 1 gp'l'&s':”s’_; gt -lfsf; samples =2
= = [3 = = 2
value = [26, 0] value = [490, 104] value=[30,0) | | value=1[0,1] e = [45, 19] i value = [0, 2]

P Z 5 I~

fatura_sayvisi == 0.003 = abone_sehn <=6.5 e =
samples =25 gl = 0290 e Al ik == 0,46 i o
value = 25,0] T 565, 10 value = [11, 0] samples = o3 valie=13.01 | | vale=(0.6]
25, value = [265, 104] : e (3110 f %

gini = 0.0

Sekil 3.4 : Agac gorsellestirimi | kesitinin biiyiitiilmiis hali.
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3.3 Naive Bayes

Naive Bayes siniflandiricisi, Bayes teoremi uygulayarak kosullu olasiliklar arasinda

bagint1 gerceklestirir.

P(A\B)’nin anlami, A'nin B'ye kosullu olasilig1 olarak ifade edilmektedir. Yani B

olaymnin bilindigi durumda A olaymin meydana gelme olasiligidir.

P(A n B) A'nin Bicinde olma olasiligi

P(A\B) = = 3.6
(A\B) P(B) B'nin olma olastligt (36)

Denklem 3.6’da P(4 N B)’nin olasilig1 yerine denklem 3.7 yazilirsa;
P(A n B) = P(A\B).P(B) (3.7

Denklem 3.6’da verilen kosullu olasilik ifadesini kullanarak B’nin A’ya kosullu

olasilig1 yazilacak olursak;

P(B n A) B'mm Ai¢inde olma olasihifl
P(A) A'nin olma olasiligt

P(B\A) = (38)

P(A\B).P(B)

P(B\A) = —— n

3.9)

B; N B, = Pve B; U B, = B olacak sekilde B1Vve B kiimelerini ele alalim. A ise
B igerisinde bir olay olsun. Bu durumda A’nin B1 ya da B: igerisinde olma durumunu
bulmak i¢in 6ncelikle A olaymnin Bi ve B> cinsinden esiti denklem 3.10°daki gibi

bulunur.
A= (B, nA)U(B, NnA (3.10)

Bu durumda A olaymin olasiligi denklem 3.11°de verilmistir.

P(A) = (Byn A) + (B, n A) (3.11)
_ P(A\B,).P(B;)  P(A\By).P(By)
P(B\A) = P(4) (Byn A+ (B, nA) (312)
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Formiil genellestirildiginde; B; U B, U B3 U B, U ...... U B, = B ve Vij< n i¢in
B; N B, = @ olmak lizere A, B kiimesi i¢cinde bir olay ise A olayinin Bj sinifinda

olma olasilig1 asagidaki denklemden soyle bulunur.

P(A\B).P(B)

PB\N) = 2

(3.13)

n
P(A) = z P(A N B) (3.14)
i=1
Denklem 3.14, A’nin Bi kiimeleri kullanilarak olasiligini1 vermektedir. Denklem 3.14,
denklem 3.13’te yerine konulursa Bayes kurali elde edilmis olacaktir.

P(A\B).P(B)
o P(AN B

P(B\A) = (3.15)

Ozet olarak bu simiflayici dzniteliklerin istatiksel bagimsizligina ve Bayes teoremine
dayanir. Naive Bayes yonteminde, 6znitelikler bagimsiz kabul edildiginden dolay1 bu
smiflandirict  biiyiilk  verilere kolayca wuygulanarak bagarili  sonuglar elde
edebilmektedir. Her ne kadar gergek hayatta, 6zniteliklerin istatiksel bagimsizligi s6z
konusu degilse de, bu smiflayict yonteminin ¢ok iyi tahminler iirettigi bilinmektedir

(Martinez, Sucar, 2006).

3.4 Lojistik Regresyon

Lojistik regresyon modeli, bir tiir lineer bir modeldir. Lineer modeller, negatif

sonsuzdan pozitif sonsuza kadar degisen dogrusal fonksiyon {liretirler.

Lojistik regresyon temelinde bagimli degisken ve bagimsiz degiskenler arasindaki
iliskiyi 6l¢gmek ve bu dl¢limii kullanarak ilgili tahminleri yapabilmek yer alir. Tahmin
modellerinde bagimli degisken hedef degiskeni, bagimsiz degiskenler ise 6znitelikleri

temsil etmektedir.

Lojistik regresyon yonteminde verideki gézlemlerin hangi sinifa ait oldugu bilinmekte
ve bu bilgiden yararlanarak yeni gozlemlerin hangi smifa dahil olacagi tahmin
edilmektedir. En ¢ok olabilirlik kestirimi yontemiyle katsayilar hesaplanarak kurulan

bu model ile iteratif olarak siniflama yapilir.
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Lineer iligki tespit edilmesi en kolay iligkilerden biridir. Bir O6znitelik degeri
artiyorken, digerinin de artmasi, biri azaliyorken digerinin de azalmasi lineer iligki
oldugunu gosterir. Ancak gercek hayatta karsilagilan durumlarda bdyle bir duruma

rastlamak oldukg¢a nadirdir.

Dogrusal regresyon analizinde amag, bagimli degiskenin, yani tahmin etmeye
calistigimiz hedef degiskenin, bagimsiz degiskenler karsisinda alacagi ortalama degeri
bulmaktir. Lojistik regresyon modelinde ise temel amag, hedef degisken Y’nin ©

olasilikla 1 ve 1-m olasilikla O degerini alabilecegini géstermektir.

Ancak, bu modelin uygulanmasiyla esik deger olarak 0.5 verildigi takdirde, 0.4
ihtimali olan bir miisteri i¢in borcunu 6demez olarak isaretlenecegi ayrica 0.6 ihtimali
olan miisterinin borcunu 6der olarak isaretlenecegi da degerlendirme sonucunda

yorumlanmalidir (Le, 1998).

Lojistik regresyon dogrusal bir regresyona benzer, ancak egri olasiliktan ziyade hedef
degiskenin “olasiliklarinin” dogal logaritmasi kullanilarak olusturulur. Ayrica, tahmin
edicilerin her bir grupta normal olarak dagilmasi veya esit farklilik gostermesi
gerekmediginden miisteri puanlamasi caligmalarinda siklikla kullanildig: literatiir

incelemesinde goriilmiistiir (Kleinbaum, 1994).

Lojistik Regresyon modeli ifadesindeki regresyon kismi, 6zniteliklerin degerlerinin
lineer kombinasyonunun kullanilmast ve regresyon Kkatsayilarinin varligindan

kaynaklanir.

Lineer model formili:

Y = WX, + WoX, + WaXs + -+ WX, + B (3.16)

(Anderson, 2007).

Formiilde yer alan 6zniteligin 6nemi, 6znitelik ve sapma miktar1 kullanilarak hedef

degerin egitim verisi ile hesaplanmasinin formiiliidiir.

Bu lineer denklemin lojistik doniisiimiinde; lojistik model, doniisiim fonksiyonlarini
kullanarak [0,1] degerleri arasinda degisen sonuglar iiretir. Linecer modelin alabilecegi
degerler ve bu degerlerin [0,1] araligina denk diisecek sekilde diizeltme yapilmasi

sonucu grafikleri Sekil 3.5’te gorsellestirilmistir. [0,1] arasinda degistiginden
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smiflandirma problemleri i¢in uygundur. Bu ¢aligma ile incelenen miisterinin borcunu
geri 6deyip 6demeyecegi tahmini olan hedef degiskeni, 0 veya 1 degerini alan ikili bir

degisken oldugundan lojistik regresyon kullanilmistir.

=1

Lu:rj'lsi.:'lk Regresyon

Y= X

Lineer Regresyon

Sekil 3.5 : Lineer ve lojistik model karsilastirmasi.

Lineer modelde olayin gerceklesme olasiliginin [0,1] arasinda bir deger aldigim

bulabilmek i¢in Sigmund doéniisiim formiilii, lineer model formiilii denklem 3.16

uygulandiginda;
Si id(z) = 3.17
igmoid(z) e (3.17)
X Ozniteliginin olasiligr denklem 3.18°deki gibi ¢ikmaktadir:
! 3.18
p(x) = 1 + e~ WiXy tWo X+ WaKgt A WX + B) (3.18)

3.5 Yapay Sinir Aglan

Yapay sinir aglari, insan beynindeki sinir aglarinin bilginin igslemesini ve iletmesini
modelleme denemelerinden gelistirilmistir. Dolayisiyla yapay sinir ag1; insan beyninin
sinir hiicrelerinden olusmus katmanli yapisinin tiim fonksiyonlarindan esinlenerek

elektronik ortamda gelistirilmis modellenmesidir.

Biyolojik sinir hiicresinde, diger sinir hiicrelerinden gelen sinyalleri toplar. Eger

toplam sinyal birikimi belirli bir esik degerini astiysa, sinyalin bir baska sinir hiicresine
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iletimini gergeklestirir. YSA’da da, biyolojik sinir hiicrelerinde oldugu gibi, Sekil
3.6’da da gorildigii iizere 6zniteliklerden gelen degerler belirli bir agirlik oranlart ile
carpilarak toplanir. Bu toplam deger, aktivasyon fonksiyonuna sokularak bir

siniflandirma yapilir.

Agrhklar
Girdiler
X, > W,
X "; “ y
Aktivasyon
Toplam Fonksivonu
X > W ; ‘ z a
9 z } > o | .
X > W

Sekil 3.6 : Sinir ag1 modelinin ¢alisma prensibi.

Sinir hekimi Warren McCulloch ile matematik¢i Walter Pitts tarafindan 1943 yilinda
ilk yapay sinir ag1 modeli gergeklestirilmistir. McCulloch ve Pitts, ilk yapay sinir ag
modelini gelistirirken insan beyninin hesaplama yeteneginden esinlenerek elektrik
devreleriyle basit bir sinir ag1 modellemesi gerceklestirmiglerdir. 1949 yilinda ise
Hebb “Organization of Behavior” adli eserinde 6grenme ile ilgili temel teoriyi ele
almistir. Frank Rosenblatt’in 1957 yilinda Perceptron’u gelistirmesi YSA ile ilgili

calismalarin hiz kazanmasini saglamistir.

Rosenblatt, Cornell liniversitesinde insan beyninin ¢aligma prensibiyle ilgili caligmalar
yaparken perceptron’u bulmustur. Perceptron, lineer bir simiflandiricidir. Yukarida
bahsedildigi gibi X Ozniteliginin bir agirlik katsayisi ile g¢arpilip, bias degerinin
eklenmesi sonucunda elde edilen lineer fonksiyon, lineer olmayan aktivasyon metodu
ile isleme sokulup ikili siniflandirma sonucuna ulasir. Genel gosterim, denklem

3.19’da verilmistir. Bu nedenle, lojistik regresyon, YSA'nin atasidir diyebiliriz.

Y =wX + B (3.19)
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Ik olarak, tek katmanli perceptronlar, lineer olan VE’, ‘VEYA’ gibi mantiksal
problemleri ¢dzebilmesine ragmen, XOR gibi lineer olmayan problemleri ¢ozmekte

yetersiz sonuglar iiretiyordu (Rumelhart, McClelland, 1986).

Ancak c¢alismalar katmanlarin ¢oklanmasiyla devam edilince, ¢ok katmanl
perceptronlarin XOR ve XOR'un disinda pek ¢ok lineer olmayan problemi sonucu

yiiksek dogruluk orani ile tahmin ettigi gorilmistiir.

Cikts Katmam

Girdi Katmam
Gizli Katman

Sekil 3.7 : Sinir ag1 katmanlar1 sekli.

Sekil 3.7°de gosterildigi gibi YSA’lar en az 3 katman igerir. Bunlar; girdi katmani,
cikti katmani1 ve gizli katman. Bu katmanlardaki her bir diigiimii insan beynindeki
noron olarak diisiinebiliriz. Bu katmanlardaki diiglimler, kendisinden bir Onceki
katmandaki diigiimlere tamamen baglantili bir sekildedir. Yani, bir katmandaki
diigtimler, kendisinden bir 6nceki katmandaki tiim digiimlerle ve kendisinden bir

sonraki katmandaki tim diigiimlerle iletisim halindedir.

Bu calisma i¢in kullanilan yapay sinir agi, ¢ok katmanlidir. Yani girdiler ile hedef
arasinda birden fazla gizli katman bulunmaktadir. Girdi degiskenleri ile hedef
degisken arasinda ilave gizli katmanlar yaratilir. Gizli katmanin sayisi, gizli
katmandaki diigiim sayis1 modelin 6grenmesi ve performansi lizerinde etkilidir. Ancak

bu parametrelerin asir1 artirilmasi modelin, egitim verisini kopyalamasina (over-
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fitting) ve egitim siiresinin uzamasina neden olabilir. Egitim verisinin ve test verisinin

dogru olusturulmasi YSA sonuglari agisindan ¢ok dnemlidir (Rosenblatt, 1986).

Sekil 3.7°de gosterilen gorselde gizli katmandaki tek bir sinir hiicresinin yaptig1 islemi

formiile ¢evirecek olursak, denklem 3.20’yi elde ederiz.

n
Z wix; + b (3.20)
i=1

Cok katmanl algilayict (Multi-layer perceptron) modelinin ¢alismasi; her bir gizli
katman ndronu, bir Onceki katmandaki noronun ¢iktilarmin agirliklandirilmig
kombinasyonuna dayal: bir girdi alir. Iterasyon ile ilk gizli katman sonucunun
dogruluguna gore bir sonraki katmanda agirliklar yeniden belirlenir. Agirlik degisimi,
ancak dogruluk degerinde iyilesme gerceklesmediginde durur. Agirliklar ilk olarak
rastgele atanir. Bu caligma kapsaminda performans igin iterasyon sayisi 200 ile
siirlandirilmigtir. Model 200 kez iterasyon yapmasina ragmen yakinsamasini
stirdiirmeye devam ediyor olsa bile, performans a¢isindan bu islem yarida kesilmistir.
Ayrica, digiimleri agirliklandirmak igin kullanilan yontemler olarak quasi-Newton
ailesinin iyilestirici bir metodu olan ‘lbfgs’, olasiliksal dereceli azalma olarak ‘sgd’ ve
ya Kingma, Diederik ve Jimmy tarafindan Onerilen olasiliksal derece temelli
iyilestirici metod olarak ‘adam’ kullanilmaktadir. Bu ¢alisma kapsaminda

agirliklandirmak i¢in ‘adam’ yontemi tercih edilmistir (Krose, Smagt, 1986).

Yapay sinir aglarinda yaygin olarak kullanilan bazi aktivasyon fonksiyonlar1 vardir.
Her bir néronun kendi aktivasyon fonksiyonu vardir. Aktivasyon fonksiyonu
sayesinde 0-1 ¢ikiyor. Sigmoid, tanjant hiperbolik ve ReLu aktivasyon fonksiyonlar
yaygin olarak kullanilmaktadir. Formiilleri denklem 3.21-23’te verilmistir.
Aktivasyon formiillerinin grafikleri Sekil 3.8’de gosterilmistir. Sekil 3.8’de de
goriildiigii tizere, Sigmoid fonksiyonu 0 ile 1 arasinda; tanjant hiperbolik -1 ile 1
arasinda degerler tiretmektedir. Aktivasyon fonksiyonu (0,1) veya (-1,1) arasinda
sonug Uretilmesini saglar. Bu calismada kullanilan aktivasyon fonksiyonu RelLu

olmustur.

Sigmoid(z) = (3.21)

1+e2
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Sekil 3.8 : Aktivasyon fonksiyonlarinin grafikleri.

(Minsky, Papert, 1996).

3.6 Topluluk Yontemleri (Ensemble)

Topluluk yontemleri, model iyilestirmesi yapmak igin, birden fazla yontemin bir arada
kullanilmasidir. Yani yontem, birden ¢ok model (kullanilan bu modellere zayif
Ogrenici denir) uygulayarak sonrasinda bunlar1 birlestirerek yeni ve daha giiclii birlesik
tek bir model elde etmeye calisir. Tahmini bu yeni modele gore yapar ve sonuglart

iterasyonlarla iyilestirmeye calisir.

Iterasyonlarda, farkli egitici alt veri kiimeleri iizerinde kullanilan modeller ayni
olabilecegi gibi, farkli modeller ¢alistirarak bunlarin sonuglarindan bir iyilestirme

metodolojisi ¢ikartilabilir (Zhou, 2012).

Yaygin olarak kullanilan yontem, her bir 6grenen, ayn1t modeli kullanarak tahmin

yapar. Buna homojen topluluk yontemleri denilmektedir.

Siniflandirma algoritmalarinin  hatasin1  belirleyen iki bilesen vardir. Topluluk
yontemleri bu bilesenlere odaklanarak sonuglar1 optimize etmeye ¢alisirlar. Bu
bilesenler; siniflandiricinin dogrulugu (bias) ve siiflandiricinin farkli egitim kiimeleri
ile egitilmesine gosterdigi sapmadir (varyans). Bu iki bilesen arasinda ters oranti
vardir. Sekil 3.9’da da goriildiigii gibi diisiik hatali siniflandiricilar yliksek sapma

egilimi gosterir ve bunun tersi de gegerlidir (Zhang ve Ma, 2012).
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Sekil 3.9 : Topluluk yontemleri bilesenleri.

Diger taraftan, ortalama almanin, sapmay azaltan bir etkisi de s6z konusudur. Bundan
dolay1 ensemble yontemlerinin hedefi nispeten belirlenmis ya da benzer hatali birkag
siiflandirict olusturmak, bunlarin verilerini bir araya getirmek, ortalamasini tespit
etmek ve sapmay1 azaltmaktir (Zhang ve Ma, 2012). Ensemble metotlarin bunu nasil
yaptigina dair gorsel Sekil 3.10’de verilmistir. Herbir metodun detayli anlatimina

kendi basliklarinda yer verilecektir.

Yerine Koyma Modeli Artirict Model

.@

Basit ortalama 5 : Agirliklandirilmis ortalama

Sekil 3.10 : Yerine koyma (bagging) ve artirici (boosting) topluluk yontemleri.
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3.6.1 Yerine koyarak artirma (Bagging — Bootstrap aggregating)

Bagging yontemi, 1996 yilinda, Breiman tarafindan ortaya konan modeldir.
Tahminlerin dogrulugunu artirmak ig¢in, ayni simiflandirici yonteminin, egitim
kiimesindeki farkli alt kiimeler i¢in iterasyonlarla calistirilmasi temeline dayanir.
Temelinde bootstrap mantigiyla calisan yontem, bootstrap ile kiimelenmis veri
kiimelerinden aldig1 rastgele alt kiime {izerinde agac algoritmalariyla budama ve
agirliklandirma islemleri uygulayarak sonuglari optimize etmeye ¢alisir. Bootstrap ile
kiimeleme islemi sirasinda bir miisteri birden fazla veri alt kiimesinde bulunarak,
modelin egitilmesinde daha fazla rol oynayabilecegi gibi, bazi miisteriler de modelin
ogrenmesinde hi¢ rol almayabilir. Dogrulugu artirmak i¢in kullandig1 yontemin amaci

varyansi azaltmaktir (Breiman, 1996).

Bagging yontemler, varyansi azaltmaya yardimci olur. Paralel olarak iiretilen ¢esitli
karar agaglari sonuglari, bagging tekniginin temel 6grenenlerini olusturur. Elde edilen
bu egitim verilerinin modellenmesi sonucundaki tahmin, tiim modellerin ortalama
¢iktisidir. Bu sayede modelin varyansi diismiis olur. Bu da asir1 6grenme (over-fitting)

durumunu azaltmais olur.

Asirt Ogrenme: Olusturulan tahminsel model igin asir1 dgrenme (over-fitting) s6z
konusu olabilir. Bu durumda olusturulan model, egitim veri kiimesi i¢in %100’e yakin
dogru smiflama saglarken, yeni gelen veriler i¢in dogruluk orani ¢ok diisiik olabilir.
Cilinkii egitim verisini kopyalamis olabilir. Asir1 6grenmis bir model, Sekil 3.11°deki
yesil ile ¢izilmis gibi bir egriye sahip olur. Ancak istenen siyah ile ¢izilmis grafige

sahip olmasidir.

Sekil 3.11 : Asir1 6grenme model 6grenme sekli.
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3.6.1.1 Rastgele orman agaclar1 (Random forest trees)

Yerine koyarak artirma (bagging) modellerinden olan rastgele orman agaglari

yontemi, temelinde karar agaclarina dayanir.

Rastgele orman yonteminin temel egiticileri Karar agaglaridir. Temel egiticiler yine
bootstrap ile firetilmig egitim Ornekleriyle egitilirler. Agaglarin olusturulmasi
asamasinda her agacta diiglimde kullanilmak i¢in, en iyi 6znitelik se¢imi yapilirken,
tiim Oznitelikler arasindan degil de rastgele olusturulan Oznitelik alt kiimeleri
arasindan Karsilastirmayla segilir. Ayrica bu Oznitelik alt kiimelerinin boyutu da
onceden belirlenebilir. En son asamada, elde edilen egitici sonuglar1 birlestirilir.
Birlestirme islemi, siiflandirma problemlerinde en ¢ok oyu alan sinifin segilmesi,
regresyon problemleri igin ise ortalamalarimin alinmasi yontemiyle varyans
diigiiriilmeye caligilir. Sinifi bilinmeyen yeni bir veri geldiginde, her karar agact bu
veriyi kendi agacinda degerlendirerek kendine gore siniflandirmasini yapar ve sonug
bu ayr1 tahminlerin sonucunda hangi siif daha fazla secilmisse verinin o siniftan

olduguna karar verilir (Fraiwan ve dig., 2012).

Oznitelik sayisindaki azalis sayesinde, rastgele karar agacinim iiretim siiresi kisalir ve
karar agacglarinin farkliligi ile rastgelelik artirilmig olur. Ancak oznitelik sayisinin
azaltimi c¢alisma siiresini kisaltmis olsa da, agag sayisi arttikca daha iyi basar1 elde
edilmesi beklenmektedir. Ancak aga¢ sayist arttikga algoritmanin ¢alisma siiresi
artmaktadir. Ek olarak rastgele orman yonteminde aga¢ sayisi ne kadar artarsa artsin
asir1 6grenme (over-fitting) durumu ile karsilasilmamaktadir. Breiman (2001)’a gore,
rastgele Ozniteliklerin segilmesi siniflandirma dogruluk oranmi artirirken, verinin

giiriiltiilere kars1 hassasiyetini azaltir.

3.6.1.2 Son derece rastgele agaclar (Extra trees (Extremely randomized trees))

Pierre Geurts, Damien Ernst ve Louis Wehenkel tarafindan “Son derece rastgele
agaglar”, 2006 tarihinde ortaya atilmistir. Bu model, egitim kiimesi olusturmak igin
bootstrap uygulamazlar. Rastgele ormandan farkli olarak her bir karar agaci tiim veri
kiimesini igerir. Karar agag¢larinda diiglimiin ve kesme esiginin belirlenmesi i¢in bilgi
kazanci oranina bakmaz. Rastgele boliinmeyi seger. Yani rastgele bir 6znitelik ve

rastgele bir esik degeri secerek agacin dallarini olusturur.
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3.6.2 Artiric1 (Boosting)

Artirict (boosting) modeller egitim kiimesindeki zayif 6rneklerin tizerine yogunlasarak
dogrulugu artirmay1 hedefler. Asir1 6grenme (over-fitting) ve yetersiz kalma (under-
fitting) durumlarinin 6niine gegilmesi i¢in kullanilir. Hem yanlilik (bias) hem de
varyansi diisiirerek modelin dogrulugunu artirabilmek igin, kullanilan zayif modeller
siralt olarak kullanilir. Bir modelin ¢iktis1 sonucunda hesaplanan hatali tahminlerin
agirhigr artirilarak, bir sonraki modelin girdisi olarak kullanilir. Dolayisiyla agaglarin

kurulmasi i¢in, bir 6nceki modelin islemini tamamlamasi beklenir (Schapire, 1999).
Algoritmanin ¢aligma mantig1 ve adimlari su sekildedir:

e [Egitim kiimesinden rastgele bir alt kiime alinir.

e Secilen bu kiime, verilere ilk basta esit agirlik atayarak modeli egitir.

e Tiim egitim kiimesi ile test yapilir.

e Her bir misteri i¢in siniflandirma modelinin hatas1 Olgiiliir. Yanlig
siiflandirma yapilmis miisteriler i¢in, o miisterinin agirligi veya bir sonraki
iterasyonda kullanilmak tizere veri kiimesindeki 6rnek sayisi artirtlir.

e Egitim kiimesinden yeni bir rastgele alt kiime olusturulup yapilmis adimlar

tekrar edilir.

Yukaridaki algoritmanin gorsellestirilmis hali Sekil 3.12°de verilmistir.

1. Sindlandirict

Ver
(Agrhklar esit)

b J h J

1. Smiflayict 2. Sinflayics 3. Smdflavics

Tahmin

sonuglan

Tahmin
sonuglart

Tahmin
sonuglar

Agrhilkdandirma Agrhklandirma

Sekil 3.12 : Boosting algoritmasi gorseli.
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Gao, Wu ve dig. (2009) yaptiklar1 calismada boosting yontemleri ile modelin varyans
ve yanlilig1 disiirilmiis olur ancak bu durumda modelin asir1 6grenme riski

olusabilecegine deginmislerdir.

Agaglarin azami 6l¢iide biiyiidiigii rastgele orman gibi torbalama tekniklerinin aksine,
artirma daha az boliinmiis agaclari kullanir. Cok derin olmayan bu kiigiik agaclarin ¢ok
olmasi, asirt 6grenmeye neden olabilir. Bu nedenle, artirma i¢in durma o6l¢iitlerini
dikkatli segmek gerekir. Iterasyon sayisinin, agacin derinliginin ve agac sayisinin
dogru belirlenmesi gerekir. Ayrica ¢apraz dogrulama yontemi ile asirt 6grenmenin

Ontine gecilebilir (Schapire, 1999).

3.6.2.1 Adaboosting (Adaptive boosting)

Adaboosting siniflandiricisi, adini ‘adaptive’ yani uyum saglayan kelimesinin
kisaltilmis halinden alir. Yontem, 1995 yilinda, Freund ve Schapire tarafindan ortaya
atilmigtir (Freund, Schapire, 1997). Model, sonucun basarisini artirabilmek igin, her
iterasyonda bir Onceki iterasyon sonucunda yanlis tahmin yapilmis miisterilerin
agirhign artirilarak, siniflandirict metot tekrar calistirilir. Boylece, yanlis tahminler
tizerine odaklanarak, modelin tahminlerinde dogruluk orani yiikselmektedir (Wang,
2012). Ayrica model, Breiman’in denemelerine gore, boosting siniflandirma metotlari
icerisinde en 1yisi olarak kabul edilmektedir. Yontemin altinda yatan temel mantik;
rastgele veri kiimeleri ile caligmasindan ziyade, ayni veri kiimesini tekrarli olarak
calistirmasi ancak hatali olanlarin agirliklarini degistirerek kullanilmasidir. Boylece,
bu model, diger boosting yontemlerin aksine biiyiikk veri kiimesine ihtiya¢ duymaz
(Zhu, Zou, 2009).

Modelin calisma prensibinin gorsellestirilmis hali Sekil 3.13 te verilmistir. Ilk olarak
her verinin agirhig aymidir, her asamada yanlis siniflandirilan verilerin agirliklar
arttirtlir yada azaltillir. Boylece siniflandirilmasi zor olan bu verilerin iizerine

yogunlagma imkani saglanir (Hastie, Tibshirani, Friedman, 2009).
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Sekil 3.13 : Adaboost modelinin galigsma prensibi.

3.6.2.2 Gradyen artirma (Gradient boosting)

Gradyen artirma yontemi, Friedman tarafindan 2001 yilinda yayinlanmistir. Yntemin
amaci diger artirma yontemlerinde oldugu gibi siniflandirmanin basarisini arttirmaktir.
Algoritmanin ¢aligma prensibinde; egitici siniftaki siniflandirma yontemleri igin
logaritmik kayip, regresyon yontemleri i¢in ise kare kayip fonksiyonlar1 kullanilarak
elde edilen kayip sonuclart optimize edilmeye ¢alisilir. Yani, iteratif olarak hatay
tahminleyip, iyilestirmeye ¢alisir. Optimize etme yontemi ise; kayip fonksiyon degeri
yiiksek cikan test miisterileri birer karar agacidir. Her iterasyonda yeni karar agaglari
eklenerek ilerlenir, onceki agacta degisiklik yapilmaz. Yeni dallar eklendikce kayip
fonksiyonunun degeri iyilesir. Yani aslinda, model onceki iterasyonda iirettigi
degerleri saklayarak, bu degerlere yeni iterasyon sonucunda elde ettigi agirliklar1 da

ekleyerek ilerler.

Yonteme, rastgeleligi eklemek hem metodun hizint hem de dogru tahmin yapma
olasiligini arttirir. Bu nedenle, alt kiime, tiim egitim veri kiimesinden rastgele secilir.
Bu se¢im, ayn1 zamanda agir1 uyum sorununa karsi da saglamligi arttirir (Mayr ve ark.,
2014). Gradyen boosting yontemi, Adaboost yonteminde oldugu gibi o6rnekleri
yeniden agirliklandirmaya ¢alismaz. Bir Onceki iterasyonda bulunan kayip
fonksiyonunu negatif gradyan vektoriine uydurmaya calisir. Hatay1 azaltmak igin,
dereceli azaltma (gradient descent) sonuglarini1 fonksiyona ekler. Bu durum Sekil

3.14’te sematize edilmistir.
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Sekil 3.14 : Gradyen Boosting algoritmasi ¢alisma prensibi.

3.6.2.3 Fazlasiyla gradyen artirma (XGBoost (Extreme gradient boosting)

XGBoost modeli, boosting modellerinde anlatilmis olan gradyen boosting modelinin
calisma prensibiyle, aga¢ modellerinin bir arada kullanilmig halidir. Bu sayede model,
hem simiflandirma hem de regresyon modelleri i¢in yliksek dogrulukla calisan bir
modeldir. Ciinkii asir1 6grenme’yi kontrol eder. XGBoost i¢in kullanilan aga¢ modeli
CART modelidir. Bu model, karar agact modeli anlatilirken yukarida
detaylandirilmistir (B6liim 3.2). Ancak burada deginmek gerekirse, karar agaclarinda,
kirilim noktalarima dogru bir sekilde karar vermek sonug iizerinde biiylik etkiye
sahiptir. CART ve dolayisiyla XGBoost algoritmasi kayip olmayan verileri kullanarak
kirtlm degerine karar verdiginden dolayr dogrulugu daha yiiksek sonuglar elde
edilmektedir. Bunun aksine, gradyen boosting agaci olustururken negatif kayip
kriterine baktig1 i¢in asagi dogru fazla biiyiiyen agaglar yaratilabiliyor. Ancak,

fazlasiyla gradyen boosting modelde, agacin derinligi bastan belirlenebilir. Eger agag
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asag1 dogru ¢ok biiylidiiyse, bunu geri yonde budama yaparak modelin agir1 6grenmesi
onlenmelidir. Ayrica model, kendi igerisinde, disaridan parametre almaksizin gapraz

dogrulama yaparak modelin dogrulugunun maksimum olmasini saglamaktadir.
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4. MUSTERININ ODEME TAHMINI SIRASINDAKI SURECLER

Veri lizerinde uygulanacak modellere karar verdikten sonra, veriyi modelleri egitmede
kullanabilmek icin yapilan islemler asagida listelenmistir. ilk olarak, sirketten alinan
verilerin igeriginden bahsedilecek ve bunlar gorsellestirilmeye c¢alisilacaktir.
Sonrasinda verinin yorumlanmasiyla birlikte, veri lizerinde yapilacak islemlere karar
verilecektir. Veri temizleme, veri indirgeme, veri genisletme, kategorize hale getirme,
stirekli verileri normalize etme, kategorize verileri kodlama islemleri uygulanmistir.
Dogruluk oranini daha da artirmak i¢in k-kat ¢aprazlama, veri kiimesinin egitim ve
test olarak ayristirilmasi ve kiimenin rastgele bir sekilde tekrar siralanmasi islemleri
veri lizerinde ¢alistirilmistir. Sonrasinda elde edilen modellenmeye hazir, temizlenmis
veri kiimesindeki 6znitelikleri en 6nemliden en az etkiliye dogru siralayabilmek i¢in
Oznitelik 6nem metotlarinin kullanilmasiyla elde edilen ¢izelgelerden bahsedilmistir.
Oznitelik segme yontemlerinde ilk olarak agac temelli ve ensemble temelli yontemler
ile elde edilmis 6znitelik 6nem listelerinden elde edilen sonuglarin normalize edilip
ortalamalarinin alinmasiyla elde edilmis degerler listelenmistir. Sonrasinda temel
bilesen analizi yontemi veri kiimesine uygulanmistir. Daha sonra 6zyinelemeli olarak
calisan modele lojistik regresyon ve adaboost algoritmalari verilmis ve sonuglar
asagida sirasiyla listelenmistir. Son olarak da ki-kare testine gore 6zniteliklerin nem

dereceleri listelenmistir.

4.1 Uygulama Verisinin Toplanmasi

Telekomiinikasyon sirketinden alinan 6znitelikler Cizelge 4.1°de verilmistir.

Cizelge 4.1 : Telekomiinikasyon sirketinden alinan 6znitelik listesi.

Oznitelikler Bos deger Smif Oznitelik aciklamasi
abone_sehri Var kategorik miisterinin yasadig1 sehir
abonelik_sure Var normalize milsterinin telekomiinikasyon
- sirketine miisterilik stiresi
avukat ucreti Yok normalize miisterinin avukatlik biirosuna
- olan borcu
cinsiyet Yok kategorik miisterinin cinsiyeti
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durum_info
durum_tipi

fatura sayisi

iletisim_kuruldu

ilk_tutar
masraf

medeni_durum
ofis_sehir
taksit_yapildi
transfer_tarihi
yabanci_uyruk
yasal_faiz

yasal_takip_sayi

dogum_tarihi

Yok

Yok

Var

Yok

Yok
Yok
Var

Yok

Yok

Yok

Yok

Yok

Yok
Var

kategorik
kategorik

normalize

kategorik

normalize
normalize

kategorik
kategorik
kategorik
date
kategorik
normalize

normalize

date

miisterinin borcu 6deyip
O0demedigi bilgisi
kurumsal miisteri/bireysel
miisteri tipi kategorize
miisterinin telekomiinikasyon
0dedigi fatura sayisi
miisteri ile telekomiinikasyon
sirketinin iletisim kurdugu
bilgisi
miisterinin telekomiinikasyon
sirketine olan borcu

takip baslatmanin bedeli
miisterinin medeni durum

bilgisi
biironun bulundugu sehirin
plaka kodu
miisterinin borcunun
taksitlendirilme bilgisi
miisterinin avukatlik biirosuna
atandigi tarih
miisterinin TC vatandasi olup
olmadig1 bilgisi
gecikmeden dolay1 yasal olarak
belirlenmis faiz miktar
miisterinin hayat1 boyunca kag
kez yasal takibe girdigi
miisterinin dogdugu tarih bilgisi

e abone_sehri

Miisterinin  yasadig1

degerlendirilmistir.
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Sekil 4.1 : Miisterinin yasadig sehir gorseli.

38



e abonelik_sure
Miisterinin telekomiinikasyon sirketi ile olan iliskisinin giin olarak tutulan bilgisidir.
e durum_info

Hedef degisken bilgisidir. Miisterinin biiroya devredildikten sonra 6demenin

gerceklesip gerceklesmediginin bilgisidir.

Sekil 4.2 : Durum bilgisi dagilim.

e durum_tipi

Miisterinin bireysel miisteri mi yoksa kurumsal miisteri mi oldugunun bilgisidir.
Miisteri kurumsal miisteri ise birden fazla hat sahibi oldugundan, borg tutari yiiksek
olabiliyor.

39



Dosya tipi adetler

300000 +

250000

200000

Adet

150000 -

100000 -

50000 ~

A
‘1\‘.1
=

o

O
€{6
g&

Sekil 4.3 : Durum tipi dagilimu.
e fatura_sayisi

Miisterinin, telekomiinikasyon sirketinin miisterisi oldugu siire boyunca ka¢ adet

fatura 6dediginin bilgisidir.
e cinsiyet

Miisterinin cinsiyeti kadin/erkek tipinden O ve 1 olarak kategorik olarak

degistirilmigtir.

ERKEK

22.64% (74107)

KADIN

Sekil 4.4 : Cinsiyet dagilimi.
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e iletisim_kuruldu

Miisterinin borcunu ddemedigi 120 giinliik idari takip siiresinde, telekomiinikasyon
sirketi calisanlar1 tarafindan arandiinda ulasilip ulasilmadigr bilgisidir. Bu siire
icerisinde ulasilip bor¢ tahsil edildiyse, miisteri avukatlik biirolarina devredilmez.
Ancak baz1 durumlar da ulasilsa bile borg tahsil edilemiyor. Bu durumlar i¢in bu alan
1 olarak isaretlenmis sekilde veri kiimesinde yer almistir. Asagidaki grafik
telekomiinikasyon sirketinin idari takip siiresinde miisteriye arama yaparak ulasabilip

ulagsamadiginin bilgisi icermektedir.

Evet

Hayir

Sekil 4.5 : {letisim durumu dagilimu.
e ilk tutar & masraf & avukat_ucreti & yasal faiz

[lk tutar; miisterinin telekomiinikasyon sirketine olan borcudur. Odemedigi faturalarin

tutaridir.

Masraf; yasal takip siirecinin baglamasi i¢in, miisteriye karsi bir avukat tarafindan dava
acilmis olmas1 gerekmektedir. Davanin avukat tarafindan agilmasi zorunlulugu yasal

gerekliliktir. Masraf tutar1 da bu davanin agilmasi i¢in 6denen harg bedelidir.

Avukat {icreti; Telekomiinikasyon sirketi tarafindan, dig kaynaga yonlendirilen
tahsilattan kaynaklanan avukat ticreti bedeli miisteriden tahsil edilir. Bu tutar borcun
miktarina gore yasalar ile belirlenmis bir tutardir. Miisterinin borcuna eklenerek

miisteriden talep edilir.

Yasal faiz; borcun 6denmeyen kisminin devlet tarafindan belirlenmis bir yiizde ile

carpimina karsilik gelen bedeldir.
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Toplam Borg Icerisinde Alacaklilarin Dagilimi

sirketin Alacagi

Yasal Faiz

Masraflar

Avukatin Alacad

Sekil 4.6 : Toplam Borg igerisinde alacaklilarin dagilima.
e medeni_durum

Miisterinin medeni durum bilgisidir. Bu noktada, 4 ayr1 kategori bulunmaktadir.

Bunlar; evli, bekar, bosanmis, dul ve bilinmeyen bos degerlerdir.
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Bosanmis

Sekil 4.7 : Medeni durum dagilima.

Miisterinin cinsiyetinin medeni durum iizerindeki dagilimi ise;

Bilinmiyor

140000 4

120000 -

100000 +

80000

60000 +

40000 +

20000 -+

Cinsiyet
s ERKEK
mw KADIMN

.
Il
a2
&

Bilinmiyor
Bosanmig
Dul

Sekil 4.8 : Medeni durum ve cinsiyet dagilima.
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e ofis_sehir

Miisterinin atandig1 biironun oldugu ilin plaka kodudur. Telekomiinikasyon sirketinin

her sehirde, paydasi biiro bulunmamaktadir.

fbon s =

bagshanggmm

Sekil 4.9 : Biiro sehirleri.

e taksit_yapildi

Yapilan aramalarda, miisterilerden bir kismindan gelen talep dogrultusunda borcun
taksitlendirilmesi istenebiliyor. Bu siireci, telekomiinikasyon sirketi yOnetmiyor.
Borcu tahsil edebilmek ic¢in biiro yonetiyor. Toplam miisterilerin ~%10’u

taksitlendirmeyi tercih ediyor.

Evet

Hayir

Sekil 4.10 : Taksit durumu dagilimi.
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e transfer_date

Miisterinin avukatlik biirosuna atandigi tarihtir. Genelde, atama islemi, aym ilk

giinlerinde ve tiim miisteriler biirolara toplu halde atilmaktadir.

35000 A —— adet

mm adet

30000 A

25000 A

20000 A

15000 A

10000 4

5000 +

[=]
i

2018-01-21
2018-01-22
2018-01-23
2018-01-26
2018-01-29
2018-02-07
2018-02-08
2018-03-05
2018-03-06
2018-03-09
2018-03-28
2018-04-04
2018-04-05
2018-04-10
2018-05-04
2018-05-05
2018-06-05
2018-06-06
2018-07-04
2018-07-05
2018-07-06
2018-08-03
2018-08-06
2018-08-09
2018-08-11
2018-08-13
2018-08-14
2018-08-16
2018-09-05
2018-09-06
2018-10-04
2018-10-05
2018-11-05
2018-11-06
2018-11-07
2018-11-09
2018-12-06

Sekil 4.11 : Transfer tarihi grafigi.
e yabanci_uyruk

Telekomiinikasyon sirketi miisterilerini veri tabanina kaydederken, hangi {ilkenin
vatandasi olduklarin1 da kaydetmektedir. Ancak sirketin izledigi 6n-6demeli politika
sebebiyle yabanci uyruklu miisteri sayisi, tim miisteri sayisina oranla oldukca azdir.
Cizelge 4.2°de miisterilerin hangi iilke vatandas1 olduklarima dair bilgiler

paylasilmistir.

Cizelge 4.2 : Miisterilerin uyruklarina gore dagilima.

Ulke Miisteri Sayis1

Afganistan 12
Almanya 18
Andora 1
Arjantin 2
Arnavutluk 1
Avustralya 2
Avusturya 1
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Azerbaycan
Beyaz Rusya
Ermenistan
Fas
Filipinler
Filistin
Fransa
Giliney Afrika
Giircistan
Irak
Katar
Kuveyt
Libya
Lubnan
Moldova
Nijerya
Rusya
Somali
Sudan
Suriye
Suudi Arabistan
Tacikistan
Tunus
Tirkmenistan
Yeni Zelanda
Urdiin
Yunanistan
Ozbekistan

[
© N N o
SwrrRnvnvwwsdvkrrrarprrporBEromooNne S

e yasal_takip_sayi

Yasal takibe girmis olan miisterin hayat1 boyunca, baska nedenler veya yine aym
nedenle toplam kag¢ kez yasal takibe girdiginin bilgisidir. Miisterinin yasal takip
stirecini bilmesi veya bu durumun miisteri aliskanlig1 olarak degerlendirilip, sonug

tizerinde fayda saglayabilecegi diisiiniilerek eklenmistir.
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Yasal Takip Adedi

Musgterilerin Yasal Takip Adedi

27 L]
23 L]
18 L[]
17 [ ]
16 ]
15 L]
14 L]
13 [ ]
12 L]
11 L ]
10 .
9 .
] L
7 L]
6 [ ]
5 L]
4 ]
3 L]
2 L]
1
6 SDC‘IDO IDDhOO 150‘000 ZDOhUD
Misteri Sayis!
Sekil 4.12 : Miisterilerin yasal takip adedi dagilimi.
e dogum_tarihi

Miisterinin dogdugu tarih bilgisidir.

Musteri Sayisi

200000 4

150000

100000 4

50000

Dogum Yili Dagilimi

2000 2500 3000 3500 4000
Dogum Yil

Sekil 4.13 : Dogum tarihi dagilimi.
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Ancak grafikten de gorildigi lizere dagilim bozuk degerler nedeniyle diizgiin
incelenememektedir. Dagilimi daha yakindan inceleyebilmek igin grafigin ug

noktalarindaki bozuk veriyi ¢ikartarak bir grafik daha ¢izdirecek olursak:

Dogum Yili Dagilimi

3601 . % *
3451 . .
3301 o Ceec
3151 °?

3001
2851
2701
2551 .
2401
2251 . ¢
2101 .

1951

1651

Misteri Sayist

1501
1351 . o

1051

%01 .

751 *

601
. .

451

301 . ®

151 ..,..'.-'
.o
1 es ssssssssetstes .

. * s @

1920 1940 1960 1980 2000 2020
Dodum Vil

Sekil 4.14 : Dogum tarihi dagilim1 (u¢ noktalardan arindirilmas).
e Biiro_id

Dosyanin atandig1 avukatlik biirosunun kimlik numarasidir. Dosyanin biiro atamasi
yapildiktan sonra biiro ile ¢alisilmaya devam edildigi siirece o biiro ilizerinde kaldig1
varsayimi ile ilerlenecektir. Biiro ile ¢aligmanin kesilmesi, biironun kapanmasi gibi
nedenlerle devir islemleri olabiliyor. Ancak bu durum bu calisma kapsaminda

incelenen veriden arindirilmustir.

Ancak verinin gorsellestirilmesiyle ortaya c¢ikan sekiller sayesinde bu ¢alismanin
gerekliligi de ortaya ¢ikmis bulunmaktadir. Sekil 4.15°te ve Sekil 4.16’da goriildigi
lizere sag list kdsede yuvarlak igerisine alinan kisimda da goriildiigli gibi, bir biiroya
atanan dosya sayisi ¢ok fazla halde, bunun tutar karsilig1 oldukca kii¢iiktiir. Bu demek
oluyor ki, az miktarda borca sahip ¢ok sayida miisteriden tahsilat gerceklestirilmesi
beklenmektedir. Tam tersi sekilde, sol iist tarafta bir yogunluk olmamasina ragmen,
tutar alaninda yogunluk goriilmektedir. Bu durum yiiksek bor¢ tutarlarina sahip

miisterilerin atandig1 biirolar oldugunu gostermektedir.
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Ofislere atanmig dosya sayilan

Q)
25000 4
20000 4
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Sekil 4.15 : Biirolara atanmis yillik toplam dosya sayisi.
1 Topdam Takely
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Sekil 4.16 : Biiro bazinda 1 yillik toplam tahsilat tutari.

4.2 Uygulama Verisi Uzerinde Yapilan islemler

Kullanilacak veri her zaman ilk alindigi hali ile kullanilmayabilir veya istenilen
ozellikler olmayabilir. Verinin ilk hali eksik, yanlis veya giiriiltiilii olabilir. Bu

durumun 6niine gegmek i¢in asagidaki adimlar1 uygulayacagiz.
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4.2.1 Veri temizleme

Veri kiimesinde eksik, hatali veya glincellenmemis veriler bulunabilir. Bu verileri
kullanarak yapilacak olan degerlendirme hatali ve yanlis sonuglar ¢ikmasina neden
olabilir. Ayrica, modelin 6grenme siiresini uzatabilir. Bu durumu 6nlemek igin

literatlirde yapilmis islemler asagida listelenmistir:

e Eksik degerler veri kiimesinden silinebilir.

e Eksik degerler o degerlerin ortalamasi ile doldurulabilir.

e Eksik degerler kendisine en yakin hiicredeki deger ile doldurulabilir.

e Eksik deger rastgele se¢ilmis bir kolondaki deger ile doldurulabilir.

o Eksik degerleri diger degerlerden ayirmak icin ayrik bir deger verilebilir.

e Eksik deger regresyon, bayes veya karar agaglari gibi yontemlerle tahmin

edilip doldurulabilir.

Bu ¢alismada kullanilan veri kiimesindeki bozuk veya hatali degerler veri kalitesinin
korunmasi i¢in veri kiimesinden ¢ikarilmistir. Giincellenmemis veriler tespit edilip
giincellenmistir. Baz1 degerlere ortalama deger atanmistir. Uzerinde islem yapilan

veriler asagida listelenmistir.

e Sirketin alacagi bor¢ tutar1 & Avukatin alacag tutar & Masraflar & Yasal

faiz vergi tutan

Bos olan degerler O6demenin gergeklesmedigi miisteriler igin sifir olarak
giincellenmistir. Aslinda sirket agisindan kendi alacagi borcun tahsil edilmis olmasi
onceliklidir. Miisteri 6deme yaparsa ilk olarak sirkete olan bor¢ kapatilmaktadir.
Ancak avukatin alacagi tutar veya masraf fazla ise bu miisterinin 6demeye karsi olan

motivasyonunu azaltabilecegi diisiiniiliip incelemeye/arastirmaya katilmistir.
e Yasadigi il

Yasadig il alan1 bos olan 38775 adet kayit bulunmaktadir. Bu degerler Istanbul gibi
diisiiniilecektir. Istanbul, Tiirkiye'nin en kozmopolit ve en kalabalik sehridir. Diger
illerden gd¢ almaya devam etmektedir. Tiirkiye niifusunun ~%20’si Istanbul’da

yasamaktadir. Bu nedenle bu miisteriler i¢in bu alan 34 olarak kabul edilmistir.
e Dogum tarihi

Dogum tarihlerinde bulundugumuz tarihten ileri tarihli olan 5 kayit bulunmaktadir.

Ayrica 16 kayit su anki tarihe ¢cok yakin oldugundan bu degerlerin de dogru olmadigi
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diistincesiyle ve veri kalitesinin korunmasi i¢in bu miisteri kayitlari veri kiimesinden

cikartlmistir.

327389 kaydin 215445 tanesinin dogum tarihi bilgisi bulunmamaktadir. Bu bos
degerler, dolu olan kolonlarin ortalama degeri ile degistirilmistir. Giin, ay ve yil olarak

ayr1 ayr1 ortalama alinarak bulunan tarih; “1980-06-12” olmustur.

e Borclu Durumu

Miisterinin toplam borcu ile miisteriden tahsil edilmis toplam tahsilat miktar esit olan,
ancak halen ‘borglu’ statiisiinde kalmis olan 76 adet kayit goriilmiistiir. Heniiz sisteme
yansimamis giincelleme oldugu bilgisi telekomiinikasyon sirketinden teyit alinmis ve

bu kisilerin durumu ‘6dendi’ olarak giincellenmistir.

Bor¢lu durumu ‘6dendi’ olmasina ragmen higbir tahsilat kaydi olmayan 1862 adet
misteri tespit edilmis. Bu misteriler ile sirket arasinda farkli 6deme kanallar

kullanilmasit nedeniyle veri kiimesinden ¢ikarilmistir.

4.2.2 Veri indirgeme

Elde bulunan veriler icerisindeki niteliksiz, 1ilgisiz veya tekrarli veriler veri
kiimesinden ¢ikarilarak, hem sistemin performansinda iyilestirme yapilabilir hem de
daha dogru sonuglar elde edilebilir. Bu nedenle asagidaki alanlar {izerinde diizenleme

yapilmustir.
e Meslek

Meslek alanindaki bilgilerin isimlendirilmesinde bazi kayitlar sirket ad1 olarak girilmis
oldugu, bazi alanlarin sehir adi oldugu ve bazi1 degerlerin anlamsiz oldugu
goriilmiistiir. Ayrica, bu alanda miisterilere ait bilgilerin ~%70’inin bos olmasi, bilgi
paylasmis olan miisterilerin de bilgilerinin dogrulugunun teyit edilmeden sisteme
girilmis olmas1 ve bu alandaki verilerin giivenilirligi konusunda siipheye

diisiildiigiinden dolay1 bu alan incelemeden ¢ikarilmistir.
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Meslek Dagilimi

225001
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215001
210001
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190001
185001
180001
175001
170001
165001
160001
155001
150001
145001
140001
135001
130001
125001

Masteri Sayisi

15001 n

A
ArasUma gorevlisi

AgAR HEDIYELIK EsYA URUN SATISI

1
R
i

HAN AK

501

softr-Ticari arac s

Bilinmiyor
Hagi e

Devlef Mg
Kuafor

Diyetisyen- E

Boyaci-
Kom
KKES GUNLTL B

Satis temsilcisi-Pa;

Bilgisayar operatss

]
¢
: g
H g
£ E
K] E
2 5
2 8

OTO ELEKTRIK RECEP RU

Sekil 4.17 : Meslek dagilima.

e  Miisterinin biiroya aktarildig: tarih maas yatma zamani bayragi

Veri genisletilmesi i¢in eklenmis olan bu 6znitelik, iizerinde galisilan veri igin
anlamsiz kalmigtir. Misteriler biiroya aktarildigi giin, biiro tarafindan aramalar
baglatiliyor. Ayin son giinii veya ilk giinili, maas yatma giinii oldugundan, miisteriye
borg bilgilendirmesi igin yapilan arama tarihinin maasin alindig: giin ile kesigsmesinin,
miisterinin davranisi lizerinde etkisi olabilecegi incelenmek istenmistir. Ancak tiim
degerler 0 oldugu icin sonug iizerinde etkisi olmayacagindan, 6znitelik olmaktan

cikarilmistir.
e Miisteri id

Her bir satir ayr1 bir miisteri olarak degerlendirileceginden miisteri id’si gondermek
gereksizdir. Ayrica eger tekil (unique) bir id ile modele verilmesi durumunda model
bu degeri miisteriden miisteriye degisen bir deger olarak kabul edecek ve
anlamlandirmaya ¢alisacaktir. Hedef degisken ile arasinda iliski bulmaya c¢alisacaktir.

e Y1l bilgisi

Elimizdeki veri kiimesi bir y1llik veri igerdiginden tiim veri kiimesi i¢in y1l degeri ayni

olacagindan tarih bilgisi sisteme aktarilirken incelemeye alinmamustir.
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4.2.3 Veri genisletme

Verilerin modele aktarimi modelin egitilmesi lizerinde dogrudan etkili oldugundan
modelin basarisini degistirebilir. Bu nedenle, mevcut 6zniteliklerin yeterli olmadigi
durumda eldeki verilerden faydalanarak yeni 6znitelikler {iretilmesi modelin

Oznitelikleri daha iyi anlamasini ve daha dogru sonuglar iiretmesini saglayabilir.
e Tarih bilgisi

Python’da tarih (date) tiiriinde bir veri tipi bulunmamaktadir. Tarih bilgisi modele
sayisal degerler olarak aktarilabilmektedir. Bu alana ait bilgi ne kadar detayli
aktarilirsa, modelin performansinda da o kadar etkili olacaktir. Dosyanin biiroya
gonderildigi tarihin;

= Hangi ay oldugu,

*  Ayin kaginci giinii oldugu,

= Haftanin hangi giinii oldugu,

*  Yilin hangi ¢eyregi oldugu,

=  Yilin kaginer haftasi oldugu,

= Ay ilk glinii/son giinii olup olmadiginin incelenmesi,

*  Ayin kaginci araliginda oldugu (10 giinliik araliklar ile 0-10;11-20;21-31),

= Mevsim bilgisi

Odemeler ay sonunda yapildigindan &tiirii, transfer tarihiyle ilgili daha agiklayici bir
sekilde tarih bilgisini aktarabilmek icin yukaridaki alanlara ilave olarak asagidaki

alanlar da sistemde 6znitelik olarak belirtilmistir.

= Transfer tarihinden ay sonuna kadar olan toplam isgiinii sayist,

= Transfer tarihinden ay sonuna kadar olan toplam giin sayist,

»  Transfer tarihinin y1l sonuna olan uzakhig: (kategorik 0-30;30-60;60-90;90-
120..)

e Miisteri ile biironun aym sehirde olup olmadig:

Sirketin ¢aligtig1 biirolarin Tiirkiye iizerindeki dagilimi incelendiginde goriilmiistiir ki,
biirolar her sehirde bulunmamaktadir. Bu nedenle bazi miisteriler farkli illerde bulunan
biirolara atanmaktadir. Bu durumun miisteriden tahsilat yapilabilmesi konusunda bir
etkisinin olup olmadig1 konusunda inceleme yapabilmek i¢in bu kontrol de kategorik

olarak eklenmistir (O ->farkl1 sehir, 1 -> ayni sehir, 2 -> bilinmiyor).
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e  Miisteri ile biironun ayni bolgede olup olmadigi

Sirketin ¢alistig1 biirolarin Tiirkiye tizerindeki dagilimi her sehirde bulunmamaktadir.
Bu nedenle bazi miisteriler farkli cografik bolgelerde bulunan biirolara atanmaktadir.
Bu durumun miisteriden tahsilat yapilabilmesi konusunda bir etkisinin olup olmadigi

konusunda inceleme yapabilmek i¢in eklenmistir
e Bayram olup olmadig:

Bayramlar, Ramazan ve Kurban Bayrami olmak {izere bir yil igerisinde iki kez dini
bayramimiz vardir. Bayram siiresince 3-4 giinliik tatil yapma imkaniyla beraber kisiler
dini gorevlerini yerine getirebilmektedir veya gelenekleri yasatmak icin akraba /
memleket ziyaretleri veya tatil plan1 yapmaktadirlar. Bu durum neticesinde diger
aylara oranla fazladan harcama yapmalar gerekmektedir. Bu durum bankalarin bu
donemlerde, ‘bayram kredisi’ reklamlar1 yapmalariyla da kisilerin bu donemlerde

fazladan nakite ihtiyaci oldugu ile ispatlanabilir.
e Tutarlarin toplam borg¢ iizerindeki yiizdeleri

Sirketin alacagi miktarin toplam bor¢ tizerindeki orani veya masraf bedelinin toplam
tutar tizerindeki oran1 miisterinin borcu kapatma istegi tizerinde etkili olup olmadiginin

incelenmesi amaciyla eklenmis bir 6zniteliktir.
e Toplam borg¢ tutari

Miisterinin bor¢ kalemlerinin (sirkete olan borcu, avukat {icreti, masraf bedeli, yasal

faiz tutar1) toplanmis halidir.

e Dolar kuru ve borcun dolar karsihig:

Bor¢lu miisterinin biiroya devredildigi aya ait dolar kuru de§eri ve miisterinin
borcunun dolar cinsinden karsilig1 da 6znitelik olarak verilmistir.

4.2.4 Veri kategorize hale doniistiirme (Mapping)

Bazi kelimelerin kategoriklestirilerek sayisallagtirilmasi iglemine tabi tutulmasi
gerekir. Bu isleme mapping denir. Asagida kategorik hale doniistiiriilmiis 6znitelikler

listelenmistir.

e Miisterinin yasadigi cografik bolge
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Tiirkiye, tabii, beseri ve ekonomik olarak benzer Ozellikler gosteren 7 bolgeye
ayrilmistir. Miisteriye ait sehir bilgisi bilindiginden, daha genel bir ¢ergeveden
inceleyebilmek ve belirli bolgelere ait belirli bir davranis tutumu izleyebilmek adina
sehirler bolgelere donistiiriilmiistiir. Cizelge 4.3’te bolgelerde yasayan miisteri

sayilar1 verilmistir.

Cizelge 4.3 : Miisterilerin yasadigi cografik bolgelerin dagilimu.

Bolge Miisteri Sayis1
Marmara Bolgesi 81566
Ege Bolgesi 25592
Akdeniz Bolgesi 35854
I¢c Anadolu Bélgesi 42605
Dogu Anadolu Bolgesi 43756
Giineydogu Anadolu Bolgesi 39165
Karadeniz Bolgesi 58851

e Cinsiyet ve durum tipi kategorik karsihklar:

Cinsiyet i¢in kadin ve erkek 0-1’li yapiya doniistiiriilmiistiir. Durum tipi alani i¢in

bireysel ve kurumsal 0-1 olarak degistirilmistir.
e Uyruk

Yukarida belirtildigi iizere veri kiimesinde miisterinin ait iilkenin adi yazmaktaydi
ancak miisterinin hangi tlkenin vatandasi oldugundan ziyade TC vatandasi olup
olmamalar1 ile ilgilenilmistir. Yabanci uyruklu miisterilerin Tirkiye’de tasinmaz
mallarinin  olmama ihtimalinin yiiksek olmasi nedeniyle mahkeme siirecinde,
miisteriye ait bir baglayicilik tespit edilemediginden uyruk bilgisinin 6nemli olacag:
diistiniilmiistiir. Cizelge 4.3°te miisterilere ait uyruk bilgisi verilmistir. Uygulamada

ikili deger olarak 0 veya 1 olarak kullanilmistir.

Cizelge 4.4 : Uyruk bilgisi.

Uyruk Miisteri Sayist
T.C. Vatandasi 326948
Yabanci Uyruk 441

e Yas arah@

Simdiki tarihten miisterinin dogum yilinin ¢ikartilarak miisterinin yas1 bulunmustur.
Ancak bu deger bir istatistik elde edebilmek amaciyla araliklara boliinmiistiir. Yas

degeri negatif veya 18 yasindan kii¢iikk olan miisteriler veri kalitesinin korunmasi
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amaciyla drnekten ¢ikartilmistir. ik olarak yas araliklari esit aralik olacak sekilde

boliinmiistiir. Cizelge 4.5°te yas araliklar1 verilmistir.

0.030

0.025

0020

0.015

0010

0005

0.000

Cizelge 4.5 : Yas araliklar 1.

Yas araliklar1 Kategori numarasi

18-25
26-35
36-45
46-55
56-65
66-100
Dogum tarihi bilinmeyenler

~NOoO Ok~ WN -

Ancak elimizdeki veri kiimesinde dogum tarihi bilinmeyen miisteri sayisi toplam
veri kiimesinin yaklasik 3’te 2’sine denk gelmektedir. ~115K’lik verinin
ortalamasini, geri kalanlara atamak ve bunun iizerinden veriyi kategorize etmek
sapmanin biiyilk olmasina neden olabilir. Bu nedenle asagidaki yas dagilimi da
veri tizerinde denenmistir. Asagida Sekil 4.18’de goriilen yas araliklarini, miisteri
sayisi esit olacak sekilde boliinmiis araliklarla gosterimidir. Bu dagilim sonucunda

olusan yas araliklar1 Cizelge 4.6’da verilmistir.

-5\

Sekil 4.18 : Yas araliklari I.

Cizelge 4.6 : Yas araliklari II.

Yas araliklar1 Kategori numarasi
0-24 1
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25-31
32-36
37-41
42-46
47-52
53-98

~No ok~ wiN

Yas 0zniteligi i¢in iki farkli ¢izelgeden de iiretilmis sonuglar 6znitelik nemi belirleme
yontemlerine uygulanmis. Bu iki ¢izelgeden daha yiiksek 6neme sahip olan 6znitelik
o model i¢in tercih edilmistir. Boliim 4.5.2 - 4.5.5’te Oznitelik se¢im listelerinde

secilmemis modelin tizeri ¢izilerek onun secilmedigi belirtilmistir.
e Medeni durum

Miisterilere ait medeni durum bilgisi sirket tarafindan evli, bekar, bosanmis, dul ve
bilinmeyen olarak 5 farkli kategoride toplanmistir. Bu degerler modele niimerik olarak
aktarimi Cizelge 4.7°de gosterilmistir. Ancak bu medeni durum bilgileri kisinin
sirketin miisterisi olmak i¢in yaptig1 bagvuru sirasinda alinan bilgisidir. Kisi borglu
duruma dustiigiindeki medeni durumu degismis olabilir. Ayrica, kaydi tutan personel

bu bilgiyi, kisinin kimliginden teyit etmemis olabilir.

Cizelge 4.7 : Medeni durum |.

Medeni durum Kategori numarasi
Evli 0
Bekar 1
Bosanmis 2
Dul 3
Bilinmeyen 4

Hem yukarida bahsedilen yanlis kayitlar1 diizenleyebilmek i¢in hem de bosanmis ve
dul kisilerin de bekar diyebilecegi ve yalniz yasadiklarindan benzer davranis gosterme
egilimleri olabilecegi diisiincesiyle ikinci bir kategorize grup daha olusturulmustur.
Cizelge 4.8’de degerler gosterilmistir. Bu durum 6znitelik se¢cimi metotlarina medeni
durum? olarak verilmis ve bu iki medeni durum 6znitelikleri arasindan hedef degisken
ile daha fazla iliskili olan secilmistir. Digerinin iizeri ¢izilmistir (Boliim 4.5.2 -

4.5.5te).

Cizelge 4.8 : Medeni durum II.

Medeni durum Kategori numarasi
Evli 0
Bekar 1
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Bosanmis 1
Dul
Bilinmeyen 2

-

4.2.5 Normalizasyon

Bazi durumlarda veriyi uygulamaya aynen katmak uygun olmayabilir. En alt ve en {ist
degerlerin ¢ok yiiksek olmasi yani degerler arasindaki farkliligin fazla olmasi veya
tiim verinin belirli bir aralikta yi§ilmas1 modellerin iiretecegi sonucu etkileyecektir.
Diger Ozniteliklere olan baski artacaktir. Bu nedenle bu veriler normalize edilerek

aralarinda ugurum azaltilmis olur.

Oznitelik se¢imi ve smiflandirma gibi ydntemlerin basarisi yiiksek olabilmesi igin,
kullanilan veri kiimesinin kalitesi 6nemlidir. Bundan dolay1 verinin 6n isleme
stirecinde normalizasyona tabi tutulmasi ¢ok Onemlidir. Verinin Kkalitesini ve

dolayistyla uygulanan yontemlerin bagarisini artirmaktadir.

Oznitelikler arasinda, kategorik veya ikili (binary) olmayan tiim alanlara
normalizasyon uygulanmistir. Bu alanlar; tutar bilgileri (sirkete olan bor¢, masraflar,
avukatlik ticreti, yasal faiz tutar1), yasal takibe girme sayilari, o aydaki is giinii sayisi
gibi, transfer yapildiktan sonra ay sonuna kalan giin sayisi, fatura sayisi, miisterilik

stiresi, toplam bor¢ miktar1 gibi..

Diger bir kullanilis1 ise farkli 6l¢ekleme sistemlerinde bulunan verileri birbiri ile
karsilastirabilme imkani1 sunmasidir. Ornegin bu calisma kapsaminda agag tabanl
Oznitelik secimi (feature selection) yontemleri uygulanmig, bunlarin c¢iktilariin
ortalamasi hesaplanarak model iizerinde aga¢ tabanlt modellerin 6znitelik se¢imi
tizerinde ortak etkisi incelenmek istenmistir. Bu kiyaslama yapilmaya caligilirken, her
bir aga¢c modelinin farkli deger araliklarinda sonuglar iirettigi goriilmiistiir. Her bir
modelin ¢iktisina ilk olarak min-max normallizasyon uygulanip hepsinin 6nem
derecesi 0-1 araliginda bir deger aldiktan sonra ortalama hesaplanmigtir. Bu kapsamda

uygulanan modeller;

= Karar agaclar

= Rastgele orman

= Extra Gradyen

= Gradyen Boosting

= AdaBoost (Adaptive Boosting)
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= Extra Trees

Agac modellerinin iirettigi sonuglar Ek A’da yer almaktadir. Ayrica normalizasyon

uygulandiktan sonraki degerlere de Cizelge A.2’den ulasilabilir.

Normalizasyon yapmak icin birden fazla yontem vardir. Bunlardan en yaygin
kullanilan1 min-max normalizasyondur. Bu yontemlere ait formiiller asagida

listelenmistir.

e Min-Max normalizasyon
Min-Max normallestirme uygulanacak 6znitelik i¢in minimum deger ve
maksimum deger baz alinarak tiim degerleri [0,1] araligina yerlestirir.
Maksimum deger 1 degerini alir. Minimum deger ise 0 degerini alir.
Formiil ise:

X —min(X)
~ max(X) — min(X)

*

(3.24)

e Ondalik olcekleme
Min-Max normallestirme disinda, ondalik 6lgekleme yontemi de 6znitelik
degerlerinin normalize edilmesi i¢in kullanilmaktadir. Oznitelik degerlerinin
ondalik kismini degistirerek verilerin [-1,+1] araliginda deger almalar i¢in

kullanilabilir. (Wang & Chen, 2007)

X
X =2 (3.25)

e Z-skor
Bu yontem ile 6znitelik, ortalama degeri 0, standart sapma degeri de 1 olacak

sekilde standartlastirilir. Kendisinden ortalama deger ¢ikartilarak bulunur.

X" =X- E[X] (3.26)

Ayrica bu caligmada, veri tizerinde uygulanan normalizasyon islemi, egitim verisi ve
test verisi olarak ayrildiktan sonra ayri ayr1 uygulanmistir. Test verisinin egitim
verisinden bagimsiz bir sekilde normalize edilmesi egitim verisi ve test verisinin
birbirinden bagimsiz kiimeler oldugu durumunda yanlhs sonuglar iiretebilir. Bu
durumun 6nlenmesi i¢in, egitim verisine uygulanan normallestirme islemi sonucunda

Ozniteliklere ait ilgili min-max degerleri saklanmigtir. Ayni1 degerler test verisini
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normalize ederken kullanilmistir. Boylece test verisi, egitim verisine gore normalize

edilmistir.

4.2.6 Veri tabam boyutu

Veri taban1 boyutunun yeteri kadar biiylik olmamasi1 durumunda model tam 6grenme

saglayamaz ve dogru sonuglar veremez.

Bu kapsamda, bu calisma i¢in kullanilan kiime ~327K farkli miisteri bilgisinden

olusmaktadir.

4.2.7 Kodlayici (Encoding)

Kategorik olan Oznitelikler eger ikili degerden daha fazla sayida degere sahipse, bu
alanlar kodlanmistir. Kodlamadile, ikili degerler haricindeki kategorik 6znitelikler, ikili
hale dontistliriilmiistiir. Bu doniistiirme islemi; drnegin 3 degerli (0, 1, 2) bir kategorik
Oznitelik oldugu durumda, “0 m1?”, “1 mi?”, “2 mi?” seklinde ii¢ ayr1 kolon olarak
degerlendirilmistir. Boylece ikili degere sahip olmayan kategorik 6znitelikler de ikili
gibi degerlendirilebilmistir. Kodlama islemi uyguladiktan sonra modelin
performansinda ciddi artis gozlenmistir. Modelden modele degisiyor olsa da, dogruluk
metrigi lizerinde yaklasik +[2, 4] arasinda artis meydana gelmistir. Kodlama islemi
uygulanan 6znitelikler: biironun bulundugu sehir, miisterinin sehri, miisterinin
yasadig1 cografi bolge, mevsim, biiro ve miisteri ayn1 cografik bolgede olup olmadigi
(0 farkls; 1 ayni; 2 bilinmiyor), biiro ve miisteri ayn1 sehirde olup olmadig: (0 farkls; 1
ayni; 2 bilinmiyor), atamanin gerceklestigi ay, atamanin aym hangi araliginda
gerceklestigi (1-10 1; 11-20 2; 21-31 3), atamanin haftanin kaginci gilintinde yapildigi,
atamanin yilin hangi ¢eyreginde ve kacinci haftasinda yapildigi, atamadan yilsonuna
kadar olan gilin sayist (0-30 1; 31-60 2; 61-90 3,..), medeni durum bilgisi, yas

kategorileri’dir.

4.2.8 K kat capraz dogrulama

Algoritmalar, test yontemi olarak kullanilan ve istatiksel bir yontem olan “capraz
dogrulama” metodu ile beraber ¢alistirilmistir. Bu yontemle veri kiimesi k adet gruba
ayrilir. Uygulamada k degeri 10 olarak verilmistir. Kullanilan veri kiimesi ~327K
oldugundan, her bir grupta ~32K lik miisteri 6rnegi olacaktir. Veri kiimesinin icerdigi
veri miktarina gore bu boliinmenin her zaman esit olamayacagi agiktir. Sonrasinda,

her boliim bir kez test verisi olur ve kalan diger k-1 boliim, bu ¢alismada 9 boliim,
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O0grenme verisi olarak kullanilir. Bu siire¢ k defa tekrar eder. Boylece her grup, test

kiimesi olarak da incelenmis olur. Cikan sonuglarin ortalamasi basar1 ylizdesi olarak

alinir. Sekil 4.19°da ¢alisma prensibi verilmistir.

e S ey | enw | v | wnw | snm | wnw | @ov | i | ene |
k=2 wnw | @i | wmw | emw | i | @iw | winw | @nw |
=3 e | e Teorm | wmw | eiw | ww | @ | wmw | eiw |
SAEEEECTEEE < NN T
SIICTEECTEECCEETE © O R TN
k=6 | eim | egmm | EGTM | egiim l EITIM LR i | eim | gim | M|
k7 [ emm | emw | eomm | emm | emw | corv MR T [ wmm | v |
k=g | egimm | esmm | eeimim | EGmM | edimim [ EGmM [ eGiTim “ Gim | e |
=0 | eamm | edmm | egmm | eemm | ediim | eGiM [ M [ ey Test m
k=10] emm | edmm | esmm | eemm | eamm | EomM [ EmM | gejmim l caitiv

Sekil 4.19 : Capraz dogrulama.

4.2.9 Veriyi egitim ve test olarak bolme oranlari

Modelin egitilmesi ve test edilmesi i¢in 6znitelikler belirli bir oranda ayristirilir. Test
icin ayrilan veriler modelin egitilmesi i¢in kullanilmaz. Bu calismada bolme oram
%80’e %20 olarak belirlenmistir. Egitim verisi ~261K 0Ornekten, test verisi ise

~66K’dan olusmaktadir.

4.2.10 Veri kiimesi dengeleme

Veri kiimesi dengesizligi belirli bir sinif sayisinin, digerlerine oranla azinlik kalmasi
veya ¢ogunlugu olusturmasi durumudur. Verilerin dengesiz durumu, makine 6grenme
yontemlerinin 6grenmesini zorlastirmaktadir. Hatta bazen 6grenmeyi engellemektedir.
Bu dengesizligin giderilmesi i¢in rastgele 6rnek eleme (under-sampling) veya rastgele
asir1 6rnekleme (over-sampling) gibi farkli yontemler vardir. Rastgele ornek eleme
yonteminde, cogunluk siniflardan rastgele 6rnekler silinir. Boylece, cogunluk siniflart
azinlik siniflarinin belirli bir oranina denk getirilir. Rastgele asir1 6rnekleme ile azinlik
smiflarinin sayisi artirilarak ¢ogunluk smifinin belirli bir oranina denk getirilir. Veri
kiimesinde ¢ok fazla 6rnek bulundugu durumda 6rnek eleme teknigi, yeterli 6rnek
bulunmadiginda ise asir1 6rnekleme teknigi kullanmak daha uygundur. Bu ¢alismada
incelenen veri kiimesinde yabanci uyruklu olma durumunun sonug iizerinde etkisi

olmast beklenmistir. Bu yondeki ¢alismalar ile literatiirde karsilasilmistir. Ancak
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yukarida da bahsedildigi lizere, sirketin yabancilara uyguladigi 6n 6demeli satig
modeli sayesinde, yasal takibe girmis yabanci uyruklu miisteri sayisi, T.C. vatandasi
sayisina oranla azinlik kalmaktadir. Bu durum Sekil 4.20°de gosterilmistir. Bu nedenle
yukarida bahsedilen dengeleme yontemleri, sirketin uyguladig stratejide bir degisiklik
yapma ihtimalinin olmamas1 ve bu nedenle yabanci uyruklu miisteri sayisinda bir artig

olmamasi nedeniyle veri kiimesinde uygulanmamastir.

Turkiye Cumhuriyeti vatandasi Yabanal uyruklu

Sekil 4.20 : Veri kiimesi dengeleme.

4.2.11 Veri kiimesi rastgeleligi

Elimizdeki veri kiimesi Ocak ayindan baslayarak Aralik ayina kadar bor¢lu miisteri
listesinin tarih i¢in sirali listesidir. Art arda gelen verilerin modelin ezberlemesi (over-
fitting) tzerinde etkisi olabilecegi, ayrica k-kat ¢aprazlama ile veriyi 10 gruba
boldiiglimiizden, olusacak gruplarin, yaklasik olarak ay periyodlarina denk
gelebilecegi kaygisiyla, k-kat caprazlama islemi Oncesinde, veri kiimesindeki

kayitlarin siras1 yer degistirilmistir.

4.3 Islemler Sonucu Veri Kiimesinin Son Hali

Veriyi 1yl anlamak ve iyi analiz yapmis olmak, sonuglar1 yorumlamakta ve hangi
modelin kullanilmasina karar vermekte dnemlidir. Eklenen yeni 6znitelikler ile birlikte

veri kiimesinin son hali Cizelge 4.9°da verilmistir.
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Cizelge 4.9 : Veri kiimesi 6znitelikleri ve aciklamalari.

Oznitelikler Bos Sinif Oznitelik agiklamasi
deger
ofis_sehir yok  kategorik  biironun bulundugu sehirin plaka
kodu
ilk_tutar yok  normalize miisterinin telekomiinikasyon
sirketine olan borcu
avukat_ucreti yok  normalize miisterinin avukatlik biirosuna
olan borcu
masraf yok  normalize takip baslatmanin bedeli
yasal_faiz yok  normalize  gecikmeden dolay1 yasal olarak
belirlenmis faiz miktari
ilk_tutar_bolu_toplam yok - miisterinin telekomiinikasyon
sirketine olan borcunun toplam
borcuna orani
avukat_bolu_toplam yok - miisterinin avukatlik biirosuna
olan borcunun toplam borcuna
orant
masraf_bolu_toplam yok - takip baslatma bedelinin toplam
borca orani
yasal_faiz_bolu_toplam yok - gecikmeden dolay1 yasal olarak
belirlenmis faiz miktarinin tim
borca orani
abone_sehri var kategorik miisterinin yasadigi sehir
tum_ay_isgunu_sayisi yok  normalize  dosyanin atandigi aydaki is giinii
sayi1sl
transfer_ay sonu_isgunu_say  yok  normalize dosya atandiktan sonra ay sonuna
isi kadar is giinii say1s1
transfer_ay sonu_farki yok  normalize dosya transfer edildikten sonra ay
sonuna olan toplam giin sayist
mevsim yok  kategorik dosyanin atandig1 mevsim
bilgisi(1-4)
bayram_var yok  kategorik dosyanin atandig1 ay i¢in dini
bayram olup olmadig1 bilgisi
transfer_maas_yatma_araligi  yok kategorik dosya atandiginda maas alim
donemi olan ay basi ay sonu
bilgisi
transfer_gunu_araligi yok  kategorik dosyanin transferi ayin hangi
doneminde yapildig 0-10 -> 1;
11-20->2; 21-31->3
transfer_ay yok kategorik  dosyanin transfer edildigi ay (0-
12)
transfer_haftanin_hangi_gun  yok kategorik  transfer haftanin kaginci giinii (0-
7)
transfer_yilin_hangi_haftasi yok  kategorik dosya transferi yilin kaginci
haftasi bilgisi (0-52)
transfer_yilin_hangi_ceyregi  yok  kategorik transfer yilin hangi ¢eyreginde

gerceklesti bilgisi(1-4)
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ayni_sehir yok kategorik  avukatlik biirosu ve miisteri ayni
sehirde oldugu bilgisi(0-1)

ayni_bolge yok  kategorik  avukatlik biirosu ve miisteri ayni
bolgede oldugu bilgisi(0-1)
durum_tipi yok  kategorik  kurumsal miisteri/bireysel miisteri
tipi kategorize
medeni_durum var kategorik  miisterinin medeni durum bilgisi
medeni_durum2 var kategorik ~ miisterinin medeni durum bilgisi
(farkl1 kategorize)
yeni_yil_transfer_fark_kateg ~ yok  kategorik dosya avukatlik biirosundan
ori almana kadarki gecen siire
yas_kategori var kategorik miisterinin yas bilgisinin
kategorize hali
yas_kategori2 var kategorik miisterinin yas bilgisinin farkli
kategorize hali
musteri_bolge_kategori yok  kategorik miisterinin yasadig1 sehrin
bulundugu bolge
toplam_borc_tutari yok  normalize  miisterinin tiim borg ¢esitlerinin
toplami
toplam_borc_dolar yok  normalize miisterinin borcunun yabanci para
cinsinden degeri
dolar_kuru yok  normalize  dosyanin transfer edildigii aydaki
kur bilgisi
cinsiyet yok  kategorik miisterinin cinsiyeti
iletisim_kuruldu yok  kategorik miisteri ile telekomiinikasyon
sirketi iletisim kurdugu bilgisi
yabanci_uyruk yok  kategorik miisterinin TC vatandasi olup
olmadig: bilgisi
yasal_takip_sayi yok  normalize miisterinin hayat1 boyunca kag
kez yasal takibe girdigi
taksit_yapildi yok  Kkategorik miisterinin borcunun
taksitlendirilme bilgisi
fatura_sayisi var normalize miisterinin telekomiinikasyon
0dedigi fatura sayisi
abonelik_sure var  normalize miisterinin telekomiinikasyon
sirketine miisterilik siiresi
durum_info yok kategorik miisterinin borcu 6deyip
O0demedigi bilgisi

Oznitelikler arasindaki iliskinin goriilebilmesi igin, Oznitelikler arasi korelasyon
matrisi olusturulmustur. Matrisin sayisal verileri EK B’de yer almaktadir. Ancak gorsel
olarak renklendirilmis hali, iliskileri daha kolay gormeyi saglayacagi igin

renklendirilmis haline Sekil 4.21°de yer verilmistir.
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yas_kategori2
dolar_kuru
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transfer_ay
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transfer_far
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transfer_ay_sonu_farki

fransfer_maas
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Sekil 4.21 : Korelasyon matrisi.

Normalize edilmis verilerin, dagilimlart Sekil 4.22°deki ve Sekil 4.23teki grafiklerle
gosterilmistir. Bunlar; ilk tutar (sirketin alacagi tutar), avukat iicreti, masraf, yasal faiz,
atama yapildig1 aydaki toplam is giinii say1si, atama yapildiktan sonra ay sonuna kadar
olan is gilinli sayis1, atama yapildiktan sonra ay sonuna kadarki toplam giin sayist,
toplam borg tutari, o aydaki dolar kuru, miisterinin yasal takibe girme sayisi, 6dedigi
toplam fatura sayisi, miisterilik siiresi, miisterinin toplam borcunun dolar cinsinden
karsiligidir. Bu degerlere ilave olarak normalize edilmesine gerek kalmamis degerlerin
dagilimima da asagida yer verilmistir. Bu degerler; sirketin alacaginin toplam borca
orani, avukatin alacagimin toplam borca orani, masraflarin toplam borca orani, yasal

faiz tutarinin toplam borca oranidir.
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Sekil 4.22 : Veri dagilimi L.
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Sekil 4.23 : Veri dagilimu 1.

Kategorik ozniteliklere ait bar grafikleri Sekil 4.24’de verilmistir. Bunlar; miisterinin

yasadig1 cografik bolge (1-7), misterinin yasadigi sehir (1-81), miisteri ve biiro ayni

bolgede (0, 1, 2(bilinmiyor)), miisteri Ve biiro ayn1 sehirde (0, 1, 2(bilinmiyor)), atama

yapildigi ayda bayram olup olmadigi,

miisterinin  cinsiyeti,

hedef 0Oznitelik

(durum_info), miisterinin kurumsal miisteri mi bireysel miisteri mi oldugu, miisteriye

ulagilabilip ulagilamadigi bilgisi, misterinin medeni durumu (0, 1, 2(bilinmiyor)),

misterinin medeni durumu (0, 1, 4(bilinmiyor)), mevsim bilgisi(1-4), biironun

bulundugu sehir bilgisi (1-81), borcun taksitlendirilip taksitlendirilmedigi bilgisi,
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atamanin yapildigt ay (1-12), atamanin yapildig1 ayin hangi araliginda (1-10; 11-20;
21-31), atama haftanin hangi giini (1-7), atama maas yattigi donemde mi

gerceklesmis, atama yilin hangi ¢eyreginde (1-4)

atama yilin hangi haftasinda (1-52), miisteri yabanci uyruklu bilgisi, miisterinin yas1
kategorik olarak, miisterinin yasi2 kategorik olarak, atama ile yeni yil arasindaki giin
farki kategorik (0-30 1; 30-60 2; 60-90 3;..)
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Sekil 4.24 : Kategorik 6zniteliklerin dagilimlari.



4.4 Oznitelik Secim Metriklerine Gore Oznitelik Altkiimesinin Belirlenmesi

Oznitelik segme islemi, makine dgrenmesi siirecinde egitim isleminin bir parcasi
oldugu i¢in, elde edilen 6znitelik alt kiimesi egitilen modele 6zel olmaktadir. Bir model
i¢in uygun olan alt kiime, bagka bir model i¢in uygun olmayabilmektedir. Bu nedenle,
literatiirde sikga kullanilmis olan birkag farkli Oznitelik se¢me metodolojisi

karsilastirilacaktir.

Veri kiimesi iizerinde uygulanmis olan 6znitelik se¢im yontemlerinden elde edilen
listeler, 6nem siralar1 ile 6znitelik sayilari sirasiyla en 6nemli olandan baslayarak ve
birer birer artirilacaktir. Geri beslemeli eleme yonteminde minimum kiime 5 olarak
verildiginden, asagidaki 6zyinelemeli model sonug ¢izelgeleri, 1 degerine sahip 5’er
tane Oznitelige sahip olduklarindan bunlara ait minimum alt kiime sayis1 5’ten

baslanarak artirilacaktir.

Oznitelik altkiimeleri modellerin egitiminde uygulanarak, test verisi iizerinde dogruluk
(accuracy) ve F-olgiitii analizi ile her yontem i¢in tiim modeller i¢in en iyi sonucu

veren alt kiime incelenmistir.

4.5 Oznitelik Secimi ve Oznitelik Seciminde Kullanmilan Yéntemler

Siiflandirma, veri kiimesini olusturan 6zniteliklerin icerdikleri bilgiler ve birbirleri
ile olan iliskileri g6z 6niinde tutularak yapilir. Fakat veri kiimeleri ile gercek hayat
birebir benzetilemeyecegi i¢in her zaman dogru ve gerekli bilgileri icermeyebilir.
Oznitelikler arasndan bagimli ve gereksiz 6zellikleri ayirarak modelimizi en iyi
aciklayan alt kiime ya da alt kiimeler se¢ilmesi onemlidir. Ciinkii gereksiz ve fazla
Oznitelige sahip veri kiimesi 6grenme algoritmalarinda karmasikliga ve siire kaybina

sebep olur.

Oznitelik se¢cimi modelin dogru sonug vermesi ve modelin performansi i¢in dnemli bir
faktordiir. Gereksiz verilerin veri kiimesinden ayiklanmasi, modelin karar verirken bu
artik verileri dikkate alarak karar vermesini dnlemeyi saglar. Daha az veri ile model
daha hizli ¢alisir. Ancak, dncesinde verilerin 6znitelik se¢imi iglemi i¢in harcanacak
stire ile programin toplam calisma siiresinde artig olabilir. Fakat uzun vadede daha
dogru sonuglar elde edilmesini saglayacaktir. Sekil 4.25’te Oznitelik sec¢imi

gorsellestirilmistir.
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Tum 6znitelikler
eklendi mi?

Onem listesinde bir
sonraki éneme sahip
dzniteligi de kiimeye
ekle

Sekil 4.25 : Oznitelik se¢imi.

4.5.1 Oznitelik secimi ve siralanmasi

Veri kiimesinde Oznitelikler arasinda olusan yiiksek korelasyon degerleri, modelin
gereksiz bilgiye sahip oldugunu ve modelin asir1 6grenme (over-fitting) gdsterme

ihtimalinin oldugunu gostermektedir.

Boyut kiigiiltmenin en kolay yolu veriyi en iyi tanimlayan 6znitelikleri kullanmak, geri
kalanin1  Oznitelik altkiimesinden temizlemektir. Bilgi kaybina neden olacak
Ozniteliklerin kiimeden c¢ikartilmasi, modelin performansi acisindan Onemli bir
husustur. Oznitelik segmek icin kullanilan bazi teknikler vardir. Bu ¢alismada bu
tekniklerden elde edilen sonuglar karsilastirilacaktir. Sonrasinda 6znitelikler 6nem
siralaria gore sirasiyla modellerde egitilerek elde edilen dogruluk degerleri

yardimiyla optimum 6znitelik alt kiimesi belirlenecektir.

Boliim 4.2.3’te bahsedilen yas ve medeni durum kategorik o6znitelikleri, iki farkli
gruplama yontemiyle incelenmek istenmistir. Eklenen kategorik 6znitelikler ile ilgili
olarak yukarida anlatildigi tizere iki farkli yas kategorisi ve medeni durum bilgisi
incelemeye dahil edilmistir. Bunlardan yiiksek 6neme sahip olan deger modelin
egitilmesi i¢in incelemeye alinip, diger deger Oznitelik alt kiimeden c¢ikartilmistir.
Cizelgelerde de daha diisiik 6neme sahip olan diger 6zniteliklerin tizeri ¢izili olarak

gosterilmistir.
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4.5.2 Agac temelli yontemlerden elde edilen 6znitelik 6nem sirasi

Agag temelli yontemler 6zniteliklerin 6nem derecesini belirlemek i¢in Gini énemi
olarak da bilinen degeri kullanirlar. Aga¢ temelli yontemler, modelin egitilmesi
sirasinda, O0zniteliklerin 6nem derecelerini de hesaplar. Boylece, kok 6znitelige karar
verirler, kokten sonraki diiglimlerde kiyaslanacak veri kirilim sirasini belirlemis
olurlar. Ogrenme sirasinda &znitelik 5nem sirasini ¢ikartan agag algoritmalari {izerinde
veri kiimesi ¢alistirilmistir. Bu algoritmalar; karar agaglari, rastgele ormanlar, extra
gradyen boosting, gradyen boosting, adaboost ve extra trees’dir (Ek A). Ancak bu
onem smalar1 arasinda kiigiik farkliliklar oldugu gdzlemlenmistir. Oznitelik
siralamalarinda, 6znitelikler bazen ayni sirada bazen de sira olarak birkag 6znitelik
daha 6nde veya daha arkada oldugu sonug tablosundan incelenmis olup, bu farkliligin
giderilmesi i¢in aga¢ modellerinin ortalama degeri kullanilmistir. Ancak modellerin
tirettigi sonuclar farki skalalarda oldugundan oncelikle tiim sonug listeleri kendi
igerisinde [0,1] araligina denk diisecek sekilde normalize edilmistir (Cizelge A.2).

Daha sonrasinda ortalama degeri alinmustir. Degerler Cizelge 4.10’daki gibidir.

Cizelge 4.10 : Agac temelli yontemler ile 6znitelik siralamasi.

Agag temelli yontemlere gore 6znitelik siralamasi

0.9488592545191447 masraf
0.7614177898984708 abonelik_sure
0.43687167863765214 fatura_sayisi
0.39016333541757503 masraf_bolu_toplam
0.31788355178877364 toplam_borc_tutari
0.3160666865443594 avukat_bolu_toplam
0.31094619985744365 toplam_borc_dolar
0.3079128430339614 yeni_yil_transfer_fark_kategori
0.3063294103192921 abone_sehri
0.2666454595130235 ilk_tutar
0.26651307710781647 ilk_tutar_bolu_toplam
0.23237586581220246 transfer_ay
0.23031215483620246 musteri_bolge_kategori
0.21822173207375636 ofis_sehir

0.19810135798860307
0.17956840282840916
0.17722518893417663
0.17698479602578457
0.16442713863246824
0.12105706160154577
0.10867777510573993
0.10750304543289087
0.09286527077833971
0.08844574313968802

avukat_ucreti
transfer_yilin_hangi_haftasi

medeni_durum2
yasal_takip_sayi

yas_kategori

tum_ay_isgunu_sayisi
medeni—durum
mevsim
dolar_kuru
taksit_yapildi
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0.08161101987398578 iletisim_kuruldu

0.0731196003422117 yas—kategoeri2
0.07184750032848551 cinsiyet
0.06879885084186153 transfer_yilin_hangi_ceyregi
0.06654275359001004 transfer_haftanin_hangi_gun
0.06566158151833677 transfer_ay sonu_isgunu_sayisi
0.06384533293794865 transfer_ay_sonu_farki

0.0576200680084454 ayni_bolge

0.050897739048709444 ayni_sehir
0.02989547368705101 yabanci_uyruk
0.012816951747716854 durum_tipi
0.012764023858493451 transfer_maas_yatma_araligi
0.006039066991498689 transfer_gunu_araligi
0.005201749034044731 bayram_var
4.072549604149126e-06 yasal_faiz
3.6285305025146098e-06 yasal_faiz_bolu_toplam

Yukaridaki ¢izelgede yer alan degerler arasindaki kirilimlarin daha iyi anlagilabilmesi

icin 6znitelik Onem sirasina gore ¢izdirilmis hali Sekil 4.26’da gosterilmistir.

Sekil 4.26 : Agac temelli yontemler ile 6znitelik siralamasi.

4.5.3 Temel bilesen analizine gore 6znitelik 6nem sirasi

Genellikle veri azaltma yontemi olarak da anilir. Sonug listesinde yer alacak olan

Oznitelik sayisini belirleme imkani sunar.

Bu analiz eldeki veriyi daha az sayida 6znitelikle ifade edebilecek en iyi doniisiimii
belirlemeyi amaglar. Donilisiim sonrasinda elde edilen oOznitelik kiimesi tiim
ozniteliklerin temel bilesenleri olarak adlandirilir. ilk temel bilesen varyans degeri en

biiylik olandir ve diger temel bilesenler varyans degerleri azalacak sekilde siralanir.
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Diger bir ifadeyle ilk agiklanan varyans degeri, birinci 6zdeger olarak tanimlanip A1
ikinci yiikleme A2 ve diger takip eden yiiklemeler Ai1>A2>As>As>...>Ak, sirasini

bozmayacak sekilde biiyiikten kiiclige dogru siralanirlar (Bordi ve Sutera, 2001).

TBA hesaplamalarinin son 6nemli adimi ise dondiirme (rotasyon) siirecidir. Elde

edilen TBA hesaplanan degerlerin korunacak sekilde

ic  yapisi

dondiiriiliirler. Boylece, tiim 6znitelikler birbirine dik bir sekilde uzaya yerlestirilmis

sonuglart,

olur (Vicente-Serrano ve dig., 2004).

Analiz sonucunun oznitelikler igin etki derecelerine gore siralanmus listesi Cizelge

4.11 verilmisgtir.

Cizelge 4.11 : Temel bilesene gore dznitelik se¢imi.

Temel Bilesen Analizi'ne gore dznitelik siralamasi

0.4771416638014263 ofis_sehir

0.2906977561365517 ilk_tutar

0.2154902811293996 avukat_ucreti
0.0066231560196557335 masraf
0.0026909472545090067 yasal_faiz
0.0019812864063467397 ilk_tutar_bolu_toplam
0.0011850718723056845 avukat_bolu_toplam
0.0011401256353485414 masraf_bolu_toplam
0.0008476844047216579 yasal_faiz_bolu_toplam

0.00034073270734418936
0.00032494802717770673
0.000292249759452048
0.0002507510351075988
0.00022529793558605056
0.00020741389279308232
0.00011635581825523457
0.00011100211020815938
8.124913588387743e-05
6.083820435853466¢€-05
5.6403114994049393e-05
4.020980794149739¢-05
3.1294231724578906e-05
2.5678914220554373e-05
2.2192952951503678e-05
6.593479726520078e-06
3.5657439960157755e-06
1.6562980237781036e-06
1.5536083558934986e-06
1.2376490870278459¢-06
4.6996115631127933e-07
2.0164761463331874e-07
7.259534095251354e-08

abone_sehri
tum_ay_isgunu_sayisi
transfer_ay sonu_isgunu_sayisi
transfer_ay _sonu_farki
mevsim
bayram_var
transfer_maas_yatma_araligi
transfer_gunu_araligi
transfer_ay
transfer_haftanin_hangi_gun
transfer_yilin_hangi_haftasi
transfer_yilin_hangi_ceyregi
ayni_sehir
ayni_bolge
durum_tipi
medeni_durum
medeni—durum2
yeni_yil_transfer_fark_kategori
yas_kategori
yas—kategori2
musteri_bolge_kategori
toplam_borc_tutari
toplam_borc_dolar
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3.071392077258841e-08 dolar_kuru
1.2751627659549734e-08 cinsiyet
9.424166594858545e-09 iletisim_kuruldu

Yukaridaki cizelgede yer alan degerler arasindaki kirilimlarin daha iyi anlasilabilmesi

i¢in Oznitelik 6nem sirasina gore ¢izdirilmis hali Sekil 4.27°da gosterilmistir.

yeni_yil_transfer_fark_kategori
medeni_durum

durum_tipl

ayni_sehir
transfer_yilin_hangi_ceyregi
transfer_yilin_hangi_haftasi
transfer_haftanin_hangi_gun
transfer_ay
transfer_gunu_araligi
transfer_maas_yatma_araligl
bayram_var

mevsim
transfer_ay_sonu_farki
transfer_ay_sonu_isgunu_sayisi
tum_ay_isgunu_sayisi
abone_sehri
yasal_falz_bolu_toplam
masraf_bolu_toplam
avukat_bolu_toplam

ilk_tutar_bolu_toplam

e @ 8@ ® 8 % 8 8 2 8 8 8 0 8 S S s e s 0

yasal_faiz
masraf .
avukat_uereti [
ilk_tutar (]
ofis_sehir .

Sekil 4.27 : Temel bilesene gore 6znitelik siralamasi.

4.5.4 Ozyinelemeli 6znitelik siralamasi

Oznitelikler, zyinelemeli olarak dznitelik altkiimesinden ¢ikartilarak hangi dznitelik
altkiimesinin hedef degiskeninin dogru tahmin edilmesine en fazla katkida bulundugu
belirler. Bu yontemin kullanilmasinda, bagka bir modelden yardim alinmaktadir. Bu
noktada, bu model hem lojistik regresyon hem de adaboost model uygulanmaistir.
Model ¢iktisinin en az 6nem derecesine sahip olanindan en etkili 6zniteliklere gore
siralanmasi asagidaki sekildedir. Ozyinelemeli modellerde minimum &znitelik sayisi
belirtilmelidir. Bu say1 5 olarak verilmistir. 1 degerine sahip olan 5 6znitelik, hedef
degiskenin belirlenmesinde en etkili olan 6znitelikler Cizelge 4.12°de listelenmistir.
Sonuglar deger olarak degil dnem sirasi oldugundan dolayi, 6znitelik 6nem grafigi

¢izdirilmemistir.

Cizelge 4.12 : Lojistik regresyona gore 6zyinelemeli 6znitelik siralamasi.

Lojistik Regresyon’a gore 6zyinelemeli 6znitelik siralamasi
36 ofis_sehir
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35 abone_sehri
34 musteri_bolge_kategori
33 ayni_sehir
32 ayni_bolge

31 yas_kategori2
30 cinsiyet

29 ilk_tutar_bolu_toplam

28 yasal_faiz

27 iletisim_kuruldu

26 yas_kategori

25 transfer_ay sonu_isgunu_sayisi
24 transfer_haftanin_hangi_gun
23 yasal_faiz_bolu_toplam
22 transfer_maas_yatma_araligi
21 transfer_yilin_hangi_haftasi
20 yeni_yil_transfer_fark_kategori
19 durum_tipi

18 medeni_durum?

17 medeni_durum

16 taksit_yapildi

15 toplam_borc_dolar

14 bayram_var

13 transfer_ay sonu_farki

12 tum_ay_isgunu_sayisi

11 transfer_gunu_araligi

10 toplam_borc_tutari

9 transfer_yilin_hangi_ceyregi
8 dolar_kuru

7 transfer_ay

6 masraf_bolu_toplam

5 mevsim

4 abonelik_sure

3 yasal_takip_sayi

2 yabanci_uyruk

1 masraf

1 ilk_tutar

1 fatura_sayisi

1 avukat_ucreti

1 avukat_bolu_toplam

Ozyinelemeli model, bu sefer de Adaboost yontem kullanilarak 6znitelik nem listesi

olusturulmustur. Liste Cizelge 4.13’te verilmistir.

Cizelge 4.13 : Adaboost’a gore 6zyinelemeli 6znitelik siralamasi.

Adaboost’a gore 6zyinelemeli 6znitelik siralamasi
36 transfer_yilin_hangi_haftasi
35 transfer_yilin_hangi_ceyregi
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34 mevsim

33 ayni_sehir

32 toplam_borc_dolar

31 yasal_faiz_bolu_toplam
30 bayram_var

29 ayni_bolge

28 cinsiyet

27 yas—kategeri2

26 iletisim_kuruldu

25 transfer_ay

24 transfer_gunu_araligi

23 tum_ay_isgunu_sayisi

22 —

21 durum_tipi

20 transfer_maas_yatma_araligi
19 avukat_ucreti

18 yasal_faiz

17 ilk_tutar_bolu_toplam

16 ilk_tutar

15 taksit_yapildi

14 yasal_takip_sayi

13 yabanci_uyruk

12 avukat_bolu_toplam

11 abone_sehri

10 transfer_ay sonu_isgunu_sayisi
9 transfer_ay_sonu_farki

8 transfer_haftanin_hangi_gun
7 ofis_sehir

6 yas_kategori

5 masraf_bolu_toplam

4 dolar_kuru

3 medeni_durum2

2 musteri_bolge_kategori

1 yeni_yil_transfer_fark_kategori
1 toplam_borc_tutari

1 masraf

1 fatura_sayisi

1 abonelik_sure

4.5.5 Tek degiskenli secim

Bazi istatiksel testler ile dznitelik se¢imine dayanir. ‘SelectKBest’ yontemi ile ki-kare

yontemlerine gore farkl alt kiimeler olusturulmustur.

Her bir 6znitelik i¢in hesaplanan ki-kare degerleri biiyiikten kii¢tige, yani 6nemliden
az Onemliye dogru siralanir. Ki-kare degeri, gozlenen frekanslar ile beklenen

frekanslar arasindaki farkin istatistik olarak anlamli olup olmadig1 temeline dayanur.
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gosterilmistir.

Ozniteliklerin &nem degerleri Cizelge 4.14’te, 6nem grafigi de Sekil 4.28°de

Cizelge 4.14 : Ki-kare’ye gore 6znitelik siralamasi.
Ki-kare’ye gore 6znitelik siralamasi
132256.01808469748 transfer_yilin_hangi_haftasi
26914.93338938051 transfer_ay
26693.424938004064 yeni_yil_transfer_fark_kategori
6609.305565673922 transfer_yilin_hangi_ceyregi
1906.51354132095 dolar_kuru
1787.2253410413855 medeni_durum2
667.8347933532617 abone_sehri
551.3708134855292 ilk_tutar_bolu_toplam
499.2065503568489 musteri_bolge_kategori
493.5450246576936 avukat_bolu_toplam
410.0952106138452 transfer_gunu_araligi
270.80063512482275 ofis_sehir
249.95234186386466 medeni—durum
244.3929564634716 durum_tipi
240.57226982941353 mevsim
229.2546274985449 transfer_haftanin_hangi_gun
195.1132680911374 abonelik_sure
186.06132309844855 taksit_yapildi
124.98083308821911 iletisim_kuruldu
121.75586291126723 masraf_bolu_toplam
95.49779271027231 transfer_maas_yatma_araligi
94.50101652815394 yabanci_uyruk
84.15967435420953 yas_kategori
83.389354590487 transfer_ay sonu_farki
79.45961723934734 transfer_ay _sonu_isgunu_sayisi
74.63294311833054 ayni_bolge
73.24352084118324 yas kategori2
34.7636733804705 ilk_tutar
26.512823040972133 fatura_sayisi
25.526423169017477 bayram_var
17.584368722625886 toplam_borc_tutari
13.887785619631376 ayni_sehir
12.283481605469955 yasal_takip_sayi
9.23722749737084 toplam_borc_dolar
7.797106174617111 tum_ay_isgunu_sayisi
4.072566298676131 masraf
2.3941055004497342 yasal_faiz
1.846189426251803 yasal _faiz_bolu_toplam
0.3831433456908301 avukat_ucreti

0.11105952938325729

cinsiyet
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dnsiyet

avukat_ucreti
yasal_faiz_bolu_toplam
yasal_faiz

masraf

tum_ay_Isqunu_sayisi
yacal_takip_sayl

ayni_sehir
toplam_bore_tutari
bayram_var

fatura_sayisi

ilk_tutar
transfer_ay_sonu_isgunu_sayisi
transfer_ay_sonu_farki
yas_kategori

yabanci_uyruk
transfer_maas_yatma_araligi
masraf_bolu_toplam
iletisim_kuruldu
taksit_yapildi

abonelik_sure
transfer_haftanin_hangi_gun
mevsim

durum_tipi

offs_sehir
transfer_gunu_araligi
avukat_bolu_toplam
abone_bolge_kategori
ilk_tutar_bolu_toplam
abone_sehri

meden|_durumz2
transfer_yilin_hangi_ceyregi
yeni_yil_transfer_fark_kategori
transfer_ay
transfer_yllin_hang|_haftasi

40000 60000 80000 100000 120000

Sekil 4.28 : Ki-kare’ye gore znitelik siralamasi.
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5. MUSTERININ ODEME TAHMINININ BELIRLENMESI UYGULAMASI

Calismanin bu boliimiinde tiim veri kiimesi {izerinde yapilan ¢aligmalardan sonra,
Oznitelik ¢ikarimi ve Oznitelik se¢imi asamalarindan elde ettigimiz veri kiimeleri
tizerinde karar agaglari, en yakin komsu, naive bayes, lojistik regresyon, yapay sinir
aglart ve topluluk yontemleri gibi literatiirde sikga tercih edilen gozetimli 6grenme
yontemleri kullanarak miisterilerin 6deme konusundaki davranislari tahmin edilmeye
calisilacaktir. Bu boliimde, modeller tahmin basarilarindaki performanslar1 agisindan

karsilastirmali1 olarak incelenecektir.

5.1 Sistem Tasarmm

Modelin egitilmesi i¢in genisletilmis olan 6znitelik alt kiimesi ile veri 6n islemden
gegirildikten sonra, Oznitelikler eger siirekli deger ise normalizasyon islemleri,
kategorik oOznitelikler ise kodlama ile sisteme bildirilmistir. Sonrasinda veri
kiimelerinde en ¢ok etkili olan Ozniteligin degerlendirilmesi ve Onem sirasinin
belirlenmesi i¢in birkag farkli yontem uygulanmistir. Elde edilen sonuglardan en
yiiksek Oneme sahip Oznitelik, bu kiimeye eklendikten sonra, sirasiyla kendisinden
daha diisiik etkiye sahip olanlarin birer birer eklenmesiyle tiim veri kiimesi eklenene
kadar veri kiimesi alt kiimeleri elde edilir. O alt kiimede bulunan 6znitelikler arasindan
kodlama (encoding) yapilmasi gerekenlere kodlama uygulanmis. Her alt kiime kendi
igerisinde egitim verisi ve test verisi olmak iizere %80’e %20 oraniyla ayrilmistir.
Y 6ntemler, egitim verisi lizerinde k-kat yontemi uygulanarak c¢alistirilmis ve dogruluk
ve F-0lciit degerleri test verisi lizerinde incelenmistir. Uygulanan yontemler: lojistik
regresyon, naive bayes, karar agaglari, k en yakin komsu, gradyen boosting, adaboost,
bagging siniflayici, rastgele ormanlar, YSA, XGB’dir. Miisterinin borcunu ddemesi

lizerine tahmin gergeklestirilmistir.

5.2 Performans Analizi Metrikleri

Modelini siniflandirma dogrulugu incelenirken 6nemli bazi kriterler ile degerlendirilir.
Modelin dogru siniflandirilmis gézlemlerin orani, kesinlik ve hassaslik gibi dl¢iitlerine

bakilir. Bu 6lgiitler hesaplanirken; dogru pozitif (dp), dogru negatif (dn), yanlis pozitif
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(yp) ve yanlis negatif (yn) degerleri kullanilir. Dogru pozitif (dp): 6deyecek olan
miisterileri 6der olarak dogru siniflandirilmasi1 Yanlis-pozitif (yp): 6demeyecek olan
miisteriler 6der olarak yanlis siniflandirilmast Dogru negatif (dn): 6demeyecek olan
misterileri 6demez olarak dogru smiflandirilmas: Yanlis negatif (yn): ddeyecek

miisterileri 6demez olarak yanlis siniflandirilmast durumlaridir.

5.2.1 Kesinlik (Precision)

Dogru pozitif sayisinin, dogru olarak tahminlenmis gozlem sayisina orani ile bulunur.

Denklem 3.27 ile bulunur.

dogru pozitif

= 3.27
dogru pozitif + yanlis pozitif (327)

5.2.2 Hassashk (Recall)

Dogru pozitif sayisinin, gercekte dogru olan gozlem sayisina oranmi ile bulunur.

Denklem 3.28°deki gibi hesaplanir.

dogru pozitif

H = 3.28
dogru pozitif + yanlis negatif (3.28)
Kesinlik ve hassaslik arasindaki iliski Sekil 5.1’de gosterilmistir. Bir model, diger
modele oranla daha fazla, daha iyi kesinlik degerine sahip olabilir. Ancak bagka bir
model, bu modele oranla daha iyi duyarlilik degerine sahip olabilir. Bu durumda F
Olciitiine bakilir. Ayrica, bir model diger modele kiyasla, daha 1y1 hassaslik ve kesinlik

degerine sahipse digerine gore daha iyi oldugu sdylenebilir.

Hassashk

L 3

Kesmlik

Sekil 5.1 : Hassaslik ve kesinlik iligki grafigi.
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5.2.3 Dogruluk (Accuracy)

Dogru tahminlerin tiim g6zlem sayisina orant dogruluk oranini verir. Modelin toplam
yaptig1 dogru tahmin oranina Dogru Siniflandirma Oran1 (Accuracy) denir. Buradaki
dogruluk; borg¢ tahsilati yapilabilecek miisteriyi, 6deme yapar diye belirlemek,
borcunu 6demeyecek miisterinin de 0 yani 6demez seklinde tahmin edilmeleri

kastetmektedir.

Denklem 3.29’da verildigi gibi hesaplanir. Buradaki dogruluk; borg tahsil etmenin
kolay oldugu miisterinin kolay, zor oldugu miisterinin de zor olarak tahmin edilmeleri

kastedilmektedir.

dogru pozitif + dogru negatif

D =— — (3.29)
dogru poz.+dogru neg. +yanlis poz. + yanlis neg.

5.2.4 F dlciitii

Hassaslik ve kesinlik metriklerinin beraber incelenerek yapilan ol¢iim F 6lgiitiiniin
degerini verir. Bu 0Ol¢lim, kesinlik ve hassaslik degerlerinin harmonik ortalamasi

alinarak hesaplanir. Harmonik ortalama denklem 3.30°da verildigi gibi hesaplanir.

B 2 x Kesinlik x Hassaslik

= — (3.30)
Kesinlik + Hassaslik

5.2.5 ROC istatistigi

ROC egrisi model basarisini degerlendirmede ve model karsilastirmalarinda kullanilan
gorsel bir tekniktir. ROC egrisindeki x ekseni; yanlis-pozitif oranini, y ekseni ise
dogru-pozitif oranini yani hassashigi gostermektedir. Buradan da anlasilacagi gibi,
ROC egrisi dp ile yp arasindaki degisimi gosterir ve altinda kalan alan (AUC) modelin
performansinin Olgiitii olarak kullanilmaktadir. Bu deger 0.5 ile 1 arasinda yer
almaktadir. Model performansinin basarist ROC egrisi altindaki alanin 1’e yakinligi
ile degerlendirilir. Ayrica modelin saglamliginin bir 6l¢iisii olarak da bilinir. ROC

egrisinde kullanilan yanlis pozitif orani asagidaki denklem ile bulunur.

yanlis pozitif

Yanlis pozitif orant = (3.31)

dogru negatif + yanlis pozitif
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ROC egrisi iizerindeki her bir nokta bir kesim noktasi olasiligini gosterir. Kesim
noktasi se¢imi duyarlilik ve hassaslik katsayilari arasindaki bir degisimi gosterir. Dik
eksendeki deger, dogru tespit edilen Odeyecek miisterilerin kendi igerisindeki
yiizdesini verirken, yatay eksen de yanlis tespit edilen O0demeyecek miisterileri
gosterir. Ideal olarak hem duyarlilik hem de hassaslik i¢in bu degerlerin yiiksek olmasi
istenir; boylece model hem ddeyecekleri hem de 6demeyecekleri daha dogru tahmin
edebilir. Diigiik bir kesim noktasi genel olarak daha fazla yanlis pozitif, yiiksek bir

kesim noktas1 da daha fazla yanlis negatif anlamina gelir.

5.2.6 Karmagsiklik matrisi (Confusion matrix)

Karmagiklik matrisi, uygulanan algoritmanin yaptig1 siniflandirma sonucunda,
algoritmanin yaptig1 tahmin ve gercek durum arasindaki bilgileri igeren bir gosterim
tablosudur. Performans degerlendirilirken bu matristeki degerler g6z Oniinde
bulundurulur. Bu matrisin siitunlar1 ve satirlarindan biri ger¢ek durumu, o6teki de
tahminin sonucunu ifade eder. Asagida iki sinifl1 bir problem i¢in siniflandirma sonucu

olusan karmasiklik matrisi bulunmaktadir.

Cizelge 5.1°deki matris incelenirse; ilk satirdaki ilk kolon (dogru pozitif), borcunu
O0dememis miisterilerin model tarafindan ne kadarlik bir basariyla tespit edildigini
olger. Ikinci satirdaki ilk kolon (yanls negatif) ile modelin gergekte 6deyecek olan
miisterilerin ddemez olarak tahmin ettigi miisteri sayis1 yer almaktadir. ilk satir ikinci
kolon, borcunu 6dememis ancak 6deyecek diye tahmin edilmis misterilerin model
tarafindan hesaplanmis sayisin1 verir. Ikinci satir ikinci kolon ise, borcunu 6demis

miisterilerin model tarafindan ne kadariin tahmin edildigini 6lger.

Hesaplamada yapilacak hatalar, iki tip olabilir. ilk olarak, borg tahsil etmesi zor olan
misteriyi kolay olarak hesaplamak (yanlis negatif), ikinci olarak borg tahsil etmesi

kolay miisteriyi zor olarak hesaplamak (yanlis pozitif) olacaktir.

Cizelge 5.1 : Karmagiklik matrisi.

Karmasiklik matrisi Odemez (Tahmin) Oder (Tahmin)
(")(}emez Dogru Negatif Yanlis Pozitif
Oder Yanlis Negatif Dogru Pozitif
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5.3 Simiflandiric1 Modellerin Sonuglarinin Yorumlanmasi

Siniflandirict se¢iminde kullanilan yontemler; egitim verisini girdi olarak alir. Egitim
verisini kullanarak, model olusturulduktan sonra, test verisi kullanilarak modelin ne
kadar dogru oOgrendigi sinanir. Cesitli simiflandirici  algoritmalarin - model
performanslar1 incelenecektir. Bunlar: adaboost, bagging, karar agaci, extra trees,
gradyen boosting, en yakin komsu, lojistik regresyon, yapay sinir aglari, naive bayes,

rastgele orman, son derece rastgele orman ve fazlasiyla gradyen boosting..

Asagidaki boliimlerde yer alan ¢izelgelerde, her bir model i¢in sirasiyla en 6nemliden
baslayarak Ozniteliklerin birer birer eklendigindeki dogruluk hesaplarinin ¢izelgeleri
verilmistir. Bu ¢izelgelerde o model i¢in en yiiksek dogruluk oranina sahip model (F-

oOlciitii ile de kiyaslanarak) koyu renkli olarak belirtilmistir.

5.3.1 Agac temelli yontemler ile olusturulmus alt kiimeler

Lojistik regresyon modeli incelendiginde; bir noktadan sonra yeni 6znitelik eklemenin
model lizerinde ciddi bir iyilesmeye neden olmadigi goriilmiistiir. 30 6znitelikten
olusan veri kiimesi ile 38 Oznitelikten olusan veri kiimesi arasinda fark
onemsenmeyebilir. Lojistik regresyon, eklenen her yeni 6znitelik ile lineer fonksiyona
bir yeni bilinmeyen daha eklediginden, eklenen her 6znitelik ile iyilesme gosterdigi

gorilmistiir. Degerler Cizelge 5.2°de verilmistir.

Cizelge 5.2 : Agac temelli yontemlerle olusturulmus 6znitelik 6nemleri — Lojistik

regresyon.

Lojistik ~ Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1 ~ Hassaslik-1 ROC

Regresyon Olgiitii
altkiime 38 70,1266 27,9122 0,71 0,95 0,62 0,18 0,72
altkime 37 70,122 27,8983 0,71 0,95 0,62 0,18 0,72
altkime 36 70,1204 27,908 0,71 0,95 0,61 0,18 0,72
altkime 35 70,1204 27,908 0,71 0,95 0,61 0,18 0,72
altkime 34 70,125 27,9004 0,71 0,95 0,62 0,18 0,72
altkime 33 70,1173 27,922 0,71 0,95 0,61 0,18 0,72
altkime 32 70,1266 27,9122 0,71 0,95 0,62 0,18 0,72
altkime 31 70,1158 27,8352 0,71 0,95 0,62 0,18 0,72
altkime 30 70,1281 27,8166 0,71 0,95 0,62 0,18 0,72
altkime 29 70,1035 27,7786 0,71 0,95 0,61 0,18 0,72
altkime 28 70,1081 27,7924 0,71 0,95 0,61 0,18 0,72
altkime 27 70,105 27,7474 0,71 0,95 0,61 0,18 0,72
altkime 26 70,0742 27,7106 0,71 0,95 0,61 0,18 0,72
altkime 25 70,0696 27,6699 0,71 0,95 0,61 0,18 0,72
altkime 24 70,0727 27,6881 0,71 0,95 0,61 0,18 0,72
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altkime 23 70,1712 27,9101 0,71 0,95 0,62 0,18 0,72
altkime 22 69,9541 26,9149 0,71 0,95 0,61 0,17 0,71
altkime 21 69,9572 26,9278 0,71 0,95 0,61 0,17 0,71
altkime 20 69,9526 26,8974 0,71 0,95 0,61 0,17 0,71
altkime 19 69,9526 26,9084 0,71 0,95 0,61 0,17 0,71
altkime 18 69,814 25,8155 0,71 0,95 0,61 0,16 0,71
altkime 17 69,7355 25,3541 0,71 0,95 0,6 0,16 0,71
altkime 16 69,1426 20,1912 0,7 0,96 0,59 0,12 0,71
altkime 15 69,1442 20,1665 0,7 0,96 0,59 0,12 0,71
altkime 14 68,7962 16,2222 0,69 0,97 0,58 0,09 0,70
altkime 13 68,4621 13,8036 0,69 0,97 0,56 0,08 0,70
altkime 12 68,459 13,7879 0,69 0,97 0,56 0,08 0,70
altkime 11 68,4482 13,5437 0,69 0,97 0,55 0,08 0,70
altkime 10 68,4482 13,5437 0,69 0,97 0,55 0,08 0,70
altkime 9 68,4343 13,4729 0,69 0,97 0,55 0,08 0,70
altkime 8 67,9585 8,0672 0,68 0,98 0,5 0,04 0,70
altkime 7 67,7676  3,0476 0,68 0,99 0,42 0,02 0,65
altkiime 6 67,763  3,0292 0,68 0,99 0,42 0,02 0,65
altkime 5 67,7769 1,645 0,68 0,99 0,37 0,01 0,61
altkime 4 67,7799 1,6359 0,68 0,99 0,38 0,01 0,61
altkime 3 67,9524 0,096 0,68 1 0,42 0 0,60
altkime 2 67,9355 0,0384 0,68 1 0,17 0 0,58
altkime 1 67,9585 0 0,68 1 0 0 0,58
Naive bayes yonteminde, az sayidaki 6znitelikler ile yiiksek dogruluga ulasilabildigi
Cizelge 5.3 ile goriilmiistiir. Bu durum ¢ok sasirtici olmasa da F 6lgiitiiniin de yiiksek
¢ikmis olmast ve ROC degerinin 2-3 6znitelik ile en iyi sonuca ulagmasi siirpriz
olmustur. Agac Oznitelik siralamasiyla siralanmis Ozniteliklerden, ilk siradaki
Ozniteliklerin tahmin iizerinde en 6nemli 6zniteligi segmis olduguna karar verilmistir.
Cizelge 5.3 : Agag temelli yontemlerle olusturulmus 6znitelik 6nemleri — Naive
Bayes siiflayicisi.
Naive Dogruluk F Kesinlik-0 Hassaslik-0  Kesinlik-1 ~ Hassaslik-1 ROC
Bayes Olgiitii
altkime 38 41,545 52,0045 0,96 0,15 0,35 0,99 0,61
altkime 37 41,9053 52,0445 0,95 0,15 0,35 0,98 0,63
altkime 36 42,7414 52,1846 0,94 0,17 0,36 0,98 0,64
altkime 35 42,7368 52,1826 0,94 0,17 0,36 0,98 0,64
altkime 34 42,6506 52,1709 0,94 0,17 0,36 0,98 0,64
altkime 33 42,6414 52,1657 0,94 0,17 0,36 0,98 0,64
altkime 32 42,6198 52,1649 0,94 0,17 0,36 0,98 0,64
altkime 31 42,666 52,169 0,94 0,17 0,36 0,98 0,64
altkime 30 42,5998 52,1414 0,94 0,17 0,36 0,98 0,64
altkime 29 42,4458 52,1151 0,94 0,16 0,36 0,98 0,64
altkime 28 42,4058 52,1026 0,94 0,16 0,36 0,98 0,64
altkime 27 42,3842 52,1019 0,94 0,16 0,36 0,98 0,64
altkime 26 42,2533 52,0575 0,94 0,16 0,35 0,98 0,64
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altkime 25 42,0208 52,0368 0,95 0,16 0,35 0,98
altkime 24 42,0208 52,0368 0,95 0,16 0,35 0,98
altkime 23 42,0162 52,036 0,95 0,16 0,35 0,98
altkime 22 42,0116 52,0304 0,95 0,16 0,35 0,98
altkime 21 42,0008 52,0306 0,95 0,16 0,35 0,98
altkime 20 41,9377 52,0096 0,95 0,15 0,35 0,98
altkiime 19 41,93 52,0063 0,95 0,15 0,35 0,98
altkime 18 41,836 52,0147 0,95 0,15 0,35 0,98
altkime 17 41,836 52,016 0,95 0,15 0,35 0,98
altkime_16 41,796 51,9866 0,95 0,15 0,35 0,98
altkime 15 44,9911 51,7679 0,86 0,23 0,36 0,92
altkime 14 45,1527 51,8675 0,86 0,23 0,36 0,92
altkime 13 41,7406 51,8344 0,94 0,15 0,35 0,98
altkime 12 41,6574 51,8551 0,94 0,15 0,35 0,98
altkime 11 43,3958 51,4597 0,87 0,2 0,35 0,94
altkime 10 43,439 51,7287 0,88 0,19 0,36 0,95
altkime 9 44,1165 51,8552 0,88 0,21 0,36 0,94
altkime 8 41,7329 52,029 0,96 0,15 0,35 0,99
altkime 7 44,4306 51,1935 0,84 0,22 0,36 0,91
altkime 6 45,0634 51,3407 0,84 0,24 0,36 0,9
altkime 5 45,1004 51,5978 0,85 0,23 0,36 0,91
altkiime 4 47,33 52,2116 0,85 0,27 0,37 0,9
altkime 3 47,4316 52,3902 0,86 0,27 0,37 0,9
altkiime 2 62,5077 51,7775 0,78 0,62 0,44 0,63
altkime 1 52,7824 52,0507 0,81 0,4 0,39 0,8

0,64
0,64
0,64
0,64
0,64
0,64
0,64
0,63
0,63
0,63
0,63
0,63
0,64
0,64
0,63
0,63
0,63
0,65
0,62
0,62
0,63
0,64
0,66
0,65
0,61

Karar agaci modelinde, bir Oznitelige gore yapilan modelin dogrulugu yiiksek
olmasina ragmen F oOl¢iitii distiktiir. Model agirlikli olarak, 0 degeri atamas1 yapmak
lizerine yogunlagmistir. Odeme ihtimali olan miisteriler icin de 6demez diye
isaretlenmistir. Model en iyi sonuca 27 Oznitelik ile ulasmistir. Ayrica, yeni
oznitelikler eklendik¢e, modelin bilgi kazanimi artacagi i¢in 8 Oznitelik sayisina
ulasana kadar siirekli bir artis gézlenmis, ancak bu noktadan sonra eklenen yeni
Oznitelikler modelin performansi {izerinde ciddi bir etkiye sahip olamamistir. Agac
temelli 6znitelik se¢imiyle belirlenmis altkiimelerin karar agact modeline uygulanmasi

modelin dogrulugu iizerinde beklenen etkiyi géstermemistir.

Cizelge 5.4 : Agac temelli yontemlerle olusturulmus 6znitelik 6nemleri — Karar

agaclar1 siniflayicisi.

Karar Dogruluk F Kesinlik-0 Hassaslik-0  Kesinlik-1 ~Hassaslik-1 ROC

Agaclar Olgiitii
altkime 38 67,6013 49,2315 0,76 0,76 0,49 0,49 0,63
altkime 37 67,6213 49,3618 0,76 0,76 0,49 0,49 0,63
altkime 36 67,7122 49,4223 0,76 0,76 0,49 0,49 0,63
altkime 35 67,646 49,3223 0,76 0,76 0,49 0,49 0,63
altkime 34 67,6675 49,2606 0,76 0,76 0,49 0,49 0,63
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altkiime 33 67,7738 49,3502 0,77 0,76 0,49 0,49 0,63
altkime 32 67,7815 49,5296 0,76 0,76 0,49 0,5 0,63
altkime 31 67,8307 49,4728 0,77 0,76 0,49 0,49 0,63
altkime 30 67,9093 49,7916 0,77 0,76 0,5 0,5 0,63
altkiime 29 67,9201 49,6933 0,77 0,76 0,49 0,5 0,63
altkime 28 67,8692 49,6076 0,77 0,76 0,49 0,5 0,63
altkiime 27 68,1341 50,0519 0,77 0,77 0,5 0,5 0,63
altkime 26 67,9524 49,721 0,77 0,76 0,49 0,5 0,63
altkiime 25 67,84 49,5775 0,77 0,76 0,49 0,5 0,63
altkiime 24 67,9278 49,6702 0,77 0,76 0,49 0,5 0,63
altkime 23 67,9293 49,703 0,77 0,76 0,49 0,5 0,63
altktime 22 68,1187 49,7464 0,77 0,77 0,49 0,5 0,63
altkiime 21 67,9508 49,637 0,77 0,76 0,49 0,5 0,63
altkime 20 67,706 49,5174 0,76 0,76 0,49 0,5 0,63
altkime 19 67,6952 49,458 0,76 0,76 0,49 0,49 0,63
altkiime 18 67,7399 49,529 0,76 0,76 0,49 0,5 0,63
altkime 17 67,6691 49,3597 0,76 0,76 0,49 0,49 0,63
altkime 16 67,5166 49,1221 0,76 0,76 0,49 0,49 0,63
altkime 15 67,4735 49,0693 0,76 0,76 0,49 0,49 0,63
altkime 14 67,3919 48,9526 0,76 0,76 0,49 0,49 0,62
altkime 13 67,2903 48,5081 0,76 0,76 0,48 0,49 0,62
altkiime 12 67,6444 48,8722 0,77 0,76 0,48 0,49 0,63
altkime 11 67,2456 48,2987 0,76 0,76 0,48 0,48 0,62
altkime 10 67,0886 48,0533 0,76 0,76 0,48 0,48 0,62
altkime 9 67,2841 48,3582 0,76 0,76 0,48 0,48 0,62
altkime 8 66,9592 48,2241 0,76 0,76 0,48 0,48 0,62
altkiime 7 66,505 47,6928 0,75 0,75 0,48 0,48 0,62
altkime 6 64,7096 44,7589 0,74 0,74 0,45 0,45 0,59
altkime 5 64,5818 44,6109 0,74 0,74 0,45 0,45 0,59
altkime 4 65,0006 44,8649 0,75 0,74 0,44 0,45 0,59
altkime 3 63,7734 43,1948 0,74 0,73 0,43 0,43 0,59
altkime 2 63,4731 43,2949 0,73 0,73 0,44 0,43 0,58
altkime 1 68,2311 23,2897 0,93 0,8 0,15 0,23 0,65
K en yakin komsu yontemiyle, yiiksek dogruluk oranlarina ¢ok hizli bir sekilde 8
Oznitelik ile ulagilmistir. Sonrasinda modele 6znitelik eklenmeye devam ettikge,
noktalarin uzaydaki dagilimini degistirdigi i¢in dogrulukta diisiis meydana gelmistir.
Cizelge 5.5 : Agac temelli yontemlerle olusturulmus 6znitelik 6nemleri — K en yakin
komsu smiflayicist.
En Yakin  Dogruluk F Kesinlik-0 Hassaslik-0  Kesinlik-1  Hassaslik-1 ROC
Komsu Olciitii
altkiime 38 64,4678 37,0162 0,71 0,79 0,43 0,33 0,62
altkime 37 64,4678 37,0162 0,71 0,79 0,43 0,33 0,62
altkiime 36 64,4678 37,0162 0,71 0,79 0,43 0,33 0,62
altkime 35 64,4678 37,0128 0,71 0,8 0,43 0,33 0,62
altkime 34 64,4709 37,0148 0,71 0,8 0,43 0,33 0,62
altkiime 33 64,4555 36,9875 0,71 0,79 0,43 0,33 0,62
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altkime 32 64,4263 36,9821 0,71 0,79 0,43 0,33 0,62
altkime 31 64,4278 36,9865 0,71 0,79 0,43 0,33 0,62
altkime 30 64,4063 36,9415 0,71 0,79 0,43 0,33 0,62
altkime 29 64,4786 37,0473 0,71 0,79 0,43 0,33 0,62
altkime 28 64,4848 37,0617 0,71 0,8 0,43 0,33 0,62
altkime 27 64,4678 37,0368 0,71 0,79 0,43 0,33 0,62
altkime 26 64,8805 37,6967 0,72 0,8 0,44 0,33 0,62
altkime 25 64,8805 37,6967 0,72 0,8 0,44 0,33 0,62
altkime 24 65,1115 38,2683 0,72 0,8 0,44 0,34 0,63
altkime 23 65,4595 39,3271 0,72 0,8 0,45 0,35 0,63
altkime 22 65,6519 40,1652 0,73 0,8 0,45 0,36 0,64
altkime 21 65,6519 40,1652 0,73 0,8 0,45 0,36 0,64
altkime 20 65,6519 40,1652 0,73 0,8 0,45 0,36 0,64
altkime 19 65,655 40,1706 0,73 0,8 0,45 0,36 0,64
altkime 18 65,7089 40,1473 0,73 0,8 0,46 0,36 0,64
altkime 17 65,926 40,5278 0,73 0,8 0,46 0,36 0,64
altkime 16 66,0169 40,5954 0,73 0,8 0,46 0,36 0,64
altkime 15 66,023 40,587 0,73 0,8 0,46 0,36 0,64
altkime 14 65,943 40,3763 0,73 0,8 0,46 0,36 0,64
altkime 13 66,6205 41,7227 0,73 0,8 0,47 0,37 0,65
altkime 12 66,6251 41,726 0,73 0,8 0,47 0,37 0,65
altkime 11 66,7406 42,0414 0,73 0,8 0,48 0,38 0,65
altkime 10 66,9608 42,3524 0,73 0,81 0,48 0,38 0,65
altkime 9 66,9577 42,3409 0,73 0,81 0,48 0,38 0,65
altkime 8 68,6822 45,1823 0,74 0,82 0,51 0,4 0,68
altkiime 7 68,9702 44,6374 0,74 0,83 0,52 0,39 0,67
altkime 6 68,1464 43,091 0,74 0,83 0,5 0,38 0,66
altkime 5 68,1556 43,2573 0,74 0,82 0,5 0,38 0,66
altkime 4 68,1187 42,9724 0,74 0,83 0,5 0,37 0,66
altkime 3 68,1449 43,4352 0,74 0,82 0,5 0,38 0,66
altkime 2 66,9869 40,0548 0,73 0,82 0,48 0,34 0,64
altkime 1 64,9744 35,9041 0,71 0,81 0,43 0,31 0,61
Gradyen boosting yontemi ile 25 6znitelik ile en iyi sonuglara ulagilmistir. Gradyen
boosting model, boosting oldugundan dolay1, sonrasinda yeni dznitelikler ile dogruluk
oraninda ciddi bir diisiis gdzlenmemistir. Iyilesme de gdzlenebilirdi ancak bu altkiime
sirast i¢in artig gozlenmemistir. Degerler Cizelge 5.6’da verilmistir.
Cizelge 5.6 : Agag temelli yontemlerle olusturulmus 6znitelik 6nemleri — Gradyen
boosting siniflayicisi.
Gradyen  Dogruluk F Kesinlik-0 Hassaslik-0  Kesinlik-1 ~Hassaslik-1 ROC
Boosting Olgiitii
altkime 38 74,1192 50,372 0,76 0,9 0,65 0,41 0,78
altkime 37 74,1192 50,372 0,76 0,9 0,65 0,41 0,78
altkime 36 74,1192 50,372 0,76 0,9 0,65 0,41 0,78
altkime 35 74,1192 50,372 0,76 0,9 0,65 0,41 0,78
altkime 34 74,1192 50,372 0,76 0,9 0,65 0,41 0,78
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altkime 33 74,1192 50,372 0,76 0,9 0,65 0,41 0,78
altkime 32 74,1008 50,3776 0,76 0,9 0,65 0,41 0,78
altkime 31 74,1962 50,5722 0,76 0,9 0,65 0,41 0,78
altkime 30 74,1731 50,4885 0,76 0,9 0,65 0,41 0,78
altkime 29 74,1701 50,4885 0,76 0,9 0,65 0,41 0,78
altkime 28 74,1393 50,447 0,76 0,9 0,65 0,41 0,78
altkime 27 74,1362 50,444 0,76 0,9 0,65 0,41 0,78
altkime 26 74,1531 50,6265 0,76 0,9 0,65 0,41 0,78
altkime 25 74,2132 50,5565 0,76 0,9 0,66 0,41 0,78
altkime 24 74,1577 50,4941 0,76 0,9 0,65 0,41 0,78
altkime 23 74,1855 50,5297 0,76 0,9 0,65 0,41 0,78
altkime 22 74,1023 50,4755 0,76 0,9 0,65 0,41 0,78
altkime 21 74,1855 49,9119 0,76 0,9 0,66 0,4 0,78
altkime 20 74,1685 50,0089 0,76 0,9 0,66 0,4 0,78
altkiime 19 74,2162 49,8938 0,76 0,9 0,66 0,4 0,78
altkime 18 74,1531 49,9135 0,76 0,9 0,66 0,4 0,78
altkime 17 74,0746 49,9599 0,76 0,9 0,65 0,4 0,78
altkime 16 73,6789 48,9427 0,76 0,9 0,65 0,39 0,77
altkime 15 73,6234 48,7892 0,76 0,9 0,65 0,39 0,77
altkime 14 73,608 48,7133 0,76 0,9 0,65 0,39 0,77
altkime 13 73,605 48,8512 0,76 0,9 0,64 0,39 0,77
altkime 12 73,6034 48,6444 0,76 0,9 0,65 0,39 0,77
altkime 11 73,5341 48,6189 0,76 0,9 0,64 0,39 0,77
altkime 10 73,5326 48,6144 0,76 0,9 0,64 0,39 0,77
altkime 9 73,5572 48,7633 0,76 0,9 0,64 0,39 0,77
altkime 8 73,4879 48,8412 0,76 0,9 0,64 0,39 0,77
altkime 7 73,0676 45,3935 0,75 0,91 0,65 0,35 0,75
altkime 6 71,9512 45,0829 0,75 0,89 0,6 0,36 0,74
altkime 5 71,8573 45,0465 0,75 0,89 0,6 0,36 0,74
altkime 4 71,8404 44,9952 0,75 0,89 0,6 0,36 0,74
altkime 3 71,6633 43,9531 0,74 0,89 0,6 0,35 0,73
altkime 2 70,8303 40,1113 0,73 0,9 0,59 0,3 0,71
altkime 1 69,1781 22,6277 0,7 0,95 0,58 0,14 0,68
AdaBoost’da ise, 17 Oznitelik ile en iyi sonuca ulasiyor ve bu degerini biraz azalma
gosterse de, ciddi bir diisiis olmadan yeni Oznitelikler eklendik¢e korumaya devam
ediyor. Elde edilen sonuglar Cizelge 5.7’de verilmistir.
Cizelge 5.7 : Agag temelli yontemlerle olusturulmus 6znitelik 6nemleri — Adaboost
siniflandiricisi.
AdaBoost Dogruluk F Kesinlik- Hassaslik-0 Kesinlik-1 Hassaslik-1 ROC
Smiflandiricisi Olgiitii 0
altkiime 38 73,3755 49,7866 0,76 0,89 0,63 0,41 0,77
altkiime 37 73,3755 49,7866 0,76 0,89 0,63 0,41 0,77
altkiime 36 73,3755 49,7866 0,76 0,89 0,63 0,41 0,77
altkiime 35 73,3755 49,7866 0,76 0,89 0,63 0,41 0,77
altkime 34 73,3755 49,7866 0,76 0,89 0,63 0,41 0,77
altkiime 33 73,3755 49,7866 0,76 0,89 0,63 0,41 0,77
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altkiime 32 73,3755 49,7866 0,76 0,89 0,63 0,41 0,77
altkiime 31 73,2631 49,6345 0,76 0,88 0,63 0,41 0,77
altkiime 30 73,2585 49,6156 0,76 0,88 0,63 0,41 0,77
altkiime 29 73,2585 49,6156 0,76 0,88 0,63 0,41 0,77
altkiime 28 73,3047 49,6997 0,76 0,88 0,63 0,41 0,77
altkiime 27 73,2677 49,7322 0,76 0,88 0,63 0,41 0,77
altkiime 26 73,3863 49,9566 0,76 0,88 0,63 0,41 0,77
altkiime 25 73,2985 50,1194 0,76 0,88 0,62 0,42 0,77
altkiime 24 73,2985 50,1194 0,76 0,88 0,62 0,42 0,77
altkiime 23 73,2985 50,1194 0,76 0,88 0,62 0,42 0,77
altkiime 22 73,4402 49,8736 0,76 0,89 0,63 0,41 0,77
altkiime 21 73,3771 50,17 0,76 0,88 0,63 0,42 0,77
altkiime 20 73,4109 49,9188 0,76 0,89 0,63 0,41 0,77
altkiime 19 73,4109 49,9188 0,76 0,89 0,63 0,41 0,77
altkiime 18 73,434 50,0072 0,76 0,89 0,63 0,41 0,77
altkiime 17 73,5541 49,9257 0,76 0,89 0,63 0,41 0,77
altkiime 16 72,8997 48,6371 0,76 0,88 0,62 0,4 0,76
altkiime 15 72,8982 48,6357 0,76 0,88 0,62 0,4 0,76
altkiime 14 72,8982 48,6357 0,76 0,88 0,62 0,4 0,76
altkiime 13 72,8766 48,5348 0,76 0,88 0,62 0,4 0,76
altkiime 12 72,9613 48,7479 0,76 0,88 0,62 0,4 0,76
altkiime 11 72,9706 48,7803 0,76 0,88 0,62 0,4 0,76
altkiime 10 72,9706 48,7803 0,76 0,88 0,62 0,4 0,76
altkiime 9 72,9706 48,7803 0,76 0,88 0,62 0,4 0,76
altkiime 8 72,7396 48,1612 0,76 0,88 0,62 0,4 0,76
altkiime 7 71,9728 43,1436 0,74 0,9 0,62 0,33 0,73
altkiime 6 70,7456 38,9943 0,73 0,9 0,59 0,29 0,72
altkiime 5 70,6147 39,6496 0,73 0,9 0,58 0,3 0,72
altkiime 4 71,0212 41,9172 0,74 0,89 0,59 0,33 0,72
altkiime 3 70,6547 39,4523 0,73 0,9 0,58 0,3 0,72
altkiime 2 70,6393 37,3505 0,73 0,91 0,59 0,27 0,71
altkiime 1 69,1796 22,1954 0,7 0,95 0,58 0,14 0,68
Yerine koyma siniflandiricist (bagging) ile 25 6znitelik ile en iyi dogruluk sonuglarina
ulagmakta ve bu degerini, baz1 Ozniteliklerin eklenmesiyle ufak diisiisler olsa da
korumay1 basardig1 Cizelge 5.8 ile goriilmektedir.
Cizelge 5.8 : Agag temelli yontemlerle olusturulmus 6znitelik 6nemleri — Yerine
koyma siniflandiricist
Bagging Dogruluk F Kesinlik- Hassaslik-0 Kesinlik- Hassaslik-1 ROC
Siniflandiricist Olgiitii 0 1
altkiime 38 73,3925 49,8956 0,76 0,89 0,63 0,41 0,75
altkiime 37 73,2908 49,4669 0,76 0,89 0,63 0,41 0,75
altkiime 36 73,2677 49,6622 0,76 0,88 0,63 0,41 0,75
altkiime 35 73,5819 50,1931 0,76 0,89 0,63 0,42 0,75
altkiime 34 73,4741 50,0131 0,76 0,89 0,63 0,41 0,75
altkiime 33 73,3894 49,8025 0,76 0,89 0,63 0,41 0,75
altkiime 32 73,7174 50,1154 0,76 0,89 0,64 0,41 0,75
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altkiime 31 73,4202 49,6647 0,76 0,89 0,63 0,41 0,75

altkime 30 73,4048 49,7878 0,76 0,89 0,63 0,41 0,75
altkiime 29 73,3247 49,6922 0,76 0,89 0,63 0,41 0,75
altkiime 28 73,4633 49,717 0,76 0,89 0,63 0,41 0,75
altkiime 27 73,4448 49,9855 0,76 0,89 0,63 0,41 0,75
altkime 26 73,3724 49,6257 0,76 0,89 0,63 0,41 0,75
altkiime 25 73,6157 50,2685 0,76 0,89 0,63 0,42 0,75
altkime 24 73,5387 50,1233 0,76 0,89 0,63 0,41 0,75
altkiime 23 73,163 49,547 0,76 0,88 0,62 0,41 0,75
altkiime 22 73,2046 49,574 0,76 0,88 0,62 0,41 0,75
altkiime 21 73,1061 49,4179 0,76 0,88 0,62 0,41 0,75
altkime 20 73,0907 49,3596 0,76 0,88 0,62 0,41 0,75
altkiime 19 73,2554 49,6886 0,76 0,88 0,63 0,41 0,75
altkiime 18 73,026 49,408 0,76 0,88 0,62 0,41 0,75
altkiime 17 72,7165 48,8968 0,76 0,88 0,61 0,41 0,74
altkime 16 72,7227 48,609 0,76 0,88 0,61 0,4 0,74
altkiime 15 72,7196 48,6062 0,76 0,88 0,61 0,4 0,74
altkime 14 ~ 72,8381 49,0409 0,76 0,88 0,61 0,41 0,74
altkiime 13 72,1144 47,8369 0,75 0,87 0,6 0,4 0,74
altkiime 12 72,3546 48,0528 0,76 0,88 0,6 0,4 0,74
altkiime 11 72,2407 47,8899 0,76 0,88 0,6 0,4 0,73
altkime 10 72,1329 47,7208 0,75 0,87 0,6 0,4 0,73
altkiime 9 72,4178 48,2986 0,76 0,88 0,6 0,4 0,73
altkiime 8 71,6001 47,453 0,75 0,86 0,58 0,4 0,73
altkiime 7 71,6294 46,8668 0,75 0,87 0,59 0,39 0,72
altkiime 6 69,7786 43,3384 0,74 0,86 0,54 0,36 0,69
altkiime 5 69,6523 43,3861 0,74 0,85 0,54 0,36 0,69
altkiime 4 69,6184 43,4204 0,74 0,85 0,54 0,36 0,69
altkiime 3 67,5105 42,7564 0,74 0,81 0,49 0,38 0,65
altkiime 2 66,2802 42,3665 0,73 0,79 0,47 0,39 0,63
altkiime 1 67,9709 25,4952 0,7 0,92 0,5 0,17 0,65

Rastgele orman siniflandirma algoritmasi, 19 Oznitelik ile en iyi dogruluk ve F
Olctitiine ulastig1 goriilse de 10 6znitelik ile ulastigr dogruluk oran1 oldukga basarili bir

model oldugu Cizelge 5.9 ile goriilmektedir.

Cizelge 5.9 : Agac temelli yontemlerle olusturulmus 6znitelik 6nemleri — Rastgele

orman simiflayicisi.

Rast. Orman  Dogruluk F Kesinlik- Hassaslik-0 Kesinlik- Hassaslik-1 ROC

Smiflandiricisi Olgiitii 0 1
altkiime 38 71,9466 45,4439 0,75 0,89 0,6 0,36 0,73
altkiime 37 72,4224 45,9631 0,75 0,89 0,62 0,37 0,74
altkiime 36 72,447 46,4027 0,75 0,89 0,62 0,37 0,74
altkiime 35 72,3546 45,7157 0,75 0,89 0,62 0,36 0,74
altkime 34 72,4332 46,4191 0,75 0,89 0,62 0,37 0,74
altkiime 33 72,233 45,5739 0,75 0,89 0,61 0,36 0,74
altkiime 32 72,3485 46,1206 0,75 0,89 0,61 0,37 0,74
altkiime 31 72,2915 45,8357 0,75 0,89 0,61 0,37 0,74
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altkiime 30 72,4655 46,3905 0,75 0,89 0,62 0,37 0,74
altkiime 29 72,3085 45,942 0,75 0,89 0,61 0,37 0,74
altkiime 28 72,2253 45,6425 0,75 0,89 0,61 0,36 0,74
altklime 27 72,2823 45,8861 0,75 0,89 0,61 0,37 0,74
altkiime 26 72,3254 45,98 0,75 0,89 0,61 0,37 0,74
altklime 25 72,3439 46,055 0,75 0,89 0,61 0,37 0,74
altkiime 24 72,4424 46,453 0,75 0,89 0,62 0,37 0,74
altklime 23 72,4778 46,2371 0,75 0,89 0,62 0,37 0,74
altkiime 22 72,1298 45,7954 0,75 0,89 0,61 0,37 0,74
altkiime 21 72,4978 46,5799 0,75 0,89 0,62 0,37 0,74
altkiime 20 72,3639 46,2763 0,75 0,89 0,61 0,37 0,74
altkiime 19 72,6241 46,7615 0,75 0,89 0,62 0,38 0,74
altkiime 18 72,2623 46,1529 0,75 0,89 0,61 0,37 0,74
altkiime 17 72,4085 46,6554 0,75 0,89 0,61 0,38 0,74
altkiime 16 72,0051 46,1479 0,75 0,88 0,6 0,37 0,73
altkiime 15 71,9558 45,8253 0,75 0,88 0,6 0,37 0,73
altkiime 14 71,7664 45,5161 0,75 0,88 0,6 0,37 0,73
altkiime 13 71,8388 46,0103 0,75 0,88 0,6 0,37 0,73
altkiime 12 71,8434 46,2524 0,75 0,88 0,6 0,38 0,73
altkiime 11 71,7664 46,0738 0,75 0,88 0,59 0,38 0,73
altkime_10 72,2746 46,8034 0,75 0,88 0,61 0,38 0,74
altkiime 9 72,0451 46,2631 0,75 0,88 0,6 0,38 0,73
altkiime 8 71,6463 47,5474 0,75 0,87 0,58 0,4 0,73
altkiime 7 71,9959 46,8139 0,75 0,88 0,6 0,38 0,72
altkiime 6 69,8802 43,4702 0,74 0,86 0,55 0,36 0,69
altkiime 5 69,951 43,4167 0,74 0,86 0,55 0,36 0,69
altkiime 4 69,8956 43,5383 0,74 0,86 0,55 0,36 0,69
altkiime 3 67,452 42,7992 0,74 0,81 0,49 0,38 0,65
altkiime 2 66,7129 42,6365 0,73 0,8 0,48 0,39 0,64
altkiime 1 68,0617 24,8424 0,7 0,92 0,5 0,16 0,65
Yapay sinir aglari, bagging veya boosting modeli olmamasina ragmen 6znitelik sayisi
arttikca, gercek diinyayr daha iyi modelledigi i¢in yeni parametreler ile dogruluk
oraninin artmasi beklenen bir modeldir. Elde edilen sonuglarda bunu dogrulamaktadir.
8 Oznitelik ile aga¢ siralamasinda en iyi sonuca ulagsmayi basarmistir. Bunu yeni
Oznitelikler eklendik¢e korumayi basarmistir. Sonuglar Cizelge 5.10°da verilmistir.
Cizelge 5.10 : Agag temelli yontemlerle olusturulmus 6znitelik 6nemleri — YSA
siiflayicisi.
Yapay Sinir  Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1 Hassaslik-1 ROC
Aglari Olgiitii
altkime 38 72,4316 47,0014 0,75 0,89 0,61 0,38 0,75
altkime 37 72,096 48,6454 0,76 0,87 0,59 0,41 0,74
altkime 36 72,2638 48,8456 0,76 0,87 0,6 0,41 0,75
altkime 35 72,3439 44,7473 0,75 0,9 0,62 0,35 0,75
altkime 34 72,4132 46,9124 0,75 0,89 0,61 0,38 0,75
altkime 33 72,1375 50,8328 0,77 0,85 0,58 0,45 0,75
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altkime 32 72,3993 46,1501 0,75 0,89 0,62 0,37 0,75
altkime 31 72,0744 49,5578 0,76 0,86 0,59 0,43 0,75
altkime 30 72,3762 50,6791 0,77 0,86 0,59 0,44 0,75
altkime 29 72,4132 45,3414 0,75 0,9 0,62 0,36 0,75
altkime 28 72,3177 48,1304 0,76 0,88 0,6 0,4 0,75
altkime 27 71,9327 51,4257 0,77 0,84 0,58 0,46 0,75
altkime 26 71,7018 53,334 0,78 0,82 0,57 0,5 0,75
altkime 25 72,3808 46,2884 0,75 0,89 0,61 0,37 0,75
altkime 24 72,4255 45,9626 0,75 0,89 0,62 0,37 0,75
altkiime 23 72,213 48,5605 0,76 0,87 0,6 0,41 0,75
altkime 22 72,4085 50,6513 0,77 0,86 0,59 0,44 0,75
altkime 21 72,3916 50,2276 0,76 0,86 0,59 0,43 0,75
altkime 20 72,3085 50,4409 0,76 0,86 0,59 0,44 0,75
altkime 19 72,4286 45,6274 0,75 0,9 0,62 0,36 0,75
altkime 18 72,4301 44,6779 0,75 0,9 0,63 0,35 0,75
altkime 17 72,638 45,6608 0,75 0,9 0,63 0,36 0,75
altkime 16 72,4085 43,9523 0,74 0,91 0,63 0,34 0,75
altkiime 15 72,37 49,0835 0,76 0,87 0,6 0,42 0,75
altkime 14 72,3685 49,1657 0,76 0,87 0,6 0,42 0,75
altkime 13 72,3346 48,6055 0,76 0,87 0,6 0,41 0,75
altkime 12 72,4024 49,1791 0,76 0,87 0,6 0,42 0,75
altkime 11 72,4917 48,5203 0,76 0,88 0,61 0,4 0,75
altkime 10 72,5025 47,3091 0,75 0,89 0,61 0,39 0,75
altkime 9 72,5456 50,8545 0,77 0,86 0,6 0,44 0,75
altkiime 8 72,9967 49,6887 0,76 0,88 0,62 0,42 0,76
altkime 7 72,5025 45,8684 0,75 0,9 0,62 0,36 0,74
altkime 6 70,8626 36,6848 0,73 0,92 0,6 0,26 0,73
altkime 5 71,2629 44,8411 0,75 0,88 0,58 0,36 0,72
altkime 4 70,8672 44,6071 0,74 0,87 0,57 0,37 0,72
altkiime 3 70,801 38,5575 0,73 0,91 0,59 0,29 0,71
altkiime 2 70,219 36,3469 0,72 0,91 0,58 0,27 0,71
altkiime 1 68,459 4,5569 0,68 1 0,75 0,02 0,68
Extra Gradyen Boosting modelinde, 24 6znitelik sayisiyla yiiksek dogruluk oranlarina
erismis ve bunu yeni 6znitelikler eklendik¢e korumayi ve artirmayi basarmistir.
Cizelge 5.11 : Agac temelli yontemlerle olusturulmus 6znitelik 6nemleri — XGB
smiflayicisi.
XGB Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1 Hassaslik-1 ROC
Olgiitii

altkime 38 74,284 50,1478 0,76 0,9 0,66 0,4 0,78
altkime 37 74,284 50,1478 0,76 0,9 0,66 0,4 0,78
altkime 36 74,284 50,1478 0,76 0,9 0,66 0,4 0,78
altkiime 35 74,284 50,1478 0,76 0,9 0,66 0,4 0,78
altkime 34 74,284 50,1478 0,76 0,9 0,66 0,4 0,78
altkiime 33 74,284 50,1478 0,76 0,9 0,66 0,4 0,78
altkime 32 74,2578 50,2766 0,76 0,9 0,66 0,41 0,78
altkime 31 74,2378 50,2394 0,76 0,9 0,66 0,41 0,78
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altkime 30 74,264 50,2382 0,76 0,9 0,66 0,41 0,78
altkime 29 74,264 50,2382 0,76 0,9 0,66 0,41 0,78
altkime 28 74,264 50,2382 0,76 0,9 0,66 0,41 0,78
altkime 27 74,264 50,2382 0,76 0,9 0,66 0,41 0,78
altkime 26 74,2547 50,2025 0,76 0,9 0,66 0,41 0,78
altkiime 25 74,1839 49,7994 0,76 0,9 0,66 0,4 0,78
altkime 24 74,2732 50,1015 0,76 0,9 0,66 0,4 0,78
altkiime 23 74,1855 49,8579 0,76 0,9 0,66 0,4 0,78
altkime 22 74,1131 49,8748 0,76 0,9 0,66 0,4 0,78
altkime 21 74,0592 49,419 0,76 0,9 0,66 0,4 0,78
altkime 20 74,0022 49,279 0,76 0,9 0,66 0,39 0,78
altkime 19 74,0161 49,2099 0,76 0,9 0,66 0,39 0,78
altkime 18 73,9683 49,3134 0,76 0,9 0,66 0,4 0,78
altkime 17 73,9452 49,2365 0,76 0,9 0,66 0,39 0,78
altkime 16 73,5387 47,831 0,76 0,9 0,65 0,38 0,77
altkime 15 73,5434 47,7783 0,75 0,9 0,65 0,38 0,77
altkime 14 73,5372 47,8991 0,76 0,9 0,65 0,38 0,77
altkime 13 73,4925 47,9611 0,76 0,9 0,65 0,38 0,77
altkime 12 73,5449 47,9222 0,76 0,9 0,65 0,38 0,77
altkime 11 73,5865 48,2471 0,76 0,9 0,65 0,38 0,77
altkime 10 73,5341 48,0348 0,76 0,9 0,65 0,38 0,77
altkime 9 73,5357 48,0394 0,76 0,9 0,65 0,38 0,77
altkime 8 73,4387 47,9324 0,76 0,9 0,64 0,38 0,77
altkime 7 72,8782 44,6901 0,75 0,91 0,64 0,34 0,75
altkime 6 71,8573 44,2927 0,74 0,89 0,61 0,35 0,74
altkime 5 71,7942 44,3357 0,74 0,89 0,6 0,35 0,74
altkime 4 71,8989 44,9638 0,75 0,89 0,6 0,36 0,74
altkime 3 71,6848 43,7525 0,74 0,89 0,6 0,34 0,73
altkime 2 70,8149 39,9277 0,73 0,9 0,59 0,3 0,71
altkime 1 69,2027 21,8558 0,7 0,95 0,58 0,13 0,68

Extra trees modelinde ise, 7 0znitelik ile en 1yi sonuca ulasilmig oldugu goriilmiistiir.

Yeni Oznitelik eklendikg¢e, dogruluk oraninda ¢ok az da olsa bir diisiis gozlenmis,

model ulagtif1 dogruluk oranini korumakta ¢ok etkili olamamius.

Cizelge 5.12 : Agag temelli yontemlerle olusturulmus 6znitelik onemleri — Extra
Trees smiflayicisi.
Extra Trees Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1 Hassaslik-1 ROC
Olciitii

altkime 38 69,4876 39,864 0,73 0,87 0,54 0,32 0,69
altkime 37 69,332 39,5557 0,73 0,87 0,54 0,31 0,69
altkime 36 69,3659 39,6774 0,73 0,87 0,54 0,31 0,69
altkime 35 69,6215 39,9915 0,73 0,88 0,54 0,32 0,69
altkime 34 69,7555 40,3631 0,73 0,88 0,55 0,32 0,69
altkime 33 69,5184 40,0702 0,73 0,87 0,54 0,32 0,69
altkime 32 69,6246 40,0195 0,73 0,88 0,54 0,32 0,69
altkime 31 69,4614 39,7521 0,73 0,87 0,54 0,31 0,69
altkime 30 69,5692 39,9793 0,73 0,87 0,54 0,32 0,69
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altkime 29 70,1481 40,6054 0,73 0,88 0,56 0,32 0,70

altkime 28 69,6431 40,0085 0,73 0,88 0,55 0,32 0,69
altkime 27 69,951 40,6063 0,73 0,88 0,55 0,32 0,70
altkime 26 70,1897 41,1085 0,73 0,88 0,56 0,32 0,70
altkime 25 69,9726 40,8433 0,73 0,88 0,55 0,32 0,69
altkime 24 69,814 40,9127 0,73 0,87 0,55 0,33 0,69
altkime 23 69,6693 41,0275 0,73 0,87 0,54 0,33 0,69
altkime 22 69,6092 41,1591 0,73 0,87 0,54 0,33 0,69
altkime 21 69,7632 41,4677 0,73 0,87 0,55 0,33 0,69
altkime 20 69,6847 41,464 0,73 0,87 0,54 0,34 0,69
altkime 19 69,7586 41,1024 0,73 0,87 0,55 0,33 0,69
altkime 18 69,4891 41,509 0,73 0,86 0,54 0,34 0,69
altkime 17 69,3397 41,9069 0,74 0,86 0,53 0,35 0,69
altkime 16 68,6576 41,2028 0,73 0,85 0,52 0,34 0,68
altkiime 15 68,79 41,414 0,73 0,85 0,52 0,34 0,69
altkime 14 68,9163 41,5361 0,73 0,85 0,52 0,34 0,69
altkime 13 69,0395 42,0598 0,74 0,85 0,53 0,35 0,69
altkime 12 69,4629 42,8341 0,74 0,85 0,54 0,36 0,70
altkime 11 69,757 43,4026 0,74 0,86 0,54 0,36 0,70
altkime 10 69,5245 42,8472 0,74 0,85 0,54 0,36 0,70
altkime 9 69,4999 42,867 0,74 0,85 0,54 0,36 0,70
altkime 8 70,4869 45,2481 0,75 0,86 0,56 0,38 0,71
altkiime 7 71,1644 45,3019 0,75 0,87 0,58 0,37 0,71
altkime 6 69,4244 42,4318 0,74 0,86 0,53 0,35 0,68
altkime 5 69,2073 42,5312 0,74 0,85 0,53 0,36 0,68
altkime 4 69,3983 42,8842 0,74 0,85 0,53 0,36 0,68
altkime 3 66,8576 42,1709 0,73 0,81 0,48 0,38 0,64
altkime 2 65,7459 42,2752 0,73 0,78 0,46 0,39 0,62
altkime 1 68,2373 23,2875 0,7 0,93 0,51 0,15 0,65

5.3.2 Temel bilesen analizi (PCA) yontemiyle olusturulmus alt kiimeler

Lojistik regresyon modeli igin, 6znitelik sayisi arttik¢a iyilesme gostermistir. Model,
eklenen her yeni 6znitelik ile lineer fonksiyona bir yeni bilinmeyen daha eklediginden,
eklenen her 0znitelik ile iyilesme gosterdigi goriilmiistiir. En iyi sonuca en son eklenen

Oznitelik ile ulagilmistir. Degerler Cizelge 5.13’te verilmistir.

Cizelge 5.13 : Temel bilesen yontemlerle olusturulmus 6znitelik dnemleri — Lojistik

Regresyon simiflayicisi.

Lojistik Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1  Hassaslik-1 ROC

Reg. Olgiitii
altkiime 33 69,2951 20,2775 0,7 0,96 0,6 0,12 0,7
altkiime 32 69,2843 20,0545 0,7 0,96 0,6 0,12 0,7
altkime 31 69,2504 19,7992 0,7 0,96 0,6 0,12 0,7
altkiime 30 69,2566 19,8024 0,7 0,96 0,6 0,12 0,7
altkiime 29 69,2474 19,7396 0,7 0,96 0,6 0,12 0,7
altkiime 28 69,2397 19,4703 0,7 0,96 0,6 0,12 0,7
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altkime 27 69,252 19,6321 0,7 0,96 0,6 0,12 0,7
altkiime 26 68,9948 17,8055 0,7 0,97 0,59 0,1 0,7
altkime 25 68,9964 17,8063 0,7 0,97 0,59 0,1 0,7
altkime 24 68,9302 17,1267 0,7 0,97 0,59 0,1 0,7
altkime 23 68,9409 17,2879 0,7 0,97 0,59 0,1 0,7
altkime 22 68,9132 17,1597 0,7 0,97 0,59 0,1 0,7
altkime 21 68,9101 17,0222 0,69 0,97 0,59 0,1 0,7
altkime 20 68,9163 17,0454 0,69 0,97 0,59 0,1 0,7
altkime 19 68,9209 16,9929 0,69 0,97 0,59 0,1 0,7
altkime 18 68,9225 16,9936 0,69 0,97 0,59 0,1 0,7
altkime 17 68,0525 14,7506 0,69 0,96 0,51 0,09 0,67
altkime 16 68,5375 18,232 0,7 0,96 0,54 0,11 0,66
altkime 15 68,5852 17,9654 0,69 0,96 0,55 0,11 0,66
altkime 14 68,6468 17,0726 0,69 0,96 0,56 0,1 0,66
altkime 13 68,3681 7,5764 0,69 0,99 0,59 0,04 0,64
altkime 12 68,3466 7,38 0,69 0,99 0,59 0,04 0,64
altkime 11 68,1079 1,6804 0,68 1 0,69 0,01 0,64
altkime 10 68,1125 1,5966 0,68 1 0,71 0,01 0,64
altkime 9 68,0833 1,2576 0,68 1 0,72 0,01 0,64
altkime 8 68,0817 1,2482 0,68 1 0,72 0,01 0,64
altkime 7 68,0833 1,2576 0,68 1 0,72 0,01 0,64
altkime 6 68,0787 1,1067 0,68 1 0,75 0,01 0,63
altkime 5 68,0201 0,3837 0,68 1 1 0 0,56
altkime 4 68,0201  0,3837 0,68 1 1 0 0,54
altkime 3 68,0201 0,3837 0,68 1 1 0 0,55
altkime 2 68,0201  0,3837 0,68 1 1 0 0,51
altkime 1 68,0201 0,3837 0,68 1 1 0 0,51
Naive bayes yonteminde, 6znitelik sayis1 7 dogruluk ve f 6lgiitii oldukga basarili bir
performans gostermis iken, yeni eklenen Ozniteliklerle bu performansi 17 6znitelik
sayisina ulagana kadar koruyabilmistir. Ancak ‘transfer ay’ parametresiyle dogrulukta
diisiis meydana gelmis iken, F 6l¢iitii ve ROC degeri artisa gegmistir.
Cizelge 5.14 : Temel bilesen yontemlerle olusturulmus 6znitelik 6nemleri — Naive
Bayes siniflayicisi.
Naive Bayes Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1 Hassaslik-1 ROC
Olgiitii
altkime 33 41,4311 51,9583 0,96 0,14 0,35 0,99 0,61
altkime 32 41,4326 51,9602 0,96 0,14 0,35 0,99 0,61
altkime 31 41,4326 51,9602 0,96 0,14 0,35 0,99 0,61
altkime 30 41,4049 51,9496 0,96 0,14 0,35 0,99 0,61
altkime 29 41,3679 51,9448 0,96 0,14 0,35 0,99 0,62
altkime 28 41,3064 51,9271 0,97 0,14 0,35 0,99 0,62
altkime 27 41,2956 51,9237 0,97 0,14 0,35 0,99 0,62
altkime 26 41,2294 51,9174 0,97 0,14 0,35 0,99 0,61
altkime 25 41,8607 51,941 0,94 0,15 0,35 0,98 0,64
altkime 24 41,8191 51,9415 0,95 0,15 0,35 0,98 0,64
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altkiime 23
altklime 22
altkiime 21
altkiime 20
altkiime 19
altklime 18
altkiime 17
altkiime 16
altkiime 15
altkiime 14
altkiime 13
altkiime 12
altkiime 11
altkiime 10
altkiime 9
altkiime 8
altkiime 7
altkiime 6
altkiime 5
altkiime 4
altkiime 3
altkiime 2

altkiime 1

41,7975
41,6898
41,6944
41,5881
45,1358
44,8248
54,1282
53,2212
53,2474
53,2151
52,9364
52,5391
52,3559
52,3405
44,9664
53,5277
53,6832
60,5968
67,6398
67,6752
67,6752
67,6752
67,6752

51,9384
51,8922
51,9101
51,9013
51,5837
51,524
49,2565
49,3852
49,4329
49,4072
49,0846
48,9406
48,8545
48,8312
50,9113
49,669
49,9234
35,0903
4,1328
3,7769
3,7769
3,7769
3,7769

0,95
0,95
0,95
0,95
0,85
0,85
0,77
0,77
0,77
0,77
0,76
0,76
0,76
0,76
0,82
0,77
0,77
0,7
0,68
0,68
0,68
0,68
0,68

0,15
0,15
0,15
0,15
0,23
0,23
0,47
0,45
0,45
0,45
0,45
0,44
0,44
0,44
0,24
0,45
0,45
0,73
0,99
0,99
0,99
0,99
0,99

0,35
0,35
0,35
0,35
0,36
0,36
0,38
0,38
0,38
0,38
0,38
0,37
0,37
0,37
0,36
0,38
0,38
0,37
0,41
0,41
0,41
0,41
0,41

0,98
0,98
0,98
0,98
0,91
0,92
0,69
0,71
0,71
0,71
0,71
0,71
0,71
0,71
0,89
0,72
0,72
0,33
0,02
0,02
0,02
0,02
0,02

0,64
0,64
0,64
0,63
0,63
0,63
0,61
0,61
0,61
0,61
0,6

0,6

0,6

0,6

0,6

0,6

0,59
0,59
0,59
0,56
0,52
0,51
0,51

Karar agaglarinda ise 13 6znitelikle yliksek dogruluk oranlarina ulagmis ve bu oram

yeni Ozniteliklerle artirarak devam etmistir.

Cizelge 5.15 : Temel bilesen yontemlerle olusturulmus 6znitelik énemleri — Karar

agaclar1 siniflayicisi.

Karar Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1 Hassaslik-1 ROC
Agaclari Olgiitii
altkime 33 65,0299 44,9684 0,75 0,74 0,45 0,45 0,6
altkime 32 65,1777 45,3387 0,75 0,74 0,45 0,45 0,6
altkime 31 65,0699 45,058 0,75 0,74 0,45 0,45 0,6
altkime 30 64,9868 44,9832 0,75 0,74 0,45 0,45 0,6
altkime 29 65,3332 45,5263 0,75 0,75 0,45 0,46 0,6
altkime 28 64,9929 44,9902 0,75 0,74 0,45 0,45 0,6
altkime 27 65,401 45,6459 0,75 0,75 0,45 0,46 0,6
altkime 26 65,3532 45,1235 0,75 0,75 0,44 0,45 0,6
altkime 25 65,3286 45,3245 0,75 0,75 0,45 0,45 0,6
altkime 24 65,3563 45,4054 0,75 0,75 0,45 0,45 0,6
altkime 23 65,2793 45,5851 0,75 0,75 0,45 0,46 0,6
altkime 22 65,2593 45,4866 0,75 0,75 0,45 0,45 0,6
altkime 21 65,4194 45,5669 0,75 0,75 0,45 0,46 0,6
altkime 20 65,4764 45,2866 0,75 0,75 0,45 0,45 0,6
altkime 19 65,4564 45,2482 0,75 0,75 0,45 0,45 0,6
altkime 18 65,267 44,785 0,75 0,75 0,44 0,45 0,6
altkiime 17 65,4764 45,2973 0,75 0,75 0,45 0,45 0,6
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altkime 16 65,2839 45,1168 0,75 0,75 0,45 0,45 0,6
altkiime 15 65,4964 45,3597 0,75 0,75 0,45 0,45 0,6
altkime 14 65,441 45,1113 0,75 0,75 0,44 0,45 0,6
altkime 13 65,3671 45,2749 0,75 0,75 0,45 0,45 0,6
altkime 12 64,6126 44,2563 0,74 0,74 0,44 0,44 0,59
altkime 11 64,1891 43,5496 0,74 0,74 0,43 0,44 0,59
altkime 10 63,5424 42,5357 0,74 0,73 0,42 0,43 0,58
altkime 9 63,4408 42,1453 0,74 0,73 0,42 0,42 0,57
altkime 8 63,5332 42,2774 0,74 0,73 0,42 0,42 0,57
altkime 7 63,4454 42,3814 0,74 0,73 0,42 0,42 0,57
altkime 6 63,3115 42,0845 0,74 0,73 0,42 0,42 0,57
altkime 5 63,0974 41,6175 0,73 0,73 0,41 0,42 0,57
altkime 4 61,6608 28,1103 0,8 0,74 0,23 0,28 0,54
altkime 3 63,3792 18,2462 0,87 0,76 0,13 0,18 0,53
altkime 2 65,0201  3,4247 1 0,81 0 0 0,51
altkime 1 68,0201  0,3837 1 0,81 0 0 0,5
K en yakin komsu, az sayidaki 6znitelik ile yliksek dogruluk oranlarina ulagmais iken,
bu Oznitelik siralamasi ile 5 Oznitelik ile en yiiksek degerine ulagmistir. Yeni
Ozniteliklerin eklenmesiyle uzaydaki noktalarin dagilimi dogrulukta ve F oOlgiitiinde
diisiis gostermistir. Elde edilen sonuglar Cizelge 5.16’da verilmistir.
Cizelge 5.16 : Temel bilesen yontemlerle olusturulmus 6znitelik 6nemleri — K-en
yakin komsu siiflayicisi.
K En Yakin Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1 ~Hassaslik-1 ROC
Komsu Olgiitii
altkiime 33 63,37 34,5035 0,71 0,79 0,4 0,3 0,6
altkime 32 63,5101 35,3397 0,71 0,79 0,41 0,31 0,61
altkime 31 63,6518 35,7765 0,71 0,79 0,41 0,32 0,61
altkime 30 63,6518 35,7765 0,71 0,79 0,41 0,32 0,61
altkime 29 63,6625 35,8042 0,71 0,79 0,41 0,32 0,61
altkime 28 63,6595 35,7988 0,71 0,79 0,41 0,32 0,61
altkime 27 63,9767 36,1508 0,71 0,79 0,42 0,32 0,61
altkime 26 64,1337 36,5987 0,71 0,79 0,42 0,32 0,61
altkime 25 64,146 36,6067 0,71 0,79 0,42 0,32 0,61
altkime 24 64,6341 38,0048 0,72 0,79 0,43 0,34 0,62
altkime 23 64,6141 37,9412 0,72 0,79 0,43 0,34 0,62
altkime 22 64,6034 37,9508 0,72 0,79 0,43 0,34 0,62
altkime 21 64,7111 38,1597 0,72 0,79 0,44 0,34 0,62
altkime 20 64,7111 38,1597 0,72 0,79 0,44 0,34 0,62
altkime 19 64,7096 38,1587 0,72 0,79 0,44 0,34 0,62
altkime 18 64,7389 38,0244 0,72 0,79 0,44 0,34 0,62
altkime 17 64,7327 38,0705 0,72 0,79 0,44 0,34 0,62
altkime 16 64,705 38,0252 0,72 0,79 0,43 0,34 0,62
altkime 15 64,7219 38,1168 0,72 0,79 0,44 0,34 0,62
altkime 14 64,7296 38,1287 0,72 0,79 0,44 0,34 0,62
altkime 13 64,959 38,3329 0,72 0,8 0,44 0,34 0,63

99



altkime 12 64,6911 37,3145 0,72 0,8 0,43 0,33 0,62
altkime 11 64,899 38,0947 0,72 0,8 0,44 0,34 0,63
altkime 10 64,9267 36,4311 0,71 0,81 0,43 0,31 0,61
altkime 9 66,4388 38,6788 0,72 0,82 0,47 0,33 0,64
altkime 8 66,4388 38,6788 0,72 0,82 0,47 0,33 0,64
altkime 7 66,5789 38,9881 0,72 0,82 0,47 0,33 0,64
altkime 6 66,6867 39,0134 0,72 0,82 0,47 0,33 0,64
altkiime 5 67,3242 40,8342 0,73 0,82 0,49 0,35 0,65
altkime 4 62,6986 29,7235 0,69 0,81 0,37 0,25 0,56
altkime 3 62,1551 25,9431 0,69 0,82 0,35 0,21 0,52
altkime 2 67,7322  1,9281 0,68 0,99 0,37 0,01 0,5
altkime 1 69,4523 0,7335 0,68 0,99 0,37 0,01 0,47
Gradyen Boosting model ile modele yeni 6znitelik eklendikge, bu 6zniteliklerden de
hata Ogrenerek ilerlediginden, eklenmemesi gereken bir Oznitelik bile modelin
dogrulugunu iyilestirmektedir. En iyi sonuca, tiim 6znitelik altkiimesiyle ulagiimistir.
Cizelge 5.17 : Temel bilesen yontemlerle olusturulmus 6znitelik 6nemleri — Gradyen
Boosting siniflayicisi.
Gradyen  Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1 Hassaslik-1 ROC
Boosting Olgiitii
altkiime 33 71,035 38,9432 0,73 0,91 0,6 0,29 0,74
altkime 32 70,8764 38,3788 0,73 0,91 0,6 0,28 0,74
altkime 31 70,8102 38,565 0,73 0,91 0,59 0,29 0,74
altkime 30 70,8595 38,5093 0,73 0,91 0,59 0,28 0,74
altkime 29 70,8888 38,6089 0,73 0,91 0,6 0,29 0,74
altkime 28 70,8826 38,58 0,73 0,91 0,6 0,29 0,74
altkime 27 70,9365 38,0477 0,73 0,91 0,6 0,28 0,74
altkime 26 70,7363 37,8942 0,73 0,91 0,59 0,28 0,74
altkime 25 70,7363 37,8942 0,73 0,91 0,59 0,28 0,74
altkime 24 70,6978 38,767 0,73 0,9 0,59 0,29 0,74
altkime 23 70,6424 38,5562 0,73 0,9 0,59 0,29 0,74
altkime 22 70,6424 38,5562 0,73 0,9 0,59 0,29 0,74
altkime 21 70,6578 38,0534 0,73 0,91 0,59 0,28 0,74
altkime 20 70,587 36,5719 0,72 0,91 0,59 0,26 0,74
altkime 19 70,587 36,5719 0,72 0,91 0,59 0,26 0,74
altkime 18 70,5793 36,6332 0,73 0,91 0,59 0,27 0,74
altkime 17 70,4853 34,7672 0,72 0,92 0,6 0,25 0,74
altkime 16 70,4853 34,7672 0,72 0,92 0,6 0,25 0,74
altkime 15 70,4853 34,7672 0,72 0,92 0,6 0,25 0,74
altkime 14 70,4853 34,7672 0,72 0,92 0,6 0,25 0,74
altkime 13 70,2913 33,1323 0,72 0,93 0,59 0,23 0,73
altkime 12 70,1543 31,4725 0,72 0,93 0,6 0,21 0,73
altkime 11 70,0896 29,5506 0,71 0,94 0,6 0,2 0,72
altkime 10 69,6169 24,0376 0,7 0,95 0,6 0,15 0,7
altkiime 9 69,446 23,9295 0,7 0,95 0,59 0,15 0,69
altkiime 8 69,446 23,9295 0,7 0,95 0,59 0,15 0,69
altkime 7 69,4675 24,1169 0,7 0,95 0,59 0,15 0,69
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altkime 6 69,4337 23,928 0,7 0,95 0,59 0,15 0,69
altkime 5 69,4891 24,8093 0,7 0,95 0,59 0,16 0,69
altkime 4 68,0325 0,8122 0,68 1 0,7 0 0,62
altkime 3 68,0248 0,7741 0,68 1 0,68 0 0,57
altkime 2 68,0201  0,3837 0,68 1 1 0 0,51
altkime 1 68,0201  0,3837 0,68 1 1 0 0,51
Adaboost algoritmasiyla, 6znitelik eklendikg¢e iyilesmenin devam ettigi gozlenmistir.
En 1yi sonuca en son eklenen 6znitelik ile ulagilmistir.
Cizelge 5.18 : Temel bilesen yontemlerle olusturulmus 6znitelik onemleri —
AdaBoost siniflayicisi.
AdaBoost  Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1 Hassaslik-1 ROC
Olgiitii
altkiime 33 70,7687 41,1093 0,73 0,89 0,58 0,32 0,74
altkime 32 70,7656 41,1615 0,74 0,89 0,58 0,32 0,74
altkime 31 70,647 41,0453 0,73 0,89 0,58 0,32 0,74
altkime 30 70,5823 40,7505 0,73 0,89 0,57 0,32 0,74
altkime 29 70,5823 40,7505 0,73 0,89 0,57 0,32 0,74
altkime 28 70,5254 40,656 0,73 0,89 0,57 0,32 0,74
altkime 27 70,5377 40,8202 0,73 0,89 0,57 0,32 0,74
altkime 26 70,4684 39,7171 0,73 0,89 0,57 0,3 0,74
altkime 25 70,4684 39,7171 0,73 0,89 0,57 0,3 0,74
altkime 24 70,4391 39,4576 0,73 0,89 0,57 0,3 0,74
altkime_23 70,4391 39,4576 0,73 0,89 0,57 0,3 0,74
altkime 22 70,4391 39,4576 0,73 0,89 0,57 0,3 0,74
altkime 21 70,3622 39,0153 0,73 0,9 0,57 0,3 0,74
altkime 20 70,3021 37,5482 0,73 0,9 0,58 0,28 0,74
altkime 19 70,2836 37,6063 0,73 0,9 0,57 0,28 0,74
altkime 18 70,3514 39,5315 0,73 0,89 0,57 0,3 0,74
altkime 17 69,7262 32,4712 0,72 0,92 0,57 0,23 0,72
altkime 16 69,7016 34,087 0,72 0,91 0,56 0,24 0,72
altkime 15 69,7016 34,087 0,72 0,91 0,56 0,24 0,72
altkime 14 69,7016 34,087 0,72 0,91 0,56 0,24 0,72
altkime 13 69,8232 30,2711 0,71 0,93 0,58 0,2 0,72
altkime 12 69,4814 29,2244 0,71 0,93 0,57 0,2 0,71
altkime 11 69,5599 27,8425 0,71 0,94 0,58 0,18 0,71
altkime 10 69,5184 25,9464 0,71 0,94 0,59 0,17 0,69
altkime 9 69,3521 25,6814 0,71 0,94 0,58 0,17 0,69
altkime 8 69,3521 25,6814 0,71 0,94 0,58 0,17 0,69
altkime 7 69,3875 22,8671 0,7 0,95 0,59 0,14 0,69
altkime 6 69,3367 25,0565 0,7 0,94 0,58 0,16 0,68
altkime 5 69,2982 25,2801 0,7 0,94 0,57 0,16 0,69
altkime 4 68,0402 0,727 0,68 1 0,77 0 0,62
altkime 3 68,0325 0,7363 0,68 1 0,73 0 0,57
altkime 2 68,0201  0,3837 0,68 1 1 0 0,51
altkime 1 68,0201 0,3837 0,68 1 1 0 0,51
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Yerine koyma (bagging) yontemi ile 6znitelik eklendikge iyilesmenin devam ettigi
gozlenmistir. En iyi sonuca 32 Oznitelik alt kiime Oznitelik grubuyla ulasilmistir.

Degerler Cizelge 5.19°da verilmistir.

Cizelge 5.19 : Temel bilesen yontemlerle olusturulmus 6znitelik 6nemleri — Yerine

koyma (Bagging) siniflayicisi.

Bagging  Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1  Hassaslik-1 ROC

Olgiitii

altkiime 33 69,6369 42,066 0,74 0,86 0,54 0,34 0,71
altkiime 32 69,7093 42,5367 0,74 0,86 0,54 0,35 0,71
altkime 31 69,5507 42,4057 0,74 0,86 0,54 0,35 0,71
altkiime 30 69,5461 42,5092 0,74 0,86 0,54 0,35 0,7
altkime 29 69,4275 42,3138 0,74 0,86 0,54 0,35 0,7
altkiime 28 69,6092 42,5599 0,74 0,86 0,54 0,35 0,71
altkime 27 69,7847 42,5371 0,74 0,86 0,54 0,35 0,71
altkiime 26 69,5122 42,3379 0,74 0,86 0,54 0,35 0,7
altkime 25 69,4121 42,1234 0,74 0,86 0,53 0,35 0,7
altkiime 24 69,5245 42,5453 0,74 0,86 0,54 0,35 0,7
altkiime 23 69,4953 42,7808 0,74 0,85 0,54 0,36 0,7
altkiime 22 69,4876 42,7051 0,74 0,86 0,54 0,35 0,7
altkime 21 69,349 42,591 0,74 0,85 0,53 0,35 0,7
altkime 20 69,369 42,6368 0,74 0,85 0,53 0,36 0,7
altkime 19 69,4337 42,4425 0,74 0,86 0,54 0,35 0,7
altkiime 18 69,3028 42,4214 0,74 0,85 0,53 0,35 0,7
altkime 17 69,4383 42,913 0,74 0,85 0,53 0,36 0,7
altkime 16 69,5014 42,6333 0,74 0,86 0,54 0,35 0,7
altkime 15 69,5461 42,5759 0,74 0,86 0,54 0,35 0,7
altkime 14 69,1349 42,0212 0,74 0,85 0,53 0,35 0,7
altkime 13 69,1673 42,3039 0,74 0,85 0,53 0,35 0,7
altkime 12 68,633 40,6906 0,73 0,85 0,52 0,34 0,69
altkime 11 68,6407 40,4259 0,73 0,85 0,52 0,33 0,68
altkime 10 67,8723 38,5619 0,72 0,85 0,5 0,31 0,66
altkime 9 67,0562 39,4886 0,73 0,83 0,48 0,34 0,65
altkiime 8 66,7775 38,9474 0,72 0,83 0,47 0,33 0,65
altkime 7 67,1948 39,5243 0,73 0,83 0,48 0,33 0,65
altkime 6 66,7514 39,2482 0,72 0,82 0,47 0,34 0,65
altkime 5 66,7236 39,5446 0,73 0,82 0,47 0,34 0,64
altkime 4 61,1573 30,7168 0,69 0,77 0,36 0,27 0,55
altkime 3 62,8557 21,231 0,68 0,85 0,33 0,16 0,53
altkime 2 68,0201  0,3837 0,68 1 1 0 0,51
altkime 1 68,0201  0,3837 0,68 1 1 0 0,51

Rastgele ormanlar yontemiyle, ilk basta dogruluk orani yiiksek ¢iksa da bu degerler
icin F 6l¢iitii oldukca diisiiktlir. Bu model, 5 6znitelik ile yliksek dogruluk oranlarina
erigsmistir. Bilgi birikerek ilerlemis ve en dogru sonuca 33. altkiime ile ulasilmistir.

Modelden elde edilen sonuglar Cizelge 5.20°de verilmistir.
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Cizelge 5.20 : Temel bilesen yontemiyle olusturulmus 6znitelik 6nemleri — Rastgele

orman Sll’llﬂﬁlelSl.

Rast. Orman Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1 Hassaslik-1 ROC

Siniflayicist Olgiitii
altkiime_33 69,2243 40,2606 0,73 0,87 0,53 0,32 0,69
altkime 32 68,9271 40,0262 0,73 0,86 0,52 0,32 0,69
altkime 31 68,9594 40,3668 0,73 0,86 0,53 0,33 0,69
altkime 30 69,1088 40,6309 0,73 0,86 0,53 0,33 0,69
altkime 29 68,8793 40,5366 0,73 0,86 0,52 0,33 0,69
altkime 28 68,6037 40,1632 0,73 0,85 0,52 0,33 0,69
altkime 27 69,0241 40,6596 0,73 0,86 0,53 0,33 0,69
altkime 26 68,7854 40,8255 0,73 0,85 0,52 0,34 0,69
altkime 25 68,8639 40,7339 0,73 0,86 0,52 0,33 0,69
altkime 24 68,5298 41,0465 0,73 0,85 0,51 0,34 0,69
altkime 23 68,536 40,795 0,73 0,85 0,51 0,34 0,69
altkime 22 68,4728 40,5367 0,73 0,85 0,51 0,34 0,69
altkime 21 68,6145 40,6867 0,73 0,85 0,52 0,34 0,69
altkime 20 68,924 41,345 0,73 0,85 0,52 0,34 0,69
altkime 19 69,0102 41,3031 0,73 0,86 0,53 0,34 0,69
altkime 18 68,8978 40,9472 0,73 0,86 0,52 0,34 0,69
altkime_17 69,1873 41,253 0,73 0,86 0,53 0,34 0,69
altkime 16 68,8655 40,5609 0,73 0,86 0,52 0,33 0,69
altkime 15 68,9748 40,9172 0,73 0,86 0,52 0,34 0,69
altkime 14 69,1288 40,9924 0,73 0,86 0,53 0,33 0,7
altkime 13 68,8963 40,272 0,73 0,86 0,52 0,33 0,69
altkime 12 68,5021 39,1335 0,73 0,86 0,51 0,32 0,69
altkime 11 68,2034 38,7531 0,73 0,86 0,51 0,31 0,68
altkime 10 67,104 37,0833 0,72 0,84 0,48 0,3 0,65
altkime 9 66,7606 38,6437 0,72 0,83 0,47 0,33 0,64
altkime 8 66,8037 38,8623 0,72 0,83 0,47 0,33 0,65
altkime 7 66,9207 39,0432 0,72 0,83 0,48 0,33 0,64
altkime 6 66,9454 39,3913 0,73 0,83 0,48 0,34 0,64
altkime 5 66,6097 39,4291 0,72 0,82 0,47 0,34 0,64
altkime 4 61,0049 29,6352 0,69 0,78 0,35 0,26 0,55
altkime 3 62,5493 21,2166 0,68 0,85 0,33 0,16 0,53
altkime 2 68,0201 0,3837 0,68 1 1 0 0,51
altkime 1 68,0201  0,3837 0,68 1 1 0 0,51

Yapay sinir aglar1, 5 6znitelik ile yiiksek dogruluk degerlerine ulasmis, sonrasinda
eklenen oOznitelikler ile en iyi degerine 12. 6znitelikte ulasmis, sonrasinda modelin

performans artis1 yaklasik bu degerde sabit kaldig1 Cizelge 5.21 ile goriilmektedir.

Cizelge 5.21 : Temel bilesen yontemiyle olusturulmus 6znitelik 6nemleri — YSA

smiflayicisi.

YSA Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1  Hassaslik-1 ROC

Smiflayicis Olgiitii
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altkime 33 70,0357 35,7968 0,72 0,91 0,57 0,26 0,71
altkime 32 69,4537 44,3409 0,74 0,84 0,53 0,38 0,71
altkime 31 69,3474 38,0789 0,73 0,88 0,54 0,29 0,71
altkime 30 69,369 39,5772 0,73 0,87 0,54 0,31 0,71
altkime 29 69,5615 43,3419 0,74 0,85 0,54 0,36 0,71
altkime 28 69,1057 46,2581 0,75 0,82 0,52 0,41 0,71
altkime 27 69,5445 40,3726 0,73 0,87 0,54 0,32 0,71
altkime 26 69,175 46,4174 0,75 0,82 0,52 0,42 0,72
altkime 25 69,8756 35,5812 0,72 0,91 0,57 0,26 0,72
altkime 24 69,9926 37,6264 0,73 0,9 0,56 0,28 0,72
altkime 23 69,9849 38,1469 0,73 0,89 0,56 0,29 0,72
altkime 22 70,0234 41,365 0,73 0,87 0,55 0,33 0,72
altkime 21 70,0573 40,8577 0,73 0,88 0,56 0,32 0,72
altkime 20 70,1373 37,6679 0,73 0,9 0,57 0,28 0,72
altkime 19 69,7308 28,9915 0,71 0,94 0,58 0,19 0,72
altkime 18 70,1882 39,6948 0,73 0,89 0,56 0,31 0,72
altkiime_17 70,2775 37,1094 0,73 0,91 0,58 0,27 0,73
altkime 16 70,1758 41,7666 0,74 0,88 0,56 0,33 0,73
altkime 15 69,9541 29,9882 0,71 0,93 0,59 0,2 0,72
altkime 14 70,2436 37,7677 0,73 0,9 0,57 0,28 0,73
altkime 13 69,774 39,9951 0,73 0,88 0,55 0,31 0,71
altkime 12 69,5645 41,9944 0,74 0,86 0,54 0,34 0,72
altkime 11 69,6231 28,0315 0,71 0,94 0,58 0,18 0,71
altkime 10 69,1488 28,6213 0,71 0,93 0,55 0,19 0,69
altkime 9 68,8609 24,3066 0,7 0,94 0,55 0,16 0,69
altkime 8 68,9563 27,8599 0,71 0,93 0,55 0,19 0,69
altkime 7 69,0333 22,3543 0,7 0,95 0,57 0,14 0,68
altkime 6 69,1319 21,301 0,7 0,96 0,58 0,13 0,69
altkime 5 68,6545 32,1637 0,71 0,9 0,52 0,23 0,69
altkime 4 68,0386 0,8597 0,68 1 0,7 0 0,62
altkiime 3 68,034  0,7363 0,68 1 0,73 0 0,57
altkime 2 68,0201  0,3837 0,68 1 1 0 0,51
altkime 1 68,0201  0,3837 0,68 1 1 0 0,51
XGB smiflayici, 6znitelik sayist arttikca performansinda artig gostermeye devam
etmistir. En yliksek degerine 33. altkiime ile ulagsmustir.
Cizelge 5.22 : Temel bilesen yontemiyle olusturulmus 6znitelik 6nemleri — XGB
smiflayicisi.
XGB Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1 Hassaslik-1 ROC
Smiflayicisi Olgiitii
altkiime 33 71,0905 38,2584 0,73 0,91 0,61 0,28 0,74
altkime 32 71,0135 37,9757 0,73 0,91 0,6 0,28 0,74
altkime 31 70,9211 38,1043 0,73 0,91 0,6 0,28 0,74
altkime 30 70,9565 37,4104 0,73 0,92 0,6 0,27 0,74
altkime 29 70,918 37,8247 0,73 0,91 0,6 0,28 0,74
altkime 28 70,8888 37,7601 0,73 0,91 0,6 0,28 0,74
altkime 27 70,8287 37,4773 0,73 0,91 0,6 0,27 0,74
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altkime 26 70,7132 36,6886 0,73 0,92 0,6 0,26 0,74
altkime 25 70,6747 36,7675 0,73 0,91 0,59 0,27 0,74
altkime 24 70,6686 37,3985 0,73 0,91 0,59 0,27 0,74
altkime 23 70,6732 37,468 0,73 0,91 0,59 0,27 0,74
altkime 22 70,6732 37,468 0,73 0,91 0,59 0,27 0,74
altkime 21 70,6208 37,2203 0,73 0,91 0,59 0,27 0,74
altkime 20 70,7286 35,664 0,72 0,92 0,6 0,25 0,74
altkime 19 70,6717 36,2401 0,72 0,92 0,6 0,26 0,74
altkime 18 70,7009 35,8852 0,72 0,92 0,6 0,26 0,74
altkime 17 70,5469 36,1122 0,72 0,92 0,59 0,26 0,74
altkime 16 70,5469 36,1122 0,72 0,92 0,59 0,26 0,74
altkime 15 70,5423 36,1385 0,72 0,92 0,59 0,26 0,74
altkime 14 70,5439 36,1439 0,72 0,92 0,59 0,26 0,74
altkime 13 70,3683 32,5907 0,72 0,93 0,6 0,22 0,73
altkime 12 70,2251 31,4752 0,72 0,93 0,6 0,21 0,73
altkime 11 70,0126 29,0554 0,71 0,94 0,6 0,19 0,72
altkiime 10 69,6 23,781 0,7 0,95 0,6 0,15 0,7
altkime 9 69,3952 22,9134 0,7 0,95 0,59 0,14 0,69
altkime 8 69,3952 22,9134 0,7 0,95 0,59 0,14 0,69
altkime 7 69,4275 21,6487 0,7 0,96 0,61 0,13 0,69
altkime 6 69,4213 23,8564 0,7 0,95 0,59 0,15 0,69
altkiime 5 69,446 24,0227 0,7 0,95 0,59 0,15 0,69
altkime 4 68,014  0,9536 0,68 1 0,61 0 0,62
altkime 3 68,0248 0,7741 0,68 1 0,68 0 0,57
altkime 2 68,0201  0,3837 0,68 1 1 0 0,51
altkime 1 68,0201  0,3837 0,68 1 1 0 0,51

Extra trees siniflayici, 5 6znitelik ile yiiksek dogruluk sonuglarina ulagmis ve yeni

Oznitelikler geldik¢e bunu artirarak devam etmistir. En yiliksek degerine, en son alt

kiime ile ulagmistir. Sonuglar Cizelge 5.23’te verilmistir.

Cizelge 5.23 : Temel bilesen yontemiyle olusturulmus 6znitelik 6nemleri — Extra
Trees smiflayicisi.

Extra Trees Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1 Hassaslik-1 ROC
Smuflayicist Olgiitii
altkiime 33 67,1794 38,4831 0,72 0,84 0,48 0,32 0,66
altkime 32 67,0901 39,3106 0,73 0,83 0,48 0,33 0,65
altkime 31 67,0239 40,028 0,73 0,82 0,48 0,34 0,65
altkime 30 66,8268 39,8313 0,73 0,82 0,48 0,34 0,65
altkime 29 66,6528 39,7329 0,73 0,82 0,47 0,34 0,65
altkime 28 66,5158 39,9514 0,73 0,81 0,47 0,35 0,65
altkime 27 66,8314 40,0256 0,73 0,82 0,48 0,35 0,65
altkime 26 66,6159 40,6277 0,73 0,81 0,47 0,36 0,65
altkime 25 66,6282 40,7177 0,73 0,81 0,47 0,36 0,65
altkime 24 66,5466 41,2493 0,73 0,81 0,47 0,37 0,65
altkime 23 66,3218 41,0585 0,73 0,8 0,47 0,37 0,65
altkime 22 66,3649 40,9302 0,73 0,81 0,47 0,36 0,65
altkime 21 66,7421 41,0556 0,73 0,81 0,48 0,36 0,66
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altkime 20 66,6374 40,9795 0,73 0,81 0,47 0,36
altkime 19 66,4834 40,8971 0,73 0,81 0,47 0,36
altkime 18 66,7113 41,2479 0,73 0,81 0,47 0,36
altkime 17 66,8853 41,2276 0,73 0,81 0,48 0,36
altkime 16 66,7837 40,9827 0,73 0,81 0,48 0,36
altkime 15 66,8668 41,2269 0,73 0,81 0,48 0,36
altkime 14 67,1517 41,2492 0,73 0,82 0,48 0,36
altkime 13 66,9577 40,2872 0,73 0,82 0,48 0,35
altkime 12 66,5758 39,6105 0,73 0,82 0,47 0,34
altkime 11 66,1955 39,5173 0,72 0,81 0,46 0,34
altkime 10 64,8821 37,5065 0,72 0,8 0,44 0,33
altkime 9 65,5519 39,0442 0,72 0,8 0,45 0,34
altkiime 8 65,575 38,917 0,72 0,8 0,45 0,34
altkiime 7 65,461 38,8684 0,72 0,8 0,45 0,34
altkime 6 65,6612 38,9666 0,72 0,8 0,45 0,34
altkime 5 65,3117 38,1167 0,72 0,8 0,44 0,33
altkime 4 61,3898 28,3469 0,69 0,79 0,35 0,24
altkime 3 61,1973 25,3643 0,68 0,8 0,33 0,21
altkime 2 68,0201  0,3837 0,68 1 1 0

altkime 1 68,0201 0,3837 0,68 1 1 0

0,65
0,65
0,66
0,66
0,66
0,66
0,66
0,66
0,65
0,64
0,62
0,63
0,63
0,62
0,62
0,62
0,54
0,52
0,51
0,51

5.3.3 Lojistik regresyon ile 6zyinelemeli yontem ile olusturulmus alt kiimeler

Ozyinelemeli yontemler igin kullanilan ilk alt kiime, model egitilirken baslangic
parametresi olarak 5 verildiginden ilk alt kiime, en 6nemli 5 Ozniteligi igeriyor.
Digerleri bu 5 nitelige ilave edilerek ekleniyor. Asagidaki biitiin yontemlerde dikkat
cekmistir ki, ilk 10 &znitelik ile hemen hemen biitiin yontemler igin iyi sonuglar elde

edilebilmistir.

Lojistik regresyon yonteminde, ilk alt kiime ile yliksek sonuclara ulagsmis ve yeni
Ozniteliklerle dogruluk oranini artirmaya devam etmistir. En iyi sonuca tim

ozniteliklerin eklendigi alt kiime 34 ile ulagildig1 Cizelge 5.24’te goriilmektedir.

Cizelge 5.24 : Ozyinelemeli yontemle olusturulmus dznitelik dSnemleri — Lojistik

regresyon siniflayicisi.

Lojistik Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1 Hassaslik-1 ROC

Reg. Olgiitii
altkiime 34 69,7586 25,4649 0,71 0,95 0,61 0,16 0,71
altkime 33 69,5137 23,7474 0,7 0,95 0,6 0,15 0,71
altkime 32 69,2951 21,2534 0,7 0,96 0,6 0,13 0,71
altkime 31 69,0749 19,3996 0,7 0,96 0,59 0,12 0,71
altkime 30 69,078 19,3947 0,7 0,96 0,59 0,12 0,71
altkiime 29 69,098 19,3465 0,7 0,96 0,59 0,12 0,71
altkime 28 69,0241 19,056 0,7 0,96 0,59 0,11 0,71
altkime 27 69,0318 19,164 0,7 0,96 0,59 0,11 0,71
altkime 26 69,0287 19,1494 0,7 0,96 0,59 0,11 0,71
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altkime 25 69,0256 19,1089 0,7 0,96 0,59 0,11 0,71
altkime 24 68,5467 15,4896 0,69 0,97 0,56 0,09 0,70
altkime 23 68,5467 15,4896 0,69 0,97 0,56 0,09 0,70
altkime 22 68,5822 15,7973 0,69 0,97 0,56 0,09 0,70
altkime 21 68,5883 15,8277 0,69 0,97 0,56 0,09 0,70
altkime 20 68,5067 15,3681 0,69 0,97 0,55 0,09 0,70
altkime 19 68,5113 15,349 0,69 0,97 0,55 0,09 0,70
altkime 18 68,4836 15,1621 0,69 0,97 0,55 0,09 0,70
altkime 17 68,5021 15,3451 0,69 0,97 0,55 0,09 0,70
altkime 16 68,4328 13,9301 0,69 0,97 0,55 0,08 0,70
altkime 15 68,2065 11,283 0,69 0,97 0,53 0,06 0,70
altkime 14 68,2049 11,2444 0,69 0,97 0,53 0,06 0,70
altkime 13 68,2111 11,2616 0,69 0,97 0,53 0,06 0,70
altkime 12 68,1988 11,2272 0,69 0,97 0,53 0,06 0,70
altkime 11 68,1988 11,2195 0,69 0,97 0,53 0,06 0,70
altkime 10 68,1957 11,2033 0,69 0,97 0,53 0,06 0,70
altkime 9 68,1834 11,1689 0,69 0,97 0,53 0,06 0,70
altkime 8 68,1895 11,1555 0,69 0,97 0,53 0,06 0,70
altkime 7 68,1895 11,1555 0,69 0,97 0,53 0,06 0,70
altkime 6 67,8277 6,145 0,68 0,98 0,47 0,03 0,66
altkime 5 67,8323  6,0868 0,68 0,98 0,47 0,03 0,66
altkiime 4 67,8 3,7201 0,68 0,99 0,44 0,02 0,65
altkime 3 67,9632 0,048 0,68 1 0,71 0 0,64
altkime 2 67,9678 0,0769 0,68 1 0,8 0 0,64
altkime 1 67,9662 0,0672 0,68 1 0,78 0 0,64
Naive bayes yontemiyle ilk alt kiime ile en dogru sonuglara ulasmistir. Bu durum
tizerinde alt kiimenin 5 Oznitelik igermesi etkilidir. Diger Oznitelik se¢im
yontemlerinde, ilk alt kiime yiiksek dogruluk degerine sahip olsa bile, kabul edilemez
F olciitli degerlerine sahip oluyordu. Yeni 6zniteliklerin gelmesiyle dogruluk oraninda
azalma gozlenmistir. Sonuglar Cizelge 5.25’te verilmistir.
Cizelge 5.25 : Ozyinelemeli ydntemle olusturulmus &znitelik dSnemleri — Naive
Bayes simiflayicisi.
Naive Bayes Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1  Hassaslik-1 ROC
Olgiitii
altkime 34 41,5281 51,9973 0,96 0,15 0,35 0,99 0,61
altkime 33 40,9091 51,9013 0,98 0,13 0,35 1 0,59
altkime 32 40,8475 51,8898 0,98 0,13 0,35 1 0,59
altkime 31 40,8475 51,8898 0,98 0,13 0,35 1 0,59
altkime 30 40,8352 51,8906 0,99 0,13 0,35 1 0,59
altkime 29 40,8244 51,8873 0,99 0,13 0,35 1 0,59
altkime 28 40,8244 51,8873 0,99 0,13 0,35 1 0,59
altkime 27 40,8198 51,8914 0,99 0,13 0,35 1 0,59
altkime 26 40,8814 51,9017 0,98 0,13 0,35 1 0,60
altkime 25 40,8814 51,9017 0,98 0,13 0,35 1 0,60
altkime 24 40,8583 51,8943 0,98 0,13 0,35 1 0,59
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altkime 23 40,8537 51,8924 0,98 0,13 0,35 1 0,59
altkime 22 40,8552 51,893 0,98 0,13 0,35 1 0,59
altkime 21 40,9276 51,9128 0,98 0,13 0,35 1 0,61
altkime 20 40,926 51,9145 0,98 0,13 0,35 1 0,61
altkime 19 41,3248 51,9082 0,96 0,14 0,35 0,99 0,64
altkime 18 42,0532 51,965 0,94 0,16 0,35 0,98 0,64
altkime 17 41,9808 51,9498 0,94 0,16 0,35 0,98 0,65
altkime 16 41,9223 51,943 0,94 0,16 0,35 0,98 0,65
altkime 15 41,9346 51,9434 0,94 0,16 0,35 0,98 0,64
altkime 14 41,9361 51,9759 0,94 0,15 0,35 0,98 0,65
altkime 13 41,9361 51,9735 0,94 0,15 0,35 0,98 0,65
altkime 12 41,893 51,9635 0,94 0,15 0,35 0,98 0,65
altkime 11 41,8976 51,9655 0,94 0,15 0,35 0,98 0,65
altkime 10 41,8376 51,9458 0,95 0,15 0,35 0,98 0,65
altkime 9 41,7236 51,936 0,95 0,15 0,35 0,98 0,65
altkime 8 41,6513 51,9368 0,95 0,15 0,35 0,98 0,65
altkime 7 41,6359 51,9314 0,95 0,15 0,35 0,98 0,65
altkiime 6 44,195 51,3752 0,85 0,22 0,36 0,92 0,63
altkime 5 44,0995 51,4042 0,85 0,21 0,36 0,92 0,63
altkime 4 44,0718 51,3801 0,85 0,21 0,36 0,92 0,62
altkime 3 44,0395 51,3643 0,85 0,21 0,36 0,92 0,60
altkiime 2 44,0426 51,3774 0,85 0,21 0,36 0,92 0,60
altkiime 1 445137 51,3481 0,85 0,22 0,36 0,91 0,60

Karar agaglarinda, ilk alt kiime ile de kabul edilebilir dogruluk oranlarina erigsmis olsa

da, en iyi sonucu 5. alt kiimesinde almaya baslayip, bu deger yeni 6zniteliklerle, bilgi

kazanimmin artirilmasiyla, artirak devam etmektedir. En iyi sonuca, en ¢ok bilgi

edilebilmis tiim ozniteliklere sahip alt kiime 34’te ulagilmistir.
Cizelge 5.26 : Ozyinelemeli ydntemle olusturulmus &znitelik dSnemleri — Karar
agagclar1 siniflayicisi.
Karar Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1  Hassaslik-1 ROC
Agaglari Olgiitii

altkiime 34 67,5289 49,2076 0,76 0,76 0,49 0,49 0,63
altkime 33 67,4997 49,0034 0,76 0,76 0,49 0,49 0,63
altkime 32 66,9515 48,7255 0,75 0,76 0,49 0,49 0,62
altkime 31 67,0162 48,6245 0,76 0,76 0,49 0,49 0,62
altkime 30 67,1502 48,8761 0,76 0,76 0,49 0,49 0,62
altkime 29 66,8129 48,4292 0,75 0,76 0,49 0,48 0,62
altkime 28 67,0947 48,6471 0,76 0,76 0,49 0,49 0,62
altkime 27 67,0008 48,4249 0,76 0,76 0,48 0,48 0,62
altkime 26 66,913 48,3685 0,76 0,76 0,48 0,48 0,62
altkime 25 66,9977 48,6229 0,76 0,76 0,49 0,49 0,62
altkime 24 66,9069 48,4035 0,76 0,76 0,48 0,48 0,62
altkime 23 66,893 48,4351 0,76 0,76 0,49 0,48 0,62
altkime 22 66,8607 48,4033 0,76 0,76 0,49 0,48 0,62
altkime 21 66,7498 48,1736 0,75 0,76 0,48 0,48 0,62
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altkime 20 66,913 48,4527 0,76 0,76 0,49 0,48 0,62
altkime 19 66,9115 48,4243 0,76 0,76 0,48 0,48 0,62
altkime 18 66,9977 48,581 0,76 0,76 0,49 0,49 0,62
altkime 17 66,7822 48,2897 0,75 0,76 0,48 0,48 0,62
altkime 16 67,0147 48,5617 0,76 0,76 0,49 0,49 0,62
altkime 15 66,8807 48,4283 0,76 0,76 0,49 0,48 0,62
altkime 14 66,6805 47,8541 0,76 0,76 0,48 0,48 0,62
altkime 13 66,5712 47,82 0,75 0,75 0,48 0,48 0,62
altkime 12 66,7591 48,0858 0,76 0,76 0,48 0,48 0,62
altkime 11 66,7683 48,2322 0,75 0,76 0,48 0,48 0,62
altkime 10 66,7991 48,2404 0,76 0,76 0,48 0,48 0,62
altkime 9 66,9608 48,516 0,76 0,76 0,49 0,49 0,62
altkime 8 66,9869 48,4665 0,76 0,76 0,48 0,48 0,62
altkime 7 66,8591 48,4343 0,75 0,76 0,49 0,48 0,62
altkime 6 66,4034 47,4987 0,75 0,75 0,47 0,47 0,61
altkime 5 66,4619 47,6129 0,75 0,75 0,48 0,48 0,61
altkime 4 64,8035 45,161 0,74 0,74 0,45 0,45 0,60
altkime 3 62,9573 41,7633 0,73 0,73 0,41 0,42 0,57
altkime 2 63,3931 41,9069 0,74 0,73 0,41 0,42 0,58
altkime 1 63,3053 41,9224 0,74 0,73 0,41 0,42 0,58

K en yakin komsu algoritmasiyla, yine ilk alt kiime ile de diizgiin sonuglar alinmis olsa

da alt kiime 7 i¢in en yiiksek degerine ulasmis ve bu degeri altkiime 28’e kadar

koruyabilmistir. Normalde ¢ok kirillgan olup ulastigi en yiiksek dogruluktan, yeni

Oznitelikler ile hizlica uzaklasan bu model, bu 6znitelik siralamasi ile en yiiksek

dogrulugunu uzun siire devam ettirebilmistir. Degerler Cizelge 5.27’de verilmistir.

Cizelge 5.27 : Ozyinelemeli yontemle olusturulmus znitelik dSnemleri — K en yakin

komsu siniflayicisi.
K En Yakin Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1  Hassaslik-1 ROC
Komsu Olciitii

altkime 34 64,2569 36,5088 0,71 0,79 0,42 0,32 0,61
altkime 33 64,3308 36,7716 0,71 0,79 0,43 0,32 0,62
altkime 32 65,7921 39,7745 0,72 0,8 0,46 0,35 0,64
altkime 31 66,8715 41,8529 0,73 0,81 0,48 0,37 0,65
altkime 30 66,9669 41,9609 0,73 0,81 0,48 0,37 0,66
altkime 29 67,6013 43,2352 0,74 0,81 0,49 0,39 0,66
altkime 28 67,9493 43,8661 0,74 0,82 0,5 0,39 0,67
altkime 27 68,1141 44,1652 0,74 0,82 0,5 0,39 0,67
altkime 26 68,1141 44,1652 0,74 0,82 0,5 0,39 0,67
altkime 25 68,1834 44,3571 0,74 0,82 0,5 0,4 0,67
altkime 24 68,3912 44,8765 0,74 0,82 0,51 0,4 0,68
altkime 23 68,3897 44,8723 0,74 0,82 0,51 0,4 0,68
altkime 22 68,4082 44,8986 0,74 0,82 0,51 0,4 0,68
altkime 21 68,4097 44,8998 0,74 0,82 0,51 0,4 0,68
altkime 20 68,3928 44,8273 0,74 0,82 0,51 0,4 0,68
altkime 19 68,3928 44,8273 0,74 0,82 0,51 0,4 0,68
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altkime 18 68,402 44,8612 0,74 0,82 0,51 0,4 0,68
altkime 17 68,422 44,8057 0,74 0,82 0,51 0,4 0,68
altkime 16 68,5421 45,0659 0,74 0,82 0,51 0,4 0,68
altkime 15 68,4482 45,0629 0,74 0,82 0,51 0,4 0,68
altkime 14 68,4374 45,0456 0,74 0,82 0,51 0,4 0,68
altkime 13 68,4374 45,0456 0,74 0,82 0,51 0,4 0,68
altkime 12 68,7731 45,8015 0,75 0,82 0,52 0,41 0,68
altkime 11 68,7731 45,8015 0,75 0,82 0,52 0,41 0,68
altkime 10 68,7731 45,7725 0,75 0,82 0,52 0,41 0,68
altkime 9 68,7762 45,772 0,75 0,82 0,52 0,41 0,68
altkime 8 68,7762 45,772 0,75 0,82 0,52 0,41 0,68
altkiime 7 68,7762 45,772 0,75 0,82 0,52 0,41 0,68
altkime 6 68,5775 45,1999 0,74 0,82 0,51 0,4 0,68
altkime 5 68,5083 44,4028 0,74 0,82 0,51 0,39 0,68
altkime 4 67,8092 42,1623 0,73 0,83 0,5 0,37 0,65
altkime 3 66,6913 39,1231 0,72 0,82 0,47 0,33 0,63
altkime 2 67,0039 39,6417 0,73 0,83 0,48 0,34 0,64
altkime 1 66,9731 39,5888 0,73 0,83 0,48 0,34 0,64
Gradyen boosting yontemde, altkiime 5 ile ulastigi dogruluk degeri ile altkiime 34 ile
ulastig1 dogruluk arasinda ciddi bir fark bulunmadigi Cizelge 5.28 incelendiginde
goriilmiistiir. Onemli derecede bilgi edinilen 6zniteliklerin biiyiik bir kismi ilk 10
Oznitelik igerisinde oldugunu gostermektedir. (5 tanesi ilk alt kiimeden gelen
oOznitelikler + 5 sirasiyla diger alt kiimelerden gelen 6znitelikler)
Cizelge 5.28 : Ozyinelemeli yéntemle olusturulmus dznitelik dSnemleri — Gradyen
boosting siniflayicisi.
Gradyen  Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1 Hassaslik-1 ROC
Boosting Olgiitii
altkime 34 73,8929 49,9454 0,76 0,9 0,65 0,41 0,78
altkime 33 73,9283 50,0825 0,76 0,9 0,65 0,41 0,78
altkime 32 73,8929 49,9779 0,76 0,9 0,65 0,41 0,78
altkime 31 73,9499 50,0502 0,76 0,9 0,65 0,41 0,78
altkiime 30 74,0145 50,1977 0,76 0,9 0,65 0,41 0,78
altkime 29 73,9083 50,0398 0,76 0,9 0,65 0,41 0,78
altkime 28 73,9129 50,0825 0,76 0,9 0,65 0,41 0,78
altkime 27 73,9576 50,1165 0,76 0,9 0,65 0,41 0,78
altkime 26 73,9576 50,1165 0,76 0,9 0,65 0,41 0,78
altkime 25 73,9206 50,175 0,76 0,89 0,65 0,41 0,78
altkime 24 73,8821 50,1059 0,76 0,89 0,65 0,41 0,78
altkime 23 73,8821 50,1059 0,76 0,89 0,65 0,41 0,78
altkime 22 73,8698 50,1117 0,76 0,89 0,65 0,41 0,78
altkime 21 73,8698 50,1117 0,76 0,89 0,65 0,41 0,78
altkime 20 73,8698 50,1117 0,76 0,89 0,65 0,41 0,78
altkime 19 73,8698 50,1117 0,76 0,89 0,65 0,41 0,78
altkime 18 73,8975 50,2407 0,76 0,89 0,65 0,41 0,78
altkime 17 73,8621 50,2156 0,76 0,89 0,64 0,41 0,78
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altkime 16 73,722 50,0322 0,76 0,89 0,64 0,41 0,77
altkime 15 73,6404 49,855 0,76 0,89 0,64 0,41 0,77
altkime 14 73,7605 50,1069 0,76 0,89 0,64 0,41 0,77
altkime 13 73,7605 50,1069 0,76 0,89 0,64 0,41 0,77
altkime 12 73,7235 50,2754 0,76 0,89 0,64 0,41 0,77
altkime 11 73,7866 50,2746 0,76 0,89 0,64 0,41 0,77
altkime 10 73,7866 50,2746 0,76 0,89 0,64 0,41 0,77
altkime 9 73,7543 49,9221 0,76 0,89 0,64 0,41 0,77
altkiime 8 73,588 49,6404 0,76 0,89 0,64 0,41 0,77
altkime 7 73,5849 48,9814 0,76 0,9 0,64 0,4 0,77
altkime 6 73,4233 47,7919 0,76 0,9 0,64 0,38 0,77
altkime 5 73,4325 47,9109 0,76 0,9 0,64 0,38 0,77
altkime 4 71,8958 44,1254 0,74 0,89 0,61 0,35 0,74
altkime 3 69,9326 31,3469 0,71 0,93 0,58 0,21 0,70
altkime 2 69,9695 29,2421 0,71 0,94 0,6 0,19 0,70
altkime 1 69,9618 29,3649 0,71 0,94 0,6 0,19 0,70
Adaboost algoritmasiyla da yine ilk alt kiimeden itibaren makul sonuglar elde edilmis
olsa da o6zellikle 5. alt kiime den itibaren yiiksek degerler elde edilmis, dogruluk
artarak devam etmis ve en son alt kiime ile en iyi dogruluk oranina ulagmistir.
Cizelge 5.29 : Ozyinelemeli yontemle olusturulmus dznitelik Snemleri — AdaBoost
siiflayicisi.
AdaBoost  Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1 Hassaslik-1 ROC
Olgiitii
altkiime_34 73,0121 49,0153 0,76 0,88 0,62 0,4 0,77
altkime 33 72,9736 49,0863 0,76 0,88 0,62 0,41 0,76
altkime 32 72,9505 49,1269 0,76 0,88 0,62 0,41 0,76
altkime 31 72,9552 49,1488 0,76 0,88 0,62 0,41 0,76
altkime 30 72,9736 49,0449 0,76 0,88 0,62 0,41 0,76
altkime 29 72,9736 49,0449 0,76 0,88 0,62 0,41 0,76
altkime 28 72,9567 48,8183 0,76 0,88 0,62 0,4 0,76
altkime 27 72,9567 48,8183 0,76 0,88 0,62 0,4 0,76
altkime 26 72,9567 48,8183 0,76 0,88 0,62 0,4 0,76
altkime 25 72,949 48,8321 0,76 0,88 0,62 0,4 0,76
altkime 24 72,9983 48,8776 0,76 0,88 0,62 0,4 0,76
altkime 23 72,9043 48,4971 0,76 0,89 0,62 0,4 0,76
altkime 22 72,9182 48,735 0,76 0,88 0,62 0,4 0,76
altkime 21 72,9182 48,735 0,76 0,88 0,62 0,4 0,76
altkime 20 72,9182 48,735 0,76 0,88 0,62 0,4 0,76
altkime 19 72,9182 48,735 0,76 0,88 0,62 0,4 0,76
altkime 18 72,8643 48,4572 0,76 0,88 0,62 0,4 0,76
altkime 17 72,8643 48,4572 0,76 0,88 0,62 0,4 0,76
altkime 16 72,815 48,1086 0,76 0,89 0,62 0,39 0,76
altkime 15 72,775 47,9864 0,76 0,89 0,62 0,39 0,76
altkime 14 72,775 47,9864 0,76 0,89 0,62 0,39 0,76
altkime 13 72,775 47,9864 0,76 0,89 0,62 0,39 0,76
altkime 12 72,7642 47,955 0,76 0,89 0,62 0,39 0,76
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altkime 11 72,7642 47,955 0,76 0,89 0,62 0,39 0,76
altkime 10 72,7642 47,955 0,76 0,89 0,62 0,39 0,76
altkime 9 72,6765 47,7458 0,75 0,89 0,62 0,39 0,76
altkime 8 72,7088 47,8737 0,76 0,89 0,62 0,39 0,76
altkime 7 72,7919 47,7404 0,75 0,89 0,62 0,39 0,76
altkime 6 72,1622 44,2917 0,74 0,9 0,62 0,35 0,74
altkime 5 72,0806 44,312 0,74 0,9 0,61 0,35 0,74
altkime 4 71,2814 40,6605 0,73 0,9 0,6 0,31 0,72
altkime 3 69,9279 30,5526 0,71 0,93 0,59 0,21 0,70
altkime 2 69,8694 27,8785 0,71 0,94 0,6 0,18 0,70
altkime 1 69,7971 31,332 0,71 0,93 0,58 0,22 0,70
Yerine koyma yontemiyle 5. alt kiime’den itibaren yiiksek degerler elde edilmis,
dogruluk artarak devam etmis ve en son alt kiime ile en iyi dogruluk oranina ulagsmustir.
Cizelge 5.30 : Ozyinelemeli yontemle olusturulmus 6znitelik Snemleri — Bagging
siiflayicisi.

Bagging  Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1 Hassaslik-1 ROC

Olgiiti

altkiime 34 73,3509 49,5731 0,76 0,89 0,63 0,41 0,75
altkime 33 73,2831 49,4332 0,76 0,89 0,63 0,41 0,75
altkime 32 72,6395 48,7349 0,76 0,88 0,61 0,41 0,74
altkime 31 72,4363 48,4492 0,76 0,88 0,6 0,4 0,74
altkime 30 72,8351 49,1497 0,76 0,88 0,61 0,41 0,75
altkime 29 72,4301 48,6507 0,76 0,87 0,6 0,41 0,74
altkime 28 72,3978 48,6125 0,76 0,87 0,6 0,41 0,74
altkime 27 72,4593 48,7066 0,76 0,87 0,6 0,41 0,74
altkime 26 72,4686 48,659 0,76 0,87 0,6 0,41 0,74
altkime 25 72,4147 48,5157 0,76 0,87 0,6 0,41 0,74
altkiime 24 72,29 48,6181 0,76 0,87 0,6 0,41 0,74
altkime 23 72,2746 48,5043 0,76 0,87 0,6 0,41 0,74
altkime 22 72,3516 48,6942 0,76 0,87 0,6 0,41 0,74
altkiime 21 72,31 48,3262 0,76 0,87 0,6 0,4 0,74
altkime 20 72,2623 48,4489 0,76 0,87 0,6 0,41 0,74
altkime 19 72,2746 48,3269 0,76 0,87 0,6 0,4 0,74
altkime 18 72,407 48,7678 0,76 0,87 0,6 0,41 0,74
altkime 17 72,3069 48,5069 0,76 0,87 0,6 0,41 0,74
altkime 16 72,1268 48,4567 0,76 0,87 0,59 0,41 0,74
altkime 15 72,0528 48,2021 0,76 0,87 0,59 0,41 0,73
altkime 14 72,0852 48,29 0,76 0,87 0,59 0,41 0,74
altkime 13 72,2114 48,3796 0,76 0,87 0,6 0,41 0,74
altkime 12 72,1021 48,3406 0,76 0,87 0,59 0,41 0,74
altkime 11 72,0097 48,3785 0,76 0,87 0,59 0,41 0,73
altkime 10 71,8865 47,9948 0,76 0,87 0,59 0,4 0,73
altkime 9 72,0975 48,242 0,76 0,87 0,59 0,41 0,74
altkime 8 72,0575 48,2623 0,76 0,87 0,59 0,41 0,74
altkime 7 71,9728 48,1543 0,76 0,87 0,59 0,41 0,73
altkime 6 71,6309 47,3148 0,75 0,87 0,58 0,4 0,73
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altkime 5 71,4431 47,2616 0,75 0,86 0,58 0,4 0,72
altkime 4 69,9587 43,5703 0,74 0,86 0,55 0,36 0,69
altkime 3 67,1163 39,5459 0,73 0,83 0,48 0,34 0,65
altkime 2 66,8022 39,8337 0,73 0,82 0,48 0,34 0,65
altkime 1 66,9638 40,0849 0,73 0,82 0,48 0,34 0,65
Rastgele ormanlar algoritmasiyla 5. alt kiimeden itibaren yiiksek degerler elde edilmis,
dogruluk artarak devam etmis ve en son alt kiime ile en iyi dogruluk oranina ulagsmstir.
Cizelge 5.31 : Ozyinelemeli yontemle olusturulmus &znitelik 5Snemleri — Rastgele
orman siniflayicisi.
Rast. Orman  Dogruluk F Kesinlik-0 Hassaslik-0  Kesinlik-1  Hassaslik-1 ROC
Siniflayicist Olgiitii
altkiime_34 72,1191 45,4888 0,75 0,89 0,61 0,36 0,74
altkime 33 71,9974 45,4398 0,75 0,89 0,6 0,36 0,73
altkime 32 71,9297 45,9948 0,75 0,88 0,6 0,37 0,73
altkime 31 71,5386 45,6257 0,75 0,88 0,59 0,37 0,73
altkime 30 71,5724 45,7638 0,75 0,88 0,59 0,37 0,73
altkime 29 71,6771 45,8395 0,75 0,88 0,59 0,37 0,73
altkime 28 71,7618 46,4945 0,75 0,88 0,59 0,38 0,73
altkime 27 72,0005 46,8553 0,75 0,88 0,6 0,39 0,73
altkime 26 71,7495 46,4649 0,75 0,88 0,59 0,38 0,73
altkime 25 71,5724 46,4279 0,75 0,87 0,59 0,38 0,73
altkime 24 71,5817 46,5539 0,75 0,87 0,59 0,39 0,73
altkime 23 71,6294 46,5338 0,75 0,87 0,59 0,39 0,73
altkime 22 71,6818 46,7468 0,75 0,87 0,59 0,39 0,73
altkime 21 71,6818 46,5487 0,75 0,87 0,59 0,38 0,73
altkime 20 71,3107 46,0067 0,75 0,87 0,58 0,38 0,73
altkime 19 71,6664 46,5972 0,75 0,87 0,59 0,39 0,73
altkime 18 71,9789 47,2797 0,75 0,87 0,6 0,39 0,73
altkime 17 71,7911 46,9078 0,75 0,87 0,59 0,39 0,73
altkime 16 71,8296 47,2569 0,75 0,87 0,59 0,39 0,73
altkime 15 71,8311 47,3402 0,75 0,87 0,59 0,4 0,73
altkime 14 71,731 47,1242 0,75 0,87 0,59 0,39 0,73
altkime 13 71,6494 46,915 0,75 0,87 0,59 0,39 0,73
altkime 12 71,6925 47,0537 0,75 0,87 0,59 0,39 0,73
altkime 11 71,6741 47,2924 0,75 0,87 0,59 0,4 0,73
altkime 10 71,8989 47,3942 0,75 0,87 0,59 0,4 0,73
altkime 9 72,0205 47,8459 0,75 0,87 0,59 0,4 0,73
altkime 8 72,0159 47,7067 0,75 0,87 0,59 0,4 0,73
altkime 7 71,8203 47,3519 0,75 0,87 0,59 0,4 0,73
altkime 6 71,6756 46,8552 0,75 0,87 0,59 0,39 0,73
altkime 5 71,7603 46,9298 0,75 0,87 0,59 0,39 0,72
altkime 4 70,3113 43,3695 0,74 0,87 0,56 0,35 0,69
altkime 3 67,1532 38,9398 0,72 0,83 0,48 0,33 0,65
altkime 2 66,8129 39,4017 0,72 0,82 0,47 0,34 0,65
altkime 1 66,8037 39,0765 0,72 0,83 0,47 0,33 0,65
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YSA ile 5. alt kiime’den itibaren yiiksek degerler elde edilmis, dogruluk artarak devam

etmis ve en iyi dogruluk oranina alt kiime 29 ile ulagilmistir.

Cizelge 5.32 : Ozyinelemeli yontemle olusturulmus &znitelik dSnemleri — YSA

siniflayicisi.

YSA Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1  Hassaslik-1 ROC

Siiflayicist Olgiitii

altkiime 34 72,27 44,415 0,74 0,9 0,62 0,35 0,75
altkime 33 71,6617 52,4592 0,77 0,82 0,57 0,49 0,75
altkime 32 73,0722 49,8221 0,76 0,88 0,62 0,42 0,76
altkime 31 72,8335 53,1133 0,78 0,85 0,59 0,48 0,76
altkime 30 73,2939 47,7779 0,75 0,9 0,64 0,38 0,76
altkiime 29 73,4602 51,3107 0,77 0,88 0,62 0,44 0,76
altkime 28 73,3309 47,7463 0,75 0,9 0,64 0,38 0,76
altkime 27 73,1907 44,2295 0,75 0,92 0,66 0,33 0,76
altkime 26 73,086 47,4805 0,75 0,9 0,63 0,38 0,76
altkime 25 73,2739 51,4937 0,77 0,87 0,62 0,44 0,76
altkime 24 73,3416 48,7917 0,76 0,89 0,63 0,4 0,76
altkime 23 72,8582 44,7897 0,75 0,91 0,64 0,34 0,76
altkime 22 73,2631 48,2475 0,76 0,89 0,64 0,39 0,76
altkime 21 73,3232 48,1023 0,76 0,9 0,64 0,39 0,76
altkime 20 73,2015 47,2925 0,75 0,9 0,64 0,38 0,76
altkime 19 73,3109 47,5441 0,75 0,9 0,64 0,38 0,76
altkime 18 73,2323 44,4849 0,75 0,92 0,66 0,33 0,77
altkime 17 73,1923 44,7968 0,75 0,92 0,66 0,34 0,76
altkime 16 73,1892 48,2648 0,76 0,89 0,63 0,39 0,77
altkime 15 72,8797 43,4302 0,74 0,92 0,65 0,32 0,76
altkime 14 73,0168 44,9727 0,75 0,91 0,65 0,34 0,76
altkime 13 72,6149 39,3604 0,73 0,94 0,68 0,28 0,76
altkime 12 73,3293 51,2675 0,77 0,87 0,62 0,44 0,76
altkime 11 73,0214 52,5703 0,77 0,85 0,6 0,47 0,76
altkime 10 73,4063 51,9141 0,77 0,87 0,62 0,45 0,77
altkime 9 73,1769 44,9814 0,75 0,92 0,66 0,34 0,77
altkime 8 73,2477 47,9103 0,76 0,9 0,64 0,38 0,77
altkime 7 73,1615 51,2584 0,77 0,87 0,61 0,44 0,76
altkime 6 73,0229 45,5088 0,75 0,91 0,64 0,35 0,76
altkiime 5 73,1415 48,9179 0,76 0,89 0,63 0,4 0,76
altklime 4 70,7117 35,1947 0,72 0,92 0,6 0,25 0,72
altkiime 3 69,4444 18,0068 0,7 0,97 0,64 0,1 0,70
altkime 2 69,6831 31,7752 0,71 0,92 0,57 0,22 0,70
altkiime 1 69,4814 20,4591 0,7 0,96 0,62 0,12 0,69

XGB smiflayici, 5. alt kiime’den itibaren yiiksek degerler elde edilmis, dogruluk
artarak devam etmis ve en iyi dogruluk oranmna tim alt kiime Oznitelikleriyle

ulasilmigtir. Degerler Cizelge 5.33’te verilmistir.
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Cizelge 5.33 : Ozyinelemeli yontemle olusturulmus dznitelik 5Snemleri — XGB

smiflayicisi.

XGB Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1 Hassaslik-1 ROC

Siniflayicist Olgiitii
altkiime 34 73,9745 49,7861 0,76 0,9 0,65 0,4 0,78
altkime 33 73,9529 49,8696 0,76 0,9 0,65 0,4 0,78
altkime 32 73,9699 50,0044 0,76 0,9 0,65 0,41 0,78
altkime 31 73,9591 49,7594 0,76 0,9 0,65 0,4 0,78
altkime 30 73,9221 49,6522 0,76 0,9 0,65 0,4 0,78
altkime 29 73,9068 49,6703 0,76 0,9 0,65 0,4 0,78
altkime 28 73,9021 49,645 0,76 0,9 0,65 0,4 0,78
altkime 27 73,9191 49,5863 0,76 0,9 0,65 0,4 0,78
altkime 26 73,9191 49,5863 0,76 0,9 0,65 0,4 0,78
altkime 25 73,9776 49,7831 0,76 0,9 0,65 0,4 0,78
altkime 24 73,8529 49,6158 0,76 0,9 0,65 0,4 0,77
altkime 23 73,8529 49,6158 0,76 0,9 0,65 0,4 0,77
altkime 22 73,8837 49,7616 0,76 0,9 0,65 0,4 0,78
altkime 21 73,8837 49,7616 0,76 0,9 0,65 0,4 0,78
altkime 20 73,8837 49,7616 0,76 0,9 0,65 0,4 0,78
altkime 19 73,8837 49,7556 0,76 0,9 0,65 0,4 0,78
altkime 18 73,8867 49,901 0,76 0,9 0,65 0,41 0,78
altkime 17 73,8821 49,9941 0,76 0,9 0,65 0,41 0,78
altkime 16 73,6111 49,6977 0,76 0,89 0,64 0,41 0,77
altkime 15 73,645 48,9471 0,76 0,9 0,65 0,39 0,77
altkime 14 73,702 49,5078 0,76 0,89 0,64 0,4 0,77
altkime 13 73,702 49,5078 0,76 0,89 0,64 0,4 0,77
altkime 12 73,6989 49,5883 0,76 0,89 0,64 0,4 0,77
altkime 11 73,7112 49,4088 0,76 0,9 0,64 0,4 0,77
altkime 10 73,6881 49,5423 0,76 0,89 0,64 0,4 0,77
altkime 9 73,6203 49,4989 0,76 0,89 0,64 0,4 0,77
altkime 8 73,5495 49,0055 0,76 0,9 0,64 0,4 0,77
altkime 7 73,4279 48,6078 0,76 0,9 0,64 0,39 0,77
altkime 6 73,3709 47,4985 0,75 0,9 0,64 0,38 0,77
altkime 5 73,3463 47,4818 0,75 0,9 0,64 0,38 0,76
altkime 4 71,8527 44,0773 0,74 0,89 0,61 0,35 0,74
altkime 3 70,0219 29,4831 0,71 0,94 0,6 0,2 0,70
altkime 2 69,9048 28,5975 0,71 0,94 0,6 0,19 0,70
altkime 1 69,8941 28,9277 0,71 0,94 0,59 0,19 0,70

Extra trees siniflayict yonteminde de goriilmiistiir ki 5. alt kiime’den itibaren iyi
dogruluk oranina ulasmis, en iyi sonuca 6. altkiime ile ulasmistir. Ancak bagging
yontem olmasina ragmen 17. alt kiimeden itibaren dogruluk orani diislise gecmistir.

Modelin altkiimeler ile ¢calismasiyla iirettigi sonuglar Cizelge 5.34’°te verilmistir.

115



Cizelge 5.34 : Ozyinelemeli yontemle olusturulmus dznitelik Snemleri — Extra trees

smiflayicisi.

Extra Trees Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1 Hassaslik-1 ROC

Siniflayicist Olgiitii

altkime 34 69,4506 39,6484 0,73 0,87 0,54 0,31 0,69
altkime 33 69,252 39,7089 0,73 0,87 0,53 0,32 0,68
altkime 32 69,1996 40,8248 0,73 0,86 0,53 0,33 0,69
altkime 31 69,2012 41,6987 0,73 0,86 0,53 0,34 0,69
altkime 30 69,3012 41,7405 0,73 0,86 0,53 0,34 0,69
altkime 29 69,466 42,3412 0,74 0,86 0,54 0,35 0,69
altkime 28 69,5492 42,834 0,74 0,86 0,54 0,36 0,69
altkime 27 69,2304 42,3706 0,74 0,85 0,53 0,35 0,69
altkime 26 69,2766 42,3807 0,74 0,85 0,53 0,35 0,69
altkime 25 69,4568 43,1601 0,74 0,85 0,53 0,36 0,69
altkime 24 69,4029 43,0516 0,74 0,85 0,53 0,36 0,70
altkiime 23 69,6508 43,466 0,74 0,85 0,54 0,36 0,70
altkime 22 69,6754 43,1795 0,74 0,86 0,54 0,36 0,70
altkime 21 69,8048 43,487 0,74 0,86 0,54 0,36 0,70
altkime 20 69,7555 43,4144 0,74 0,86 0,54 0,36 0,70
altkime 19 69,6338 43,3646 0,74 0,85 0,54 0,36 0,70
altkime 18 69,7108 43,492 0,74 0,85 0,54 0,36 0,70
altkime 17 70,0434 43,7245 0,74 0,86 0,55 0,36 0,70
altkime 16 70,3036 44,424 0,74 0,86 0,55 0,37 0,71
altkime 15 70,1358 43,9661 0,74 0,86 0,55 0,37 0,70
altkime 14 70,1404 44,186 0,74 0,86 0,55 0,37 0,71
altkime 13 70,2066 44,2215 0,74 0,86 0,55 0,37 0,71
altkime 12 70,2236 44,2355 0,74 0,86 0,55 0,37 0,71
altkime 11 70,3637 44,5156 0,74 0,86 0,56 0,37 0,71
altkime 10 70,4515 44,8912 0,74 0,86 0,56 0,38 0,71
altkime 9 70,4207 44,9065 0,74 0,86 0,56 0,38 0,71
altkime 8 70,6501 45,1466 0,75 0,86 0,56 0,38 0,71
altkime 7 70,5885 45,3898 0,75 0,86 0,56 0,38 0,71
altkiime 6 70,7764 45,6827 0,75 0,86 0,56 0,38 0,71
altkime 5 70,7533 45,3001 0,75 0,86 0,57 0,38 0,71
altkime 4 69,0087 41,0681 0,73 0,86 0,53 0,34 0,68
altkime 3 66,0708 38,4583 0,72 0,82 0,46 0,33 0,63
altkime 2 66,1293 39,3437 0,72 0,81 0,46 0,34 0,63
altkime 1 66,0354 39,3778 0,72 0,81 0,46 0,34 0,63

5.3.4 Adaboost ile 6zyinelemeli yontem ile olusturulmus alt kiimeler

Lojistik regresyon, ilk alt kiime ile yiiksek sonuglara ulasmis ve yeni 6zniteliklerle

dogruluk oranini artirmaya devam etmistir. En iyi sonuca alt kiime 30 ile ulagilmistir.
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Cizelge 5.35 : Ozyinelemeli yontemle (Adaboost) olusturulmus dznitelik dnemleri —

Lojistik regresyon siniflayicist.

Lojistik Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1 Hassaslik-1 ROC
Reg. Olgiitii

Smiflayicisi
altkime 34 70,1158 27,9049 0,71 0,95 0,61 0,18 0,72
altkime 33 70,1266 27,9122 0,71 0,95 0,62 0,18 0,72
altkime 32 70,1297 27,9142 0,71 0,95 0,62 0,18 0,72
altkime 31 70,1266 27,9122 0,71 0,95 0,62 0,18 0,72
altkiime 30 70,1728 28,0397 0,71 0,95 0,62 0,18 0,72
altkime 29 70,1666 27,982 0,71 0,95 0,62 0,18 0,72
altkime 28 70,1712 27,9958 0,71 0,95 0,62 0,18 0,72
altkime 27 70,1712 27,9958 0,71 0,95 0,62 0,18 0,72
altkime 26 70,0927 27,7982 0,71 0,95 0,61 0,18 0,72
altkime 25 70,0804 27,7094 0,71 0,95 0,61 0,18 0,72
altkime 24 70,1481 27,8838 0,71 0,95 0,62 0,18 0,72
altkime 23 70,0989 27,6571 0,71 0,95 0,62 0,18 0,72
altkime 22 70,105 27,672 0,71 0,95 0,62 0,18 0,72
altkime 21 70,1019 27,6807 0,71 0,95 0,62 0,18 0,72
altkime 20 70,1019 27,6807 0,71 0,95 0,62 0,18 0,72
altkime 19 70,1404 27,8357 0,71 0,95 0,62 0,18 0,72
altkime 18 70,1481 27,8945 0,71 0,95 0,62 0,18 0,72
altkime 17 69,7478 24,2511 0,7 0,96 0,61 0,15 0,71
altkime 16 69,7539 24,284 0,7 0,96 0,61 0,15 0,71
altkime 15 69,7447 24,2609 0,7 0,95 0,61 0,15 0,71
altkime 14 69,737 24,2036 0,7 0,96 0,61 0,15 0,71
altkime 13 69,6785 23,6152 0,7 0,96 0,61 0,15 0,71
altkime 12 69,6277 23,1084 0,7 0,96 0,61 0,14 0,71
altkime 11 69,6277 23,0184 0,7 0,96 0,61 0,14 0,71
altkiime 10 69,6 22,912 0,7 0,96 0,61 0,14 0,71
altkime 9 69,4183 20,5083 0,7 0,96 0,61 0,12 0,71
altkime 8 69,4183 20,6544 0,7 0,96 0,61 0,12 0,71
altkime 7 69,4152 20,6083 0,7 0,96 0,61 0,12 0,71
altkime 6 69,3598 20,1068 0,7 0,96 0,61 0,12 0,71
altkiime 5 69,098 18,1024 0,7 0,97 0,6 0,11 0,70
altkime 4 68,8593 16,1804 0,69 0,97 0,59 0,09 0,70
altkime 3 68,8485 16,1687 0,69 0,97 0,59 0,09 0,70
altkime 2 68,8778 16,3272 0,69 0,97 0,59 0,09 0,70
altkime 1 68,0817 19,4527 0,69 0,98 0,52 0,05 0,70

Naive Bayes, en iyi dogruluk sonucunu 10 &znitelik igeren altkiime ile vermistir. Diger

Ozniteliklerin gelmesiyle, dogruluk oraninda diisiis gozlenmistir.

Cizelge 5.36 : Ozyinelemeli ydntemle (Adaboost) olusturulmus 6znitelik dnemleri —

Naive Bayes siiflandiricisi.

Naive Bayes Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1  Hassaslik-1 ROC
Olciitii
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altkime 34 41545 52,0045 0,96 0,15 0,35 0,99 0,61
altkime 33 43,4759 52,1713 0,91 0,19 0,36 0,96 0,64
altkime 32 43,0864 52,0709 0,92 0,18 0,36 0,96 0,64
altkime 31 42,9662 52,0307 0,92 0,18 0,36 0,97 0,64
altkime 30 42,9047 52,0298 0,92 0,18 0,36 0,97 0,64
altkime 29 43,0186 52,0436 0,92 0,18 0,36 0,96 0,64
altkime 28 44,3813 52,0121 0,88 0,21 0,36 0,94 0,64
altkime 27 44,3767 52,0087 0,88 0,21 0,36 0,94 0,64
altkime 26 44,2166 51,9879 0,88 0,21 0,36 0,94 0,64
altkime 25 44,2166 51,9879 0,88 0,21 0,36 0,94 0,64
altkime 24 44,2196 51,9931 0,88 0,21 0,36 0,94 0,64
altkime 23 48,7605 51,5738 0,82 0,32 0,37 0,85 0,63
altkime 22 48,3601 51,6556 0,82 0,31 0,37 0,86 0,63
altkime 21 48,3694 51,6698 0,82 0,31 0,37 0,86 0,63
altkime 20 48,3694 51,6698 0,82 0,31 0,37 0,86 0,63
altkime 19 48,3278 51,6455 0,82 0,31 0,37 0,86 0,63
altkime 18 48,337 51,6277 0,82 0,31 0,37 0,86 0,63
altkime 17 48,7636 51,6892 0,82 0,31 0,37 0,86 0,63
altkime 16 56,2808 50,596 0,78 0,5 0,4 0,7 0,63
altkime 15 56,8012 50,5787 0,78 0,51 0,4 0,69 0,64
altkime 14 58,281 49,4043 0,76 0,56 0,4 0,64 0,64
altkime 13 58,2548 49,3281 0,76 0,56 0,4 0,63 0,64
altkime 12 58,2625 49,3724 0,76 0,56 0,4 0,64 0,64
altkime 11 58,9585 48,6178 0,76 0,58 0,41 0,61 0,64
altkiime 10 59,3111 48,2826 0,76 0,59 0,41 0,59 0,64
altkime 9 54,0589 52,5449 0,81 0,42 0,39 0,79 0,65
altkiime 8 53,657 52,5845 0,82 0,41 0,39 0,8 0,65
altkime 7 53,1258 52,5293 0,82 0,4 0,39 0,81 0,65
altkime 6 52,4513 52,7511 0,82 0,38 0,39 0,83 0,65
altkime 5 41,9592 52,1638 0,96 0,15 0,35 0,99 0,66
altkime 4 41,7267 52,1246 0,97 0,15 0,35 0,99 0,66
altkime 3 41,6451 52,0982 0,97 0,15 0,35 0,99 0,66
altkime 2 41,6528 52,1003 0,97 0,15 0,35 0,99 0,66
altkiime 1 41,4927 52,0585 0,97 0,14 0,35 0,99 0,66

Karar agaclari, lojistik regresyona gore daha diisiik dogruluk oranina ulastig1 Cizelge

5.37 incelendiginde de goriilmistiir. Karar agac1 yontemiyle ulasilabilen en iyi sonug

30 oznitelik ile 67.91 degeri oldugu gézlenmistir.
Cizelge 5.37 : Ozyinelemeli ydntemle (Adaboost) olusturulmus 6znitelik dnemleri —
Karar agaglar1 siniflandiricisi.
Karar Dogruluk F Kesinlik-0 Hassaslik-0  Kesinlik-1 Hassaslik-1 ROC
Agaglari Olgiitii

altkime 34 67,7799 49,5187 0,76 0,76 0,49 0,5 0,63
altkime 33 67,6983 49,509 0,76 0,76 0,49 0,5 0,63
altkime 32 67,5967 49,2426 0,76 0,76 0,49 0,49 0,63
altkime 31 67,7122 49,51 0,76 0,76 0,49 0,5 0,63
altkiime 30 67,9108 49,8605 0,76 0,76 0,5 0,5 0,63
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altkime 29 67,6583 49,3098 0,76 0,76 0,49 0,49 0,63
altkime 28 67,7307 49,3633 0,77 0,76 0,49 0,49 0,63
altkime 27 67,8261 49,6494 0,76 0,76 0,5 0,5 0,63
altkime 26 67,686 49,3337 0,76 0,76 0,49 0,49 0,63
altkime 25 67,7276 49,4269 0,76 0,76 0,49 0,49 0,63
altkime 24 67,6906 49,3543 0,76 0,76 0,49 0,49 0,63
altkime 23 67,5628 49,0667 0,76 0,76 0,49 0,49 0,63
altkime 22 67,6275 49,1412 0,76 0,76 0,49 0,49 0,63
altkime 21 67,5782 49,1229 0,76 0,76 0,49 0,49 0,63
altkime 20 67,626 49,3044 0,76 0,76 0,49 0,49 0,63
altkime 19 67,5705 49,085 0,76 0,76 0,49 0,49 0,63
altkime 18 67,5567 49,1407 0,76 0,76 0,49 0,49 0,63
altkime 17 67,5751 49,177 0,76 0,76 0,49 0,49 0,63
altkime 16 67,5921 49,1041 0,76 0,76 0,49 0,49 0,63
altkime 15 67,7553 49,213 0,77 0,76 0,49 0,49 0,63
altkime 14 67,5289 49,0899 0,76 0,76 0,49 0,49 0,63
altkime 13 67,7291 49,3254 0,77 0,76 0,49 0,49 0,63
altkime 12 67,6398 49,1113 0,77 0,76 0,49 0,49 0,63
altkime 11 67,5536 49,0103 0,76 0,76 0,49 0,49 0,63
altkime 10 67,6367 49,2539 0,76 0,76 0,49 0,49 0,63
altkime 9 67,0131 48,7353 0,76 0,76 0,49 0,49 0,62
altkime 8 66,9715 48,6055 0,76 0,76 0,49 0,49 0,62
altkime 7 67,0193 48,5207 0,76 0,76 0,49 0,49 0,62
altkime 6 67,0424 48,5134 0,76 0,76 0,48 0,49 0,62
altkime 5 66,8684 48,5153 0,75 0,76 0,49 0,49 0,62
altkime 4 66,8622 48,5402 0,75 0,76 0,49 0,49 0,62
altkime 3 66,5573 48,1857 0,75 0,75 0,49 0,48 0,62
altkime 2 66,4172 47,8978 0,75 0,75 0,48 0,48 0,62
altkime 1 66,2956 47,7103 0,75 0,75 0,48 0,48 0,61

K en yakin komsu modeliyle, ilk 6znitelik alt kiimesi ile en yiiksek sonuca ulagilmas.

Bu alt kiime 5 0Oznitelik igermektedir. Sonrasinda diisiis yasanmistir. Dogrulugun

diisiisii kritik olmasa da en iyi sonug ilk 6znitelik ile alinmistir.

Cizelge 5.38 : Ozyinelemeli yontemle (Adaboost) olusturulmus dznitelik dnemleri —

K en yakin komsu siniflayicisi.
K En Yakin Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1 Hassaslik-1 ROC
Komsu Olciitii

altkime 34 64,4678 37,0162 0,71 0,79 0,43 0,33 0,62
altkime 33 64,474 37,0168 0,71 0,8 0,43 0,33 0,62
altkime 32 64,4725 37,0158 0,71 0,8 0,43 0,33 0,62
altkime 31 64,4725 37,0158 0,71 0,8 0,43 0,33 0,62
altkime 30 64,4663 36,9946 0,71 0,8 0,43 0,33 0,62
altkime 29 64,4663 36,9911 0,71 0,8 0,43 0,33 0,62
altkime 28 64,4663 36,9911 0,71 0,8 0,43 0,33 0,62
altkime 27 64,4648 36,9901 0,71 0,8 0,43 0,33 0,62
altkime 26 64,5479 37,1101 0,71 0,8 0,43 0,33 0,62
altkime 25 64,8235 37,9161 0,72 0,8 0,44 0,34 0,62
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altkime 24 65,2039 38,7754 0,72 0,8 0,44 0,34 0,63
altkiime 23 65,19 38,746 0,72 0,8 0,44 0,34 0,63
altkime 22 65,2039 38,7721 0,72 0,8 0,44 0,34 0,63
altkime 21 65,2223 38,7913 0,72 0,8 0,44 0,34 0,63
altkime 20 65,2223 38,7913 0,72 0,8 0,44 0,34 0,63
altkime 19 65,1962 38,8132 0,72 0,8 0,44 0,34 0,63
altkime 18 65,1869 38,8003 0,72 0,8 0,44 0,34 0,63
altkiime 17 65,19 38,7693 0,72 0,8 0,44 0,34 0,63
altkiime 16 65,19 38,7693 0,72 0,8 0,44 0,34 0,63
altkime 15 65,2932 38,9259 0,72 0,8 0,45 0,35 0,63
altkime 14 65,2855 38,914 0,72 0,8 0,45 0,35 0,63
altkime 13 65,5087 39,7461 0,72 0,8 0,45 0,36 0,63
altkime 12 65,5873 39,7617 0,72 0,8 0,45 0,35 0,63
altkime 11 65,5919 39,7585 0,72 0,8 0,45 0,35 0,63
altkime 10 65,5149 39,5943 0,72 0,8 0,45 0,35 0,63
altkime 9 66,9207 42,1987 0,73 0,81 0,48 0,38 0,65
altkime 8 66,9207 42,2018 0,73 0,81 0,48 0,38 0,65
altkime 7 66,9254 42,199 0,73 0,81 0,48 0,38 0,65
altkime 6 67,1717 42,5801 0,73 0,81 0,48 0,38 0,66
altkime 5 67,6675 43,2486 0,74 0,81 0,49 0,38 0,66
altkime 4 67,8939 43,7751 0,74 0,82 0,5 0,39 0,66
altkime 3 69,4183 46,128 0,75 0,83 0,53 0,41 0,69
altkime 2 69,3736 46,118 0,75 0,83 0,53 0,41 0,69
altkiime 1 69,5907 46,5911 0,75 0,83 0,53 0,41 0,69
Gradyen boosting modeli uygulandiginda, en iyi sonuca 26 Oznitelik ile ulagildig:
gbzlenmistir. Tlk dznitelik ile ulasilan dogruluk degeri 73.39 iken 34 Oznitelik ile bu
deger ancak 74.12 olabilmistir. Degerler Cizelge 5.39°da verilmistir.
Cizelge 5.39 : Ozyinelemeli yontemle (Adaboost) olusturulmus dznitelik dnemleri —
Gradyen boosting siniflayicisi.
Gradyen  Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1 Hassaslik-1 ROC
Boosting Olgiitii
altkime 34 74,1192 50,372 0,76 0,9 0,65 0,41 0,78
altkime 33 74,1192 50,372 0,76 0,9 0,65 0,41 0,78
altkime 32 74,1362 50,3473 0,76 0,9 0,65 0,41 0,78
altkiime 31 74,2517 50,5705 0,76 0,9 0,66 0,41 0,78
altkime 30 74,2316 50,5043 0,76 0,9 0,66 0,41 0,78
altkime 29 74,247 50,5075 0,76 0,9 0,66 0,41 0,78
altkime 28 74,247 50,5075 0,76 0,9 0,66 0,41 0,78
altkime 27 74,247 50,5075 0,76 0,9 0,66 0,41 0,78
altkime 26 74,247 50,5075 0,76 0,9 0,66 0,41 0,78
altkime 25 74,1577 50,3123 0,76 0,9 0,66 0,41 0,78
altkime 24 74,1547 50,5902 0,76 0,9 0,65 0,41 0,78
altkime 23 74,1547 50,5902 0,76 0,9 0,65 0,41 0,78
altkime 22 74,1547 50,5902 0,76 0,9 0,65 0,41 0,78
altkime 21 74,1516 50,5756 0,76 0,9 0,65 0,41 0,78
altkime 20 74,1516 50,5756 0,76 0,9 0,65 0,41 0,78
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altkiime 19 74,15 50,5712 0,76 0,9 0,65 0,41 0,78
altkiime 18 74,15 50,5712 0,76 0,9 0,65 0,41 0,78
altkime 17 74,1716 50,2816 0,76 0,9 0,66 0,41 0,78
altkime 16 74,1716 50,2816 0,76 0,9 0,66 0,41 0,78
altkime 15 74,1346 50,0565 0,76 0,9 0,66 0,4 0,78
altkime 14 74,2101 50,3248 0,76 0,9 0,66 0,41 0,78
altkime 13 74,0946 50,0208 0,76 0,9 0,66 0,4 0,78
altkime 12 74,0961 50,3116 0,76 0,9 0,65 0,41 0,78
altkime 11 74,0792 50,2277 0,76 0,9 0,65 0,41 0,78
altkime 10 74,0592 50,1583 0,76 0,9 0,65 0,41 0,78
altkime 9 74,1285 50,4453 0,76 0,9 0,65 0,41 0,78
altkiime 8 74,11 50,4567 0,76 0,9 0,65 0,41 0,78
altkiime 7 74,11 50,4567 0,76 0,9 0,65 0,41 0,78
altkime 6 74,1085 50,4757 0,76 0,9 0,65 0,41 0,78
altkime 5 74,0469 50,6341 0,76 0,89 0,65 0,42 0,78
altkime 4 73,9483 50,2806 0,76 0,89 0,65 0,41 0,78
altkiime 3 74,053 50,6314 0,76 0,89 0,65 0,42 0,78
altkiime 2 73,973 49,963 0,76 0,9 0,65 0,41 0,77
altkime 1 73,3971 48,0344 0,76 0,9 0,64 0,38 0,77
AdaBoost algoritmasiyla da yine ilk alt kiimeden itibaren iyi sonuglar elde edilmis olsa
da, dogruluk artarak devam etmis ve en son alt kiime ile en iyi dogruluk oranina
ulagmistir. AdaBoost modeli ile elde edilen sonuglar Cizelge 5.40’de verilmistir.
Cizelge 5.40 : Ozyinelemeli yontemle (Adaboost) olusturulmus dznitelik dnemleri —
AdaBoost siniflayicist.
AdaBoost  Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1 Hassaslik-1 ROC
Olgiitii
altkime 34 73,3755 49,7866 0,76 0,89 0,63 0,41 0,77
altkime 33 73,3755 49,7866 0,76 0,89 0,63 0,41 0,77
altkime 32 73,3755 49,7866 0,76 0,89 0,63 0,41 0,77
altkiime 31 73,3755 49,7866 0,76 0,89 0,63 0,41 0,77
altkime 30 73,3678 49,7414 0,76 0,89 0,63 0,41 0,77
altkime 29 73,3678 49,7414 0,76 0,89 0,63 0,41 0,77
altkime 28 73,3678 49,7414 0,76 0,89 0,63 0,41 0,77
altkime 27 73,3678 49,7414 0,76 0,89 0,63 0,41 0,77
altkime 26 73,3678 49,7414 0,76 0,89 0,63 0,41 0,77
altkime 25 73,3678 49,7414 0,76 0,89 0,63 0,41 0,77
altkime 24 73,3678 49,7414 0,76 0,89 0,63 0,41 0,77
altkime 23 73,3155 50,0202 0,76 0,88 0,63 0,42 0,77
altkime 22 73,3155 50,0202 0,76 0,88 0,63 0,42 0,77
altkime 21 73,3155 50,0202 0,76 0,88 0,63 0,42 0,77
altkime 20 73,3155 50,0202 0,76 0,88 0,63 0,42 0,77
altkime 19 73,3155 50,0202 0,76 0,88 0,63 0,42 0,77
altkime 18 73,3155 50,0202 0,76 0,88 0,63 0,42 0,77
altkime 17 73,3155 50,0202 0,76 0,88 0,63 0,42 0,77
altkime 16 73,3155 50,0202 0,76 0,88 0,63 0,42 0,77
altkime 15 73,3386 50,1856 0,76 0,88 0,63 0,42 0,77

121



altkime 14 73,3032 49,9769 0,76 0,88 0,63 0,42 0,77
altkime 13 73,3339 50,0058 0,76 0,88 0,63 0,42 0,77
altkime 12 73,3124 49,8176 0,76 0,88 0,63 0,41 0,77
altkime 11 73,3278 50,0548 0,76 0,88 0,63 0,42 0,77
altkime 10 73,2477 49,1215 0,76 0,89 0,63 0,4 0,77
altkime 9 73,2169 49,5153 0,76 0,88 0,63 0,41 0,77
altkime 8 73,2169 49,5153 0,76 0,88 0,63 0,41 0,77
altkime 7 73,1523 49,2313 0,76 0,88 0,62 0,41 0,77
altkime 6 73,1523 49,2313 0,76 0,88 0,62 0,41 0,77
altkime 5 73,1569 49,0427 0,76 0,89 0,63 0,4 0,76
altkime 4 73,1723 49,459 0,76 0,88 0,62 0,41 0,76
altkime 3 73,2462 49,2982 0,76 0,89 0,63 0,41 0,76
altkime 2 73,3724 49,4903 0,76 0,89 0,63 0,41 0,76
altkime 1 72,7334 47,6621 0,75 0,89 0,62 0,39 0,76

Yerine koyma siniflandiricisi da yine ilk alt kiimeden itibaren iyi sonuglar elde edilmis

olsa da, dogruluk artarak devam etmis ve en son alt kiime ile en iyi dogruluk oranina

ulagmustir.
Cizelge 5.41 : Ozyinelemeli yontemle (Adaboost) olusturulmus dznitelik Snemleri —
Bagging siniflayicisi.
Bagging  Dogruluk y Kesinlik-0 Hassaslik-0 Kesinlik-1 Hassaslik-1 ROC
Olciitii

altkime 34 73,434 49,5718 0,76 0,89 0,63 0,41 0,75
altkime 33 73,4756 49,9069 0,76 0,89 0,63 0,41 0,75
altkime 32 73,4864 49,9084 0,76 0,89 0,63 0,41 0,75
altkime 31 73,4202 49,8955 0,76 0,89 0,63 0,41 0,75
altkime 30 73,4371 49,7831 0,76 0,89 0,63 0,41 0,75
altkime 29 73,4094 49,798 0,76 0,89 0,63 0,41 0,75
altkime 28 73,4417 49,6996 0,76 0,89 0,63 0,41 0,76
altkime 27 73,5064 49,9826 0,76 0,89 0,63 0,41 0,75
altkime 26 73,4895 49,9113 0,76 0,89 0,63 0,41 0,75
altkime 25 73,4063 49,587 0,76 0,89 0,63 0,41 0,75
altkime 24 73,1523 49,4404 0,76 0,88 0,62 0,41 0,75
altkime 23 73,4402 49,7539 0,76 0,89 0,63 0,41 0,75
altkime 22 73,3355 49,7023 0,76 0,89 0,63 0,41 0,75
altkime 21 73,4079 50,0376 0,76 0,88 0,63 0,42 0,75
altkime 20 73,4048 49,8577 0,76 0,89 0,63 0,41 0,75
altkime 19 73,5018 50,0566 0,76 0,89 0,63 0,41 0,75
altkime 18 73,4479 49,9245 0,76 0,89 0,63 0,41 0,75
altkiime 17 73,5233 50,1117 0,76 0,89 0,63 0,42 0,75
altkime 16 73,3324 49,784 0,76 0,88 0,63 0,41 0,75
altkime 15 73,4464 49,9143 0,76 0,89 0,63 0,41 0,75
altkime_14 73,3817 49,8331 0,76 0,89 0,63 0,41 0,75
altkime 13 73,2908 49,7363 0,76 0,88 0,63 0,41 0,75
altkime 12 73,1384 49,1266 0,76 0,89 0,62 0,4 0,75
altkime 11 73,1769 49,4721 0,76 0,88 0,62 0,41 0,75
altkime 10 72,9937 49,0959 0,76 0,88 0,62 0,41 0,75
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altkime 9 72,6934 48,7782 0,76 0,88 0,61 0,41 0,74
altkime 8 72,7519 49,0088 0,76 0,88 0,61 0,41 0,75
altkime 7 72,7288 48,8875 0,76 0,88 0,61 0,41 0,74
altkime 6 72,5856 48,8185 0,76 0,88 0,61 0,41 0,74
altkime 5 72,4563 48,6361 0,76 0,87 0,6 0,41 0,74
altkime 4 72,4085 48,6723 0,76 0,87 0,6 0,41 0,74
altkime 3 72,1529 47,9044 0,76 0,87 0,6 0,4 0,74
altkime 2 71,8696 47,4772 0,75 0,87 0,59 0,4 0,73
altkiime 1 71,808 47,6332 0,75 0,87 0,59 0,4 0,73
Rastgele orman modelinde de aymi gradyen boosting, adaboost ve yerine koyma
siiflandiricisinda oldugu gibi, ilk alt kiimeden itibaren iyi sonuglar elde edilmis olsa
da, dogruluk artarak devam etmis ve en son alt kiime ile en iyi dogruluk oranina
ulagmistir. Modelin ¢alistirilmasiyla elde edilen sonuclar Cizelge 5.42°de verilmistir.
Cizelge 5.42 : Ozyinelemeli yontemle (Adaboost) olusturulmus dznitelik Snemleri —
Rastgele orman siniflayicisi.
Rast. Orman  Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1 Hassaslik-1 ROC
Siniflayicist Olgiitii
altkime 34 72,0282 45,3621 0,75 0,89 0,61 0,36 0,74
altkime 33 72,3931 46,1769 0,75 0,89 0,62 0,37 0,74
altkime 32 72,3054 45,6748 0,75 0,89 0,61 0,36 0,74
altkime 31 72,3346 45,724 0,75 0,89 0,62 0,36 0,74
altkime 30 72,156 45,5676 0,75 0,89 0,61 0,36 0,74
altkime 29 72,3654 46,0387 0,75 0,89 0,61 0,37 0,74
altkime 28 72,4424 46,3407 0,75 0,89 0,62 0,37 0,74
altkime 27 72,4316 45,8046 0,75 0,89 0,62 0,36 0,74
altkime 26 72,5456 46,3049 0,75 0,89 0,62 0,37 0,74
altkime 25 72,6903 46,8345 0,75 0,89 0,62 0,38 0,74
altkiime 24 72,33 45,9321 0,75 0,89 0,61 0,37 0,74
altkime 23 72,2453 45,8009 0,75 0,89 0,61 0,37 0,74
altkime 22 72,4948 46,3267 0,75 0,89 0,62 0,37 0,74
altkime 21 72,3685 45,9797 0,75 0,89 0,62 0,37 0,74
altkime 20 72,4008 46,4091 0,75 0,89 0,61 0,37 0,74
altkime 19 72,6349 46,5118 0,75 0,89 0,62 0,37 0,74
altkime 18 72,6888 46,9889 0,75 0,89 0,62 0,38 0,74
altkime 17 72,6703 46,7557 0,75 0,89 0,62 0,37 0,74
altkime 16 72,5949 46,8336 0,75 0,89 0,62 0,38 0,74
altkime 15 72,4717 46,5019 0,75 0,89 0,62 0,37 0,74
altkime 14 72,4547 46,5473 0,75 0,89 0,62 0,37 0,74
altkiime 13 72,6811 47,083 0,75 0,89 0,62 0,38 0,74
altkime 12 72,059 45,8393 0,75 0,89 0,6 0,37 0,74
altkime 11 72,2746 46,4298 0,75 0,89 0,61 0,37 0,74
altkime 10 72,3962 46,8499 0,75 0,89 0,61 0,38 0,74
altkime 9 72,2992 47,2712 0,75 0,88 0,61 0,39 0,74
altkime 8 72,2592 47,3278 0,75 0,88 0,6 0,39 0,74
altkime 7 72,3593 47,2386 0,75 0,88 0,61 0,39 0,74
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altkime 6 72,2931 47,3213 0,75 0,88 0,61 0,39 0,74
altkime 5 71,8157 46,9664 0,75 0,87 0,59 0,39 0,73
altkime 4 71,8111 47,5008 0,75 0,87 0,59 0,4 0,73
altkime 3 71,7403 47,178 0,75 0,87 0,59 0,39 0,73
altkime 2 71,3353 46,6621 0,75 0,87 0,58 0,39 0,72
altkime 1 71,2614 46,7959 0,75 0,86 0,58 0,39 0,72

YSA ile 6znitelik sayisi arttik¢a dogruluk degeri diger modellerde artsa da, en yiiksek

degere alt kiime 4 ile yani 9 6znitelik ile ulasilmistir. Degerler 5.43te verilmistir.

Cizelge 5.43 : Ozyinelemeli yontemle (Adaboost) olusturulmus dznitelik dnemleri —

YSA smiflayicisi.
YSA Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1 Hassaslik-1 ROC

Siniflayicist Olgiitii
altkime 34 72,0806 49,3859 0,76 0,86 0,59 0,43 0,74
altkime 33 72,2653 42,6771 0,74 0,91 0,63 0,32 0,75
altkime 32 71,4739 54,4614 0,78 0,8 0,56 0,53 0,75
altkime 31 71,9728 49,6459 0,76 0,86 0,58 0,43 0,75
altkime 30 72,1945 52,2805 0,77 0,84 0,58 0,48 0,75
altkime 29 72,0067 49,8427 0,76 0,85 0,59 0,43 0,74
altkime 28 72,3362 47,4525 0,75 0,88 0,61 0,39 0,75
altkime 27 72,3947 50,5843 0,76 0,86 0,59 0,44 0,75
altkime 26 72,0729 51,3166 0,77 0,84 0,58 0,46 0,75
altkime 25 72,233 46,6558 0,75 0,88 0,61 0,38 0,74
altkime 24 72,4809 47,3796 0,75 0,88 0,61 0,39 0,75
altkime 23 72,2546 51,5475 0,77 0,85 0,59 0,46 0,75
altkime 22 72,1576 52,6327 0,77 0,83 0,58 0,48 0,75
altkime 21 72,1822 48,7664 0,76 0,87 0,59 0,41 0,74
altkime 20 71,8912 51,6693 0,77 0,84 0,58 0,47 0,75
altkime 19 72,2361 49,4463 0,76 0,86 0,59 0,42 0,75
altkime 18 71,477 54,598 0,78 0,8 0,56 0,54 0,75
altkime 17 72,1729 53,8815 0,78 0,82 0,57 0,51 0,75
altkime 16 71,8896 51,2966 0,77 0,84 0,58 0,46 0,75
altkime 15 72,2345 48,2998 0,76 0,87 0,6 0,4 0,75
altkime 14 71,8573 52,7201 0,77 0,83 0,57 0,49 0,75
altkime 13 72,387 49,2256 0,76 0,87 0,6 0,42 0,75
altkime 12 72,4809 47,3951 0,75 0,88 0,61 0,39 0,75
altkime 11 72,2268 46,2368 0,75 0,89 0,61 0,37 0,74
altkime 10 71,6063 46,4763 0,75 0,87 0,59 0,38 0,74
altkime 9 73,3555 49,3591 0,76 0,89 0,63 0,41 0,76
altkime 8 73,3955 49,8491 0,76 0,89 0,63 0,41 0,76
altkime 7 73,3463 51,9327 0,77 0,87 0,62 0,45 0,76
altkime 6 73,3247 44,7929 0,75 0,92 0,66 0,34 0,77
altkime 5 73,4679 49,4944 0,76 0,89 0,63 0,41 0,76
altkiime 4 73,608 50,4051 0,76 0,89 0,63 0,42 0,77
altkime 3 72,3362 43,1492 0,74 0,91 0,63 0,33 0,75
altkiime 2 73,374 46,3781 0,75 0,91 0,65 0,36 0,76
altkiime 1 73,046 46,2856 0,75 0,9 0,64 0,36 0,76
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XGB siniflayict, ilk 6znitelik alt kiimesinden itibaren oldukc¢a yiiksek sonug iiretmis
olsa da, dogruluk artarak devam etmis ve en iyi dogruluk oranimna tiim alt kiime

Oznitelikleriyle ulagilmistir. Degerler Cizelge 5.44 te verilmistir.

Cizelge 5.44 : Ozyinelemeli yontemle (Adaboost) olusturulmus 6znitelik dnemleri —

XGB smiflayicisi.

XGB Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1  Hassaslik-1 ROC

Simiflayicist Olgiitii

altkime 34 74,284 50,1478 0,76 0,9 0,66 0,4 0,78
altkiime 33 74,284 50,1478 0,76 0,9 0,66 0,4 0,78
altkime 32 74,2132 49,9537 0,76 0,9 0,66 0,4 0,78
altkime 31 74,1947 49,7797 0,76 0,9 0,66 0,4 0,78
altkime 30 74,1993 49,724 0,76 0,9 0,66 0,4 0,78
altkime 29 74,1947 49,8008 0,76 0,9 0,66 0,4 0,78
altkime 28 74,1947 49,8008 0,76 0,9 0,66 0,4 0,78
altkime 27 74,1947 49,8008 0,76 0,9 0,66 0,4 0,78
altkime 26 74,1947 49,8008 0,76 0,9 0,66 0,4 0,78
altkime 25 74,1778 49,8145 0,76 0,9 0,66 0,4 0,78
altkiime 24 74,244 49,9446 0,76 0,9 0,66 0,4 0,78
altkiime 23 74,244 49,9446 0,76 0,9 0,66 0,4 0,78
altklime 22 74,244 49,9446 0,76 0,9 0,66 0,4 0,78
altkiime 21 74,244 49,9446 0,76 0,9 0,66 0,4 0,78
altkime 20 74,244 49,9446 0,76 0,9 0,66 0,4 0,78
altkime 19 74,1932 49,8624 0,76 0,9 0,66 0,4 0,78
altkime 18 74,1932 49,8624 0,76 0,9 0,66 0,4 0,78
altkime 17 74,2162 50,0939 0,76 0,9 0,66 0,4 0,78
altkime 16 74,2162 50,0939 0,76 0,9 0,66 0,4 0,78
altkime 15 74,2162 50,0879 0,76 0,9 0,66 0,4 0,78
altkime 14 74,2116 50,0269 0,76 0,9 0,66 0,4 0,78
altkime 13 74,1824 49,858 0,76 0,9 0,66 0,4 0,78
altkime 12 74,2594 50,3844 0,76 0,9 0,66 0,41 0,78
altkime 11 74,2178 50,3086 0,76 0,9 0,66 0,41 0,78
altkime 10 74,1901 50,2257 0,76 0,9 0,66 0,41 0,78
altkime 9 74,1885 50,3657 0,76 0,9 0,66 0,41 0,78
altkime 8 74,1516 50,3123 0,76 0,9 0,65 0,41 0,78
altkime 7 74,1516 50,3093 0,76 0,9 0,66 0,41 0,78
altkime 6 74,1516 50,3093 0,76 0,9 0,66 0,41 0,78
altkime 5 74,1778 50,3905 0,76 0,9 0,66 0,41 0,78
altkime 4 74,0977 50,2984 0,76 0,9 0,65 0,41 0,78
altkiime 3 73,9976 49,7993 0,76 0,9 0,65 0,4 0,77
altkime 2 73,8914 49,1666 0,76 0,9 0,65 0,39 0,77
altkiime 1 73,3201 47,67 0,75 0,9 0,64 0,38 0,77

Extra trees simiflayict modeli ile ilk alt kiimeden (5 6znitelik) ulasilmis olup, 34
Oznitelik ile 1 puanlik diisiis gézlenmis olup, 6znitelik eklemenin avantajli olmadig

gorilmistiir. Degerler Cizelge 5.45°de verilmistir.
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Cizelge 5.45 : Ozyinelemeli yontemle (Adaboost) olusturulmus dznitelik énemleri —

Extra trees siniflayicisi.

Extra Trees Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1 Hassaslik-1 ROC

Olgiitii
altkime 34 69,6308 40,0972 0,73 0,88 0,54 0,32 0,69
altkiime 33 69,6369 39,9342 0,73 0,88 0,55 0,32 0,69
altkiime 32 69,6816 40,2283 0,73 0,88 0,55 0,32 0,69
altkiime 31 69,7154 40,2769 0,73 0,88 0,55 0,32 0,69
altkiime 30 69,7062 40,4035 0,73 0,87 0,55 0,32 0,69
altkiime 29 69,8694 40,5264 0,73 0,88 0,55 0,32 0,69
altkime 28 69,9079 40,4231 0,73 0,88 0,55 0,32 0,70
altkiime 27 69,6492 40,5202 0,73 0,87 0,54 0,32 0,69
altkime 26 69,9172 40,7772 0,73 0,88 0,55 0,32 0,70
altkiime 25 69,7478 40,5555 0,73 0,87 0,55 0,32 0,69
altkime 24 69,4521 40,9114 0,73 0,87 0,54 0,33 0,69
altkiime 23 69,7 41,1156 0,73 0,87 0,54 0,33 0,69
altkime 22 69,6816 40,8567 0,73 0,87 0,54 0,33 0,69
altkiime 21 69,7955 41,1814 0,73 0,87 0,55 0,33 0,69
altkime 20 69,7632 41,0884 0,73 0,87 0,55 0,33 0,69
altkime 19 69,854 41,327 0,73 0,87 0,55 0,33 0,69
altkime 18 69,8771 41,2328 0,73 0,87 0,55 0,33 0,70
altkiime 17 69,7077 41,0723 0,73 0,87 0,55 0,33 0,69
altkime 16 69,9372 41,6113 0,74 0,87 0,55 0,33 0,70
altkiime 15 69,3105 40,5737 0,73 0,87 0,53 0,33 0,69
altkiime 14 69,3644 40,7646 0,73 0,87 0,54 0,33 0,69
altkiime 13 69,6462 41,3076 0,73 0,87 0,54 0,33 0,69
altkiime 12 69,235 41,6676 0,73 0,86 0,53 0,34 0,69
altkiime 11 69,0949 41,239 0,73 0,86 0,53 0,34 0,68
altkiime 10 69,3906 42,0082 0,74 0,86 0,53 0,35 0,69
altkime 9 69,8663 44,0249 0,74 0,85 0,54 0,37 0,69
altkime 8 69,6138 43,6365 0,74 0,85 0,54 0,37 0,69
altkime 7 69,5014 43,478 0,74 0,85 0,54 0,37 0,69
altkime 6 69,8432 43,974 0,74 0,85 0,54 0,37 0,70
altkime 5 69,8525 44,24 0,74 0,85 0,54 0,37 0,70
altkime 4 70,3699 45,3526 0,75 0,85 0,55 0,38 0,70
altkime 3 70,3637 45,6591 0,75 0,85 0,55 0,39 0,70
altkime 2 69,9695 45,15 0,75 0,85 0,54 0,39 0,70
altkiime 1 70,5023 45,6524 0,75 0,86 0,56 0,39 0,70

5.3.5 Ki-kare temelli yontemler ile olusturulmus alt kiimeler

Lojistik regresyon modeli i¢in incelendiginde, veri kiimesine bilgi kazancini artiran ne
kadar parametre eklenirse sonugta o kadar iyilesme oldugu Cizelge 5.46’da

goriilmektedir.
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Cizelge 5.46 : Ki-kare temelli yontemle olusturulmus 6znitelik 6nemleri — Lojistik

Regresyon siniflayicisi.

Lojistik Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1 Hassaslik-1 ROC

Reg. Olgiitii

altkiime 38 70,1266 27,9122 0,71 0,95 0,62 0,18 0,72
altkiime 37 70,1189 27,9016 0,71 0,95 0,61 0,18 0,72
altkiime 36 69,834 24,8667 0,71 0,95 0,62 0,16 0,71
altkiime 35 69,834 24,8667 0,71 0,95 0,62 0,16 0,71
altkiime 34 69,8356 24,8677 0,71 0,95 0,62 0,16 0,71
altkiime 33 69,1796 20,5966 0,7 0,96 0,59 0,12 0,69
altkiime 32 69,1827 20,6298 0,7 0,96 0,59 0,12 0,69
altkiime 31 69,0657 19,8516 0,7 0,96 0,58 0,12 0,69
altkiime 30 69,0241 19,238 0,7 0,96 0,58 0,12 0,69
altkiime 29 69,021 19,1456 0,7 0,96 0,58 0,11 0,69
altkiime 28 68,8439 18,3323 0,7 0,96 0,57 0,11 0,69
altkiime 27 68,8408 18,2978 0,7 0,96 0,57 0,11 0,69
altkiime 26 68,6899 17,4823 0,69 0,96 0,56 0,1 0,68
altkiime 25 68,556 17,1999 0,69 0,96 0,55 0,1 0,67
altkiime 24 68,5498 17,2105 0,69 0,96 0,55 0,1 0,67
altkiime 23 68,556 17,22 0,69 0,96 0,55 0,1 0,67
altkiime 22 68,5544 17,2126 0,69 0,96 0,55 0,1 0,67
altkiime 21 68,459 16,0079 0,69 0,96 0,55 0,09 0,67
altkiime 20 68,4682 15,9842 0,69 0,96 0,55 0,09 0,67
altkime 19 68,442 15,7797 0,69 0,96 0,54 0,09 0,67
altkiime 18 68,4328 15,7482 0,69 0,96 0,54 0,09 0,67
altkiime 17 68,4205 15,8052 0,69 0,96 0,54 0,09 0,67
altkime 16 68,3743 15,2577 0,69 0,96 0,54 0,09 0,67
altkiime 15 68,2804 10,2397 0,69 0,98 0,55 0,06 0,66
altkiime 14 68,3004  9,9943 0,69 0,98 0,55 0,05 0,66
altkiime 13 68,3019 10,0026 0,69 0,98 0,55 0,05 0,66
altkiime 12 68,3035 10,0109 0,69 0,98 0,55 0,06 0,66
altkiime 11 68,1957  7,5715 0,69 0,98 0,55 0,04 0,66
altkime 10 68,1957  7,5715 0,69 0,98 0,55 0,04 0,66
altkiime 9 68,0602  5,4256 0,68 0,99 0,53 0,03 0,65
altkime 8 68,0602 5,4256 0,68 0,99 0,53 0,03 0,65
altkiime 7 68,0648  5,4695 0,68 0,99 0,53 0,03 0,65
altkime 6 67,9585 0 0,68 1 0 0 0,64
altkiime 5 67,9585 0 0,68 1 0 0 0,63
altkime 4 67,9585 0 0,68 1 0 0 0,63
altkiime 3 67,9585 0 0,68 1 0 0 0,63
altkiime 2 67,9585 0 0,68 1 0 0 0,63
altkiime 1 67,9585 0 0,68 1 0 0 0,63

Naive Bayes algoritmasi i¢in, 26 6znitelik ile en etkili sonuglart vermistir. Eklemeye

devam ettik¢e model performansinda diisiis oldugu Cizelge 5.47 ile gozlenmektedir.
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Cizelge 5.47 : Ki-kare temelli yontemle olusturulmus 6znitelik 6nemleri — Naive

Bayes siniflayicisi.

Naive Bayes Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1 Hassaslik-1 ROC

Olgiitii

altkiime 38 41,545 52,0045 0,96 0,15 0,35 0,99 0,61
altkiime 37 41,545 52,0045 0,96 0,15 0,35 0,99 0,61
altkiime 36 41,5543 52,0097 0,96 0,15 0,35 0,99 0,61
altkiime 35 41,9207 52,0474 0,95 0,15 0,35 0,98 0,63
altkime 34 42,8015 52,1911 0,93 0,17 0,36 0,97 0,64
altkiime 33 42,6968 52,1517 0,93 0,17 0,36 0,97 0,63
altkime 32 42,6952 52,151 0,93 0,17 0,36 0,97 0,63
altkiime 31 42,8831 52,1874 0,93 0,17 0,36 0,97 0,64
altkime 30 42,8816 52,1855 0,93 0,17 0,36 0,97 0,64
altkiime 29 42,8292 52,1835 0,93 0,17 0,36 0,97 0,64
altkime 28 42,9632 52,2051 0,93 0,17 0,36 0,97 0,64
altkiime 27 42,9601 52,205 0,93 0,17 0,36 0,97 0,64
altkiime 26 42,9724 52,2042 0,93 0,17 0,36 0,97 0,64
altkiime 25 42,8215 52,1136 0,93 0,17 0,36 0,97 0,64
altkime 24 42,7399 52,0953 0,93 0,17 0,36 0,97 0,64
altkiime 23 42,6922 52,0807 0,93 0,17 0,36 0,97 0,63
altkime 22 42,5844 52,0473 0,93 0,17 0,36 0,97 0,63
altkiime 21 42,1224 51,9237 0,93 0,16 0,35 0,98 0,63
altkiime 20 42,3642 51,9974 0,93 0,16 0,35 0,97 0,63
altkiime 19 42,3288 51,9894 0,93 0,16 0,35 0,97 0,63
altkiime 18 42,455 52,0368 0,93 0,17 0,35 0,97 0,63
altkiime 17 42,4427 52,0326 0,93 0,17 0,35 0,97 0,63
altkime 16 42,3811 52,0121 0,93 0,16 0,35 0,97 0,63
altkiime 15 42,3272 51,9937 0,93 0,16 0,35 0,97 0,63
altkiime 14 41,9931 51,8888 0,93 0,16 0,35 0,98 0,63
altkiime 13 41,8283 51,8647 0,94 0,15 0,35 0,98 0,63
altkiime 12 41,7544 51,8759 0,94 0,15 0,35 0,98 0,63
altkiime 11 40,0206 51,5769 0,99 0,12 0,35 1 0,62
altkiime 10 40,0068 51,5723 0,99 0,12 0,35 1 0,62
altkime 9 40,0099 51,6061 0,99 0,12 0,35 1 0,62
altkime 8 40,0099 51,6097 0,99 0,12 0,35 1 0,62
altkime 7 40,0114 51,6163 0,99 0,12 0,35 1 0,62
altkime 6 39,8774 51,5931 1 0,12 0,35 1 0,61
altkime 5 39,8774 51,5931 1 0,12 0,35 1 0,60
altkime 4 39,8774 51,5931 1 0,12 0,35 1 0,60
altkime 3 39,8774 51,5931 1 0,12 0,35 1 0,60
altkime 2 39,8774 51,5931 1 0,12 0,35 1 0,63
altkime 1 39,8774 51,5931 1 0,12 0,35 1 0,63

Karar agaglart i¢in ise, goriilmiistiir ki 0znitelik eklendik¢ce modelin bilgi kazanci
artiyor ve modelin dogrulugunda iyilesme gézlemleniyor. Degerler Cizelge 5.48’°de

verilmisgtir.
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Cizelge 5.48 : Ki-kare temelli yontemle olusturulmus 6znitelik 6nemleri — Karar

agaclar1 siniflayicisi.

Karar Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1 Hassaslik-1 ROC

Agaglari Olgiitii

altkime 38 67,6891 49,3409 0,76 0,76 0,49 0,49 0,63
altkime 37 67,5674 49,1833 0,76 0,76 0,49 0,49 0,63
altkime 36 67,8107 49,2536 0,77 0,76 0,49 0,49 0,63
altkime 35 67,7137 49,4357 0,76 0,76 0,49 0,49 0,63
altkiime 34 67,8631 49,4441 0,77 0,76 0,49 0,49 0,63
altkime 33 67,2195 48,5213 0,76 0,76 0,48 0,49 0,62
altkime 32 67,1825 48,5479 0,76 0,76 0,48 0,49 0,62
altkime 31 67,2549 48,6279 0,76 0,76 0,48 0,49 0,62
altkime 30 67,1917 48,5947 0,76 0,76 0,48 0,49 0,62
altkime 29 67,2148 48,5974 0,76 0,76 0,48 0,49 0,62
altkime 28 66,7868 47,9564 0,76 0,76 0,48 0,48 0,62
altkime 27 66,8407 47,9215 0,76 0,76 0,48 0,48 0,62
altkime 26 66,3325 47,4689 0,75 0,75 0,47 0,47 0,61
altkiime 25 64,5895 44,453 0,74 0,74 0,44 0,44 0,59
altkime 24 64,5941 44,4884 0,74 0,74 0,44 0,44 0,59
altkime 23 64,5803 44,4439 0,74 0,74 0,44 0,44 0,59
altkime 22 64,7435 44,7639 0,74 0,74 0,45 0,45 0,59
altkime 21 64,685 44,4794 0,74 0,74 0,44 0,44 0,59
altkime 20 64,608 44,4525 0,74 0,74 0,44 0,44 0,59
altkime 19 64,6665 44,6006 0,74 0,74 0,44 0,45 0,59
altkime 18 64,2554 43,7999 0,74 0,74 0,43 0,44 0,59
altkime 17 64,1229 43,4054 0,74 0,74 0,43 0,43 0,59
altkime 16 64,2215 43,7412 0,74 0,74 0,43 0,44 0,59
altkime 15 62,1474 40,2441 0,73 0,72 0,4 0,4 0,56
altkime 14 62,0627 40,416 0,72 0,72 0,4 0,4 0,56
altkime 13 62,0103 40,2846 0,72 0,72 0,4 0,4 0,56
altkime 12 62,0057 40,2123 0,72 0,72 0,4 0,4 0,56
altkime 11 61,8748 39,9787 0,72 0,72 0,4 0,4 0,56
altkime 10 61,841 39,9079 0,72 0,72 0,4 0,4 0,56
altkime 9 60,9402 37,9886 0,72 0,71 0,37 0,38 0,55
altkiime 8 61,145 37,8013 0,73 0,72 0,37 0,38 0,55
altkime 7 67,7245 12,2273 0,96 0,8 0,07 0,12 0,64
altkime 6 67,9585 0 1 0,81 0 0 0,64
altkime 5 67,9585 0 1 0,81 0 0 0,63
altkime 4 67,9585 0 1 0,81 0 0 0,63
altkime 3 67,9585 0 1 0,81 0 0 0,63
altkime 2 67,9585 0 1 0,81 0 0 0,63
altkime 1 67,9585 0 1 0,81 0 0 0,63

K en yakin komsu modelinde; 6znitelik sayisi ne kadar az ise o kadar dogru sonuglar
alimmustir. Ancak f-puanina bakilinca modelin hataya kars1 duyarliliginin ¢ok arttig

goriilmektedir. Ancak yine de en iyi sonuga 16 6znitelik ile ulasabilmektedir.
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Cizelge 5.49 : Ki-kare temelli yontemle olusturulmus 6znitelik 6nemleri — K en

yakin komsu siniflayicisi.

K En Yakin Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1 Hassaslik-1 ROC

Komsu Olgiitii

altkime 38 64,4678 37,0162 0,71 0,79 0,43 0,33 0,62
altkime 37 64,7681 37,8082 0,72 0,8 0,44 0,33 0,62
altkime 36 64,7866 37,8442 0,72 0,8 0,44 0,33 0,62
altkime 35 64,7866 37,8442 0,72 0,8 0,44 0,33 0,62
altkime 34 64,7866 37,8442 0,72 0,8 0,44 0,33 0,62
altkime 33 64,7773 37,7873 0,72 0,8 0,44 0,33 0,62
altkime 32 64,7773 37,7873 0,72 0,8 0,44 0,33 0,62
altkime 31 64,782 37,7971 0,72 0,8 0,44 0,33 0,62
altkime 30 64,6865 37,5878 0,72 0,8 0,43 0,33 0,62
altkime 29 64,6957 37,5871 0,72 0,8 0,43 0,33 0,62
altkime 28 64,705 37,6034 0,72 0,8 0,43 0,33 0,62
altkime 27 64,7081 37,6055 0,72 0,8 0,43 0,33 0,62
altkime 26 64,6865 37,5606 0,72 0,8 0,43 0,33 0,62
altkime 25 64,685 37,5528 0,72 0,8 0,43 0,33 0,62
altkime 24 64,6603 37,533 0,72 0,8 0,43 0,33 0,62
altkime 23 64,6603 37,5228 0,72 0,8 0,43 0,33 0,62
altkime 22 64,6742 37,5456 0,72 0,8 0,43 0,33 0,62
altkime 21 64,9744 38,2563 0,72 0,8 0,44 0,34 0,63
altkime 20 64,9806 38,2671 0,72 0,8 0,44 0,34 0,63
altkime 19 64,9914 38,2878 0,72 0,8 0,44 0,34 0,63
altkime 18 65,1777 38,6046 0,72 0,8 0,44 0,34 0,63
altkime 17 65,421 39,3628 0,72 0,8 0,45 0,35 0,63
altkiime 16 65,6165 39,9117 0,72 0,8 0,45 0,36 0,64
altkime 15 64,0382 35,9628 0,71 0,79 0,42 0,32 0,61
altkime 14 64,2138 36,0861 0,71 0,8 0,42 0,32 0,61
altkime 13 64,2153 36,0906 0,71 0,8 0,42 0,32 0,61
altkime 12 64,1537 35,889 0,71 0,8 0,42 0,31 0,61
altkime 11 64,0906 35,5079 0,71 0,8 0,42 0,31 0,61
altkime 10 64,0952 35,4965 0,71 0,8 0,42 0,31 0,61
altkime 9 63,9613 34,4012 0,71 0,8 0,41 0,29 0,60
altkime 8 63,9659 34,382 0,71 0,8 0,41 0,29 0,60
altkime 7 63,2622 32,0353 0,7 0,8 0,39 0,27 0,59
altkiime 6 62,848 25,7737 0,69 0,83 0,36 0,2 0,58
altkime 5 67,6752 2,5711 0,68 0,99 0,38 0,01 0,56
altkime 4 67,4674  3,6571 0,68 0,98 0,36 0,02 0,52
altkime 3 67,4674  3,6571 0,68 0,98 0,36 0,02 0,52
altkime 2 67,9585 0 0,68 1 0 0 0,52
altkime 1 67,9585 0 0,68 1 0 0 0,52

Gradyen boosting model, bir 6nceki iterasyondaki hata oranlarin1 da modele ekleyerek
ilerlediginden, 6znitelik sayisi arttik¢a modelin dogrulugundaki artis Cizelge 5.50°de

gozlenmistir.
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Cizelge 5.50 : Ki-kare temelli yontemle olusturulmus 6znitelik 6nemleri — Gradyen

boosting siniflayicist.

Gradyen  Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1 Hassaslik-1 ROC

Boosting Olgiitii
altkime 38 74,1192 50,372 0,76 0,9 0,65 0,41 0,78
altkiime 37 74,1608 50,5525 0,76 0,9 0,65 0,41 0,78
altkime 36 74,1316 50,4132 0,76 0,9 0,65 0,41 0,78
altkime 35 74,1316 50,4132 0,76 0,9 0,65 0,41 0,78
altkime 34 74,1316 50,4132 0,76 0,9 0,65 0,41 0,78
altkime 33 73,7112 46,2183 0,75 0,92 0,67 0,35 0,77
altkime 32 73,7112 46,2183 0,75 0,92 0,67 0,35 0,77
altkime 31 73,7312 46,3724 0,75 0,92 0,67 0,35 0,77
altkime 30 73,7066 46,18 0,75 0,92 0,67 0,35 0,77
altkime 29 73,685 46,3624 0,75 0,92 0,67 0,35 0,77
altkime 28 73,7666 46,1723 0,75 0,92 0,67 0,35 0,77
altkime 27 73,7666 46,1723 0,75 0,92 0,67 0,35 0,77
altkime 26 72,8705 42,0485 0,74 0,93 0,67 0,31 0,76
altkime 25 71,9066 37,9696 0,73 0,93 0,65 0,27 0,74
altkime 24 71,9066 37,9696 0,73 0,93 0,65 0,27 0,74
altkime 23 71,9019 37,7329 0,73 0,93 0,65 0,27 0,74
altkime 22 71,8896 37,8159 0,73 0,93 0,65 0,27 0,74
altkime 21 71,8665 37,8136 0,73 0,93 0,65 0,27 0,74
altkime 20 71,8989 38,0348 0,73 0,93 0,65 0,27 0,74
altkime 19 71,8989 38,0348 0,73 0,93 0,65 0,27 0,74
altkiime 18 71,557 36,579 0,73 0,93 0,64 0,26 0,73
altkime 17 71,5724 36,4475 0,73 0,93 0,64 0,25 0,73
altkime 16 71,5293 36,1004 0,73 0,93 0,64 0,25 0,73
altkime 15 68,7839 14,4707 0,69 0,97 0,59 0,08 0,69
altkime 14 68,7808 14,0999 0,69 0,97 0,6 0,08 0,69
altkime 13 68,7931 14,3588 0,69 0,97 0,59 0,08 0,69
altkime 12 68,7823 14,1587 0,69 0,97 0,6 0,08 0,69
altkime 11 68,6268 13,2794 0,69 0,97 0,58 0,07 0,69
altkime 10 68,5976 13,3718 0,69 0,97 0,58 0,08 0,68
altkiime 9 68,402 10,4395 0,69 0,98 0,57 0,06 0,68
altkiime 8 68,3558 8,5199 0,69 0,98 0,58 0,05 0,68
altkime 7 67,9709 1,0466 0,68 1 0,52 0,01 0,65
altkime 6 67,9585 0 0,68 1 0 0 0,64
altkime 5 67,9585 0 0,68 1 0 0 0,63
altkime 4 67,9585 0 0,68 1 0 0 0,63
altkime 3 67,9585 0 0,68 1 0 0 0,63
altkime 2 67,9585 0 0,68 1 0 0 0,63
altkiime 1 67,9585 0 0,68 1 0 0 0,63

Adaboost modeli ise, aga¢ mantig1 ile calistigindan karar agaglart gibi bilgi kazanci

arttikca modelin dogrulugunda iyilesme oldugu Cizelge 5.51°de gbzlenmistir.
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Cizelge 5.51 : Ki-kare temelli yontemle olusturulmus 6znitelik 6nemleri — AdaBoost

smiflayicisi.

AdaBoost  Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1 Hassaslik-1 ROC

Olgiitii

altkiime 38 73,3755 49,7866 0,76 0,89 0,63 0,41 0,77
altkiime 37 73,3755 49,7866 0,76 0,89 0,63 0,41 0,77
altkiime 36 73,3755 49,7866 0,76 0,89 0,63 0,41 0,77
altkiime 35 73,3755 49,7866 0,76 0,89 0,63 0,41 0,77
altkiime 34 73,3755 49,7866 0,76 0,89 0,63 0,41 0,77
altkiime 33 72,3793 44,461 0,75 0,9 0,62 0,35 0,75
altkime 32 72,3793 44,461 0,75 0,9 0,62 0,35 0,75
altkiime 31 72,3793 44,461 0,75 0,9 0,62 0,35 0,75
altkime 30 72,3223 44,7857 0,75 0,9 0,62 0,35 0,75
altkiime 29 72,3531 44,9385 0,75 0,9 0,62 0,35 0,75
altkiime 28 72,2268 44,0279 0,74 0,9 0,62 0,34 0,75
altkiime 27 72,2268 44,0279 0,74 0,9 0,62 0,34 0,75
altkime 26 71,9974 42,5403 0,74 0,91 0,62 0,32 0,74
altkiime 25 71,4015 39,2821 0,73 0,91 0,61 0,29 0,73
altkime 24 71,4015 39,2821 0,73 0,91 0,61 0,29 0,73
altkiime 23 71,4015 39,2821 0,73 0,91 0,61 0,29 0,73
altkime 22 71,4015 39,2821 0,73 0,91 0,61 0,29 0,73
altkiime 21 71,3291 39,1344 0,73 0,91 0,61 0,29 0,73
altkiime 20 71,3984 39,4498 0,73 0,91 0,61 0,29 0,73
altkiime 19 71,3984 39,4498 0,73 0,91 0,61 0,29 0,73
altkiime 18 71,2013 37,8369 0,73 0,92 0,61 0,27 0,72
altkime 17 71,2013 37,8369 0,73 0,92 0,61 0,27 0,72
altkiime 16 71,0581 37,1749 0,73 0,92 0,61 0,27 0,72
altkime 15 68,5514 21,0392 0,7 0,95 0,54 0,13 0,68
altkiime 14 68,5514 21,0392 0,7 0,95 0,54 0,13 0,68
altkiime 13 68,5514 21,0392 0,7 0,95 0,54 0,13 0,68
altkiime 12 68,5514 21,0392 0,7 0,95 0,54 0,13 0,68
altkiime 11 68,4805 18,9949 0,7 0,95 0,54 0,12 0,68
altkiime 10 68,4805 18,9949 0,7 0,95 0,54 0,12 0,68
altkime 9 68,2988 17,5755 0,69 0,96 0,53 0,11 0,68
altkime 8 68,2573 17,7538 0,69 0,95 0,52 0,11 0,68
altkime 7 68,0278  4,1632 0,68 0,99 0,53 0,02 0,65
altkime 6 67,9585 0 0,68 1 0 0 0,64
altkime 5 67,9585 0 0,68 1 0 0 0,63
altkime 4 67,9585 0 0,68 1 0 0 0,63
altkime 3 67,9585 0 0,68 1 0 0 0,63
altkime 2 67,9585 0 0,68 1 0 0 0,63

altkime 1 67,9585 0 0,68 1 0 0 0,63

Yerine koyma smiflandiric1 da aga¢ kokenli oldugundan, bilgi kazanci arttikca

modelin dogrulugu arttig1 Cizelge 5.52 incelendiginde gézlenmektedir.
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Cizelge 5.52 : Ki-kare temelli yontemle olusturulmus 6znitelik 6nemleri — Bagging

smiflayicisi.

Bagging  Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1 Hassaslik-1 ROC

Olgiitii

altkiime 38 73,4063 49,5987 0,76 0,89 0,63 0,41 0,75
altkiime 37 73,4541 49,9652 0,76 0,89 0,63 0,41 0,75
altkiime 36 73,4895 50,071 0,76 0,89 0,63 0,41 0,75
altkiime 35 73,6203 50,1861 0,76 0,89 0,64 0,41 0,75
altkiime 34 73,4402 50,0014 0,76 0,89 0,63 0,41 0,75
altkime 33 72,6441 47,9705 0,76 0,88 0,61 0,39 0,74
altkime 32 72,7873 48,0252 0,76 0,89 0,62 0,39 0,74
altkiime 31 72,7704 48,1712 0,76 0,88 0,62 0,39 0,74
altkime 30 72,6888 47,9808 0,76 0,88 0,62 0,39 0,74
altkiime 29 72,6842 48,0953 0,76 0,88 0,61 0,39 0,74
altkime 28 72,6564 48,003 0,76 0,88 0,61 0,39 0,74
altkiime 27 72,5194 47,857 0,76 0,88 0,61 0,39 0,74
altkime 26 71,8604 46,2358 0,75 0,88 0,6 0,38 0,73
altkiime 25 70,105 41,8834 0,74 0,87 0,56 0,34 0,70
altkime 24 70,0711 41,5762 0,74 0,87 0,56 0,33 0,70
altkiime 23 70,1866 42,0542 0,74 0,87 0,56 0,34 0,70
altkime 22 70,1697 41,7161 0,74 0,88 0,56 0,33 0,70
altkiime 21 69,9664 41,2624 0,73 0,87 0,55 0,33 0,70
altkiime 20 69,8448 41,0263 0,73 0,87 0,55 0,33 0,69
altkiime 19 69,9649 41,3671 0,73 0,87 0,55 0,33 0,69
altkiime 18 69,8202 41,1022 0,73 0,87 0,55 0,33 0,69
altkiime 17 69,6 40,6422 0,73 0,87 0,54 0,32 0,69
altkiime 16 69,5553 40,5925 0,73 0,87 0,54 0,32 0,68
altkiime 15 66,4111 35,2816 0,71 0,84 0,46 0,29 0,64
altkiime 14 66,1955 35,3495 0,71 0,84 0,46 0,29 0,64
altkiime 13 66,0615 35,0532 0,71 0,84 0,45 0,29 0,64
altkiime 12 65,9414 35,2014 0,71 0,83 0,45 0,29 0,64
altkime 11 65,4718 35,1908 0,71 0,83 0,44 0,29 0,63
altkiime 10 65,3286 34,9577 0,71 0,82 0,44 0,29 0,63
altkime 9 63,6964 32,4267 0,7 0,81 0,4 0,27 0,60
altkime 8 63,9705 32,4139 0,7 0,81 0,41 0,27 0,60
altkime 7 67,5166 13,6189 0,69 0,96 0,46 0,08 0,64
altkime 6 67,9585 0 0,68 1 0 0 0,64
altkime 5 67,9585 0 0,68 1 0 0 0,63
altkime 4 67,9585 0 0,68 1 0 0 0,63
altkime 3 67,9585 0 0,68 1 0 0 0,63
altkime 2 67,9585 0 0,68 1 0 0 0,63

altkime 1 67,9585 0 0,68 1 0 0 0,63

Rastgele orman algoritmasi da ayni sekilde agac temelli oldugundan bilgi kazanci, yeni

Oznitelikler ile artmaktadir.Degerler Cizelge 5.53te verilmistir.
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Cizelge 5.53 : Ki-kare temelli yontemle olusturulmus 6znitelik 6nemleri — Rastgele

orman Sll’llﬂﬁlelSl.

Rastgele  Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1 Hassaslik-1 ROC

Orman Olgiitii
altkime 38 72,2453 45,9115 0,75 0,89 0,61 0,37 0,74
altkime 37 72,1837 45,7002 0,75 0,89 0,61 0,37 0,74
altkime 36 72,2869 46,204 0,75 0,89 0,61 0,37 0,74
altkiime 35 72,3362 45,9734 0,75 0,89 0,61 0,37 0,74
altkime 34 72,1375 45,6753 0,75 0,89 0,61 0,37 0,74
altkime 33 71,6248 43,9231 0,74 0,89 0,6 0,35 0,73
altkime 32 71,7433 43,8172 0,74 0,89 0,6 0,34 0,73
altkime 31 71,9589 44,5209 0,74 0,89 0,61 0,35 0,73
altkime 30 71,6448 43,8858 0,74 0,89 0,6 0,35 0,72
altkime 29 71,7203 43,7592 0,74 0,89 0,6 0,34 0,72
altkiime 28 71,246 42,5804 0,74 0,89 0,59 0,33 0,71
altkime 27 71,5924 43,2111 0,74 0,89 0,6 0,34 0,72
altkime 26 70,4068 41,5356 0,74 0,88 0,57 0,33 0,70
altkime 25 69,0965 38,7288 0,73 0,87 0,53 0,3 0,68
altkime 24 69,3521 39,165 0,73 0,88 0,54 0,31 0,68
altkime 23 69,4044 39,2578 0,73 0,88 0,54 0,31 0,68
altkime 22 69,3567 39,0381 0,73 0,88 0,54 0,31 0,68
altkime 21 68,9917 38,8498 0,73 0,87 0,53 0,31 0,68
altkime 20 68,9163 38,8884 0,73 0,87 0,53 0,31 0,68
altkime 19 69,0071 38,8838 0,73 0,87 0,53 0,31 0,68
altkime 18 68,2773 38,0987 0,72 0,86 0,51 0,3 0,67
altkime 17 68,3943 38,8343 0,73 0,86 0,51 0,31 0,67
altkime 16 68,2911 39,155 0,73 0,85 0,51 0,32 0,67
altkime 15 64,3108 35,9051 0,71 0,8 0,42 0,31 0,61
altkime 14 64,2969 36,0658 0,71 0,8 0,42 0,31 0,61
altkime 13 64,4586 36,167 0,71 0,8 0,43 0,31 0,61
altkime 12 64,2323 36,0699 0,71 0,8 0,42 0,31 0,61
altkime 11 63,6163 36,2189 0,71 0,78 0,41 0,32 0,60
altkime 10 63,5671 36,4379 0,71 0,78 0,41 0,33 0,60
altkime 9 61,8902 36,3066 0,71 0,75 0,39 0,34 0,58
altkiime 8 62,1351 36,4459 0,71 0,75 0,39 0,34 0,59
altkime 7 67,5443 13,9673 0,69 0,96 0,46 0,08 0,64
altkiime 6 67,9585 0 0,68 1 0 0 0,64
altkiime 5 67,9585 0 0,68 1 0 0 0,63
altkiime 4 67,9585 0 0,68 1 0 0 0,63
altkiime 3 67,9585 0 0,68 1 0 0 0,63
altkiime 2 67,9585 0 0,68 1 0 0 0,63
altkiime 1 67,9585 0 0,68 1 0 0 0,63

Yapay sinir aglar1 modeli, modele eklenen Oznitelik sayist arttikca, gercek hayat
simiilasyonu gibi olmaktadir. Gizli katmanda bu oOznitelikler uygun agirliklarla

modelin dogru tahmin yamasina katkis1 artmaktadir.

134



Cizelge 5.54 : Ki-kare temelli yontemle olusturulmus 6znitelik 6nemleri — YSA

smiflayicisi.

YSA Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1 Hassaslik-1 ROC

Olgiitii

altkiime 38 72,3331 48,8412 0,76 0,87 0,6 0,41 0,75
altkiime 37 72,3793 45,2342 0,75 0,9 0,62 0,36 0,75
altkiime 36 71,9512 42,1163 0,74 0,91 0,62 0,32 0,74
altkiime 35 72,2099 42,672 0,74 0,91 0,63 0,32 0,74
altkiime 34 72,4578 46,1121 0,75 0,89 0,62 0,37 0,75
altkiime 33 71,554 45,22 0,75 0,88 0,59 0,37 0,73
altkime 32 71,7341 45,2798 0,75 0,88 0,6 0,36 0,74
altkiime 31 71,283 48,8424 0,76 0,85 0,57 0,43 0,73
altkime 30 71,7341 45,2569 0,75 0,88 0,6 0,36 0,74
altkiime 29 71,0951 47,7714 0,75 0,85 0,57 0,41 0,73
altkime 28 70,9889 43,5408 0,74 0,88 0,58 0,35 0,72
altkiime 27 70,781 43,1652 0,74 0,88 0,57 0,35 0,72
altkime 26 70,0881 42,0016 0,74 0,87 0,55 0,34 0,71
altkiime 25 69,8001 41,6922 0,74 0,87 0,55 0,34 0,71
altkime 24 69,8586 41,1473 0,73 0,87 0,55 0,33 0,70
altkiime 23 69,8078 43,0066 0,74 0,86 0,54 0,36 0,70
altkime 22 69,6261 41,9311 0,74 0,86 0,54 0,34 0,70
altkiime 21 70,1635 36,7777 0,72 0,9 0,57 0,27 0,71
altkiime 20 69,4937 43,8276 0,74 0,85 0,53 0,37 0,70
altkiime 19 70,0819 39,6621 0,73 0,89 0,56 0,31 0,70
altkime 18 69,7817 39,7359 0,73 0,88 0,55 0,31 0,70
altkiime 17 69,9726 38,9888 0,73 0,89 0,56 0,3 0,70
altkiime 16 69,7663 40,3934 0,73 0,88 0,55 0,32 0,70
altkiime 15 68,2172 23,1334 0,7 0,93 0,51 0,15 0,66
altkiime 14 67,8692 26,2728 0,7 0,91 0,5 0,18 0,66
altkime 13 68,0864 25,5852 0,7 0,92 0,51 0,17 0,66
altkiime 12 67,5875 30,1685 0,71 0,89 0,49 0,22 0,66
altkime 11 68,0787 22,9016 0,7 0,93 0,51 0,15 0,67
altkiime 10 67,9693 25,4302 0,7 0,92 0,5 0,17 0,67
altkime 9 67,9493 15,2656 0,69 0,96 0,5 0,09 0,65
altkime 8 68,0094 18,3398 0,69 0,95 0,5 0,11 0,65
altkime 7 67,8523 11,233 0,69 0,97 0,49 0,06 0,64
altkime 6 67,9585 0 0,68 1 0 0 0,64
altkime 5 67,9585 0 0,68 1 0 0 0,63
altkime 4 67,9585 0 0,68 1 0 0 0,63
altkime 3 67,9585 0 0,68 1 0 0 0,63
altkiime 2 67,9585 0 0,68 1 0 0 0,63
altkime 1 67,9585 0 0,68 1 0 0 0,63

XGB modeller, 6znitelik sayisi eklendikge iyilesme gostermektedir. Hem agac¢ kokenli
olusu hem de hatayi her iterasyonda hesaba katmasi sayesinde modelin dogruluk orani
artmaktadir. Ancak F olciitii degerinde doygunluk olabilecegi, daha fazla 6znitelik

eklense de bir iyilesme gézlenmeme ihtimali olabilir.
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Cizelge 5.55 : Ki-kare temelli yontemle olusturulmus 6znitelik 6nemleri — XGB

smiflayicist.

XGB Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1 Hassaslik-1 ROC

Olgiitii

altkiime 38 74,284 50,1478 0,76 0,9 0,66 0,4 0,78
altkiime 37 74,2671 50,2945 0,76 0,9 0,66 0,41 0,78
altkiime 36 74,2378 50,1594 0,76 0,9 0,66 0,4 0,78
altkiime 35 74,2378 50,1594 0,76 0,9 0,66 0,4 0,78
altkiime 34 74,2378 50,1594 0,76 0,9 0,66 0,4 0,78
altkiime 33 73,6635 45,7223 0,75 0,92 0,67 0,35 0,77
altkime 32 73,6635 45,7223 0,75 0,92 0,67 0,35 0,77
altkiime 31 73,5557 45,3405 0,75 0,92 0,67 0,34 0,77
altkime 30 73,6327 45,6036 0,75 0,92 0,67 0,34 0,77
altkiime 29 73,6388 45,6094 0,75 0,92 0,67 0,34 0,77
altkime 28 73,4956 44,9976 0,75 0,92 0,67 0,34 0,77
altkiime 27 73,4956 44,9976 0,75 0,92 0,67 0,34 0,77
altkime 26 72,6949 40,9077 0,74 0,93 0,67 0,29 0,76
altkiime 25 71,7726 36,7076 0,73 0,94 0,65 0,26 0,74
altkime 24 71,7726 36,7076 0,73 0,94 0,65 0,26 0,74
altkiime 23 71,7726 36,7076 0,73 0,94 0,65 0,26 0,74
altkime 22 71,7741 36,7133 0,73 0,94 0,65 0,26 0,74
altkiime 21 71,8019 36,8016 0,73 0,94 0,65 0,26 0,74
altkiime 20 71,8496 37,0888 0,73 0,94 0,65 0,26 0,74
altkime 19 71,8496 37,0888 0,73 0,94 0,65 0,26 0,74
altkiime 18 71,5555 35,5511 0,72 0,94 0,65 0,24 0,73
altkime 17 71,5278 35,3891 0,72 0,94 0,65 0,24 0,73
altkiime 16 71,5771 35,5864 0,72 0,94 0,65 0,25 0,73
altkime 15 68,807 12,4092 0,69 0,98 0,62 0,07 0,69
altkime 14 68,7823 12,77 0,69 0,98 0,61 0,07 0,69
altkiime 13 68,8024 12,7245 0,69 0,98 0,61 0,07 0,69
altkiime 12 68,8362 13,3419 0,69 0,98 0,61 0,07 0,69
altkime 11 68,5668 11,8033 0,69 0,98 0,58 0,07 0,68
altkime 10 68,576 12,2538 0,69 0,98 0,58 0,07 0,68
altkime 9 68,4189 10,3897 0,69 0,98 0,57 0,06 0,68
altkime 8 68,3651  8,5385 0,69 0,98 0,58 0,05 0,68
altkime 7 67,9632  0,5449 0,68 1 0,51 0 0,65
altkime 6 67,9585 0 0,68 1 0 0 0,64
altkime 5 67,9585 0 0,68 1 0 0 0,63
altkime 4 67,9585 0 0,68 1 0 0 0,63
altkime 3 67,9585 0 0,68 1 0 0 0,63
altkime 2 67,9585 0 0,68 1 0 0 0,63
altkime 1 67,9585 0 0,68 1 0 0 0,63

Extra trees metodunda, model aga¢ kokenli oldugundan yeni 6znitelik eklendikce
iyilesme gostermesi beklenmistir ve Cizelge 5.56’da gézlenmistir. Ancak doygunluga

ulagmuis olabilir. 38 6znitelik arasindan en iyi sonucu 37 6znitelik sayisiyla vermistir.
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Cizelge 5.56 : Ki-kare temelli yontemle olusturulmus 6znitelik 6nemleri — Extra

trees siniflayicisi.

Extra Trees Dogruluk F Kesinlik-0 Hassaslik-0 Kesinlik-1 Hassaslik-1 ROC

Olgiitii

altkiime 38 69,389 39,743 0,73 0,87 0,54 0,32 0,69
altkiime 37 69,4814 40,5412 0,73 0,87 0,54 0,32 0,69
altkiime 36 69,4629 40,3226 0,73 0,87 0,54 0,32 0,69
altkiime 35 69,4999 40,4808 0,73 0,87 0,54 0,32 0,69
altkiime 34 69,62 40,4144 0,73 0,87 0,54 0,32 0,69
altkiime 33 69,1719 39,0291 0,73 0,87 0,53 0,31 0,68
altkime 32 69,3505 39,1861 0,73 0,88 0,54 0,31 0,68
altkime 31 68,5637 38,2979 0,73 0,87 0,52 0,3 0,67
altkime 30 68,3435 38,5583 0,73 0,86 0,51 0,31 0,67
altkiime 29 68,7284 39,0065 0,73 0,86 0,52 0,31 0,67
altkime 28 68,1202 37,7511 0,72 0,86 0,5 0,3 0,67
altkiime 27 68,1972 38,3315 0,72 0,86 0,51 0,31 0,67
altkime 26 67,1856 37,8525 0,72 0,84 0,48 0,31 0,65
altkiime 25 66,3864 37,625 0,72 0,83 0,46 0,32 0,64
altkime 24 66,6513 37,6784 0,72 0,83 0,47 0,31 0,64
altkiime 23 66,6559 37,509 0,72 0,83 0,47 0,31 0,64
altkime 22 66,6082 37,3816 0,72 0,83 0,47 0,31 0,64
altkiime 21 66,2833 37,5496 0,72 0,83 0,46 0,32 0,64
altkiime 20 66,0815 37,6578 0,72 0,82 0,46 0,32 0,63
altkime 19 65,8783 37,2664 0,72 0,82 0,45 0,32 0,63
altkiime 18 65,9507 37,7957 0,72 0,82 0,46 0,32 0,63
altkiime 17 65,6073 38,2472 0,72 0,81 0,45 0,33 0,63
altkiime 16 65,9337 38,5752 0,72 0,81 0,46 0,33 0,63
altkiime 15 62,7587 37,4974 0,71 0,76 0,41 0,35 0,58
altkiime 14 62,8772 37,8554 0,71 0,76 0,41 0,35 0,58
altkiime 13 62,7402 37,7591 0,71 0,76 0,41 0,35 0,58
altkiime 12 62,7186 37,768 0,71 0,76 0,41 0,35 0,58
altkime 11 62,5123 37,8231 0,71 0,75 0,4 0,36 0,58
altkiime 10 62,3707 37,604 0,71 0,75 0,4 0,35 0,58
altkime 9 61,0218 36,8413 0,71 0,73 0,38 0,35 0,57
altkime 8 61,2497 36,921 0,71 0,73 0,39 0,35 0,57
altkime 7 67,726 12,2205 0,69 0,96 0,48 0,07 0,64
altkime 6 67,9585 0 0,68 1 0 0 0,64
altkime 5 67,9585 0 0,68 1 0 0 0,63
altkime 4 67,9585 0 0,68 1 0 0 0,63
altkime 3 67,9585 0 0,68 1 0 0 0,63
altkime 2 67,9585 0 0,68 1 0 0 0,63
altkime 1 67,9585 0 0,68 1 0 0 0,63
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5.4 Oznitelik Altkiimelerinin En Iyi Sonuclarinin Karsilastiriimasi

Boliim 5.3’te her bir modele sirasiyla en 6nemliden baslayarak 6zniteliklerin birer

birer eklendigindeki dogruluk hesaplarinin gizelgeleri verilmistir. Bu ¢izelgelerden her

model ve her Oznitelik se¢cim yontemi i¢in en yiliksek dogruluk degerini veren

altkiimeler bu boliimde karsilastirilacaktir.

5.4.1 Aga¢ modellerinin 6znitelik veri kiimesi en iyi alt kiimesinin modeller

lizerinde calistirilmasi

Boliim 5.3.1°de verilmis olan agag temelli yontemler ile 6znitelik 6nem listelerinin

calismada kullanilan modellere sirasiyla verilmesiyle elde edilmis olan sonuglar

arasindan her model i¢in en iyi sonu¢ Cizelge 5.57°de listelenmistir. Bu cizelge

incelendiginde bu cizelgedeki en iyi sonucu veren modelin koyu renkli olarak

isaretlendigi goriilecektir. Bu deger ilk 33 oznitelik ile ‘Extra gradyen boosting’

algoritmasindan elde edilen 74,28 olmustur.

Cizelge 5.57 : Aga¢ modellerinin karsilastirilmasi.

Agac temelli  Altkiime no  Dogruluk F Olgiitii Kesinlik-0  Hassaslik-0  Kesinlik-1 ~ Hassaslik-1 ROC
Lojistik altkiime 38 70,1266 27,9122 0,71 0,95 0,62 0,18 0,72
Regresyon -
Naive Bayes  altkime 2 625077 51,7775 0,78 0,62 0,44 0,63 0,65
Karar altkiime 21 67,9508 49,637 0,77 0,76 0,49 05 0,63
Agaglari -
KEnyakin —iime 7 68,9702 44,6374 0,74 0,83 0,52 0,39 0,67
komsu -
Gradyen altkiime 19 742162 49,8938 0,76 0,9 0,66 04 0,78
Boosting
Adaboost  altkiime 17 73,5541 49,9257 0,76 0,89 0,63 0,41 0,77
Bagging altkime 32 737174 50,1154 0,76 0,89 0,64 0,41 0,75
Rgfrtg:r']e altkiime 21 72,4978 46,5799 0,75 0,89 0,62 0,37 0,74
YSA altkime 8 72,9967 49,6887 0,76 0,88 0,62 0,42 0,76
XGB altkiime 33 74,284 50,1478 0,76 0,9 0,66 04 08
ExtraTrees  altkime 7 71,1644 453019 0,75 0,87 0,58 0,37 0,71

XGB i¢in aga¢ Oznitelik dnemine gore secilmis ilk 33 6znitelik ile ¢izdirilmis ROC

egrisi Sekil 5.2°de gosterilmektedir.
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Sekil 5.2 : Agag Oznitelik siralamasi ile XGB modeli ROC grafigi.

Cizelge 5.57’de yer alan en yiiksek degere sahip XGB modelinin ¢alistirilmasiyla elde

edilen karmasiklik matrisinin degerleri Cizelge 5.58’de yer almaktadir.

Cizelge 5.58 : Agac Oznitelik siralamasi ile karmasiklik matrisi.

XGB karmagiklik matrisi ~ Odemez (Tahmin) Oder (Tahmin)

Odemez 39843 4292
Oder 12409 8400

5.4.2 Temel bilesen analizi yontemiyle oznitelik veri kiimesinin en iyi alt

kiimesinin modeller iizerinde cahistirildig1 metrikler

Bolim 5.3.2°de verilmis olan temel bilesen analizi ile 6znitelik énem listelerinin
calismada kullanilan modellere sirasiyla verilmesiyle elde edilmis olan sonuglar
arasindan her model icin asagida Cizelge 5.59°de listelenmistir. Bu gizelge
incelendiginde bu ¢izelgedeki en iyi sonucu veren modelin koyu renkli olarak
isaretlendigi goriilecektir. Bu deger ilk 33 6znitelik ile koyu renk ile belirtilen ‘gradyen
boosting” ve ‘extra gradyen boosting’ algoritmalarindan elde edilen 71,04 ve 71,09

sonuglart olmustur. F-6l¢titii degerleri de dikkate alinarak karsilastirma yapilmistir.

Cizelge 5.59 : Temel bilesen analizi modellerinin karsilagtirilmasi.

Temel

bilesen Dogruluk F Olgiitii Kesinlik-0 ~ Hassaslik-0  Kesinlik-1 ~ Hassaslik-1 ROC
analizi Altkiime no

Lojistik altkiime 33 69,2951 20,2775 0,7 0,96 0,6 0,12 07
Regresyon -

139



Naive Bayes
Karar
Agaclari
K En yakin
komsu
Gradyen
Boosting

Adaboost

Bagging
Rastgele
Orman

YSA
XGB
Extra Trees

altkiime 6

altkiime 15
altkiime 5

altkiime 33
altkiime 33
altkiime 32
altkiime 33
altkiime 17

altkiime 33
altkiime 33

60,5968
65,4964

67,3242

71,035
70,7687
69,7093
69,2243
70,2775

71,0905
67,1794

35,0903
45,3597

40,8342

38,9432
41,1093
42,5367
40,2606
37,1094

38,2584
38,4831

0,7
0,75

0,73

0,73
0,73
0,74
0,73
0,73
0,73
0,72

0,73
0,75

0,82

0,91
0,89
0,86
0,87
0,91
0,91
0,84

0,37
0,45

0,49

0,6
0,58
0,54
0,53
0,58
0,61
0,48

0,33
0,45

0,35

0,29
0,32
0,35
0,32
0,27
0,28
0,32

0,59
0,6

0,65

0,7
0,74
0,71
0,69
0,73

0,7
0,66

Bu iyi sonuglar arasindan gradyen boosting i¢in 33 6znitelik ile ROC egrisi gizdirilirse

Sekil 5.3 teki gibi bir gorsel elde edilmis olacaktir.

Dogru Pozitif Orani

ROC

Yanhs Pozitif Orani

Sekil 5.3 : TBA 6znitelik siralamasi ile Gradyen Boosting modeli ROC grafigi.

Cizelge 5.60’da temel bilesen analizine gore en iyi sonucu veren gradyen boosting

algoritmasinin 33 Oznitelik ile yaptigi tahminler sonucunda karmasiklik matrisinin

degerleri listelenmistir.

Cizelge 5.60 : TBA 0znitelik siralamasi ile karmagsiklik matrisi.

Gradyen Boost. Karms. matrisi  Odemez (Tahmin) ~ Oder (Tahmin)
Odemez 40352 3783
Oder 14992 5817
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5.4.3 Lojistik regresyon ile 6zyinelemeli 6znitelik veri kiimesi en iyi alt kiimenin

modeller iizerinde ¢cahstirildiginda metrikler

Bolim 5.3.3’te verilen 6zyinelemeli olarak lojistik regresyon uygulanarak listelenmis

olan Oznitelik 6nem listelerinden elde edilen en iyi sonuglar Cizelge 5.61°de

listelenmistir. Bu calisma icin 6zyinelemeli modellerde baz kiime sayist olarak 5

verilmigtir. Bu nedenle ilk altkiime diger yontemlerde bir Oznitelige sahipken,

Ozyinelemeli modellerde 5 6znitelige sahiptir. Bu degerler arasindan en iyi sonucu 30.

altkiime ile 34 6znitelige sahip iken veren ‘gradyen boosting’ algoritmasi koyu renk

ile belirtilmistir. Ulasilan dogruluk degeri 74,01 dir.

Cizelge 5.61 : Ozyinelemeli lojistik regresyon modellerinin karsilastiriimas.

Ozyinelemeli

Lojistik Altkiime no  Dogruluk F Olgiitii Kesinlik-0 ~ Hassaslik-0  Kesinlik-1 ~ Hassaslik-1 ROC
Lojistik altkiime 34 69,7586 25,4649 0,71 0,95 0,61 0,16 0,71
Regresyon -
Naive Bayes altkiime 1 44,5137 51,3481 0,85 0,22 0,36 0,91 0,6
Karar altkiime 34 67,5289 49,2076 0,76 0,76 0,49 0,49 0,63
Agaglari -
KEnyakin - gune 7 687762 45772 0,75 0,82 0,52 041 0,68
komsu -
Gradyen —,iiime 30 740145 50,1977 0,76 0,9 0,65 0,41 08
Boosting -
Adaboost  altkiime 34 73,0121 49,0153 0,76 0,88 0,62 0.4 0,77
Bagging altkiime 34 73,3509 49,5731 0,76 0,89 0,63 0,41 0,75
Rastgele altkiime 34 72,1191 45,4888 075 0,89 0,61 0,36 074
Orman —
YSA altkiime 29 73,4602 51,3107 0,77 0,88 0,62 0,44 0,76
XGB altkiime 34 73,9745 49,7861 0,76 0,9 0,65 0.4 0,78
Extra Trees  altkime 6 70,7764 456827 0,75 0,86 0,56 0,38 0,71

Gradyen Boosting modeli i¢in 35 6znitelik ile elde edilen sonuglarin ROC egrisi Sekil

5.4°te verilmistir.
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Sekil 5.4 : Ozyinelemeli lojistik reg. 6znitelik siralamasi ile Gradyen Boosting

modeli ROC grafigi.

Gradyen Boosting modeli i¢in 35 6znitelik ile elde edilen sonuglarin test veri kiimesi

ile olan karmasiklik matrisi sonuglari Cizelge 5.62’de verilmistir.

Cizelge 5.62 : Ozyinelemeli lojistik reg. 6znitelik siralamasi ile Karmasiklik matrisi.

Gradyen Boost. Karms. matrisi  Odemez (Tahmin) Oder (Tahmin)

Odemez 39563 4572
Oder 12304 8505

5.4.4 Adaboost ile 6zyinelemeli 6znitelik veri kiimesi en iyi alt kiimenin modeller

iizerinde ¢cahstirildi@inda metrikler

Bolim 5.3.4°te verilen 6zyinelemeli olarak Adaboost uygulanarak listelenmis olan
Oznitelik 6nem listelerinden elde edilen en iyi sonuglar Cizelge 5.63’te listelenmistir.
Bu calisma icin 6zyinelemeli modellerde baz kiime sayisi olarak 5 verilmistir. Bu
nedenle ilk altkiime diger yontemlerde bir Oznitelige sahipken, Ozyinelemeli
modellerde 5 6znitelige sahiptir. Bu degerler arasindan en iyi sonuglar 31. altkiime ile
35 oznitelige sahip iken veren ‘gradyen boosting’ ve 34. altkiime ile 38 Oznitelik ile
‘extra gradyen boosting’ algoritmalar1 koyu renk ile belirtilmistir. Ulasilan dogruluk
degeri sirasiyla 74,25 ve 74,28 dir. F-0l¢iitii de degerlendirmede kullanilmistir.

Cizelge 5.63 : Adaboost ile 6zyinelemeli modellerin karsilastiriimasi.

Ozyinelemeli

Altkime no  Dogruluk F Olgiitii Kesinlik-0  Hassaslik-0  Kesinlik-1 ~ Hassaslik-1 ROC
Adaboost
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Lojistik
Regresyon
Naive Bayes
Karar
Agaclari
K En yakin
komsu
Gradyen
Boosting

Adaboost

Bagging
Rastgele
Orman

YSA
XGB
Extra Trees

altkiime 30
altkiime 10

altkiime 30
altkiime 1

altkiime 31
altkiime 31
altktime 17
altkiime 13
altkiime 4

altkiime 34

altkiime 1

70,1728
59,3111
67,9108

69,5907

74,2517
73,3755
73,5233
72,6811

73,608
74,284
70,5023

28,0397
48,2826
49,8605

46,5911

50,5705
49,7866
50,1117
47,083

50,4051
50,1478
45,6524

0,71
0,76
0,76

0,75

0,76
0,76
0,76
0,75
0,76
0,76
0,75

0,95
0,59
0,76

0,83

0,9
0,89
0,89
0,89
0,89

0,9
0,86

0,62
0,41
0,5

0,53

0,66
0,63
0,63
0,62
0,63
0,66
0,56

0,18
0,59
0,5

0,41

0,41
0,41
0,42
0,38
0,42
0,4
0,39

0,72
0,64
0,63

0,69

0,8
0,77
0,75
0,74
0,77

0,8

0,7

Daha az 6znitelik sayisiyla yiiksek dogruluk degerine ulasan Gradyen Boosting i¢in

35 Oznitelik (ilk altkiime 5 6znitelik igeriyor) ile elde edilen sonuglara ait ROC grafigi

Sekil 5.5’te verilmistir.

Dogru Pozitif Orani

0.8

0.6

0.4

0.2

ROC

0.0 <=

— AUC =0.78

0.2

0.6

Yanlig Pozitif Orani

0.8

Sekil 5.5 : Ozyinelemeli adaboost 6znitelik siralamasi ile Gradyen Boosting modeli
ROC grafigi.

Gradyen boosting modeli ile elde edilen sonuglarin test veri kiimesi iizerinde

calistirildiginda elde edilen sonuglarin karmasiklik matrisine konumlandirilmig hali

Cizelge 5.64’te verilmistir.
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Cizelge 5.64 : Ozyinelemeli adaboost 6znitelik siralamast ile Karmagiklik matrisi.

Gradyen Boost. Karms. matrisi  Odemez (Tahmin) Oder (Tahmin)
Odemez 39668 4467
Oder 12255 8554

5.4.5 Ki-kare temelli 6znitelik veri kiimesi en iyi alt kiimenin modeller iizerinde

cahistirildiginda metrikler

Bo6lim 5.3.5’te verilen Ki-kare degerine gore Oznitelik onem derecelerine karar

verilmis olan listenin modeller {izerinde uygulanmasiyla elde edilmis en iyi sonuglar

(her bir model i¢in ayr1) Cizelge 5.65°te gosterilmistir. En yliksek degere 37 6znitelik

sayistyla 74,16 dogruluk oraniyla ‘gradyen boosting’ algoritmasiyla erigilmistir.

Cizelge 5.65 : Ki-kare modellerinin karsilastirilmasi.

Ki-kare Altkimeno  Dogruluk F Olgiitii Kesinlik-0 ~ Hassaslik-0  Kesinlik-1 ~ Hassaslik-1 ROC
Rtgﬁ;g'/'(‘m altkiime 38 70,1266 27,9122 0,71 0,95 0,62 0.18 0.72
Naive Bayes  altkiime 26 42,9724 52,2042 0,93 0,17 0,36 0,97 0,64
Agiﬁn altkiime 34 67,8631 49,4441 0,77 0,76 0,49 0,49 0,63
Klf;‘nyl;ljm altkime 16 65,6165 39,9117 0,72 08 0,45 0,36 0,64
ggiga' 23 altkiime 37 74,1608 50,5525 0,76 0.9 0,65 0,41 08
Adaboost  altkiime 34 733755 49,7866 0,76 0,89 0,63 0,41 0,77
Bagging  altkime 35 73,6203 50,1861 0,76 0,89 0,64 0,41 0,75
Rgf;?;'f altkiime 35 72,3362 459734 0,75 0,89 0,61 0,37 0.74
YSA altkime 34 72,4578 46,1121 0,75 0,89 0,62 0,37 0,75
XGB altkime 38 74,284 50,1478 0,76 09 0,66 0,4 0,78
Exira Trees  altkiime 34 69,62 40,4144 0,73 0,87 0,54 0,32 0,69

Gradyen Boosting i¢in 37 6znitelik kullanilarak elde edilen sonuglardan ROC egrisi
Sekil 5.6°daki gibi ¢izdirilmistir.
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— AUC = 0.78

Sekil 5.6 : Ki-kare 6znitelik siralamasi ile Gradyen Boosting modeli ROC grafigi.

Modelin test veri kullanilarak calistirilmasiyla elde edilen sonuglardan Cizelge

5.66’daki karmasiklik matrisi elde edilmistir.

Cizelge 5.66 : Ki-kare dznitelik siralamasi ile karmagiklik matrisi.

Gradyen Boost. Karms. matrisi  Odemez (Tahmin) Oder (Tahmin)

Odemez 39585 4550
Oder 12231 8578

5.5 Tiim Oznitelik Secim Yontemlerinin En Iyi Model Performanslarinin

Birbirleri ile Karsilastirmasi

Yukaridaki modellerde yer alan tablolardaki koyu renkle secilmis olan ve diger
altkiime ve modellere oranla daha yiiksek dogruluk gosteren modeller asagida Cizelge
5.67°de gosterilmistir. Bunlar arasindan da en iyi sonu¢ veren Oznitelik kiimesi
secilecek olursa, 33 Oznitelik ile Agag temelli 6znitelik siralamasiyla Extra Gradyen

Boosting %74,28 dogruluk ile modellenebilmistir.

Cizelge 5.67 : Tiim Ozniteliklerin en iyi performanslari.

Oznitelik En iyi ) } o L
Secim performansli Altkimeno  Dogruluk Oleiitii Kesgﬂlk- Hassgsllk- Ke5|1n||k- Hassilsllk- ROC
Y ontemi model
Agac temelli XGB altkiime 33 74,28 50,1478 0,76 0,9 0,66 0,4 0,78
Temel Gradyen
bilesen Boosting altkiime 33 71,04 38,9432 0,73 0,91 0,6 0,29 0,74
analizi
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Ozyinelemeli ~Gradyen

Lojistik Boosting altkiime 30 74,02 50,1977 0,76 0,9 0,65 0,41 0,78
Ozyinelemeli ~Gradyen )
Adaboost Boosting altkiime 31 74,25 50,5705 0,76 0,9 0,66 0,41 0,78
. Gradyen .
Ki-kare Boosting altkiime 37 74,16 50,5525 0,76 0,9 0,65 0,41 0,78

“Kesinlik-0" kolonu, borcunu 6dememis miisterilerin model tarafindan ne kadarlik bir
basartyla tespit edildigini dlger. “Hassaslik-0” kolonu ile modelin gergekte 6deme
yapmamis olan misteriler arasindan tahsilat gergeklestirmenin olanlar1 ayirma
kabiliyetini dlger. “Kesinlik-1” kolonu, borcunu 6demis miisterilerin model tarafindan
ne kadarlik bir basariyla tespit ettigini belirtir. “Hassaslik-1" kolonu ise, modelin

borcunu d6deyen misterileri digerlerinden ayrilma kabiliyetini 6lger.
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6. SONUCLAR VE ONERILER

Bu calismada, bir telekomiinikasyon sirketine bor¢lu miisteriler incelenmistir.
Borcunu 120 giin 6dememis ve yasal takibe girmis miisteriler i¢in 2018 yilina ait veri

kiimesi tizerinde bir tahmin modeli gelistirilmeye ¢alisilmistir.

Genellikle, bankacilik ve finans sektorlerinde kredi basvurular icin misteriler tizerine
tahminler yapiliyor olsa da son yillarda miisterilerinin kredibilitesini 6l¢gmeye ¢alisan
ve miisterisini daha iyi tanimak isteyen ¢ogu sirket tarafindan kullanilmaktadir.
Miisterinin borcunu ddeyip ddemeyecegi yoniindeki tahminler i¢in makine 6grenmesi
yontemlerinin kullanilmaya baslanmasindaki amag; ¢ok fazla miktarda, birbirinden
farkli bigimlerde ve dagmik olarak depolanan veriden elde edilen bilgilerle

uygulanabilir stratejik kararlar alabilmektir.

Miisterilerin davraniglarinin yorumlanmasi, ¢ogunlukla finansal kuruluslar i¢in; kredi
talep eden miisterilerinin finansal yiikiimliliiklerini yerine getirme kabiliyetleri veya
miisteri sadakati acisindan kullanilmasinin yani sira, bu calisma kapsaminda
telekomiinikasyon miisterileri i¢in miisterinin 6demedigi borcunu 6deme ihtimalini
hesaplamak i¢in kullanilmistir. Bu yontemlerden elde edilecek sonuglar kullanilarak
sirkete uygun risk stratejileri hayata gegirilebilir. Makine Ogrenmesi, istatistiksel
analiz, yapay zeka, gelistirilebilir zeka ve veri gorsellestirme tekniklerini kullanarak
biiyiik veri yigmlari arasinda gizli kalan kaliplar ve iligkiler bu yontemler sayesinde
ortaya c¢ikarilabilmektedir. Daha iyi ve nitelikli kararlar alabilmek ve daha etkin
stratejiler gelistirebilmek i¢in gelecegi dngdrmeyi ve hizli aksiyon almayi saglayacak
araclar kullanilmalidir. Cok biiylik veri yiginlarina sahip mobil telekomiinikasyon
sektoriinde riskli miisterilerin tespit edilmesi de ancak giicli bir uygulama
metodolojisine sahip, dogru veri altyapisi iizerine kurulmus giiclii yontemler ve

stirecler ile basarilabilir.

Calisilan sirketin amaci, miimkiin oldugunca objektif degerlendirme yapabilmek igin
sirketlere atanacak miisterilerin, esit zorlukta olmasini temin edebilmektir. Yanlis

atamalar ile hem birlikte calisilan ortaklar agisindan (paydas) gliven probleminin
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yagsanmasina, hem de adil olmayan bir sistem ile bor¢lulardan temin edilebilecek olan

geliri temin edememe ihtimali olusabilir.

Uygulamada makine 6grenmesi modellerinde kullanilabilecek kadar yeterli gozlem ve
Oznitelik mevcuttur. Calismada, Lojistik Regresyon (LR), Karar Agaci (KA), Naive
Bayes, K-en yakin komsu, Adaboost, Bagging, Rastgele Ormanlar, Gradyen Boosting,
XGB, Extra Agaglar ve Yapay Sinir Ag1 (YSA) modelleri kullanilmistir. Bunlarailave
Oznitelik se¢cim yontemleri olarak, agac¢ temelli se¢im ydntemlerinin ortalama
degerleri, Temel Bilesen Analizi, Ozyinelemeli Lojistik Regresyon, Ozyinelemeli
Adaboost, ki-kare testlerinden elde edilen Oznitelik onem listeleri en etkiliden en az

etkiliye dogru sirastyla, 6znitelik sayist artirilarak modelde islenmistir.

Egitim veri kiimesiyle model egitildikten sonra, test veri kiimesine de uygulanmasi ile
modelin tutarliligi ve dogrulugunun gozlenebilmesi icin OSl¢iimler yapilmistir. Bu
Olctimler sonucunda karar agaglar1 ve agac temelli boosting yontemleri ile se¢ilmis
Oznitelik alt kiimesi karar agaclari modelleri iizerinde yiliksek oranlarda basari
saglayamazken, boosting modeller iizerinde en 1yi sonuglar1 veren alt kiime olmustur.
En iyi sonu¢ aga¢ temelli yontemler kullanilarak elde edilen 6znitelik siralamasinin
extra gradyen boosting algoritmasiyla 74,28 dogruluk oranina erisilmistir. 38 6znitelik
kullanmak yerine 33 6znitelik ile 38 6znitelik ile alacagimizdan daha ytliksek dogruluk
degerine ulagilmistir. Hem modelin calisma siiresi kisalmistir hem de dogrulugu
artmistir. Dahil edilmeyen Oznitelikler; transfer_maas_yatma_araligi,

transfer_gunu_araligi, bayram_var, yasal_faiz, yasal_faiz_bolu_toplam’dir.

Ayrica literatlirde goriilmiistiir ki, veri kiimesi boyutunu diisiirme ve 6zellik se¢iminin
model tizerindeki ¢aligmalarda sonuglar1 daha istikrarli hale getirdigi gézlemlenmistir.
Modellerin dogrulugunu artirip, modelin calisma siiresini kisaltmaktadir. Oznitelik
segme islemi, c¢alisma siiresinin uzamasina neden olsa da uzun vadede fayda

saglamaktadir.

Naive Bayes algoritmasinda, kullanilan biitiin 6zniteliklerin birbiri ile ilgili bilgi
bulundurmadigi, birbirinden bagimsiz ve ayni1 derecede dneme sahip oldugu kabul
edilmektedir. Oriintii tanima, makine &grenmesi gibi ¢ok sayida alanda, kolay
Ogrenebilmesi ve yliksek dogruluk orani ile siniflandirmasi nedeniyle kullanilan etkili
bir siniflandiricidir. Bu ¢alismada, 6znitelikler birbirinden bagimsiz olmadigindan ve

ayni derece oneme sahip olmadigindan siiflandirma algoritmasinin dogruluk orani
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diismektedir. Oznitelikler aras1 korelasyon matrisi Sekil 4.21 numarali sekilden
incelenebilir. Ayrica, NB parametrik olmayan siirekli 6zniteliklerle ilgilenmez Bu
calismada da tutar miktar1, miisterilik siiresi, toplam 6denmis fatura sayis1 vb. gibi
Oznitelikler siirekli degeri bulunan 6zniteliklerdir. Ancak 6znitelik siralamasinda etkili
oldugu goriilen 6zniteliklerdir. Bu nedenle, Naive Bayes bu ¢alismada kullanilan veri

kiimesi i¢in yliksek dogruluk oranlarinda sonug iiretmemistir.

Tekli modellerde 6znitelik sayisi en yiiksek performansa ulastiktan sonra eklenmeye
devam ederse, performansta diisiis gozlenmeye baslanmaktadir. Ancak artirici
modellerde bu durum tam tersidir. Ya dogruluk degeri sabit kalmakta veya 6znitelik
sayist arttikca modelin bilgi kazanimi arttifi i¢in dogruluk degerinde artig
gozlenmektedir. Tekli modellerden, lojistik regresyon’da oznitelik eklendikce
boosting metotlar gibi dogruluk oraninda iyilesme gériilmekte veya sabit kalmaktadir.
Ancak dogruluk degeri, boosting modeller kadar yiiksek olmasa da, davranig bigimi

benzerlik gostermektedir.

Python programlama diline veriler aktarilirken, tarih alanlari i¢in bir veri tipi
bulunmamaktadir. Bu alan giin, ay, y1l olarak ayr1 ayr1 kolonlar halinde verilmektedir.
Ancak bu calismada firmanin yiiriittiigii siirecler 1yi incelenmis oldugundan, tarih
alaniyla ilgili olarak model ile daha agiklayici bilgiler paylagilmistir. Bu bilgilerde
modele 6znitelik olarak verildikten sonra modelin dogruluk degerinde ~%4’liik artis
gozlenmistir. Bu 6znitelikler; atama gergeklestikten sonra ay sonuna kadarki is giinii
say1s1, atamanin yapildigr mevsim, atamanin haftanin kaginci giinii yapildigi, o aydaki

toplam is giinii sayis1, atama yapildig1 ayda bayram olup olmadig: gibi.

Boliim 3.6.2.1°de deginildigi lizere Breiman’a gore, Adaboost, boosting siniflandirma
metotlart igerisinde en iyisi olarak kabul edilmektedir. Bu ¢alisma kapsaminda, bu
yontem, karsilastirilan diger yontemler arasinda en iyi sonucu vermemis olsa da,
dogruluk orani oldukea yiiksek, en 1yi sonuca yakin sonuglar tiretmistir. Bu ¢alismada
Extra gradyen boosting algoritmasinin en iyi sonucu irettigi goriilmiistiir. Ona en

yakin sonuglara da ‘gradyen boosting’ algoritmasiyla erigilmistir.

Yas ve medeni durum kategorizasyonu icin iki farkli model Onerilmistir. Bu
modellerden Cizelge 6.1°de de goriildiigii gibi, medeni durum igin ¢ogunlukla ikinci
secenek tercih edilmis. Birinci segenegin tercih edildigi durumlarda da ikinci secenek

ile arasinda ¢ok kiiciik farklar bulundugu goriilmiistiir. Yas kategorizasyonu agisindan
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ise, tlim Oznitelik se¢gme algoritmalar1 icin sadece ilk kategorinin se¢ildigi

gorilmiistir.

Cizelge 6.1 : Yas ve medeni durum ¢ok se¢gmeli 6zniteliklerinin se¢im tercihleri.

Iki segenekli Ozyineleme Ozyineleme
Oznitelikler Agac TBA - Lojistik - Adaboost Ki-kare
medeni_durum  0,108678 0,000007 17 22 249,952342
medeni_durum2 0,177225 0,000004 18 3 1787,225341
yas_kategori 0,164427 0,000002 26 6 84,159674
yas_kategori2 ~ 0,073120 0,000001 31 27 73,243521

Miisteri bir finansal kurulusa kredi bagvurusunda bulundugunda, kendisi hakkindaki
bilgileri, gelir durumunu ve mal varligin1 bu kuruluslar ile paylagsmaktadir. Ancak
telekomiinikasyon sektorii icin boyle bir durum soéz konusu degildir. Basvuran
misterinin sadece kimlik bilgileri istendiginden dolayr miisteriler hakkinda edinilen
bilgiler olduk¢a azdir. Ayrica calisilan sirketin giivenlik politikasi nedeniyle, miisteri
hakkinda sadece bu calisma ile ilgilenen birimin kendi alaniyla ilgili bilgilere
erisilebilmesi, diger birimlerin tablolarina erisilememesi miisteri hakkinda bilgi
edinme siirecini zorlastirmistir. Miisteri hakkinda; 6dedigi fatura tutari, yasal takibe
diismeden 6nceki donemlerde fatura 6deme tarihlerindeki gecikme giin sayisi, baglh
oldugu tarife adi.. gibi bilgilere erisilebilmesi modelin dogruluk orani iizerinde etkili

olabilir.

Miisterilerin geri 6deme yapip yapmayacagi bilgisi hemen hemen hizmet saglayan tiim
sirketlerin ihtiyacidir. Bu alanda, gelistirilmesi ve incelenmesi gereken pek ¢ok bilgi
mevcuttur. Ancak iilkemizde bu siirecin daha bilimsel temellere oturabilmesi ve elde
edilen faydanin artirilabilmesi i¢in bu bilgilere erisimin kolaylastirilmasi biiyiik 6nem

tagimaktadir. Bu kapsamda yapilabilecekler:

e Endiistri 4.0’a gecilmesiyle birlikte, sirket icerisindeki bilgilerin daha kolay
ulasilabilir olmas1 ve veri tabani normalizasyonu ile miisteriye ait tiim bilgilere
erisebilme imkaninin ¢alisanlara saglanmasi

e Aym sektdr icerisinde bilgi paylasiminin artirilmasi (kredi kuruluslan
arasindaki igbirligi gibi)

e Kisisel verilerin korunmasi yasasi kapsamiyla; miisteri bor¢larinin, diger
sahislar ile paylasilmas1 alanindaki yasal engellerin diizenlenmesi

e MERNIS, UYAP, TARBIS, EGM gibi kamuya ait veritabanlarindan

faydalanarak, miisterinin adresi, ¢alisma durumu bilgisi, iizerinde baska
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dava/haciz oldugu bilgisi, mal varlig: bilgisi gibi bilgiler ile miisteri hakkinda

daha dogru ve detayl bilgiye erisilme imkaninin olusturulmasi
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EKLER
EK A : Aga¢ modellerinin 6znitelik se¢imi sonuglarinin ayri ayr1 degerleri

EK B : Ozniteliklerin korelasyon matrisinin sayisal verileri
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EKA

Cizelge A.1 : Aga¢ modellerinin 6znitelik segme algoritmasi ile elde edilen

sonugclari.
Extra Ada
Oznitelikler Ifarar Rastgele Gradyen Gradyen Boo Extra Trees
Agaclan Orman d Boosting
Boosting st
ofis_sehir 0.03403917 2.76851419e-02  0.01124451  5.20665883e-03  0.04  3.81346929e-02
ilk_tutar 0.02987486 5.71354556e-02  0.00087701  4.22935085e-04 0.02  5.69566736e-02
avukat_ucreti 0.02076849 4.17180958e-02  0.01467659  4.26372113e-03 0. 4.30390167e-02
masraf 0.15764108 1.07140126e-01  0.11191136  3.17472973e-01 0.16  7.64135763e-02
yasal_faiz 0. 3.64765742e-06 0. 0. 0. 1.35915736e-05
ilk_tutar_bolu_toplam 0.03259 6.40948705e-02  0.00357182  6.28677769e-04 0. 5.88426251e-02
avukat_bolu_toplam 0.04730836 5.95287143e-02  0.01478053  3.24420346e-03 0.02 6.21976115e-02
masraf_bolu_toplam 0.04514183 6.37806230e-02 0.0282724 2.54232515e-02  0.06 6.33596452e-02
yasal_faiz_bolu_toplam 0. 5.98014531e-06 0. 0. 0. 1.17246717e-05
abone_sehri 0.07709848 5.20576883e-02  0.01402355  3.00395154e-03 0.02  4.90397689e-02
tum_ay_isgunu_sayisi ~ 0.00493894 5.62598095e-03  0.09498293 0. 0. 4.15495888e-03
transfer_ay _sonu_isgun
u_sayisi 0.0103762  1.08124200e-02  0.00182121 0. 0.02 6.96274588e-03
transfer_ay sonu_farki  0.00962643 1.14274236e-02 0. 3.53486911e-04 0.02 6.83172226e-03
mevsim 0.00181382 4.27179781e-03  0.08259013  4.68941247e-03 0. 5.15791443e-03
bayram_var 0.00124017 1.50600258e-03 0. 0. 0. 7.23838463e-04
transfer_maas_yatma_ar
aligi 0.00308506  2.77542595e-03 0. 0. 0. 2.39106972e-03
transfer_gunu_araligi ~ 0.00061631  1.09450045e-03 0. 0. 0. 1.70348683e-03
transfer_ay 0.0049525  1.93329382e-02  0.16145203  9.14072477e-03 0. 1.17492891e-02
transfer_haftanin_hangi
_gun 0.01246015 1.00486073e-02  0.00121113  5.97043301e-04 0.02 7.04639760e-03
transfer_yilin_hangi_haf
tasi 0.017524  2.20173926e-02  0.07918213  6.29151024e-02 0. 5.52491661e-03
transfer_yilin_hangi_ce
yregi 0.00168947 1.01315148e-02 0. 2.64011985e-02 0. 1.71550080e-02
ayni_sehir 0.00770907 7.92293888e-03  0.00695167  4.70380913e-04 0. 1.05572580e-02
ayni_bolge 0.00844159 9.39789368e-03  0.00382614  1.49768049e-04 0. 1.37882057e-02
durum_tipi 0.00134463 1.83296734e-03  0.00401261 0. 0. 2.03209963e-03
medeni_durum 0.00718102 9.82299204e-03  0.03804494  2.64361250e-03 0.0 1.11581141e-02
medeni_durum2 0.01582816 1.45445889e-02  0.04376427  2.83800914e-02 0.04 1.65726522e-02
yeni_yil_transfer_fark
kategori 0.04501278 1.35095672e-02  0.0303639 1.85413046e-01  0.08 1.25247549e-02
yas_kategori 0.01731262 1.55240096e-02  0.01745951  7.56432007e-03 0.04  2.67452855e-02
yas_kategori2 0.0103352  1.00583601e-02  0.00908401  1.18493396e-03 0. 1.67673838e-02
musteri_bolge_kategori  0.03220362 2.83201069e-02  0.01993359  6.33987475e-03  0.04  3.97293415e-02
toplam_borc_tutari 0.0343181 6.18023687e-02  0.01385112  1.05303216e-03 0.04 5.91218003e-02
toplam_borc_dolar 0.07119113 6.28066677e-02  0.01030322  2.30869487e-04 0. 5.83319250e-02
dolar_kuru 0.01078988 6.25192081e-03 0. 3.35504221e-02 0.04 5.72241702e-03
gender 0.01120287 9.49702239e-03  0.00790749  1.02969497e-03 0. 1.67581290e-02
iletisim_kuruldu 0.01298814 1.16687074e-02  0.01172007  1.57788104e-03 0. 1.68838086e-02
yabanci_uyruk 0.00028349 2.15024521e-04  0.00691496  1.04560352e-03  0.02  3.53867397e-04
yasal_takip_sayi 0.02138305 1.95563446e-02  0.02149257  6.37643439e-03 0.02  3.55811246e-02
taksit_yapildi 0.00840499 7.38157336e-03  0.02374717  5.91961288e-03 0.02  9.00891398e-03
fatura_sayisi 0.04548963 4.31345006e-02  0.04841701  8.44708567e-02 0.1 5.64825865e-02
abonelik_sure 0.12579474  9.45580975e-02  0.06160836  1.68836224e-01 0.16  7.44700580e-02
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Cizelge A.2 : Aga¢ modellerinin normalize edilmis ve ortalamalarinin alinmis hali.

Ad
Extra
aL Karar Rastgele Gradyen a Extra Ortalama
Oznitelikler b Gradyen . 9
Agaclan Orman 4 Boosting Bo Trees Degerler
Boosting
ost
ofis_sehir 0.2159283 2.58375995e-01 0.06964614  1.64003215e-02 0.25 4.98979637e-01 2.18221732e-01
ilk_tutar 0.18951192 5.33261953e-01  0.00543202 1.33219241e-03 0.13 7.45334671e-01 2.66645460e-01
avukat_ucreti 0.13174541  3.89358029e-01  0.09090372  1.34301862e-02 0.  5.63170802e-01  1.98101358e-01
masraf 1. 1. 0.6931555 1. 1. 1. 9.48859255e-01
yasal_faiz 0. 0. 0. 0. 0. 2.44352976e-05 4.07254960e-06
ilk_tutar_bolu_topla
m 0.20673544  5.98220360e-01  0.02212311  1.98025603e-03 0.  7.70019301le-01 2.66513077e-01
0.12
avukat_bolu_toplam  0.30010176  5.55600365e-01  0.09154749  1.02188335e-02 5 8.13931671e-01  3.16066687e-01
masraf_bolu_topla 0.37
m 0.28635828  5.95287208e-01  0.1751133  8.00800498e-02 5 8.29141168e-01  3.90163335e-01
yasal_faiz_bolu_top
lam 0. 2.17711830e-05 0. 0. 0. 0. 3.62853050e-06
abone_sehri 0.48907606  4.85866638e-01  0.08685892  9.46207014e-03 0.13 6.41712776e-01  3.06329410e-01
tum_ay_isgunu_say
isi 0.03133029  5.24782348e-02  0.58830434 0. 0.  5.42294999%-02 1.21057062e-01
transfer_ay_sonu_is
gunu_sayisi 0.06582166  1.00887881e-01  0.0112802 0. 0.13  9.09797480e-02  6.56615815e-02
transfer_ay sonu_fa
rki 0.06106548  1.06628257e-01 0. 1.11343938e-03 0.13  8.92648207e-02  6.38453329e-02
mevsim 0.011506 3.98384397e-02  0.5115459  1.47710604e-02 0.  6.73568722e-02  1.07503045e-01
bayram_var 0.00786704  1.40228141e-02 0. 0. 0. 9.32063525e-03  5.20174903e-03
transfer_maas_yatm
a_araligi 0.01957017  2.58714709e-02 0. 0. 0.  3.11425051e-02  1.27640239e-02
transfer_gunu_arali
gi 0.00390956  1.01818989e-02 0. 0. 0.  2.21429472e-02  6.03906699e-03
transfer_ay 0.03141629  1.80417453e-01 1. 2.87921352e-02 0. 1.53629319e-01  2.32375866e-01
transfer_haftanin_h
angi_gun 0.07904124  9.37585380e-02  0.00750149 1.88061143e-03 0.13 9.20746392e-02  6.65427536e-02
transfer_yilin_hangi
_haftasi 0.11116391  2.05473852e-01  0.49043754  1.98174672e-01 0.  7.21604492e-02  1.79568403e-01
transfer_yilin_hangi
_ceyregi 0.01071717  9.45323872e-02 0. 8.31604601e-02 0.  2.24383087e-01  6.87988508e-02
ayni_sehir 0.04890265  7.39177852e-02  0.04305716  1.48164081e-03 0. 1.38027195e-01  5.08977390e-02
ayni_bolge 0.05354946  8.76848496e-02  0.02369829  4.71750547e-04 0. 1.80316062e-01  5.76200680e-02
durum_tipi 0.00852972  1.70746669e-02  0.02485327 0. 0.  2.64440575e-02 1.28169517e-02
medeni_durum 0.04555296  9.16526705e-02  0.23564236  8.32704741e-03 0.13  1.45891614e-01 1.08677775e-01
medeni_durum?2 0.10040634  1.35723531e-01 0.27106673  8.93937241e-02 0.25 2.16760814e-01 1.77225189e-01
yeni_yil_transfer_fa
rk_kategori 0.28553968  1.26062753e-01  0.18806766  5.84027813e-01 0.5 1.63779149%e-01 3.07912843e-01
yas_kategori 0.10982304  1.44865335e-01  0.10814057 2.38266583e-02 0.25 3.49907237e-01  1.64427139%-01
yas_Kkategori2 0.06556162  9.38495700e-02  0.05626443  3.73239317e-03 0. 2.19309595e-01  7.31196003e-02
musteri_bolge_kate
gori 0.20428444  2.64302688e-01  0.12346449  1.99698093e-02 0.25 5.19851495e-01 2.30312155e-01
toplam_borc_tutari  0.21769769  5.76822402e-01  0.08579096  3.31691908e-03 0.25 7.7367333%-01 3.17883552¢-01
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Sekil B.1 : Ozniteliklerin korelasyon matrisinin sayisal verileri
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