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ÖZET 

 

Avcı Vardar, E., Aracı ve Düzenleyici Etkilerin Modellenmesi, Hacettepe 

Üniversitesi Sağlık Bilimleri Enstitüsü Biyoistatistik Programı Yüksek Lisans 

Tezi, Ankara, 2019. DeğiĢkenlerin birbirleri üzerine etkilerinin araĢtırılması, 

istatistiksel yöntemlerin en sık kullanıldığı alanlardan birisidir. Korelasyon analizi, 

regresyon analizi gibi pek çok farklı yöntem değiĢkenler arasındaki iliĢkinin 

incelenmesinde kullanılmaktadır. Ancak değiĢkenler arasındaki etkiler doğrudan 

olmayabilmekte ve dolaylı etkiler gözlenebilmektedir. Ayrıca değiĢkenler arasındaki 

iliĢki üçüncü değiĢkenin varlığına bağlı olarak da meydana gelebilmektedir. Böyle 

durumlarda iliĢkinin iyi analiz edilmesi ve iliĢkide yer alan farklı değiĢken rollerinin 

doğru adlandırılması gerekir. Pek çok araĢtırmada bağımsız değiĢken ile bağımlı 

değiĢkenin iliĢkisini etkileyen dolaylı bir değiĢkenin varlığı tespit edilse bile bu 

değiĢkenin tanımı yanlıĢ yapılabilmektedir. Bağımsız ve bağımlı değiĢkenle olan 

iliĢkilerine göre iliĢkide yer alan üçüncü değiĢkenlere aracı (mediator) ve düzenleyici 

değiĢken (moderator) adı verilmektedir. AraĢtırmalarda bu iki değiĢken sıklıkla 

birbirine karıĢtırılmaktadır. Bu tezin temel amacı, aracı ve/veya düzenleyici 

değiĢkenlerin araĢtırmalarda rahatça ayırt edilebilmesini sağlamak ve bu 

değiĢkenlerin analizinde kullanılacak test yöntemlerinin seçiminde yol göstermektir. 

Bu doğrultuda tez çalıĢmasında aracı ve düzenleyici değiĢkenlerin tanımları 

yapılmıĢ, aralarındaki farklara değinilmiĢtir. Ayrıca çalıĢmada benzetim çalıĢması 

yapılarak, aracı ve düzenleyici değiĢkenlerin varlığı ve etkilerinin analizi için 

kullanılan yöntemler karĢılaĢtırılmıĢtır. Elde edilen sonuçların, literatürde yer alan 

sonuçlar ile uyumlu olup olmadığı incelenmiĢtir. 

 

 

 

Anahtar Kelimeler: Aracılık etkisi, düzenleyicilik etkisi, aracı model, düzenleyici 

model 
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ABSTRACT 

 

Avcı Vardar, E., Modeling of Mediator and Moderator Effects, Hacettepe 

University Graduate School of Health Sciences Master Thesis in Biostatistics, 

Ankara, 2019. Examining the effects of the variables on each other is one of the 

research fields in which statistical methods are most frequently used. Various 

methods such as correlation analysis, regression analysis are used in investigating the 

relationship between variables. Yet, the connections between variables may not be 

directly and indirect effects may be observed. Moreover, relationship between 

variables may occur due to a third variable. In such circumstances, the relationship 

should be analyzed well and different variable types involved should be named 

correctly. Even though an indirect variable is determined which affects the 

relationship between the independent variable and dependent variable, the indirect 

variable may be defined wrongly. The third variables which take place in the 

relationship are defined as mediator or moderator according to their relationship 

between dependent and independent variables. These terms are frequently mixed in 

researches. The main purpose of this thesis is to ensure that the mediator and / or 

regulatory variables can be easily distinguished in research and guide the selection of 

test methods to be used in the analysis of these variables. In this thesis study, 

mediators and moderators are introduced, the differences between them are discussed 

and the methods used to analyze the effects of these variables are examined. In 

addition, mediators and moderators as well as methods used to analyze their effects 

are compared in the study by carrying out a simulation study. Whether the results 

obtained from our study are consistent with the literature were also examined. 

 

Key Words: Model of moderator, model of mediator, moderation effects, mediation 

effects 
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1. GĠRĠġ 

Farklı disiplin dalları için yapılan nicel araĢtırmalarda sonuçların 

değerlendirilmesi için istatistiksel yöntemler kullanılmaktadır. Bu araĢtırmalardan 

büyük çoğunluğunda değiĢkenlerin birbirlerine olan etkileri incelenmek istenir. Bu 

gibi çalıĢmalarda araĢtırma hipotezi iliĢki üzerine kurulur dolayısıyla değiĢkenler 

arasında bir iliĢkinin olup olmadığı sorgulanır. Böyle bir sorgulamanın yapılabilmesi 

için öncelikle araĢtırmada bağımlı ve bağımsız değiĢkenlerin neler olduğuna karar 

verilmeli, söz konusu değiĢkenler arasında anlamlı bir iliĢkinin olup olmadığı ve 

varsa bu iliĢkinin yapısı istatistiksel yöntemler ile ortaya konulmalıdır. AraĢtırmada 

atılan her bir adım sonuçları ve dolayısıyla sonuçlardan elde edilen değerlendirmeleri 

etkilemektedir. Bu nedenle çalıĢmada bağımlı ve bağımsız değiĢkenlerin doğru 

belirlenmesi, değiĢkenler arasındaki iliĢkinin düzgün kurgulanabilmesi ve uygun 

istatistiksel yöntemin seçimi araĢtırmada doğru sonuçlar elde edilebilmesi 

bakımından oldukça önemlidir. 

AraĢtırmalarda değiĢkenler arasındaki iliĢkinin varlığı, çoğunlukla korelasyon 

analizi ile incelenmektedir. Korelasyon analizi, iliĢkinin kuvveti ve yönü hakkında 

bilgi verir. Ancak iki değiĢken arasındaki iliĢkinin neden-sonuç iliĢkisi olup olmadığı 

hakkında bilgi vermez (1). DeğiĢkenler arasındaki iliĢkiyi matematiksel modellerle 

açıklayan yöntem regresyon analizidir. Regresyon analizi, bağımlı ve bağımsız 

değiĢkenler arasındaki nedensel iliĢkiyi bağıntılar yardımıyla kurgularken, 

araĢtırmacıya kestirimler yapma imkânı da vermektedir. Diğer taraftan söz konusu 

yöntemlerle yalnızca bağımlı değiĢken ile bağımsız değiĢkenler arasındaki doğrudan 

etkiler ölçülebilmekte, değiĢkenler arasındaki dolaylı etkiler göz ardı edilmektedir. 

Bir iliĢki modelinde bazen iki değiĢken arasındaki iliĢki üçüncü bir değiĢkene bağlı 

olarak da ortaya çıkabilmektedir. Ayrıca incelenen çok değiĢkenli veri yapısında 

herhangi bir değiĢken bazı değiĢkenler açısından bağımlı, bazı değiĢkenler açısından 

da bağımsız değiĢken durumunda olabilmektedir (2). Dolayısı ile bu yöntemler 

değiĢkenler arasındaki iliĢkileri belirlemek ve yorumlamak için yetersiz kalmaktadır. 

Bağımlı değiĢken ile bağımsız değiĢkenler arasında iliĢkiye olan dolaylı 

etkilerine göre iliĢki modelindeki üçüncü değiĢkenlere aracı (mediator) ve 

düzenleyici değiĢken (moderator) adı verilmektedir. Aracı ve düzenleyici değiĢkenler 
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yardımıyla kurulan iliĢki modelleri ise aracı ve düzenleyici etki modelleri olarak 

anılmaktadır. Aracı ve düzenleyici etki modelleri, özellikle sosyal psikoloji baĢta 

olmak üzere pek çok bilim dalında yapılan araĢtırmalarda kullanılmaktadır. 

Bu çalıĢmada öncelikle aracı ve düzenleyici değiĢkenlerin tanımlarına yer 

verilecek, literatür taraması yardımıyla bu değiĢkenlerin hangi istatistiksel yöntemler 

yardımı ile analiz edildikleri aktarılacaktır. Yine bu çalıĢma ile araĢtırmalarda 

değiĢkenler arasında iliĢkisel bir yapı oluĢturulurken; iliĢkiyi etkileyebilecek 

düzenleyici ve aracı değiĢkenlerin göz önüne alınması, bu etkilerin uygun istatistiksel 

yöntemler kullanılarak incelenmesi, böylelikle bağımlı değiĢkenler ile bağımsız 

değiĢkenler arasındaki iliĢkilerin doğru yorumlanarak, araĢtırmalarda doğru 

kararların verilmesi amaçlanmaktadır. 
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2. GENEL BĠLGĠLER 

            2.1. Korelasyon Analizi 

AraĢtırmalarda değiĢkenler arasındaki iliĢkilerin değerlendirilmesi ve 

yorumlanması için sıklıkla kullanılan yöntemlerden biri korelasyon analizidir. Bu 

yöntem, iki ya da daha fazla değiĢken arasındaki iliĢkinin derecesini ve yönünü 

belirlemek için kullanılmaktadır. Diğer bir deyiĢle ise, iki değiĢken arasındaki 

doğrusal iliĢkiyi veya bir değiĢkenin iki ya da daha çok değiĢken ile olan iliĢkisini 

test etmek, varsa bu iliĢkinin derecesini ölçmek için kullanılmaktadır.  

Korelasyon analizi sonucunda korelasyon katsayısı adı verilen iki değiĢken 

arasındaki iliĢkinin derecesini yani bu iki değiĢkenin birlikte değiĢim derecesini ifade 

eden değerler edilir. Bu katsayılar “r” ile gösterilir. Korelasyon katsayıları çalıĢmada 

yer alan değiĢkenlerin niteliksel ya da niceliksel olmasına göre çeĢitlilik 

göstermektedir. Bazı iliĢki katsayıları -1 ile +1 arasında değerler alırken, bazı iliĢki 

katsayıları da 0 ile +1 arasında değiĢir. DeğiĢkenler arasındaki iliĢkinin kuvveti -1 ve 

+1‟e yaklaĢırken artarken, 0‟a yaklaĢtıkça azalır.  Korelasyon katsayısının “0” olması 

değiĢkenler arasında doğrusal bir iliĢkinin söz konusu olmadığını göstermektedir. 

Korelasyon katsayısının negatif olması iki değiĢken arasında negatif yönde bir 

iliĢkinin olduğu, pozitif olması ise iki değiĢken arasında pozitif yönde bir iliĢkinin 

olduğu anlamına gelir. Pozitif iliĢkiden kast edilen değiĢkenlerin beraber artması ya 

da beraber azalması iken negatif iliĢki ise değiĢkenlerden birinin artarken, diğerinin 

azalması anlamına gelmektedir.  

AraĢtırmada yer alan değiĢken sayısı korelasyon katsayılarının hesaplanma 

tekniklerini değiĢtirmektedir. Yalnızca iki değiĢken arasındaki iliĢkinin derecesini 

gösteren katsayıya basit korelasyon katsayısı denir iken, değiĢken sayısının ikiden 

fazla olması durumunda çoklu korelasyon katsayısı adı verilmektedir. Korelasyon 

katsayıları iki değiĢken arasındaki iliĢkiyi gösterirken diğer değiĢkenlerin etkilerini 

dikkate almamaktadır. Ancak çok değiĢkenli bir iliĢki yapısında iki değiĢken 

arasındaki iliĢki diğer değiĢkenlerin etkileri arındırılarak incelenmek istenebilir. 

Diğer bir deyiĢle, ikincil iliĢkilerin etkisi ortadan kaldırıldıktan sonra iki değiĢken 
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arasındaki gerçek iliĢki araĢtırılabilir. Ġlgilenilen değiĢkenlerle iliĢkili olduğu 

düĢünülen bir ya da daha fazla değiĢkenin bu değiĢkenler üzerindeki etkisi kontrol 

altında tutularak yapılan hesaplama sonucunda elde edilen katsayılara kısmi 

korelasyon katsayıları denir.  

DeğiĢkenler arasındaki iliĢkiler karĢılaĢtırılırken korelasyon katsayıları 

kullanılır. Ancak bu kıyaslama yapılırken, katsayıların sayısal değerleri değil mutlak 

değerleri dikkate alınır. 

Korelasyon analizi, iki değiĢkenin arasındaki iliĢkinin neden-sonuç iliĢkisi 

olup olmadığı hakkında bilgi vermez (1). DeğiĢkenler arasındaki iliĢkinin yapısına 

iliĢkin daha geniĢ bilgi edinmek istendiğinde regresyon analizinin kullanılması 

gerekir. 

2.2. Regresyon Analizi 

Regresyon analizi temel olarak bağımlı değiĢken ve bağımsız değiĢken ya da 

değiĢkenler arasındaki iliĢkiyi matematiksel modellerle tanımlamayı ve yorumlamayı 

sağlayan bir yöntemdir. Korelasyon analizinden farklı olarak değiĢkenler arasındaki 

iliĢkinin neden-sonuç iliĢkisine dayanıp dayanmadığı hakkında detaylı bilgi verir. 

Diğer taraftan regresyon analizinde kurulan matematiksel denklemler yardımıyla 

ileriye yönelik kestirimlerde bulunulabilmektedir. Hatta kurulan bağıntılar ile kolay 

elde edilebilen bir ya da birden fazla bağımsız değiĢken kullanılarak elde edilmesi 

zor bağımlı değiĢkene ulaĢılabilmektedir (1).  

Regresyon çözümlemesi en genel tanımı ile değiĢkenler arasındaki iliĢkinin 

modeller yardımı ile açıklanmasını sağlayan yöntemdir. Regresyon yöntemi 

neticesinde elde edilen regresyon denklemleri, yalnızca değiĢkenler arasındaki 

iliĢkileri ortaya koymakla kalmaz aynı zamanda kestirimler yapmak amacı ile de 

kullanılır. Bu denklemler aracılığı ile ileriye yönelik kestirimler yapılabildiği gibi 

kolay elde edilebilen değiĢken ya da değiĢkenler yardımı ile zor elde edilen 

değiĢkenlere ulaĢmak da mümkün olabilmektedir. 

AraĢtırmalarda sıklıkla doğrusal regresyon yöntemleri kullanılmaktadır. 

Bunun nedeni araĢtırmaya konu olan pek çok iliĢkinin doğrusal olmasıdır. Ancak 
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değiĢkenler arasındaki neden-sonuç iliĢkisi yalnızca doğrusal değildir. Bu iliĢkiler 

parabolik, kübik ya da üstel Ģekilde olabilir. Yorumlanması ve uygulanmasının 

kolaylığı nedeniyle doğrusal olmayan iliĢkilerde çoğu zaman doğrusal iliĢkiye 

dönüĢtürülebilmektedir.  

Bir araĢtırmada yalnızca bir bağımsız ve bir bağımlı değiĢkenin olduğu 

durumda iki değiĢken arasındaki iliĢki çözümlenirken basit doğrusal regresyon 

analizi kullanılır. Ancak araĢtırmaya üçüncü bir değiĢken dâhil edildiğinde ise iliĢki 

yapısı karmaĢıklaĢır ve değiĢkenler arasındaki olası iliĢki sayısı artar. Ġkiden fazla 

değiĢkenin iliĢki yapısının çözümlenmesinde ise çoklu doğrusal regresyon analizi 

kullanılmaktadır. Çoklu regresyon çözümlemesinde, bir bağımlı değiĢken ve bu 

bağımlı değiĢkeni etkilediği düĢünülen birden daha çok bağımsız değiĢken söz 

konusudur.  

Bir bağımsız ve bir bağımlı değiĢkenin olması durumunda bir basit doğrusal 

regresyon denklemi EĢitlik 2.1. aĢağıdaki gibi gösterilir. 

                                                                                                (2.1.) 

Burada; 

X:Bağımsız DeğiĢken 

Y:Bağımlı DeğiĢken 

   : x bağımsız değiĢkeninin 0‟ı içermesi durumunda bağımlı değiĢkenin  
alacağı ortalama değer (kesim noktası) 

Regresyon Katsayısı (1): Bağımsız değiĢkendeki bir birimlik değiĢimin, 

bağımlı değiĢkendeki yaratacağı ortalama değiĢimi göstermektedir. 

Hata terimi    : Her bir gözlem çiftindeki bağımlı değiĢkene iliĢkin gerçek 

değer ile modelden tahmin edilen değer arasındaki farktır. 

Çoklu doğrusal regresyon yönteminde ise bir bağımlı değiĢken ve birden 

fazla bağımsız değiĢken bulunmaktadır. Bu durumda regresyon denklemi EĢitlik 2.2. 

ile gösterilir. 

                                                                         (2.2.) 
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Doğrusal regresyonda bağımlı değiĢken sürekli ya da kesikli veri türünde 

olabilirken, bağımsız değiĢkenler sürekli-kesikli sayısal ya da niteliksel veri türünde 

olabilir. 

AraĢtırmalarda bağımlı değiĢken kategorik veri türünde de olabilir. Böyle 

durumlarda logistik resresyon yöntemi adı verilen yöntem kullanılmaktadır. Diğer 

taraftan değiĢkenler arasındaki iliĢkiler daima doğrusal yapıda olmayabilir. Yukarıda 

da bahsedildiği bu iliĢkiler kübik, parabolik ya da üstel olabilir. Bu gibi doğrusal 

olmayan regresyon denklemlerinin çözümlenmesinde cox regresyon 

kullanılmaktadır. 

Regresyon analizi pek çok amaca hizmet etmesi dolayısıyla neredeyse her 

alanda yapılan uygulamalı çalıĢmalarda yaygın olarak kullanılmaktadır. Gerçekten de 

regresyon analizinin en yaygın kullanılan istatistiksel yöntemlerden biri olduğu 

söylenebilir. Diğer taraftan değiĢkenler arasındaki bağıntıların çözümlemesinde 

yaygın olarak kullanılan korelasyon analizi ve regresyon analizi yöntemleri bazı 

durumlarda iliĢkileri belirlemek ve yorumlamakta yetersiz kalmaktadır. Özellikle iki 

değiĢken arasındaki iliĢki bir üçüncü değiĢkenin varlığına bağlı olarak ortaya 

çıkmakta ya da değiĢmekte ise bu iliĢki yapısının tam olarak tespit edilmesinde farklı 

yöntemlere baĢvurmak gerekmektedir. Ayrıca bazı iliĢki modellerinde bir değiĢken 

bazı değiĢkenler açısından bağımlı, bazı değiĢkenler açısından da bağımsız değiĢken 

durumunda olabilmektedir. Yine böyle durumlarda daha detaylı analiz yöntemlerini 

kullanmak gerekmektedir. 

2.3. Path Analizi 

 Path (Yol) analizi, nedensel iliĢkilerin incelenmesinde regresyon yöntemini 

de kullanmak suretiyle yeni bir yaklaĢım getirmektedir. BaĢka bir deyiĢle, path 

analizinin çoklu regresyon yönteminin özel bir kullanım Ģekli olduğu söylenebilir. 

Çoklu regresyon analizinde bir bağımlı değiĢken modelde bulunan tüm bağımsız 

değiĢkenler üzerinden analiz edilmekte iken, path analizinde her bağımlı değiĢken 

modelde her bir bağımsız değiĢken üzerinden analiz edilmektedir. Dolayısıyla path 

analizi birden fazla regresyon analizini içermektedir.  
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 ĠliĢki modelinde değiĢkenler arasındaki iliĢkiler, path diyagramı adı verilen 

bir Ģema yardımıyla tanımlanır ve her bir değiĢken arasındaki iliĢki yollara ayrılarak 

betimlenir. Böylelikle iliĢki yapısı detaylı bir Ģekilde ortaya konulabildiği için 

değiĢkenler arasındaki karmaĢık iliĢkiler daha rahat analiz edilmektedir. 

 Bir araĢtırmada path analizinin uygulanabilmesi için sağlanması gereken bazı 

önemli varsayımlar vardır. Bunlar; 

 Modelde yer alan değiĢkenler arasındaki iliĢkiler, doğrusal, eklenebilir 

olmalı ve aynı zamanda sebep sonuç iliĢkisine dayanmalıdır.  

 Model içerisindeki hatalar kendi aralarında ve modeldeki diğer 

değiĢkenlerle iliĢkili olmamalıdır.  

 DeğiĢkenler arasındaki neden-sonuç iliĢkisi tek yönlü olmalıdır.  

 Ölçümler nicel değiĢkenlerden elde edilmiĢ olmalıdır.  

 Ölçümler hatasız olarak yapılmalıdır. 

AraĢtırmalarda değiĢkenler arasındaki iliĢkiyi etkileyen ve üçüncü değiĢken 

adı verilen bazı değiĢken türlerine sıklıkla rastlanmaktadır. Literatürde mediator 

olarak geçen aracı değiĢken ile moderatör olarak tanımlanan düzenleyici değiĢken bu 

değiĢkenlerden ikisidir. Pek çok alanda yapılan çalıĢmalarda üçüncü değiĢkene 

sıklıkla rastlanmasına rağmen bazı araĢtırmalarda iki değiĢkenin birbiri ile 

karıĢtırıldığı ya da etkilerinin iyi analiz edilmediği görülmektedir. DeğiĢkenler 

arasındaki nedensel iliĢkilerin derinlemesine analiz edilebilmesi için ise bu iki 

değiĢken türünün iyi tanımlanması ve iyi ayrıĢtırılması gereklidir. DeğiĢkenlerin 

özelliklerinin ve varsayımlarının bilinmesi bu noktada oldukça önemlidir. Sonrasında 

ise path diyagramı yardımıyla değiĢkenlerin iliĢkiye olan etkileri Ģematize 

edilmektedir. 

 Böylece path diyagramı, bağımsız değiĢken ile bağımlı değiĢken arasındaki 

iliĢkiyi, iliĢkiyi oluĢturan tüm diğer değiĢkenler ve bunların etkilerine göre daha 

ayrıntılı analiz imkânı sağlamaktadır. Böylece neden-sonuç iliĢki yapısında 
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değiĢkenler arasındaki iliĢkiler yorumlarken sadece doğrudan olan etkiler değil, 

dolaylı etkileri de göz önüne alınmaktadır. 

2.4. Aracı Etki Analizi 

Aracı değiĢken en temelde bağımsız değiĢken ile bağımlı değiĢken arasındaki 

iliĢkiyi açıklayan değiĢken olarak tanımlanabilir. Diğer bir deyiĢle aracı değiĢken, 

bağımsız değiĢken ile bağımlı değiĢken arasında nasıl ya da neden bir iliĢki olduğunu 

açıklar. Bir değiĢkenin aracı değiĢken olabilmesi için bağımsız değiĢkenin öncelikle 

aracı değiĢkeni etkilemesi, aracı değiĢkenin ise bağımlı değiĢkeni etkilemesi gerekir. 

Aracı değiĢken için; aile içinde Ģiddet gören çocukların özgüven problemleri 

yaĢaması ve aynı zamanda okul baĢarılarının düĢük olması örneği verilebilir. Burada 

bağımsız değiĢken Ģiddet görme durumu, özgüven aracı değiĢkendir. Çocuğun aile 

içinde Ģiddet görmesi özgüvenini etkilemektedir. Özgüvenin düĢük olması ve ailede 

Ģiddet görmesi birlikte çocuğun okul baĢarısını etkilemektedir. 

Aracı değiĢkenin, iliĢkisel bir modelde yarattığı etkiye aracılık etkisi 

denmektedir. Aracı etki analizi ise, sosyal psikoloji alanı baĢta olmak üzere pek çok 

farklı alanda sıklıkla kullanılan, değiĢkenler arasındaki iliĢkisel yapıyı ortaya koyan 

istatistiksel bir yöntemdir. Bu yöntem, 1950‟lerde ortaya çıkmakla birlikte, Judd ve 

Kenny (1981) ile Baron ve Kenny (1986)‟nin yaptıkları çalıĢmalarla önem kazanmıĢ, 

yaygın olarak kullanılmaya baĢlanmıĢtır.  

Temel aracı değiĢken modelinde, bir bağımsız X değiĢkeni ile bir bağımlı Y 

değiĢkenin bulunduğu iliĢkisel yapıya eklenen bir üçüncü değiĢkeni (M) 

bulunmaktadır. Söz konusu modelde; X değiĢkeni aracı değiĢken M‟i, M değiĢkeni 

ise Y değiĢkenini etkilemektedir. Dolayısıyla modeldeki iliĢki       olarak 

sembolize edilebilir. 

Tek bir aracı değiĢkenin bulunduğu iliĢkisel yapı aĢağıdaki regresyon 

denklemleri yardımı ile gösterilebilir.  

                                                                                                    (2.3.) 

                                                                                            (2.4.) 
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                                                                                                     (2.5.) 

EĢitlik 2.3.‟de yer alan regresyon modeli ile X bağımsız değiĢkeni ile Y 

bağımlı değiĢkeni arasında iliĢki açıklanmakta, denklemde yer alan c katsayısı X 

bağımsız değiĢkeninin Y bağımlı değiĢkeni üzerindeki toplam etkisini 

göstermektedir. EĢitlik 2.4.‟te yer alan regresyon denklemi ise aracı değiĢkenin ve 

bağımsız değiĢkenin tahmin edici olarak bulunduğu modeli açıklamakta, eĢitlikteki    

katsayısı ise M aracı değiĢkeninin varlığında X ve Y değiĢkeni arasındaki iliĢkiyi 

yani X bağımsız değiĢkeninin Y üzerindeki etkisinin M aracı değiĢkeni için 

düzeltilmiĢ halini simgelemekte, b parametresi ise M aracı değiĢkeninin Y bağımlı 

değiĢkeni üzerindeki etkisinin X bağımsız değiĢkeni için düzeltilmiĢ halini temsil 

etmektedir. Son olarak EĢitlik 2.5. ise, X bağımsız değiĢkeni ile M aracı değiĢken 

arasındaki iliĢkiyi modellemekte, söz konusu iliĢki a katsayısı ile gösterilmektedir. 

Temel aracı değiĢken modelini açıklamak üzere yukarıda yer verilen üç 

regresyon denklemi aracılığıyla nedensellik kurgulaması yapılmak istenirse; söz 

konusu modelde bağımsız değiĢken bağımlı değiĢkenin sebebidir, aynı zamanda 

aracı değiĢken ile bağımsız değiĢken birlikte bağımlı değiĢkenin sebebidir. Burada 

dikkate edilmesi gereken husus, bağımsız değiĢkenin aracı değiĢkenin de sebebi 

olduğudur. Bahsedilen bu üç koĢulun sağlanması aracı değiĢkenin varlığı ve buna 

yönelik yapılacak olan hipotez testlerinde Ģansa bağlı sonuçlarla karĢılaĢılmaması 

açısından gereklidir. Diğer taraftan modelde bağımlı değiĢkenin aracı değiĢkenin 

sebebi olmaması gerekmektedir. 

Yukarıda denklemlerle açıklanmıĢ olan temel aracı değiĢken modeli, path 

diyagram yardımı ile açıklanabilir. Diyagramda (Bkz. ġekil 2.1.) X bağımsız 

değiĢkeni ile Y bağımlı değiĢkeni arasındaki nedensel iliĢki süreci açıklanmaktadır. 

Söz konusu nedensel iliĢkide; X bağımsız değiĢkeninin M aracı değiĢkeni üzerindeki 

nedensellik etkisi a ile M aracı değiĢkeninin ise Y bağımlı değiĢken üzerindeki 

nedensellik etkisi ise b ile gösterilmiĢtir. X bağımsız değiĢkeninin Y bağımlı 

değiĢkeni üzerindeki toplam etkisi c ile sembolize edilirse, X‟in Y üzerindeki aracı 

değiĢkenin kontrolündeki (varlığındaki) etkisi ise    ile gösterilir. 
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ġekil 2.1. Temel Aracı DeğiĢken Modeli 

ĠliĢkisel analizde    değerinin c ile gösterilen etkinin değerinden farklılaĢması, 

X bağımsız değiĢkeninin Y bağımlı değiĢken üzerindeki etkisinin bir bölümünün 

aracı değiĢken tarafından paylaĢılması diğer bir deyiĢle aracı değiĢkenin varlığı 

Ģeklinde yorumlanır. ġekil 2.1.‟de görüldüğü üzere aracı değiĢkenin etkisi de dikkate 

alındığında X‟in Y üzerindeki dolaylı etkisi a ve b yolları ile gösterilmektedir. Bu 

dolaylı etki ise a ve b yollarından elde edilecek katsayılar yardımı ile 

hesaplanmaktadır. 

MacKinnon ve arkadaĢları (1995), sıradan en küçük kareler regresyonu için c-

   katsayıları farkının cebirsel olarak a ve b yollarının çarpımına eĢit olduğunu 

göstermiĢlerdir (3). 

 Yol diyagramı (ġekil 2.1.) yardımı ile açıklanan aracı değiĢken modelinde X 

bağımsız değiĢkeninin Y bağımlı değiĢken üzerindeki toplam etkisi, doğrudan ve 

dolaylı etkilerin toplamına eĢittir. Bu durum EĢitlik 2.6.‟da görüldüğü Ģekilde 

matematiksel olarak ifade edilebilir:  

                                                                                                          (2.6.) 

Buradan X bağımsız değiĢkenin Y bağımlı değiĢken üzerindeki dolaylı etkisi 

EĢitlik 2.7. ile hesaplanabilmektedir: 

                                                                                                          (2.7.) 
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Yukarıda yer alan yol diyagramında bağımlı değiĢkeni besleyen iki farklı 

nedensel yol bulunmaktadır (4). X bağımsız değiĢkeninin Y bağımlı değiĢkeni 

üzerindeki toplam etkisi, X‟in Y üzerindeki doğrudan etkisi (Yol   ) ve X‟in M 

aracılığıyla Y‟ye dolaylı etkisi (Yol a X Yol b) olarak gösterilebilir. 

2.4.1. Tam ve Kısmi Aracı DeğiĢken Etkisi 

Bir aracı değiĢkenin etkisi, tam ve kısmi etki olarak ikiye ayrılmaktadır. Tam 

aracı etki; modelde bağımsız değiĢkenin tüm etkisini aracı değiĢken üzerinde 

kullandığı durum olup kısaca sadece aracı değiĢkeni etkilediği durumda meydana 

gelmektedir. Burada bağımsız değiĢkenin bağımlı değiĢkenine etkisi olmadığından 

doğrudan etkiden (  ) söz edilemez ve toplam etki yalnızca aracı değiĢken yolu ile 

açıklanmaktadır. Dolayısıyla burada toplam etki, aracılık etkisine eĢittir. (c=ab)  

Kısmi aracı etki ise; bağımsız değiĢkenin etkisinin bir kısmını aracı değiĢken 

üzerinde, bir kısmını ise doğrudan bağımlı değiĢken üzerinde kullandığı durum olup, 

burada bağımsız değiĢken ile bağımlı değiĢken arasındaki iliĢkinin tamamı aracı 

değiĢken ile açıklanamaz. Aslında bu durum diyagram (Bkz. ġekil 2.1.) yardımıyla 

açıklanan temel aracı değiĢken modeli ile açıklanmıĢtır. Ve burada bağımsız 

değiĢkenin toplam etkisi EĢitlik 2.6. ile hesaplanmaktadır. 

AraĢtırmacılar aracı değiĢken etkisinin tam ya da kısmi olup olmadığına 

genellikle    katsayısının anlamlılığına bakarak karar vermektedirler. Anlamlı bir 

aracı değiĢken etkisinin olduğu bir modelde,    katsayısı da istatistiksel olarak 

anlamlı ise, burada kısmi aracı etkinin varlığından söz edilir. Bu değer sıfıra eĢit 

olursa aracı değiĢkenin tam etkiye sahip olduğu kabul edilmekte, ancak sıfıra yakın 

bir değer alması durumunda ise baĢka aracı etkilerin de ele alınması gerektiği 

üzerinde durulmaktadır (4). 

2.4.2. Aracı DeğiĢken Etkisinin Test Edilmesi  

Aracı değiĢken etkisinin test edilmesinde pek çok farklı yöntem 

bulunmaktadır. Bu yöntemler pek çok farklı bilim dalında kullanıldığı için 

yöntemlerin hipotezleri, varsayımları ve istatistiksel hesaplama yöntemleri de 
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değiĢmektedir. Yöntemlerin çeĢitliliği ise aracı değiĢkenin etkisinin disiplinler arası 

belirlenmiĢ bir tanımı olmadığını göstermektedir (3). 

Aracılık etkisinin test edilmesi için yapılan ilk çalıĢmalarda kullanılan 

yöntemlerden birisi ANOVA yöntemidir ancak bu yöntemin yanıtlarının sınırlı 

kalmasından dolayı farklı yöntemlere gerek duyulmuĢtur (5). Judd ve Kenny (1981b) 

tarafından aracılık etkisinin test edilmesi için regresyon yönteminin kullanılması 

önerilmiĢtir. Ancak regresyon denklemlerinin de tek baĢına yetersiz kaldığı yıllar 

içerisinde yapılan çalıĢmalar ile ortaya konmuĢtur. Regresyon denklemleri sonunda 

elde edilen regresyon katsayılarının test edilmesi gerektiği pek çok çalıĢma ile ortaya 

konmuĢtur. 

Aracı değiĢken etkisinin test edilmesinde üç temel yaklaĢım bulunmaktadır 

(6). Söz konusu üç yaklaĢım; nedensel adım yaklaĢımı, katsayıların farkı yaklaĢımı 

ve katsayıların çarpımı yaklaĢımıdır. 

Nedensel Adım YaklaĢımı 

Nedensel adım yaklaĢımı aracılık etkisi hipotezinin test edilmesinde en sık 

kullanılan yöntemdir (7). Yöntem ilk olarak Judd ve Kenny (1981)‟nin yaptıkları 

çalıĢmalarda kullanılmıĢtır (8,9).  Ardından Baron ve Kenny (1986), Kenny vd. 

(1998), James ve Brett (1984), ve Cohen ve Cohen (1983) tarafından da bu 

yaklaĢıma iliĢkin çalıĢmalar yürütülmüĢtür. 

Nedensel adım yaklaĢımı temelde kurulan regresyon denklemleri yardımıyla 

belirlenen koĢulların sağlanıp sağlanmadığının kontrol edildiği ve bunun sonucunda 

aracı değiĢkenin varlığına karar verildiği bir yöntemdir. Yöntemde aracı değiĢken 

modeline iliĢkin regresyon denklemleri kullanılır. (Bkz. EĢitlik 2.3., 2.4., 2.5.) 

Nedensel adım yaklaĢımına göre aracılık etkisinin varlığından söz edebilmek 

aĢağıda yer verilen 4 koĢulun sağlanması gerekmektedir (4).  Bu 4 koĢul yukarıda 

sözü edilen regresyon denklemleri aracılığıyla test edilir.  

1. X bağımsız değiĢkeninin Y bağımlı değiĢken üzerindeki toplam etkisi 

anlamlı olmalıdır. Diğer bir deyiĢle, bağımlı değiĢken ile bağımsız 

değiĢken arasında istatistiksel olarak anlamlı bir iliĢki olmalıdır.  
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Bu koĢul yukarıda yer verilen (2.3.) no.lu regresyon denklemi ile test edilir. 

2. X bağımsız değiĢkeninin M aracı değiĢken üzerindeki etkisi anlamlı 

olmalıdır. Yani bağımsız değiĢken ile aracı değiĢken olduğu iddia edilen 

değiĢken arasında yine istatistiksel olarak anlamlı bir iliĢki bulunmalıdır. 

Bu koĢul yukarıda yer verilen (2.4.) no.lu regresyon denklemi ile test edilir. 

3. X bağımsız değiĢkeninin varlığında M aracı değiĢkeninin Y üzerindeki 

etkisi anlamlı olmalıdır. Kısaca, aracı değiĢken bağımlı değiĢken ile 

(bağımsız değiĢken ile birlikte model içerisinde kullanıldığında) 

istatistiksel olarak anlamlı bir iliĢkiye sahip olmalıdır. 

Bu koĢul ise yukarıda yer verilen (2.5.) no.lu regresyon denklemi ile test 

edilir. 

4. M aracı değiĢkeninin varlığında X bağımsız değiĢkeninin Y bağımlı 

değiĢken üzerindeki düzeltilmiĢ doğrudan etkisinin anlamlı olmaması 

gereklidir. Diğer bir deyiĢle, bağımsız değiĢkenin modelde tek baĢına 

bağımlı değiĢkenin tahmin edicisi olduğu durumda bağımsız değiĢken ile 

bağımlı değiĢken arasındaki iliĢki katsayısı (c) mutlak değer olarak, 

bağımsız değiĢken ve aracı değiĢkenin modelde birlikte bağımlı değiĢkenin 

tahmin edicisi olduğu durumdaki bağımsız değiĢken ile bağımlı değiĢken 

arasındaki iliĢki katsayısından (  ) daha büyük olmalıdır. (|  |  | |) 

Yukarıda yer verilen ilk üç koĢulun sağlanmasının ardından son koĢulun test 

edilmesi için, (2.4.) no.lu regresyon denklemindeki c ile (2.5.) no.lu regresyon 

denkleminden elde edilen bağımsız değiĢken katsayısı    karĢılaĢtırılır. Bağımsız 

değiĢken katsayısının (  ) sıfırdan istatistiksel olarak anlamlı bir Ģekilde 

farklılaĢmaması durumunda aracı değiĢkenin varlığından ve etkisinin anlamlı 

olduğundan söz edilir. Dolayısıyla aracılık etkisinin test edilebilmesi için kurulan 

hipotez olan Ho:  =0 yokluk hipotezi reddedilemez. Modelde    katsayısının 

değerinin 0‟a eĢit olması halinde ise, burada tam etkiye sahip tek bir aracı değiĢkenin 

varlığından söz edilir (4). 

Kısaca nedensel adım yönteminde yukarıda yer verilen ilk üç koĢulun 

sağlanmasının ardından, son koĢul olarak M aracı değiĢkenin varlığında X bağımsız 

değiĢkeninin Y bağımlı değiĢken üzerindeki etkisinin azalıp azalmadığına 
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bakılmaktadır.  Ancak Holmbeck (2002), istatistiksel olarak anlamlı c ile anlamsız 

   nün birbirinden önemsiz bir mutlak değer ile farklılaĢabileceğinin ve bunun da I. 

Tip Hataya yol açabileceğini ifade etmektedir. Burada toplam etkinin (c), aracı 

değiĢken varlığında ne kadar azalması gerektiği sorusu önem kazanmaktadır. Konuya 

iliĢkin olarak yapılan önceki çalıĢmalarda; X bağımsız değiĢkeninin Y bağımlı 

değiĢken üzerindeki etkisi istatistiksel olarak anlamlı iken, aracı değiĢkenin 

varlığında istatistiksel olarak anlamsız hale gelmesi gerektiği söylenmiĢtir. Ancak bu 

yaklaĢım da hatalı sonuçlara yol açabilmektedir. Çünkü böyle bir düĢüĢ regresyon 

katsayılarının azalması sonucu da meydana gelmiĢ olabilmektedir.  

Diğer taraftan X bağımsız değiĢkeninin Y bağımlı değiĢken üzerindeki etkisi 

aracı değiĢken varlığında istatistiksel olarak anlamsızlaĢabilir ancak bu durum 

aracılık etkisinin anlamlı olduğu anlamına gelmemektedir. Hatta X bağımsız 

değiĢkeninin Y bağımlı değiĢken üzerindeki etkisi, aracı değiĢken varlığında 

istatistiksel olarak anlamlı olduğu durumlarda dahi anlamlı bir aracı etkinin 

varlığından söz etmek mümkündür (10). Bu nedenle X bağımsız değiĢkeninin Y 

bağımlı değiĢken üzerindeki etkisinde meydana gelen azalıĢın istatistiksel olarak test 

edilmesi gerekir. 

Yine Baron ve Kenny‟nin X bağımsız değiĢken ile Y bağımlı değiĢken 

arasındaki iliĢkinin anlamlı olması koĢulu özellikle tam aracı etkinin olduğu 

durumlarda aracı değiĢken etkisinin tespitinde testin gücünü azaltmaktadır (11). 

ÇalıĢmalarda X ve Y değiĢkenleri arasındaki iliĢkinin istatistiksel olarak anlamlı 

olmadığı ancak aracı değiĢken etkisinin anlamlı bulunduğu pek çok durumla 

karĢılaĢılmaktadır.  

Nedensel adım yaklaĢımı, modelde aracı değiĢken etkisinin istatistiksel olarak 

test edilmesinden ziyade aracılık etkisinin koĢullarını tanımlamaktadır. Bu nedenle, 

çalıĢmalarda çok yaygın olarak kullanılsa da bu yaklaĢımın bazı sınırlılıkları 

mevcuttur. Nedensel adım yöntemleri, yukarıda yer verilen 1, 2 ve 3 no.lu koĢulların 

yerine gelip gelmediğini birlikte test edilmesine imkân vermemekte ayrıca X 

bağımsız değiĢkeninin Y bağımlı değiĢken üzerindeki dolaylı etkisinin boyutunu 

hesaplayamamaktadır (3). 
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MacKinnon ve arkadaĢları (2002) yaptıkları benzetim çalıĢması ile nedensel 

adım yönteminin I.Tip hataya yol açtığını ve bu yöntemde testin gücünün çok düĢük 

olduğunu göstermiĢlerdir. West ve Aiken (1997) modelde birden fazla aracı değiĢken 

bulunduğu durumda nedensel adım yöntemi ile her bir aracı değiĢkenin etkisinin 

hesaplanmasının zor olduğunu belirtmiĢlerdir. 

Wood vd. (2009) ise yaptığı çalıĢmada özellikle çok değiĢkenli modellerde 

değiĢkenlerin bağımsız olduğunun varsayıldığı, regresyon modelinin anlamlı olup 

olmadığının ihmal edildiği ve katsayılarda meydana gelen çok küçük değiĢimlerin 

istatistiksel olarak anlamlılığı bile test edilmeden kısmi aracılık olarak kabul edildiği 

gibi pek çok hataya düĢüldüğünü ifade etmiĢtir. 

Katsayılara ĠliĢkin Testler 

Nedensel adım yaklaĢımı dıĢında aracılık etkisinin tespiti için kullanılan test 

yöntemlerinde 2.3, 2.4. ve 2.5. no.lu EĢitliklerde yer verilen regresyon 

denklemlerinden elde edilen katsayıların kullanılmakta olduğu görülmektedir. 

Dolayısıyla bu yöntemler katsayılara iliĢkin testler baĢlığı altında toplanmıĢtır.  

Ancak katsayılara iliĢkin testler olarak sınıflandırılmıĢ olan bu testler de 

kendi içlerinde ikiye ayrılmaktadır. Bu ayrıĢma söz konusu denklemlerden elde 

edilen katsayıların kullanımına göre belirlenmektedir. Bahsi geçen katsayılar genel 

olarak a ve b katsayılarının çarpımından elde edilen    ile c ve    katsayılarının 

farkından elde edilen      olmak üzere iki farklı Ģekilde kullanılmaktadır. 

Katsayıların farkı adı verilen,      değeri, 2.3. ve 2.5. no.lu EĢitliklerden 

elde edilir ve aracı değiĢken varlığında bağımsız değiĢkenin bağımlı değiĢken 

üzerindeki etkisinin azalıĢını temsil eder. Bu azalıĢın test edilebilmesi için 

matematiksel olarak ifade edilmesi gereklidir (12):  

Toplam Etki=Aracı Etki + Doğrudan Etki  

Aracı Etki=Toplam Etki – Doğrudan Etki  

Yukarıdaki formülden aracı değiĢken etkisinin anlamlılık testinin, toplam etki 

ile doğrudan etkinin arasındaki farkın (      anlamlılık testine eĢit olduğu 
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anlaĢılmaktadır. Dolayısıyla aracı değiĢken etkisinin anlamlılık testi temel olarak, 

katsayılar arasındaki farkın, bu farkın standart hatasına bölünmesi ve çıkan değerin 

standart normal dağılım ile karĢılaĢtırılmasına dayanır. 

Katsayıların çarpımı olarak tanımlanan    , değeri ise 2.4. ve 2.5. no.lu 

EĢitliklerden elde edilir. a yolu bağımsız değiĢkenin aracı değiĢkeni ne ölçüde 

değiĢtirdiğini, b yolu ise aracı değiĢkenin bağımlı değiĢkeni ne ölçüde etkilediğini 

ölçmektedir. Dolayısıyla aracı değiĢken etkisi, X bağımsız değiĢkeni-aracı değiĢken 

ve aracı değiĢken-Y bağımlı değiĢkeni arasındaki yol katsayılarının çarpımına eĢittir 

(13). Aracı değiĢkenin istatistiksel anlamlılık testi için modeldeki a ve b yollarının 

katsayılarının, bu katsayıların çarpımının standart hatasına bölünmesi gereklidir. 

Yapılan iĢlem sonrasında elde edilen değer ise Z dağılımı ile karĢılaĢtırılmaktadır. 

Katsayıların Farkı YaklaĢımı 

Nedensel adım yaklaĢımının yaygın olarak psikoloji alanındaki kullanımının 

aksine, katsayıların farkı yaklaĢımı pek çok farklı disiplinde kullanılmak üzere aracı 

değiĢkenin etkisinin test edilmesi için geliĢtirilmiĢ bir yöntemdir. Bu yaklaĢımda 

katsayılar arasındaki farkın test edilmesine iliĢkin farklı anlamlılık testleri ile farklı 

test hipotezleri önerilmiĢtir. Önerilen ilk hipotez, bağımsız değiĢken ile bağımlı 

değiĢken arasındaki iliĢkinin modelde aracı değiĢkenin yer almasından önce ve sonra 

karĢılaĢtırmasına dayanır. (c-  ) Diğer bir hipotez ise, modelde aracı değiĢkenin yer 

almasından önce bağımsız değiĢken ile bağımlı değiĢken arasındaki korelasyon 

katsayısı ile aracı değiĢken varlığında bağımsız değiĢken ile bağımlı değiĢken 

arasındaki kısmi korelasyon katsayısının karĢılaĢtırması üzerine kurulmuĢtur. 

(           

Hipotez 1 (c-  ) : Katsayıların farkı yaklaĢımında önerilen istatistiklerden 

yokluk hipotezi            olan yöntemlerden ilki olan Freedman ve Schatzkin 

(1992) yöntemi c ile    arasındaki korelasyonu elde ederek, uyarlanmıĢ ve 

uyarlanmamıĢ regresyon katsayılarının varyans ve kovaryansları üzerindeki standart 

hatanın kullanıldığı bir eĢitlik elde etmiĢlerdir (3). EĢitlik 2.6. ile bu formül 

gösterilmiĢtir. 
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             √  
     

        √     
                                                (2.6.) 

 

              
    

√  
     

        √     
 

                                                   (2.7.) 

Bu eĢitlikte    , bağımsız değiĢken ile aracı değiĢken arasındaki korelasyonu 

göstermektedir.   
 , c katsayısının standart hatası;    

  ise    katsayısının standart 

hatasıdır. Formülden elde edilen değer EĢitlik 2.7. yardımı ile t dağılımı ile 

karĢılaĢtırılır ve buradan katsayılar arasındaki farkın anlamlı olup olmadığına karar 

verilir.  

McGuigan and Langholtz (1988) ise çalıĢmalarında c ve    regresyon 

katsayılarının farkına iliĢkin bir standart hata formülü geliĢtirmiĢlerdir. Buna göre; 

                      √  
     

                                                          (2.8.) 

                    
    

√  
     

              
                                          (2.9.) 

Yukarıda bahsedilen iki istatistikte olduğu gibi yine katsayılar arasında fark 

yoktur hipotezinden yola çıkılarak Clogg ve arkadaĢları (1992) katsayılar arasındaki 

farkın standart hatasına iliĢkin bir istatistik önermiĢlerdir.  

                     
    |   |

√ 
   (     

 ) 

 |   |                                                 (2.10.) 

                   
    

|      
|
                                                                           (2.11.)                       

Clogg ve arkadaĢları çalıĢmalarında ayrıca c-   katsayıları farkının, 

yukarıdaki formül ile hesaplanan standart hatasına bölünmesinin,         yokluk 

hipotezinin test edilmesi ile aynı sonucu verdiğini göstermiĢlerdir. Buradan aracı 
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değiĢken etkisi test edilirken,  ‟nin anlamlılığına bakılabileceği sonucu 

anlaĢılmaktadır. 

Hipotez 2 (         ): Diğer katsayıların farkı yaklaĢımlarından farklı 

olarak ise Olkin ve Finn (1995) çalıĢmalarında           korelasyon katsayılarının 

farkını test etmiĢlerdir. Dolayısıyla test edilen yokluk hipotezi                

Ģeklindedir. Burada     , bağımsız değiĢken ile bağımlı değiĢken arasındaki 

korelasyon katsayısı ve       , M aracı değiĢkeni varlığında X bağımsız değiĢkeni 

ile Y bağımlı değiĢkeninin kısmi korelasyon katsayısıdır. Söz konusu hipotezde test 

edilen basit ve kısmi korelasyon arasındaki fark, aracı değiĢkenin basit korelasyonu 

ne derece değiĢtirdiğinin ölçüsüdür. 

Basit ve kısmi korelasyonun farkının sıfır olmadığı durumlar da söz konusu 

olabilmektedir ancak bağımsız değiĢken için aracı değiĢken ile bağımlı değiĢkeninin 

parçalı korelasyonu sıfırdır. Ancak böyle durumlarda, aracı değiĢken ile bağımsız 

değiĢken arasında bir iliĢki olmasa da sonuç aracı değiĢken etkisinin olduğunu 

göstermektedir. 

                          
          

√      
         

 
                                       (2.12.) 

                   
         

   
                                                                     (2.13.) 

Olkin ve Finn (1995), basit ve kısmi korelasyonun farkının standart hatasını 

hesaplamak için çok değiĢkenli delta metodunu kullanmıĢlardır. Bu metot yardımı ile 

buldukları standart hatayı korelasyonlar arasındaki farka bölerek, çıkan sonucu 

standart normal dağılım ile karĢılaĢtırmıĢlardır. 

Katsayıların farkı yaklaĢımı çerçevesinde yukarıda bahsedilen 4 farklı 

istatistikte, çeĢitli katsayılar yardımıyla aracı değiĢkenin etkisi ve onun standart 

hatası hesaplanmıĢtır. Bunlardan Clogg ve arkadaĢlarının çalıĢmalarında 

kullandıkları test hipotezi, bağımsız değiĢken ile aracı değiĢkenin sabit olduğunu 

varsaymaktadır. Ancak bu aracı değiĢken için pek de olası bir durum değildir. Olkin 

ve Finn‟in çalıĢmalarında ise aracı değiĢken ile bağımlı değiĢken arasında hiçbir 
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iliĢki bulunmamasına rağmen bazı durumlarda yöntemin yine de aracı değiĢken 

etkisini kabul ettiği görülmektedir. 

Ayrıca katsayıların farkı yaklaĢımına iliĢkin önerilen tüm yöntemlerde, 

modelde birden fazla aracı değiĢken olduğu durumda katsayılar ve onların farklarının 

anlamlılık testleri genelleĢtirilememektedir (3). 

Katsayıların Çarpımı YaklaĢımı 

Katsayıların çarpımı yaklaĢımı, aracılık modelinin yol diyagramı (Bkz. ġekil 

2.1.) Ģeklinde tanımlanmasının ardından diyagramı oluĢturan yolların katsayılarının 

çarpılmasına dayanmaktadır.  

Bu yaklaĢımda aracı değiĢkenin varlığı, a ve b yollarının çarpımı ile elde 

edilen aracı değiĢken etkisinin, standart hatasına bölünmesi ile test edilmektedir. 

Buradan çıkan değer ise standart normal dağılım ile karĢılaĢtırılmaktadır. 

YaklaĢımda test edilen yokluk hipotezi         „dır.  

Katsayıların farkı yaklaĢımında olduğu gibi katsayıların çarpımı yaklaĢımında 

da farklı varsayımlara dayanan çeĢitli standart hata formülleri önerilmiĢtir. Bu 

formüllerden en bilinen ve yaygın olarak kullanılanı Sobel (1982)‟in çalıĢmasıdır. 

Sobel yaptığı çalıĢma ile aracı değiĢken etkisi için bir anlamlılık testi geliĢtirmiĢtir. 

Sobel‟in geliĢtirdiği aĢağıda yer alan formül (EĢitlik 2.14.) , X bağımsız değiĢkeninin 

Y bağımlı değiĢkeni üzerindeki dolaylı etkisinin (ab) standart hatasının 

hesaplanmasında kullanılır. 

                                  √    
      

                                                 (2.14.) 

Yukarıdaki formülde bağımsız değiĢkenin yol diyagramında da (Bkz. ġekil 

2.1.) gösterildiği gibi aracı değiĢkene olan etkisi (Yol a) a harfi ile sembolize edilmiĢ, 

bu katsayının standart hatası ise    ile gösterilmiĢtir. Aracı değiĢkenin bağımlı 

değiĢkene etkisi (Yol b) ise b harfi ile simgelenmiĢ ve bu katsayının standart hatası 

   olarak gösterilmiĢtir. Aracı değiĢken etkisinin istatistiksel olarak önemli olup 

olmadığını test etmek için aĢağıda yer verilen formül kullanılmaktadır. 
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√    
      

 
                                                  (2.15.) 

Söz konusu formül sonucunda elde edilen değer, standart normal dağılım ile 

karĢılaĢtırılarak aracı değiĢken etkisinin istatistiksel olarak anlamlı olup olmadığına 

karar verilir. (z>1.96 olduğunda  <.05‟tir.) 

Aracı değiĢken etkisinin testi için geliĢtirilen bir diğer standart hata formülü 

de Aroian (1994) tarafından önerilmiĢtir: 

                       √    
      

    
   

                                                   (2.16.) 

EĢitlik 2.15. ile elde edilen standart hata değeri, a ve b regresyon 

katsayılarının çarpımına bölünür ve çıkan sonucun standart normal dağılıma 

uygunluğuna karar verilir. 

                
  

√    
      

    
   

 
                                                           (2.17.) 

 EĢitlik 2.17.‟nin Sobel‟in önermiĢ olduğu 2.15. no.lu EĢitlikten farkı; iki 

varyansın çarpımlarının da formülde yer almasıdır. Ancak bu değer genellikle 

oldukça küçüktür. 

Goodman (1960) tarafından dolaylı etkinin standart hatasına iliĢkin önerilen 

formüle aĢağıda yer verilmiĢtir: 

                    √    
      

    
   

                                                    (2.18.) 

Buradan aracı değiĢken etkisinin anlamlılık testi için elde edilecek olan 

değere 2.19. no.lu EĢitlik yardımı ile ulaĢılır. 

                  
  

√    
      

    
   

 
                                                    (2.19.) 

EĢitlik 2.24. ile elde edilen değer yine standart normal dağılım ile 

karĢılaĢtırılır. 
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MacKinnon, Lockwood ve Hoffman (1998) yukarıda bahsedilen aracı 

değiĢken etkisinin anlamlılığı için kullanılan      ⁄  yöntemlerinin, a ve b regresyon 

katsayılarının genellikle normal dağılmaması nedeniyle düĢük bir güce sahip 

olduğunu belirtmiĢlerdir (3). a ve b regresyon katsayıları sıklıkla yüksek basıklıkla 

asimetrik bir dağılım göstermektedir. 

MacKinnon ve arkadaĢları (1998 ve 2001) yaptıkları çalıĢmalarda aracı 

değiĢken etkisinin testi için 3 farklı alternatif sunmuĢlardır. Bunlar: 

a)         ⁄     yokluk hipotezi için      ⁄ ‟ın ampirik dağılımı, 

b)            yokluk hipotezi için iki standart normal değiĢkenin 

çarpımının      ) dağılımı, 

c)         yokluk hipotezi için a ve b regresyon katsayılarının 

çarpımlarının (ab) asimetrik güven sınırlarıdır. 

Ġlk alternatif için MacKinnon ve arkadaĢları (1998) a ve b değerleri ile elde 

edilen ab‟nin ampirik örneklem dağılımını hesaplamak için bir benzetim çalıĢması 

yapmıĢlardır. Bu örneklem dağılımı temelinde, farklı anlamlılık düzeyleri için kritik 

değerleri belirlemiĢlerdir. Elde edilen dağılım, normal dağılımdan farklı olduğu için 

çalıĢmada bu test istatistiği z‟ olarak belirlenmiĢtir. Bu test istatistiğine 2.20. no.lu 

EĢitlikte yer verilmektedir: 

   
  

√    
      

 
                                                            (2.20.) 

Ġkinci alternatifte ise aracı değiĢken etkisinin testi için iki z istatistiği 

(             ⁄⁄ ) birbiri ile çarpılmaktadır. a ve b regresyon katsayılarının 

normal dağıldığı varsayılırsa,      teriminin anlamlılık testi için de bu varsayım 

geçerlidir.(        Daha sonra rasgele değiĢkenlerin çarpımı dağılımına    

       dayalı kritik değerler kullanılarak a ve b yolları z değerlerine dönüĢtürülür.  

Üçüncü alternatif ise asimetrik güven sınırlarını, rasgele değiĢkenlerin 

çarpımının dağılımına dayalı normal olmayan aracı değiĢken dağılımına uygun 

olacak Ģekilde düzenlemektedir. Bu yöntemde de yine iki farklı z istatistiği    
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    ⁄  ve        ⁄  hesaplanır. Bu değerler, Meeker ve arkadaĢlarının (1981) alt ve 

üst anlamlılık düzeylerini bulmak için kullandıkları tablolardan iki rasgele 

değiĢkenin çarpımının kritik değerlerini tespit etmek için kullanılır. Bulunan kritik 

değerler alt ve üst güven sınırları için aĢağıdaki formüllerde kullanılır: 

Üst güven sınırı=                        

Alt güven sınırı=                         

Buradan aracı değiĢken etkisinin anlamlılık testi EĢitlik 2.21. ile yardımı ile 

yapılır: 

               √    
      

                                                             (2.21.) 

Yukarıdaki eĢitlik sonucunda elde edilen güven sınırları sıfırı içermiyorsa, 

aracı değiĢken etkisinin anlamlı olduğu söylenir. 

Katsayıların çarpımı yaklaĢımı yöntemlerinde yine temel olarak a ve b 

katsayıların çarpılmasından elde edilen aracı değiĢken etkisi ve bu etkinin standart 

hatası hesaplanmaktadır. Ancak katsayıların farkı yöntemlerine göre bir avantaj 

olarak katsayıların çarpımı yöntemleri, birden fazla aracı değiĢkenin bulunduğu 

modeller için de geçerliliğini korumaktadır.  

2.4.3. Testlerin Değerlendirmesi 

MacKinnon ve arkadaĢları (2002) aracı değiĢken etkisinin test edilmesi için 

önerilen yöntemlerin karĢılaĢtırmasını yapmak ve en doğru sonucu veren yöntemleri 

belirlemek için bir benzetim çalıĢması yürütmüĢlerdir. ÇalıĢmada yöntemler temel 

olarak 1. Tip Hata ve istatistiksel güç yönünden kıyaslanmıĢtır. 

Benzetim çalıĢması aracı değiĢken ve bağımlı değiĢkenin sürekli değiĢken 

olduğu, bağımsız değiĢkenin ise sürekli ya da ikili değiĢken olduğu modeller için 

kurgulanmıĢtır. Sonuçlar yorumlanırken, bağımsız değiĢkenin sürekli olduğu 

modeller ile ikili değiĢken olduğu modeller arasında farklılık görülmemesinden 

ötürü, sonuçlar yalnızca sürekli değiĢkenler için yorumlanmıĢtır. 
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ÇalıĢma sonucunda en yaygın kullanılan yöntem olan nedensel adım 

yaklaĢım yöntemlerinin 1. Tip Hata olasılıklarının yüksek olduğu ve test gücünün ise 

diğer yöntemlere göre en düĢük olduğu ortaya konmuĢtur. Katsayıların farkı 

yaklaĢımı yöntemlerinin, nedensel adım yöntemlerine kıyasla test gücünün daha 

yüksek olduğu ancak 1. Tip Hata olasılıklarının Clogg ve arkadaĢları (1992) ile 

Freedman ve Schatzkin (1992)‟nin önerdikleri test istatistikleri haricinde yine yüksek 

olduğu tespit edilmiĢtir.  Katsayıların çarpımı yaklaĢımı yöntemlerinin ise nedensel 

adım yöntemlerine kıyasla testin gücü bakımından daha güçlü olmakla birlikte 1. Tip 

Hata olasılıkları yüksektir. 

ÇalıĢmada test edilen üç farklı yaklaĢıma ait yöntemler istatistiksel 

performans bakımından 3 kategoriye ayrılmıĢtır. Ġlk grupta nedensel adım yöntemleri 

yer almakta, bu yöntemler tüm koĢullarda en düĢük istatistiksel gücü göstermektedir. 

Ġkinci kategoride ise katsayıların çarpımı yöntemlerinden        ve          ⁄  

testleri ile katsayıların farkı yöntemlerinden Clogg ve arkadaĢları (1992) ile 

Freedman ve Schatzkin (1992)‟nin önerdikleri testler performans bakımından benzer 

çıkmıĢtır. Söz konusu bu dört yöntem a ve b katsayıları sıfıra eĢit değilken yüksek 

istatistiksel güce sahip iken, a ve b katsayılarının sıfıra eĢit olduğu durumunda en 

uygun 1. Tip Hata oranına sahiptir. ÇalıĢmaya göre a ve b katsayılarının aldığı pek 

çok değere göre bu dört yöntem en iyiden baĢlayarak dizilecek olur ise sıralama 

         ⁄  testi,        testi, Clogg testi ve son olarak Freedman ve 

Schatzkin‟in önerdiği test Ģeklindedir.  

Kalan diğer tüm yöntemler ise performans açısından tek bir grupta 

değerlendirilmiĢ ve üçüncü bir kategoride sınıflandırılmıĢtır. Bu yöntemler a ve b 

katsayılarının sıfıra eĢit olduğu durumda testin gücü ve 1. Tip Hata yönünden düĢük 

performans göstermektedir. Ancak a ve b katsayılarından birinin sıfıra eĢit olduğu 

durumda 1. Tip Hata bakımından uygun sonuç vermektedirler. 

Aracı değiĢkenin testine iliĢkin önerilen tüm yöntemler içerisinde akademik 

çalıĢmalarda en sık kullanılan yaklaĢım nedensel adım yaklaĢımıdır. Sobel testi ise 

genellikle nedensel adım yönteminde son adımın istatistiksel olarak anlamlılığını 

kontrol etmek için kullanılmaktadır (14). Katsayıların çarpımı yaklaĢımları arasında 

en yaygın kullanılan yöntem olan Sobel testinin en önemli kusuru ise aracı değiĢken 
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etkisinin normal dağıldığını varsaymasıdır. Diğer taraftan aracı değiĢken etkisinin 

örneklem dağılımı, çarpıklık ve basıklık Ģeklinde asimetrik olma eğilimindedir (15). 

Literatürde aracı değiĢken etkisinin analiz edilmesine iliĢkin öne sürülen pek 

çok yöntem ve bu yöntemleri inceleyen pek çok çalıĢma mevcuttur. Ancak aracı 

değiĢkenin anlamlılığının test edilmesine iliĢkin kesin bir metot henüz 

geliĢtirilmemiĢ olduğundan bu konudaki belirsizlik devam etmektedir (16). 

2.5. Düzenleyici Etki Analizi 

Düzenleyici değiĢken temel olarak bağımsız değiĢken ile bağımlı değiĢken 

arasındaki iliĢkinin gücünü veya yönünü etkileyen değiĢken olarak tanımlanır (4). 

Diğer bir ifadeyle düzenleyici değiĢken, bağımsız ve bağımlı değiĢken arasındaki 

iliĢkinin gücünü artırabilir, azaltabilir ya da bu iliĢkinin yönünü değiĢtirebilir. 

Düzenleyici değiĢken; cinsiyet, eğitim durumu, medeni hal gibi niteliksel olabileceği 

gibi, beden kitle indeksi, boy, kandaki glikoz seviyesi gibi niceliksel olabilir. 

Düzenleyici etki ise iki değiĢken arasındaki iliĢkinin üçüncü bir değiĢkenin aldığı 

değerlere göre gösterdiği değiĢim olarak tanımlanabilir. 

Özellikle sosyal psikoloji alanı baĢta olmak üzere çeĢitli bilim dallarında 

yoğun olarak kullanılmakta olan düzenleyici etki analizi, 1986 yılında Baron ve 

Kenny tarafından yayınlanan makale sonrasında araĢtırmalarda oldukça yaygın 

olarak kullanılmaya baĢlanmıĢtır.  

 Bir X bağımsız değiĢkeni ile Y bağımlı değiĢkeni arasındaki iliĢkinin 

derecesi, üçüncü bir değiĢken olan Z‟nin seviyelerinden etkileniyor ise Z‟ye iki 

değiĢkenin arasındaki değiĢkenin düzenleyicisi (moderatörü) denir. X, Y ve Z 

değiĢkenleri arasındaki iliĢki ġekil 2.2. yardımıyla açıklanmıĢtır. 

 

ġekil 2.2. Düzenleyici DeğiĢkenin ĠliĢkisel Yapıya Etkisi 
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 Modelde düzenleyici değiĢkenin iliĢkisel olarak ne Ģekilde yer aldığı, aracı 

değiĢkende olduğu gibi path diyagramı ile gösterilebilir. Düzenleyici değiĢkenin 

bulunduğu bir modelin diyagram yardımıyla gösteriminde üç farklı nedensel yol 

tanımlanır. Söz konusu üç yol; bağımsız değiĢkenin bağımlı değiĢken ile iliĢkisi, 

düzenleyici değiĢkenin bağımlı değiĢken ile iliĢkisi ve bağımsız değiĢken ve 

düzenleyici değiĢkenin birlikte bağımlı değiĢken ile iliĢkisini temsil etmektedir. Bu 

üç nedensel yol ġekil 2.3.‟de Ģematize edilmiĢtir.     

          

 

ġekil 2.3. Temel Düzenleyici DeğiĢken Modeli 

Yukarıda yer verilen ġekil 2.3‟den görüldüğü gibi a yolu bağımsız değiĢkenin 

bağımlı değiĢken üzerindeki etkisini, b yolu düzenleyici değiĢkenin bağımsız 

değiĢken üzerindeki kontrol etkisini ve c yolu ise bağımsız ve düzenleyici değiĢkenin 

etkileĢiminin bağımsız değiĢken üzerindeki etkisini sembolize etmektedir. 

Düzenleyici değiĢken etkisinin test edilmesinde kurulacak olan hipotez, c yolunun 

istatistiksel olarak anlamlı olup olmadığını test etmektedir. Temel düzenleyici etki 

modelinde a ve b yollarının da istatistiksel olarak anlamlı çıkması mümkün olmakla 

birlikte bu yollar düzenleyici değiĢkenin test edilmesi amacıyla kullanılmamaktadır. 

Düzenleyici değiĢken etkisinin varlığı için düzenleyici değiĢken ve bağımsız 

değiĢkenin çarpımı olan etkileĢim teriminin istatistiksel olarak anlamlı kabul 

edilmesi gereklidir. Ancak bunun yanında modelde iki varsayımın daha sağlanması 

koĢulu bulunmaktadır. Baron ve Kenny (1986)‟ye göre düzenleyici değiĢken 

modelinde, düzenleyici değiĢkenin, bağımlı ve bağımsız değiĢken ile nedensel bir 

iliĢkisinin bulunmaması gereklidir. Modele iliĢkin bir baĢka varsayım ise düzenleyici 

değiĢken ile bağımsız değiĢkenin birbirleriyle öncül-ardıl iliĢkisinin bulunmayacak 
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Ģekilde aynı düzeyde bulunmasıdır. Diğer bir ifadeyle bağımsız değiĢkenin bağımlı 

değiĢkeni etkilemesi ile düzenleyici değiĢkenin bağımlı değiĢkeni etkilemesi 

tamamen bağımsız yollardan (a ve b) olmaktadır. Bu varsayım aracı değiĢken ile 

düzenleyici değiĢken arasındaki en önemli farkı yaratmakta, iki değiĢkenin tespiti 

aĢamasında oldukça belirleyici olmaktadır. Diğer taraftan özellikle bazı araĢtırma 

alanlarında bağımsız değiĢken ile düzenleyici değiĢken arasında hiç bir iliĢkinin 

olmaması sık rastlanan bir durum değildir. Çoğu durumda bu iki değiĢken arasında 

mutlaka az da olsa bir iliĢkinin varlığı söz konusudur. Burada önemli olan 

araĢtırmacıların ne kadarlık bir iliĢkiyi göz ardı edebileceklerine karar vermeleridir 

(16). Ġki değiĢken arasında yüksek derecede iliĢki çıkması durumunda basit bir 

düzenleyici değiĢken modelinden söz edilemez ve burada daha karmaĢık iliĢki 

yapılarının varlığı söz konusudur. 

Düzenleyici değiĢken etkisinin anlamlı olup olmadığı sorgulanırken, bağımsız 

değiĢken ile bağımlı değiĢken arasında anlamlı bir iliĢkinin olup olmadığı 

sorgulanmamaktadır. Çünkü böyle bir iliĢkinin varlığı, düzenleyicilik etkisi için 

gerekli bir Ģart değildir. 

Düzenleyicilik etkisi, araĢtırmalarda çoğunlukla “etkileĢim etkisi” olarak 

daha fazla bilinmektedir. Ancak temelde “düzenleyicilik etkisi” ile “etkileĢim etkisi” 

arasında çok da belirgin olmayan bir ayrım söz konusudur. EtkileĢim etkisi, hem 

iliĢkisel (bağıntısal) veriler hem de deneysel veriler için kapsamlı bir uygulama 

alanına sahiptir. Daha açık bir ifadeyle etkileĢim etkisinin kullanılabilmesi için 

kurulan modelin illaki nedensel bir yapıda olması gerekli değildir. Diğer taraftan 

düzenleyicilik etkisi, yalnızca nedensel hipotezlerin bulunduğu modeller için 

geçerlidir. Buradan düzenleyicilik etkisinin, etkileĢim etkisinin özel bir durumu 

olduğu çıkarımına varılabilir ve düzenleyicilik etkisine “nedensel etkileĢim etkisi” 

ismi de verilebilir (17). 

EtkileĢim etkisi bir diyagram yardımı ile gösterilmek istenirse, bu diyagram 

temel düzenleyici modeli Ģematize eden ġekil 2.2‟den farklı görünmeyecektir. Ancak 

burada bir yorum farkı söz konusudur. EtkileĢim etkisinde X değiĢkeni    ve Z 

değiĢkeni    olarak tanımlanacak olursa bu iki değiĢken birden bağımlı değiĢkeni 

etkileyen, modelin temel (odak) değiĢkenleridir. Ancak düzenleyici değiĢken 
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modelinde X bağımsız değiĢkeni, bağımlı değiĢkeni etkileyen birincil yani asıl 

değiĢkendir. Z değiĢkeni yalnızca X bağımsız değiĢkeninin bağımlı değiĢken 

üzerindeki nedensel etkisini değiĢtiren bir üçüncü değiĢkendir. BaĢka bir deyiĢle 

düzenleyici değiĢkenin modelde nedensel etki bakımından ikincil bir rolü 

bulunmaktadır (16). 

Cohen ve arkadaĢları (2003) modelde bir düzenleyici değiĢkenin bulunması 

durumunda bu değiĢkenin, bağımsız değiĢken ve bağımlı değiĢken arasındaki iliĢkiyi 

üç farklı türde etkileyebileceğini ifade etmiĢlerdir. Diğer bir ifadeyle düzenleyici 

değiĢkenin bağımsız değiĢken ile birlikte bağımlı değiĢken üzerinde oluĢturdukları 

etkileĢim etkisinin üç türlü meydana gelebileceğini söylemiĢlerdir. Bu etkileĢimler: 

 1) Artırıcı EtkileĢim: Bağımsız değiĢken ve düzenleyici değiĢkenin ikisinin 

birlikte bağımlı değiĢken üzerindeki etkilerinin aynı yönlü olduğu ve birlikte daha 

güçlü etkiye sahip oldukları etkileĢimdir.  

 2) Tampon EtkileĢim: Düzenleyici değiĢkenin, bağımsız değiĢkenin bağımlı 

değiĢken üzerindeki etkisini zayıflatıcı bir etkiye sahip olduğu etkileĢimdir.  

 3) Zıt EtkileĢim: Bağımsız değiĢken ve düzenleyici değiĢkenin bağımlı 

üzerinde aynı etkiye sahip olduğu fakat meydana gelen etkileĢimin ters yönlü bir etki 

yarattığı etkileĢimdir.  

 Tüm bu etkileĢimlerin yanı sıra düzenleyicilik etkisinde bazı özel durumlarla 

karĢılaĢılması mümkündür. Düzenleyici değiĢkenin bir düzeyinde bağımsız değiĢken 

ile bağımlı değiĢken arasında güçlü bir iliĢki mevcutken diğer bir düzeyinde iki 

değiĢken arasında iliĢki bulunmayabilir. Ya da düzenleyici değiĢkenin bir düzeyinde 

bağımsız değiĢken ile bağımlı değiĢken arasında pozitif bir iliĢki söz konusu iken 

baĢka bir düzeyinde iki değiĢken arasında negatif bir iliĢki bulunabilir (18). 

2.5.1. Düzenleyici DeğiĢken Etkisinin Test Edilmesi 

Düzenleyici değiĢken etkisi test edilirken, bağımsız değiĢkenin bağımlı 

değiĢken üzerindeki etkisi düzenleyici değiĢkenin bir fonksiyonu olarak kabul edilir. 

Bu etkinin test edilmesinde kullanılacak olan yöntem ise bağımsız değiĢken ve 

düzenleyici değiĢkeninin sürekli ya da kategorik değiĢken olup olmamasına bağlı 
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olarak değiĢmektedir. Diğer bir ifadeyle, modelde yer alan bağımsız değiĢken ve 

düzenleyici değiĢkenin hangi tür değiĢken olduğu yapılacak olan analizi 

etkilemektedir. 

 Düzenleyici değiĢkenin kategorik ya da sürekli değiĢken olmasına 

bakılmaksızın, temel düzenleyicilik modeli aĢağıda yer verilen EĢitlik 2.22. yardımı 

ile tanımlanabilir (17). 

 

                                                                                              (2.22.) 

 

Yukarıdaki denklemde   sabit terim,   bağımsız değiĢkeninin (X) kısmi 

regresyon katsayısını,   düzenleyici değiĢkenin (Z) kısmi regresyon katsayısını ve   

ise düzenleyicilik etkisini oluĢturan bağımsız değiĢken ile düzenleyici değiĢkenin 

çarpım teriminin (X*Z) kısmi regresyon katsayısını ifade etmektedir. 

Baron ve Kenny (1986), düzenleyici değiĢken etkisinin testinde 4 farklı 

durumun mevcut olduğunu vurgulamıĢlardır. Bunlar;  

1) Modelde iki değiĢkenin de kategorik değiĢken olması 

2) Modelde bağımsız değiĢkenin sürekli düzenleyici değiĢkenin kategorik 

değiĢken olması  

3) Modelde düzenleyici değiĢkenin sürekli bağımsız değiĢkenin kategorik 

değiĢken olması 

4) Modelde iki değiĢkenin sürekli değiĢken olması durumlarıdır. 

Ancak Frazier ve arkadaĢları (2004), 2 ve 3‟te yer alan durumların birbirinden 

farklı olmadığını savunmuĢ ve bu durumu modelde bir sürekli bir kategorik 

değiĢkenin olduğu durum olarak genellemiĢlerdir. 

1) Modelde bağımsız ve düzenleyici değiĢkenin kategorik değiĢken olması 

 Modelde bağımsız ve düzenleyici değiĢkenin kategorik değiĢken olması 

durumu düzenleyici değiĢken etkisinin test edilmesinde karĢılaĢılabilecek en sade 

yapıdır. Baron ve Kenny (1986)‟e göre böyle bir modelde iki yönlü ANOVA 

yönteminin kullanılması istatistiksel açıdan uygundur. Bu yöntem ile düzenleyici 

değiĢkenin her bir kategorisi için bağımsız değiĢkenin bağımlı değiĢken üzerindeki 
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etkisi hesaplanır ve sonrasında ise gruplar arasındaki farkın anlamlılığı test 

edilmektedir. Ancak yine de ANOVA‟nın regresyon yöntemine göre daha kısıtlı bir 

yöntem olduğu düĢünülerek regresyon yönteminin kullanılması önerilir. Özellikle 

daha karmaĢık yapıların analiz edilmesinde regresyon yöntemi oldukça avantajlıdır. 

Cohen ve arkadaĢlarına (2003) göre modelde kategorik değiĢkenlerin olması 

durumunda dahi değiĢkenlerin kategori ile kodlanmasına göre çoklu regresyon daha 

iyi performans göstermektedir (16).  

2) Modelde bağımsız değiĢkenin sürekli düzenleyici değiĢkenin kategorik 

değiĢken olması  

Baron ve Kenny (1986) modelde bağımsız değiĢkenin sürekli düzenleyici 

değiĢkenin kategorik değiĢken olması durumunda düzenleyici değiĢken etkisi test 

edilirken, düzenleyici değiĢkenin farklı kategorik düzeyleri için bağımsız değiĢken 

ile bağımlı değiĢken arasındaki korelasyon katsayısının hesaplanarak, bu 

korelasyonlar arasındaki farkın test edilmesi gerektiğini söylemiĢtir. Ancak bu 

karĢılaĢtırma yapılırken, düzenleyici değiĢkenin her bir düzeyi için oluĢturulmuĢ 

grupların varyanslarının eĢit olduğu varsayılmaktadır. Diğer taraftan korelasyonların 

varyans değiĢimlerinden etkilendiği göz önüne alınmalıdır. Regresyon katsayıları ise 

bağımsız değiĢkenin varyansındaki değiĢimlerden etkilenmemektedir. Bu nedenle 

Duncan (1975)‟a göre bağımsız değiĢkenin bağımlı değiĢken üzerindeki etkisi 

ölçülürken korelasyon katsayılarının yerine standartlaĢtırılmamıĢ regresyon 

katsayılarının kullanılması daha uygundur (4). 

3) Modelde bağımsız değiĢkenin kategorik düzenleyici değiĢkenin sürekli 

değiĢken olması  

Modelde bağımsız değiĢkenin kategorik düzenleyici değiĢkenin sürekli 

değiĢken olması durumunda ise Baron ve Kenny (1986)‟e göre düzenleyici değiĢken 

etkisini test etmek için tek bir hipotez kurulamaz. Düzenleyici değiĢkenin sürekli 

olması nedeniyle farklı düzeyleri için farklı hipotezlerin kurulması gereklidir. 

Düzenleyici değiĢken, bağımsız ve bağımlı değiĢken arasındaki iliĢkiyi üç farklı 

yoldan etkileyebilir. Bunlar ġekil 2.4.‟te gösterilmiĢtir. Kurulan hipotezin doğrusal 

olması durumunda analiz yöntemi olarak regresyon denklemleri kullanılmaktadır. 
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Cohen&Cohen (1983)‟e göre hipotezin kuadratik olması durumunda ise hiyerarĢik 

regresyon yöntemi tercih edilmektedir (4). 

 

ġekil 2.4. Düzenleyici değiĢkenin, bağımsız değiĢken ile bağımlı değiĢken arasındaki iliĢkiyi etkileme 

yolları sırasıyla: doğrusal, kuadratik ve adımsal 

Düzenleyici değiĢken, bağımsız ve bağımlı değiĢken arasındaki iliĢkiyi 

adımsal fonksiyon olarak etkilemesi durumunda ise sürekli düzenleyici değiĢken, 

ikili kategorik değiĢkene dönüĢtürülür. Bu durumda ise modelde düzenleyici 

değiĢken ve bağımsız değiĢken kategorik değiĢken olacağı için analizde ANOVA ya 

da regresyon yöntemi kullanılır. 

 Diğer taraftan Frazier ve arkadaĢları (2004) modelde en az bir değiĢkenin 

sayısal ölçekle ölçülmesi durumunda regresyon analizinin, ANOVA‟ya göre 

istatistiksel güç bakımından çok daha baĢarılı olduğu söylemiĢtir. Burada düzenleyici 

değiĢkenin ya da bağımsız değiĢkenin herhangi birinin sürekli değiĢken olması 

kastedilmektedir. Böyle modellerde regresyon analizi, değiĢkenlerin sürekli yapısının 

korunmasına imkân vermekte ve ayrıca değiĢkenlerin kategorikleĢtirilmesi ile 

oluĢturulan yapay grupların karĢılaĢtırılmasında ortaya çıkabilecek sorunlar, 

regresyon analizinde yaĢanmamaktadır (18). Diğer taraftan Aguinis (1995) modelde 

en az bir değiĢkenin sürekli olması durumunda düzenleyici etkinin testi için en uygun 

yöntemin çoklu hiyerarĢik regresyon olduğunu söylese de etkileĢim etkisinin 

tespitinde bu yöntemin düĢük bir test gücüne sahip olduğu yönünde eleĢtiriler de söz 

konusudur. Aguinis ve arkadaĢları (2001) yaptıkları çalıĢmada etkileĢim etkisinin 

tespitinde, gücün tavsiye edilen değer olan 0.80‟den çok daha az olduğunu 0.20 ile 

0.34 arasında bir değer aralığında olduğunu göstermiĢlerdir (18). Diğer taraftan konu 

ile ilgili yapılan pek çok çalıĢmada etkileĢim etkisinin test edilmesinde gücün rapor 

edilmediği görülmektedir. 
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4) Modelde bağımsız değiĢkenin ve düzenleyici değiĢkenin sürekli değiĢken 

olması 

Baron ve Kenny (1986)„e göre modelde bağımsız değiĢken ve düzenleyici 

değiĢkenin ikisinin birden sürekli değiĢken olması durumunda düzenleyici 

değiĢkenin, bağımsız ve bağımlı değiĢkenler arasındaki iliĢkiyi adımsal fonksiyon 

Ģeklinde etkilediği düĢünülüyorsa, analizi kolaylaĢtırmak adına düzenleyici değiĢken, 

ikili kategorik değiĢkene dönüĢtürülür. Bu iĢlem sonucunda model artık bir sürekli 

bağımsız değiĢkenin ve bir kategorik düzenleyici değiĢkenin bulunduğu yapıya 

dönüĢür ve gruplar arasında karĢılaĢtırma yapılır. Ancak sürekli değiĢkenden 

kategorik değiĢkene yapılan böyle bir dönüĢümün önemli ölçüde bilgi kaybına neden 

olmaktadır. Düzenleyici değiĢkenin, bağımsız ve bağımlı değiĢkenler arasındaki 

iliĢkiyi doğrusal ya da kuadratik olarak etkilediği düĢünülüyorsa, model bağımsız 

değiĢkenin kategorik düzenleyici değiĢkenin sürekli olduğu duruma dönüĢür ve 

analizde sırasıyla regresyon ya da hiyerarĢik regresyon yöntemi kullanılır. 

 Genel olarak modelde en az bir sürekli değiĢkenin bulunması durumunda 

sürekli değiĢkenler belirli kesme noktaları kullanılarak bölümlere yani kategorilere 

ayrılır. OluĢturulan bu yapay gruplar arasındaki korelasyon katsayıları bulunarak 

karĢılaĢtırılmakta ya da ANOVA yöntemi ile gruplar arasındaki fark 

hesaplanmaktadır (18). Ancak bu durum sürekli değiĢkenden elde edilecek olan 

bilginin önemli bir kısmının kaybı anlamına gelir ayrıca etkileĢim etkisinin yani 

düzenleyici değiĢken etkisinin tespitini güçleĢtirir.  

 Yapılan araĢtırmalara göre hiyerarĢik regresyon, sürekli değiĢkenlerin 

kategorik hale getirilmesi yöntemine göre I. ve II. Tip Hata yönünden çok daha 

baĢarılıdır (18). Diğer taraftan değiĢkenlerden birisi gerçekte kategorik değiĢken olsa 

dahi gruplar arasındaki korelasyonların karĢılaĢtırılması esnasında oluĢabilecek 

varyans farklılaĢması düzenleyici değiĢken etkisinin doğru tespit edilmesini 

engelleyebilmektedir. Dolayısıyla modelde bağımsız ve düzenleyici değiĢkenin 

yapısı ne olursa olsun doğru sonuçların elde edilmesi için regresyon yönteminin 

kullanılması oldukça önemlidir. 
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2.5.2. Testin Gücünün Sağlanması 

Örneklem GeniĢliği 

 Bir araĢtırmada etkileĢim etkisini doğru tespit etme oranının artırılması için 

çalıĢmaya alınacak olan gözlem sayısının yeterli olması diğer bir ifadeyle örneklem 

geniĢliğinin belirli bir ölçüde olması önemlidir. EtkileĢim etkisinin az olduğu bir 

modelde anlamlı bir etki bulunabilmesi için örneklem geniĢliğinin artırılması 

gereklidir.  

DeğiĢkenlerin Seçimi 

 Bir modelde bağımsız, düzenleyici ve bağımlı değiĢkenlerin seçimi, etkileĢim 

etkisini azaltabilen ya da artırabilen bir etkenlerdir. DeğiĢkenlerin türü de yine gücü 

etkileyen bir baĢka faktördür. Kategorik değiĢkenlerin bulunduğu modelde değiĢken 

düzeylerine göre belirlenen grupların farklı örneklem geniĢliğine sahip olması testin 

gücünü düĢürmektedir. Yapılacak çalıĢma deneysel bir çalıĢma ise her bir gruba 

alınacak olan gözlem sayısı kontrol edilebilir ancak bazı kategorik değiĢkenlere 

(örneğin cinsiyet gibi) müdahale etmek de mümkün olmayabilir. Diğer taraftan 

grupların örneklem geniĢlikleri eĢit iken bile gruplar arası hata varyansları eĢit 

olmayabilir. Sürekli değiĢkenlerin bulunduğu modeller için ise iki farklı durum 

dikkate alınmalıdır. Bunlardan birisi sürekli değiĢkenlerin ölçümünde meydana 

gelebilecek hatalar, diğeri ise modele etkileĢim etkisini yeterli derecede 

yansıtmayacak çıktı değiĢkenin (bağımlı değiĢkenin) alınması nedeniyle testin 

gücünün azalmasıdır. 

2.5.3. Düzenleyici DeğiĢken Analizinin Adımları 

 Aiken and West (1991) regresyon analizi yapılmadan önce modeldeki sürekli 

değiĢkenlerin merkezileĢtirilmesini önermiĢlerdir (10). MerkezileĢtirme iĢlemi, 

gözlenen her bir değerden örneklem ortalamasının çıkarılması Ģeklinde 

gerçekleĢtirilir. MerkezileĢtirme ile bağımsız değiĢken ile düzenleyici değiĢken 

arasındaki çoklu bağlantı sorunu ortadan kalkmaktadır. Böyle bir dönüĢüm iĢlemi 

düzenleyici etki testinin anlamlılığında, regresyon denklemlerinin eğiminde ya da c 
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regresyon katsayısının değerinde herhangi bir değiĢiklik meydana getirmez. Ancak 

merkezileĢtirme iĢleminin sürekli bağımlı değiĢkene uygulanması gerekli bir durum 

değildir. 

 Düzenleyici değiĢkenin X bağımsız değiĢkeni ile Y bağımlı değiĢken 

arasındaki nedensel iliĢkiyi nasıl etkilediği regresyon doğruları yardımı ile 

yorumlanabilir. Düzenleyici değiĢken modelinin regresyonun grafiği çizilir. 

Düzenleyici değiĢken sürekli ise aynı iĢlem düzenleyici değiĢkenin anlamlı kesme 

noktaları için gerçekleĢtirilir (19). Regresyon denklemleri çizilirken, ana etkiler 

(bağımsız değiĢken ve düzenleyici değiĢkenin etkileri), etkileĢim etkisi ve ona 

karĢılık gelen standartlaĢtırılmamıĢ regresyon katsayıları ile y keĢiĢim noktası 

kullanılmaktadır (10). 

 Aiken ve West (1991) regresyon doğrularının çizilmesinin ardından bu 

doğruların eğimlerinin anlamlılığının test edilmesi gerektiğini vurgulamıĢlardır (10). 

Ancak anlamlı düzenleyici etkinin istatistiksel olarak tespiti bazı durumlarda güç 

olabilmektedir. Bu zorluk bağımsız değiĢken ve düzenleyici değiĢkenin yüksek ve 

düĢük seviyelerindeki gözlemlerin homojen olmasından kaynaklanabilmektedir. 

Ayrıca ana etkilerin ölçümünde meydana gelen hatalar da anlamlı bir düzenleyici 

değiĢken etkisinin tespitinde yaĢanan güçlüğün sebeplerindendir. 

 Düzenleyici değiĢken etkisinin test edilmesinden önce bu testin istatistiksel 

olarak yeterince güçlü olabilmesi için deney tasarımı yapılarak örneklem geniĢliğine, 

grupların eĢit ya da eĢite yakın sayıda gözlem içermesine ve gruplar arasındaki hata 

varyanslarının homojenliğine dikkat edilmesi gereklidir. Analiz aĢamasına 

geçildiğinde ise regresyon denkleminin oluĢturulabilmesi için bazı adımların 

izlenmesi gerekmektedir (18). 

 1.Adım: Modelde bağımsız değiĢkenin ya da düzenleyici değiĢkenin 

kategorik olması durumunda bu değiĢkenler kod değiĢkenler ile temsil edilir. 

Atanacak olan kod değiĢken sayısı, kategorik değiĢkenin düzey sayısına göre 

belirlenmektedir. DeğiĢken kaç kategorili ise kod değiĢken sayısı da buna eĢit 

olmalıdır. 
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 DeğiĢkenlerin kodlanmasında kullanılan pek çok farklı yöntem 

bulunmaktadır. Bu yöntemlere karar verilirken çalıĢmada sorulacak sorular baz 

alınır. Örneğin çalıĢmada bir kontrol grubu mevcutsa ve grupların bu kontrol grubu 

ile karĢılaĢtırılması amaçlanıyorsa kukla (dummy)kodlama yöntemi tercih edilir. Her 

bir grubun ortalaması genel ortalama ile karĢılaĢtırılmak istenirse burada etki 

kodlaması (effects coding) yöntemi kullanılmaktadır. 

 2. Adım: Modelde bağımsız değiĢkenin ya da düzenleyici değiĢkenin sürekli 

olması durumunda bu değiĢkenler merkezileĢtirilir ya da standartlaĢtırılır. 

ÇalıĢmalarda, düzenleyici değiĢken ve bağımsız değiĢkenin çarpımından elde edilen 

etkileĢim terimi, düzenleyici değiĢken ve bağımsız değiĢken ile yüksek derecede 

iliĢkili bulunabilir. Bu duruma çoklu bağlantı problemi adı verilmektedir. Bunun 

önüne geçilmesi için ise merkezileĢtirme ya da standartlaĢtırma iĢlemi, çoklu bağlantı 

sorununu azalttığı için istatistiksel olarak önerilmektedir (18). StandartlaĢtırma iĢlemi 

diğer bir ifadeyle z skorları ise yine pek çok yönden faydalıdır. StandartlaĢtırma, bir 

değiĢkene iliĢkin her bir gözlemin z değerinin hesaplanmak suretiyle ortalaması sıfır 

yeni bir dağılım elde edilmesi iĢlemidir. DeğiĢkenlerin standartlaĢtırılması 

düzenleyici etkinin anlamlılığı için kullanılan grafiklerin çizimini ve bunların 

yorumlanmasını kolaylaĢtırır.  

 Kategorik değiĢkenlerin kodlanması ve sürekli değiĢkenlerin 

merkezileĢtirilmesi ya da standartlaĢtırılması sonrasında etkileĢim etkisi için çarpım 

terimi elde edilir. Elde edilen bu terimin yeniden merkezileĢtirilmesi ya da 

standartlaĢtırılması gerekli değildir. 

 Yukarıda değinilen adımların gerçekleĢtirilmesinin ardından yürütülen 

regresyon analizi, düzenleyici ve bağımsız değiĢkenlerin etkilerinin yorumlanması, 

düzenleyici etkinin anlamlılığın test edilmesi ve anlamlı düzenleyicilik etkisinin 

grafiğinin çizilmesinin ardından sonuçlandırılır. 

Düzenleyici etki sorgulanırken çalıĢmalarda genel olarak yalnızca etkileĢim 

etkisinin anlamlılığı test edilmektedir. Ancak etkileĢim etkisinin test edilmesinden 

önce regresyon analizi sonucunda elde edilen denklemde yer alan katsayıların da 

yorumlanması önemlidir. Bağımsız değiĢken ve bağımlı değiĢken ile düzenleyici 
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değiĢken ve bağımlı değiĢken arasındaki iliĢkiyi temsil eden bu katsayılar, 

düzenleyici değiĢken etkisinin doğru değerlendirilmesinde son derece anlamlı 

bilgiler sunmaktadır. Ġki değiĢken arasındaki iliĢki katsayısı, üçüncü değiĢkenin 

değeri 0 iken hesaplandığından bu katsayılar koĢullu etki olarak da isimlendirilebilir. 

Diğer taraftan Aiken ve West‟e göre denklem sonuçları yorumlanırken 

standartlaĢtırılmamıĢ regresyon katsayıları kullanılmalıdır (18). 

Regresyon katsayılarının yorumlanmasının ardından düzenleyici değiĢken 

etkisi test edilir. Düzenleyici etkinin anlamlılığının testine modelde yer alan 

düzenleyici ve bağımsız değiĢkenin veri türüne göre karar verilir. Modelde söz 

konusu iki değiĢkenin birden sürekli olduğu, birinin sürekli birinin iki düzeyli 

kategorik değiĢken olduğu ya da iki değiĢkenin birden iki düzeyli kategorik değiĢken 

olduğu durumlarda tek serbestlik dereceli F testi kullanılmaktadır (18). 

ÇalıĢmada anlamlı bir düzenleyici etkinin varlığı kabul edildi ise, bu etkinin 

iliĢkiyi nasıl etkilediğini belirlemek için regresyon denklemlerinin grafikleri 

çizilebilir. Bu grafikler yardımıyla düzenleyici etkinin modeldeki rolü görsel olarak 

yorumlanabilir. Dahası düzenleyici değiĢkenin her bir düzeyi için bağımsız değiĢken 

ile bağımlı değiĢken arasındaki iliĢkiyi temsil eden regresyon denklemlerinin 

eğimleri hesaplanarak, bu eğimlerin test edilmesi de mümkündür. Ancak ikiden fazla 

düzeye sahip kategorik değiĢkenlerin modelde olması durumunda kategorik 

değiĢkenlerin kod değiĢkenler yardımıyla temsil edilmesi gerekmektedir. EtkileĢim 

terimi, değiĢkenlerin her bir düzeyinin çarpımından elde edildiğinden burada birden 

fazla etkileĢim terimi söz konusudur. Yapılan F testinin anlamlı çıkması durumunda, 

her bir etkileĢim terimi ile iliĢkili tek serbestlik dereceli t testleri düzenleyici etkinin 

belirlenmesi için incelenir.  

2.6. Aracı DeğiĢken Ve Düzenleyici DeğiĢken Arasındaki Farklar 

Aracı değiĢken ve düzenleyici değiĢkenin her ikisi birden modelde yer alan 

üçüncü bir değiĢken olarak tanımlanmaktadır (20). Ancak düzenleyici değiĢken ile 

aracı değiĢken farklı kavramlar olup, araĢtırmada ayrı ayrı değerlendirmeleri gerekir. 

En temelde aracı değiĢken iki değiĢken arasındaki iliĢkiyi açıklarken, düzenleyici 

değiĢken iki değiĢken arasındaki iliĢkiyi değiĢtirir. Daha farklı ifade edilmek 
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istenirse; bir bağımsız (X) ve bir bağımlı değiĢkenin (Y) bulunduğu bir iliĢkisel 

yapıda üçüncü değiĢken Z, bu yapının ortasında bulunmakta ve X değiĢkeni Z‟yi ve 

Z değiĢkeni de Y‟yi etkilemekte ise Z değiĢkenine aracı değiĢken ismi verilmektedir. 

Eğer yapısal iliĢkide X ve Y arasındaki iliĢki, Z değiĢkenin aldığı farklı değerlere 

göre değiĢiklik gösteriyor ise Z değiĢkenine düzenleyici değiĢken ismi verilmektedir. 

Dahası aracı değiĢken, modelde bağımsız değiĢkenin çıktı değiĢkeni ve aynı 

zamanda da bir bağımsız değiĢken olarak çift role sahip iken, düzenleyici değiĢken 

modelde yalnızca bağımsız değiĢken olarak tek bir role sahiptir. Dolayısıyla 

düzenleyici değiĢkenin modeldeki rolü genellikle araĢtırmacılara daha anlaĢılır 

gelmektedir. Bunun bir sebebi de düzenleyici değiĢkenin aynı zamanda etkileĢim 

etkisi olarak karakterize edilebilmesidir. Tüm bunlar araĢtırmalarda düzenleyici 

değiĢkene, aracı değiĢkene kıyasla daha sık rastlanması sonucunu doğurmaktadır. 

Aracı değiĢken ve düzenleyici değiĢken arasındaki farklar aĢağıdaki Ģekilde 

özetlenebilir: 

 Aracı değiĢken sebep ve sonuç ile iliĢki iken, düzenleyici değiĢken 

nedensel iliĢkiyi değiĢtirir. 

 Aracı değiĢkenin varlığı için modelde bulunan bağımsız değiĢken ile 

bağımlı değiĢken arasında anlamlı nedensel bir iliĢkinin olması gereklidir. 

Diğer taraftan düzenleyici değiĢkenin varlığı için bu gerekli bir Ģart 

değildir. Söz konusu iki değiĢken arasında nedensel bir iliĢki olabilir ya da 

olmayabilir. 

 Aracı değiĢken modelde bağımsız değiĢkenden sonra gelir diğer bir 

ifadeyle onun sonucudur. Sonrasında ise aracı değiĢken bağımlı değiĢkeni 

etkiler ve onun nedeni olur. Diğer taraftan düzenleyici değiĢken, bağımsız 

değiĢken ile birlikte bağımlı değiĢkeni etkiler diğer bir deyiĢle iki değiĢken 

arasında öncül ardıl bir iliĢki söz konusu değildir. 

 Aracı değiĢken ile bağımsız değiĢken arasında bir iliĢki söz konusu iken 

düzenleyici değiĢken ile bağımsız değiĢken arasında anlamlı bir iliĢki 

yoktur. 
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 Yukarıda da değinildiği gibi aracı değiĢken modelde çift role sahip iken, 

düzenleyici değiĢken tek bir role sahiptir. 

Bu farkların haricinde iki değiĢken sözel olarak tanımlanmak istenirse aracı 

değiĢken daha çok bir durumu, duyguyu, davranıĢı ya da süreci temsil etmektedir. 

Düzenleyici değiĢken ise genellikle bir niteliği, özelliği, eğilimi ya da karakteristiği 

tanımlamaktadır. 

 Bir baĢka önemli fark ise iki değiĢkenin modeldeki fonksiyonlarına iliĢkindir. 

Modelde düzenleyici değiĢken ve aracı değiĢkenin bağımsız değiĢken olarak rolleri 

farklılık göstermektedir. Aracı değiĢken modelde bağımlı değiĢkenin bir nedeni 

olarak nitelendiğinden dolayı, bağımlı değiĢkeni açıklamak ve aracı değiĢkenin 

nedensel rolünü geçerli kılmak için aracı değiĢkenin elde edilmesi aĢamasında 

deneyin tasarımına müdahale edilebilir. Diğer taraftan düzenleyici değiĢkenin 

bağımsız değiĢken olarak rolü, nedensel iliĢkinin açıklanmasına yardımcı olmaktır. 

Daha da önemlisi modelde düzenleyici değiĢken ve bağımsız değiĢken arasında bir 

korelasyon bulunmamakta bu sebeple düzenleyici değiĢken bağımsız değiĢkenden 

herhangi bir Ģekilde etkilenmemektedir. Dolayısıyla düzenleyici değiĢken çalıĢmanın 

deney tasarımı aĢamasında müdahaleye gerek duyulmadan yalnızca gözlem yolu ile 

elde edilir (17). 
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3. GEREÇ VE YÖNTEM 

3.1. Aracı DeğiĢken Benzetim ÇalıĢması 

            AraĢtırmada aracı değiĢken etkisinin test edilmesinde kullanılan yöntemlerin 

karĢılaĢtırılabilmesi için R programında benzetim çalıĢması yürütülmüĢtür. Benzetim 

çalıĢmasında temel aracı değiĢken regresyon denklemleri (Bkz. EĢitlik 2.3., 2.4., 2.5.) 

kullanılarak model tabanlı veri üretimi gerçekleĢtirilmiĢtir. Regresyon 

denklemlerinde yer alan katsayılar, çalıĢmaya standartlaĢtırılmıĢ olarak alınmıĢtır. 

ÇalıĢmada n örneklem geniĢlikleri 50, 60, 70, 80, 90 100, 200, 500 ve 1000 olarak 

belirlenmiĢ olup, tekrar sayısı 10.000‟dir.  

 Aracı değiĢken analizinde iki bağımsız değiĢken (X ve M) ve iki bağımlı 

değiĢken (Y ve M) bulunmaktadır. Dolayısıyla veri üretebilmek için öncelikle X 

bağımsız değiĢkeni üretilmelidir. X değiĢkeninin, ortalaması 0 ve varyansı 1 ile 

normal dağılıyorsa, X~ N(0,1), buradan M aracı değiĢkeni aĢağıdaki eĢitlik ile 

üretilir: 

                                                                                               (3.1.) 

Burada   , M değiĢkeninin hatasıdır ve         hata varyansıdır. EĢitlikte 

her iki tarafın varyansı alınırsa; 

                                                                                       (3.2) 

                                                                                  (3.3) 

          
                                                                         (3.4) 

     
                                                                                          (3.5) 

 M değiĢkeninin ortalamasının 0 ve varyansının 1 olacak Ģekilde normal 

dağılmasını sağlamak için    „in hata varyansı yukarıdaki eĢitlikler sonucunda: 

                          
                                                                                    (3.6.) 

 Ģeklinde formülize edilir (21).  
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 Son olarak Y ise; 

                  |      |                                                                    (3.7.) 

 EĢitlik 3.7. yardımı ile üretilir. EĢitlik 3.7. aracı değiĢkenin ikinci regresyon 

denklemi (Bkz. EĢitlik 2.4.) ile iliĢkilidir. Y bağımlı değiĢkeninin hata teriminin 

varyansı:  

   (  )        | 
     | 

         |    |                                 (3.8.) 

formülü ile hesaplanır. Buradan Y bağımlı değiĢkeninin dağılımı ortalaması 0 ve 

varyansı 1 olan normal dağılımdır. EĢitlik 3.8. „te yer alan ilk iki terim EĢitlik 3.7.‟de 

yer alan katsayılara aittir, son terim ise X ve M arasındaki kovaryansı temsil 

etmektedir. Ġki normal dağılımlı ve iliĢkili değiĢkenin toplamından: 

                                                                                  (3.9.) 

            EĢitlik 3.9.‟e ulaĢılır. 

 Benzetim çalıĢmasında çeĢitli senaryolar tasarlanırken standartlaĢtırılmıĢ 

katsayılara değerler verilmiĢtir. Bu değerler aracı değiĢken analizinde yer alan tam 

aracı değiĢken etkisi ve aracı değiĢken etkisinin olmaması durumlarını sağlayacak 

Ģekilde aynı zamanda da etki geniĢlikleri dikkate alınarak verilmiĢtir. Daha sonra ise 

değiĢkenlere ters dönüĢüm uygulanarak standartlaĢtırılmamıĢ haline çevrilmiĢtir. 

Bunun için; 

                                                                               (3.10.) 

 EĢitlik 3.10.‟da yer alan formül kullanılmıĢtır (21). 

Senaryolar ilk olarak aracı değiĢken etkisinin tam olduğu model için 

üretilmiĢtir. Tam aracı değiĢken modeline iliĢkin yol diyagramına ġekil 3.1.‟de yer 

verilmiĢtir.   
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ġekil 3.1. Tam aracı değiĢken modeli 

Bu modelde aracı değiĢken regresyon denkleminin katsayıları tam aracı 

değiĢken etkisini sağlayacak Ģekilde EĢitlik 3.11.‟i sağlayacak Ģekilde atanmıĢtır. 

                                                                                                   (3.11.) 

Tam aracı değiĢken etkisinde c‟ değerinin 0 olması beklenir dolayısıyla a, b 

ve c katsayıları bu değeri sağlayacak Ģekilde belirlenir. Bu aĢamada, katsayılar Alpar 

(2013) çalıĢmasında yer verdiği korelasyon katsayıları tanımlamaları dikkate alınarak 

belirlenmiĢtir (1). Belirlenen korelasyon katsayılarına Cohen (1988)‟in çalıĢmasında 

yer verdiği etki geniĢliği dönüĢümleri uygulanmıĢtır (22). 

                             
  

                                                            (3.12.) 

 Bu dönüĢüm EĢitlik 3.12.‟de yer alan formül ile kullanılarak yapılmaktadır. 

Korelasyon katsayılarından elde edilen etki geniĢliği değerlerine Tablo 3.1.‟de yer 

verilmiĢtir. 

                     Tablo 3.1. Etki geniĢliklerine göre belirlenen katsayı değerleri 

Kısmi R (beta)    (Etki geniĢliği) 

Kısmi    (Varyans  

açıklama oranı) 

0,4 0,19 0,16 

0,7 0,96 0,49 

0,9 4,26 0,81 

Katsayılara verilen değerler orta etki geniĢliği ve daha üstü olacak Ģekilde 

belirlenmiĢtir (22). Buna göre tam aracı değiĢken için belirlenen senaryolara Tablo 

3.2.‟de yer verilmiĢtir. 
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Tablo 3.2. Tam aracı değiĢken modelinde senaryolara göre belirlenen regresyon katsayıları 

 a b c n 

Senaryo 1 0.9 0.9 0.81 50 

Senaryo 2 0.7 0.7 0.49 50 

Senaryo 3 0.4 0.4 0.16 50 

… … … … … 

Senaryo 25 0.9 0.9 0.81 1000 

Senaryo 26 0.7 0.7 0.49 1000 

Senaryo 27 0.4 0.4 0.16 1000 

Ġlk modele iliĢkin belirlenen senaryolara göre veri üretilmesinin ardından 

Sobel Testi, Aroian Testi ve Goodman Testi için testin gücü değerleri hesaplanmıĢtır.  

Ġkinci modelde ise regresyon katsayıları aracı etkinin olmadığı durumu 

sağlayacak Ģekilde atanmıĢtır. Bu modele iliĢkin yol diyagramına ġekil 3.2.‟de yer 

verilmiĢtir. 

                       

                                    ġekil 3.2. Aracı değiĢkenin etkisinin olmadığı model 

Modelde aracı değiĢken etkisinin olmaması için EĢitlik 3.11.‟de yer alan b 

regresyon katsayısı 0 olarak belirlenmiĢtir. Diğer katsayılara ise yine etki geniĢliği 

değerlerine bakılarak karar verilmiĢtir. Belirlenen katsayılara göre oluĢturulan 

senaryolara Tablo 3.3‟te yer verilmiĢtir. 

Tablo 3.3. Aracı değiĢken etkisinin olmadığı modelde senaryolara göre belirlenen regresyon 

katsayıları 

 a b c n 

Senaryo 28 0,9 0 0,9 50 

Senaryo 29 0,7 0 0,7 50 

Senaryo 30 0,4 0 0,4 50 

… … … … … 

Senaryo 52 0,9 0 0,9 1000 

Senaryo 53 0,7 0 0,7 1000 

Senaryo 54 0,4 0 0,4 1000 
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Tablo 3.3.‟te yer alan senaryolara göre veri üretilmesinin ardından Sobel 

Testi, Aroian Testi ve Goodman Testi için güven düzeyleri hesaplanmıĢtır. 

3.2. Düzenleyici DeğiĢken Benzetim ÇalıĢması 

 Düzenleyici değiĢken etkisinin analiz edilebilmesi amacıyla veri üretimi yine 

R programı ile temel düzenleyici etki denkleminden (Bkz. 2.22.) model tabanlı 

olarak üretilmiĢtir. Benzetime ilk olarak modele ana etkiler alınmıĢ ve ana etkilerin 

anlamlılığı test edilmiĢtir. Düzenleyici değiĢken analizinde ana etkilerin anlamlı 

olması gerektiği gibi bir koĢul olmamakla birlikte çalıĢmanın tasarımı açısından 

böyle bir yol tercih edilmiĢtir. Ġkinci adım olarak ise modele düzenleyici değiĢken ile 

bağımsız değiĢkenin etkileĢim etkisi eklenmiĢtir. EtkileĢim etkisinin eklendiği 

toplam modelde, ana etkilerin anlamlılığından bağımsız olarak, etkileĢim etkisinin 

anlamlı olması modelde düzenleyici değiĢken etkisinin anlamlı olduğu anlamına 

gelmektedir. Buradan ilk olarak ana etkilerin ve etkileĢim etkisinin anlamlı olduğu 

kısaca düzenleyici değiĢken etkisinin anlamlı olduğu model için senaryolar 

üretilmiĢtir. Daha sonrasında ise ana etkilerin anlamlı ancak etkileĢim etkisinin 

anlamsız olduğu dolayısıyla düzenleyici değiĢken etkisinin anlamlı olmadığı model 

için senaryolar hazırlanmıĢtır. 

Yukarıda değinilen iki model için de veriler X bağımsız değiĢkeni ve Z 

düzenleyici değiĢkeni standart normal dağılımdan üretilmiĢtir. X, Z~ N(0,1) Hata 

teriminin varyansı aĢağıda yer alan eĢitlikler kullanılarak elde edilmiĢtir. 

                                                                                   (3.13.)   

                                                              (3.14.)    

                 
          

          
 var(XZ)+                                (3.15.)   

                                                          

                                                                                               (3.16.) 

         
    

    
 +                                                                    (3.17.) 

        =1-(  
    

    
                                                                         (3.18.) 
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Hata teriminin varyansına ulaĢıldıktan sonra       ve    katsayılarına 

değerler verilerek veri üretimi gerçekleĢtirilmiĢtir. Katsayılara verilen değerler 

Cohen‟in etki geniĢliği tanımlarına uygun Ģekilde belirlenmiĢtir. Burada yine etki 

geniĢliği formülü (Bkz. EĢitlik 3.12.) kullanılmıĢtır (22).                                                                

Düzenleyici değiĢken etkisinin anlamlı olduğu ilk model için Cohen 

(1988)‟nin çalıĢmasında yer verdiği küçük, orta ve büyük etki geniĢliği değerleri 

doğrudan çalıĢmaya alınmıĢtır. Etki geniĢliği değerlerine, etki geniĢliği dönüĢümü 

uygulanmıĢtır. Buna göre denklemde büyük etki geniĢliği için senaryolarda 

regresyon katsayılarına (       ve   ) 0,51 değeri verilmiĢ, orta etki geniĢliği için 

0,36 değeri verilmiĢ ve son olarak küçük etki geniĢliği için 0,14 değeri verilmiĢtir. 

Etki geniĢlikleri ve verilen katsayı değerlerine Tablo 3.4.‟te yer verilmiĢtir. 

Tablo 3.4. Etki geniĢliklerine göre belirlenen katsayı değerleri 

Kısmi R (beta)    (Etki GeniĢliği) 

Kısmi    (Varyans  

Açıklama Oranı) 

0,14 0,02 0,0196 

0,36 0,15 0,1296 

0,51 0,35 0,2601 

Tablo 3.4.‟te üç farklı etki geniĢliği düzeyine karĢılık gelen katsayı 

değerlerine yer verilmiĢtir. Buradan elde edilen senaryolar ise Tablo 3.5.‟te 

özetlenmiĢtir. 

Tablo 3.5. Düzenleyici değiĢken etkisinin anlamlı olduğu senaryolara göre belirlenen 

regresyon katsayıları 

          n 

Senaryo 55 0,51 0,51 0,51 50 

Senaryo 57 0,14 0,14 0,14 50 

… … … … … 

Senaryo 79 0,51 0,51 0,51 1000 

Senaryo 80 0,36 0,36 0,36 1000 

Senaryo 81 0,14 0,14 0,14 1000 
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Düzenleyici değiĢken etkisinin anlamlı olmadığı ikinci model için katsayıları 

değerleri atanırken    katsayısı 0 olarak belirlenmiĢtir. Bunun nedeni düzenleyici 

değiĢken etkisinin anlamlı olmamasının etkileĢim etkisinin anlamlı olmadığı 

anlamına gelmesidir.    ve    katsayılarına ise yine ilk modelde atanan değerler 

verilmiĢtir. Katsayılara verilen değerlere göre belirlenen senaryolara Tablo 3.6.‟da 

yer verilmiĢtir. 

Tablo 3.6. Düzenleyici değiĢken etkisinin anlamlı olmadığı senaryolara göre belirlenen 

regresyon katsayıları 

          n 

Senaryo 82 0,51 0,51 0 50 

Senaryo 83 0,36 0,36 0 50 

Senaryo 84 0,14 0,14 0 50 

… … … … … 

Senaryo 106 0,51 0,51 0 1000 

Senaryo 107 0,36 0,36 0 1000 

Senaryo 108 0,14 0,14 0 1000 
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4. BULGULAR 

4.1. Aracı DeğiĢken Etkisi Benzetim ÇalıĢmasına ĠliĢkin Sonuçlar 

Aracı değiĢken etkisinin test edilmesi için yapılan benzetim çalıĢmasında 

aracı değiĢken etkisinin tam olduğu ve hiç olmadığı senaryolar için veri üretimi 

yapılmıĢtır. Tam aracı değiĢken etkisinin olduğu model için üretilen senaryoların R 

programından elde edilen sonuçlarına Tablo 4.1.‟de yer verilmiĢtir. 

Tablo 4.1. Tam aracı değiĢken modelinde belirlenen senaryolara göre test yöntemlerinin testin gücü 

değerleri 

 Testin Gücü (1-β) 

 a b c n Sobel 

Testi  

Aroian 

Testi 

Goodman 

Testi 

Senaryo 1 0,9 0,9 0,81 50 1 1 1 

Senaryo 2 0,7 0,7 0,49 50 0,9933 0,9928 0,9938 

Senaryo 3 0,4 0,4 0,16 50 0,4524 0,4154 0,4918 

Senaryo 4 0,9 0,9 0,81 60 1 1 1 

Senaryo 5 0,7 0,7 0,49 60 0,9984 0,9982 0,9984 

Senaryo 6 0,4 0,4 0,16 60 0,5908 0,5564 0,6258 

Senaryo 7 0,9 0,9 0,81 70 1 1 1 

Senaryo 8 0,7 0,7 0,49 70 0,9998 0,9997 0,9998 

Senaryo 9 0,4 0,4 0,16 70 0,7223 0,6918 0,7515 

Senaryo 10 0,9 0,9 0,81 80 1 1 1 

Senaryo 11 0,7 0,7 0,49 80 0,9999 0,9999 0,9999 

Senaryo 12 0,4 0,4 0,16 80 0,814 0,7924 0,8358 

Senaryo 13 0,9 0,9 0,81 80 1 1 1 

Senaryo 14 0,7 0,7 0,49 80 1 1 1 

Senaryo 15 0,4 0,4 0,16 80 0,8737 0,8581 0,8884 

Senaryo 16 0,9 0,9 0,81 100 1 1 1 

Senaryo 17 0,7 0,7 0,49 100 1 1 1 

Senaryo 18 0,4 0,4 0,16 100 0,9258 0,9147 0,9361 

Senaryo 19 0,9 0,9 0,81 200 1 1 1 

Senaryo 20 0,7 0,7 0,49 200 1 1 1 

Senaryo 21 0,4 0,4 0,16 200 0,9999 0,9999 0,9999 

Senaryo 22 0,9 0,9 0,81 500 1 1 1 

Senaryo 23 0,7 0,7 0,49 500 1 1 1 

Senaryo 24 0,4 0,4 0,16 500 1 1 1 

Senaryo 25 0,9 0,9 0,81 1000 1 1 1 

Senaryo 26 0,7 0,7 0,49 1000 1 1 1 

Senaryo 27 0,4 0,4 0,16 1000 1 1 1 
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Tablo 4.1.‟de yer alan senaryoların sonuçlarına bakıldığında etki geniĢliğinin 

büyük olduğu senaryolar için tüm testlerin yüksek güce sahip olduğu görülmektedir. 

Regresyon katsayılarının azalması dolayısıyla etki geniĢliğinin de azalması, küçük 

örneklem geniĢliğinde, tüm testlerde testin gücünü önemli ölçüde azaltmıĢtır. 

Senaryo 3‟e bakıldığında orta düzeyde bir etki geniĢliği söz konusu iken bile testlerin 

gücü Sobel testi için 0.4524, Aroian testi için 0.4154 ve Goodman testi için 

0.4918‟dir. Orta düzeyde etki geniĢliğinde örneklem geniĢliğinin 60 ve 70 olduğu 

senaryolar için testin gücü değerleri yaklaĢık %60 ve %70 ile düĢüktür. Diğer bir 

deyiĢle etki geniĢliği ve örneklem geniĢliğinin düĢük olduğu durumlarda aracı 

değiĢken etkisi anlamlı iken bu etkinin anlamlı olduğunu tespit etme oranı tüm testler 

için düĢük çıkmıĢtır.  Örneklem geniĢliği arttıkça testin gücünün tüm testlerde 

yüksek olduğu gözlenmiĢtir. 

Aracı değiĢken etkisinin olmadığı ikinci model için üretilen senaryoların R 

programından elde edilen sonuçlarına ise Tablo 4.2.‟de yer verilmiĢtir. 

Tablo 4.2. Aracı değiĢken etkisinin anlamlı olmadığı modelde belirlenen senaryolara göre test 

yöntemlerinin güven düzeyleri 

 1-α 

 a b c n Sobel 

Testi  

Aroian 

Testi 

Goodman 

Testi 

Senaryo 28 0,9 0 0,9 50 0,9464 0,9467 0,9459 

Senaryo 29 0,7 0 0,7 50 0,9569 0,9585 0,9542 

Senaryo 30 0,4 0 0,4 50 0,9861 0,9873 0,9683 

Senaryo 31 0,9 0 0,9 60 0,9509 0,9513 0,9509 

Senaryo 32 0,7 0 0,7 60 0,9542 0,9558 0,9519 

Senaryo 33 0,4 0 0,4 60 0,9829 0,9858 0,9711 

Senaryo 34 0,9 0 0,9 70 0,9476 0,9482 0,9472 

Senaryo 35 0,7 0 0,7 70 0,9521 0,9531 0,9497 

Senaryo 36 0,4 0 0,4 70 0,9805 0,984 0,9727 

Senaryo 37 0,9 0 0,9 80 0,9449 0,9454 0,9443 

Senaryo 38 0,7 0 0,7 80 0,9531 0,9553 0,9513 

Senaryo 39 0,4 0 0,4 80 0,9774 0,9809 0,9709 

Senaryo 40 0,9 0 0,9 90 0,9466 0,9468 0,9464 

Senaryo 41 0,7 0 0,7 90 0,952 0,9533 0,9508 

Senaryo 42 0,4 0 0,4 90 0,9745 0,978 0,9698 

Senaryo 43 0,9 0 0,9 100 0,9472 0,9475 0,9469 

Senaryo 44 0,7 0 0,7 100 0,9522 0,9533 0,9511 

Senaryo 45 0,4 0 0,4 100 0,971 0,9739 0,9671 

Senaryo 46 0,9 0 0,9 200 0,9481 0,9483 0,948 

Senaryo 47 0,7 0 0,7 200 0,9469 0,9475 0,9461 

Senaryo 48 0,4 0 0,4 200 0,9584 0,9616 0,9558 

Senaryo 49 0,9 0 0,9 500 0,9504 0,9505 0,9503 

Senaryo 50 0,7 0 0,7 500 0,9542 0,9546 0,9541 



47 
 

Senaryo 51 0,4 0 0,4 500 0,9521 0,9531 0,951 

Senaryo 52 0,9 0 0,9 1000 0,9523 0,9523 0,9522 

Senaryo 53 0,7 0 0,7 1000 0,9455 0,9459 0,9454 

Senaryo 54 0,4 0 0,4 1000 0,9525 0,9533 0,9515 

Sonuçlara bakıldığında aracı değiĢken etkisinin anlamlı olmadığı durumda 

testlerin bunu doğru tahmin etme oranları yüksek çıkmıĢtır. Senaryolarda etki 

geniĢliği azaldıkça diğer bir deyiĢle değiĢkenler arası iliĢki zayıfladıkça aracı 

değiĢken etkisinin anlamlı olmadığı yönündeki doğru tahmin oranı bir miktar 

yükselmektedir. Örneğin; senaryo 28 için Sobel testi %94 oranında doğru tahmin 

verirken, senaryo 30 için bu oran %98‟dir. Ancak ilk modelin aksine burada 

örneklem geniĢlikleri arttıkça bazı testlerin güven düzeyleri azalmaktadır. Örnek 

verilecek olursa orta etki geniĢliğinde Aroian testi için n=200 örneklem geniĢliğinde 

(Senaryo 48)  güven düzeyi 0.9616 iken, n=1000 örneklem geniĢliğinde (Senaryo 54)   

güven düzeyi 0.9533‟tür. 

4.2. Düzenleyici DeğiĢken Etkisi Benzetim ÇalıĢmasına ĠliĢkin Sonuçlar 

Düzenleyici değiĢken etkisinin anlamlı olduğu modelde regresyon 

katsayılarına üç farklı etki geniĢliği tanımını sağlayacak Ģekilde değerler verilmiĢtir. 

Değerlere göre oluĢturulan senaryoların sonuçlarına Tablo 4.3.‟te yer verilmiĢtir. 

Tablo 4.3. Düzenleyici değiĢken etkisinin anlamlı olduğu modelde belirlenen senaryolara 

göre gözlenen güç değerleri 

          n Gözlenen Güç 

Senaryo 55 0,51 0,51 0,51 50 0,9692 

Senaryo 56 0,36 0,36 0,36 50 0,4774 

Senaryo 57 0,14 0,14 0,14 50 0,0049 

Senaryo 58 0,51 0,51 0,51 60 0,9864 

Senaryo 59 0,36 0,36 0,36 60 0,6135 

Senaryo 60 0,14 0,14 0,14 60 0,0065 

Senaryo 61 0,51 0,51 0,51 70 0,9945 

Senaryo 62 0,36 0,36 0,36 70 0,7313 

Senaryo 63 0,14 0,14 0,14 70 0,0115 

Senaryo 64 0,51 0,51 0,51 80 0,9975 

Senaryo 65 0,36 0,36 0,36 80 0,8032 

Senaryo 66 0,14 0,14 0,14 80 0,0121 

Senaryo 67 0,51 0,51 0,51 90 0,9995 

Senaryo 68 0,36 0,36 0,36 90 0,8723 

Senaryo 69 0,14 0,14 0,14 90 0,0193 

Senaryo 70 0,51 0,51 0,51 100 0,9998 

Senaryo 71 0,36 0,36 0,36 100 0,9142 

Senaryo 72 0,14 0,14 0,14 100 0,0226 
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Senaryo 73 0,51 0,51 0,51 200 1 

Senaryo 74 0,36 0,36 0,36 200 0,9983 

Senaryo 75 0,14 0,14 0,14 200 0,1379 

Senaryo 76 0,51 0,51 0,51 500 1 

Senaryo 77 0,36 0,36 0,36 500 1 

Senaryo 78 0,14 0,14 0,14 500 0,688 

Senaryo 79 0,51 0,51 0,51 1000 1 

Senaryo 80 0,36 0,36 0,36 1000 1 

Senaryo 81 0,14 0,14 0,14 1000 0,9837 

 

Tablo 4.3.‟te farklı örneklem geniĢlikleri ve katsayı değerlerine göre 

regresyon denkleminin gerçekte düzenleyici değiĢken etkisi anlamlı iken bu sonuca 

ne düzeyde doğru ulaĢabildiğinin sonuçlarına yer verilmiĢtir.   Burada etki geniĢliği 

azaldıkça regresyon yönteminin gözlenen gücünün oldukça azaldığı görülmektedir. 

Orta düzeyde bir etki geniĢliği (0,36 katsayı değerleri için 0,15 etki geniĢliği) söz 

konusu iken bile küçük örneklem geniĢlikleri için düzenleyici değiĢken etkisinin 

anlamlılığını tespit etme baĢarısı düĢmektedir. Örneğin n=60 için bu değer %61, 

n=50 için %47‟dir. Küçük etki geniĢliğine sahip senaryolarda ise örneklem geniĢliği 

çok büyük olmadığı (n=1000) sürece gözlenen gücün oldukça düĢük olduğu 

görülmektedir. Örneklem geniĢliği 500 olan 78. senaryoda dahi düzenleyici değiĢken 

anlamlı iken regresyon sonucunun bu etkinin anlamlı olduğunu söyleme oranı 

%69‟dur. Tablo 4.3.‟ten elde edilen sonuçlar, ġekil 4.1.‟de yer alan grafik yardımıyla 

özetlenebilir. 
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         ġekil 4.1. Etki ve Örneklem GeniĢliklerine Göre Gözlenen Güç Değerlerine ĠliĢkin Çizgi Grafiği 

ġekil 4.1.‟de görüldüğü üzere katsayı değerlerinin 0.51 olduğu yani etki 

geniĢliğinin büyük olduğu senaryolarda gözlenen güç değeri yaklaĢık 1‟e eĢittir. Orta 

düzeyli bir etki geniĢliği söz konusu iken ise örneklem geniĢliğinin 100‟ün altında 

olduğu senaryolarda gözlenen güç değeri düĢüktür. Etki geniĢliğinin küçük olması 

durumunda ise gözlenen güç değeri örneklem geniĢliğinin 200 ve altında olduğu 

senaryolarda oldukça düĢüktür. 

Düzenleyici değiĢken etkisinin anlamlı olmadığı modelde ise regresyon 

katsayılarına yine ilk modeldeki değerler verilmiĢtir. Buna göre oluĢturulan 

senaryoların sonuçlarına Tablo 4.4.‟te yer verilmiĢtir. 

Tablo 4.4. Düzenleyici değiĢken etkisinin anlamlı olmadığı modelde belirlenen senaryolara 

göre gözlenen I. Tip Hata olasılıkları 

          n Gözlenen 

 I. Tip Hata (α) 

Senaryo 82 0,51 0,51 0 50 0,0627 

Senaryo 83 0,36 0,36 0 50 0,3858 

Senaryo 84 0,14 0,14 0 50 0,9727 

Senaryo 85 0,51 0,51 0 60 0,0508 

Senaryo 86 0,36 0,36 0 60 0,2806 

50 60 70 80 90 100 200 500 1000

0.51 0,9692 0,9864 0,9945 0,9975 0,9995 0,9998 1 1 1

0.36 0,4774 0,6135 0,7313 0,8032 0,8723 0,9142 0,9983 1 1

0.14 0,0049 0,0065 0,0115 0,0121 0,0193 0,0226 0,1379 0,688 0,9837

0

0,2

0,4

0,6

0,8

1

1,2
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tk
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liğ

i 

Örneklem Genişliği 
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Senaryo 87 0,14 0,14 0 60 0,9597 

Senaryo 88 0,51 0,51 0 70 0,0529 

Senaryo 89 0,36 0,36 0 70 0,2102 

Senaryo 90 0,14 0,14 0 70 0,9525 

Senaryo 91 0,51 0,51 0 80 0,0504 

Senaryo 92 0,36 0,36 0 80 0,1552 

Senaryo 93 0,14 0,14 0 80 0,943 

Senaryo 94 0,51 0,51 0 90 0,0461 

Senaryo 95 0,36 0,36 0 90 0,1113 

Senaryo 96 0,14 0,14 0 90 0,9353 

Senaryo 97 0,51 0,51 0 100 0,0496 

Senaryo 98 0,36 0,36 0 100 0,0923 

Senaryo 99 0,14 0,14 0 100 0,922 

Senaryo 100 0,51 0,51 0 200 0,0486 

Senaryo 101 0,36 0,36 0 200 0,0528 

Senaryo 102 0,14 0,14 0 200 0,7466 

Senaryo 103 0,51 0,51 0 500 0,05 

Senaryo 104 0,36 0,36 0 500 0,05 

Senaryo 105 0,14 0,14 0 500 0,2528 

Senaryo 106 0,51 0,51 0 1000 0,0516 

Senaryo 107 0,36 0,36 0 1000 0,0495 

Senaryo 108 0,14 0,14 0 1000 0,0623 

Tablo 4.4.‟te farklı örneklem geniĢliği ve katsayı değerlerine göre regresyon 

denkleminin gerçekte düzenleyici değiĢken etkisi anlamlı değilken bu sonuca ne 

düzeyde doğru ulaĢabildiğinin sonuçlarına yer verilmiĢtir. Buradan küçük etki 

geniĢliğinde, 200 örneklem geniĢliği ve altı senaryolarda regresyon denkleminin I. 

Tip Hata olasılığının oldukça yüksek olduğu görülmektedir. Diğer bir deyiĢle etki 

geniĢliği ve örneklem geniĢliği küçük iken düzenleyici değiĢken etkisi anlamlı 

olmasa bile regresyon sonucunda bu etki anlamlı bulunmaktadır. Orta etki geniĢliği 

için örneklem geniĢliğinin düĢük olduğu durumlarda I. Tip Hata olasılığı yüksek 

olmakla birlikte bu değer n=80 için %15, n=90 için %11 ve n=100 için %9‟dur. Etki 

geniĢliklerinin büyük olduğu senaryolarda ise örneklem geniĢliğinin bütün düzeyleri 

için I. Tip hata olasılıkları düĢük bulunmuĢtur. Örneğin; örneklem geniĢlikleri 50 ve 

60 iken I. Tip Hata olasılıkları sırasıyla %6 ve %5‟tir. Tablo 4.4.‟ten elde edilen 

sonuçlar, ġekil 4.2.‟de yer alan grafik yardımıyla özetlenebilir. 
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    ġekil 4.2. Etki ve Örneklem GeniĢliklerine Göre I. Tip Hata Olasılıklarına ĠliĢkin Çizgi Grafiği 

ġekil 4.2.‟de görüldüğü gibi büyük etki geniĢliğinin olduğu senaryolarda I. 

Tip Hata olasılıkları 0‟a oldukça yakındır. Etki geniĢliğinin orta düzeyde olduğu 

senaryolarda örneklem geniĢliği 90 ve üzerinde ise I. Tip Hata olasılıkları uygun 

düzeydedir. Küçük etki geniĢliğinin bulunduğu senaryolarda ise I. Tip Hata 

olasılıkları oldukça yüksektir ancak örneklem geniĢliğinin çok büyük olduğu 

(n=1000) senaryolarda bu olasılık düĢük çıkmıĢtır. I. Tip Hata olasılığının %25 ve 

daha altında olabilmesi için örneklem geniĢliğinin en az 500 olması gerekmektedir. 

 

 

 

50 60 70 80 90 100 200 500 1000

0.51 0,0627 0,0508 0,0529 0,0504 0,0461 0,0496 0,0486 0,05 0,0516

0.36 0,3858 0,2806 0,2102 0,1552 0,1113 0,0923 0,0528 0,05 0,0495

0.14 0,9727 0,9597 0,9525 0,943 0,9353 0,922 0,7466 0,2528 0,0623

0
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5. TARTIġMA 

Aracı değiĢken etkisinin test edildiği benzetim çalıĢmasında iki farklı model 

için çeĢitli senaryolar üretilmiĢtir. Ġlk modelde değiĢkenlere verilen değerler tam 

aracı değiĢken etkisini sağlayacak Ģekilde ve aynı zamanda etki geniĢlikleri dikkate 

alınarak belirlenmiĢtir. Aracı değiĢkenin testi için Sobel, Aroian ve Goodman testleri 

çalıĢtırılmıĢ ve sonuçlar testin gücü bakımından karĢılaĢtırılmıĢtır. Buna göre tüm 

testler için örneklem geniĢliğinin 100 ve üzerinde olduğu senaryolar için etki 

geniĢliği ne olursa testin gücü yüksek çıkmıĢtır. Buradan bu koĢullarda testlerin 

gerçekte aracı değiĢken etkisi anlamlı iken, test sonucunda bu etkiyi anlamlı bulma 

olasılıklarının yüksek olduğu yorumu yapılabilir. Örneklem geniĢliğinin 80 ve üstü 

olduğu senaryolarda ise orta düzeyde etki geniĢliği için testin gücü %80 civarındadır. 

Ancak küçük örneklem geniĢliği (n≤60) ve düĢük etki geniĢliğinin bulunduğu 

senaryolarda tüm testler için testin gücü %50 ve altına düĢmektedir.  

MacKinnon ve arkadaĢları (2002) yaptıkları benzetim çalıĢmasında 4 farklı 

etki geniĢliği ve n: 50, 100, 200, 500 ve 1000 değerleri için 14 farklı aracı değiĢken 

analiz yöntemini karĢılaĢtırmıĢlardır. ÇalıĢmalarında yer alan Sobel, Aroian ve 

Goodman testleri için testin gücü değerleri ile bu çalıĢmadan elde edilen sonuçlar 

benzerlik göstermektedir. MacKinnon ve arkadaĢları (1998), ab dağılımını test eden 

yöntemlerin, a ve b regresyon katsayılarının normal dağılımlı değil sıklıkla yüksek 

basıklıkla asimetrik dağılımlı olmasından dolayı, düĢük güce sahip olduğunu 

göstermiĢlerdir (3). Hoyle ve Kenny (1999) ise örneklem geniĢliğinin düĢük olduğu 

durumlarda Sobel testinin kullanılmasını önermemektedir. 

Ġkinci modelde regresyon katsayılarına aracı değiĢken etkisi anlamlı 

olmayacak Ģekilde ve yine etki geniĢlikleri dikkate alınarak değerler verilmiĢ, 

senaryolar Sobel, Aroian ve Goodman yöntemleri ile test edilmiĢtir. Sonuçlar tüm 

testler için güven düzeyi olarak verilmiĢtir. Sonuçlar incelendiğinde tüm örneklem ve 

etki geniĢliği düzeyleri için testlerin güven düzeylerinin yüksek olduğu yani I. Tip 

Hata olasılıklarının düĢük olduğu görülmektedir. Diğer bir deyiĢle gerçekte aracı 

değiĢken etkisinin olmadığı durumlarda testlerin bu etkinin anlamlı olmadığını 

tahmin etme olasılıkları yüksektir.  
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MacKinnon ve arkadaĢları (2002) yaptıkları çalıĢma sonucunda testlerin a ve 

b katsayılarından birinin sıfıra eĢit olduğu durumda I. Tip Hata bakımından uygun 

sonuç verdiğini ancak a ve b katsayılarının sıfıra eĢit olduğu durumda testin gücü ve 

I. Tip Hata yönünden düĢük performans gösterdiğinin söylemiĢlerdir. Bizim 

çalıĢmamızda b katsayısına 0 verilerek anlamlı bir aracı değiĢken etkisinin 

bulunmadığı model için üretilen senaryoların sonuçlarına bakıldığında Sobel, Aroian 

ve Goodman testlerinin benzer Ģekilde I. Tip Hata olasılıklarının düĢük olduğu 

gözlenmiĢtir. Ancak yukarıda bahsedilen çalıĢmadan farklı olarak a ve b 

katsayılarının ikisinin birden sıfıra eĢit olduğu durum bizim çalıĢmamızda test 

edilmemiĢtir. 

Diğer taraftan çalıĢmalarda çok yaygın olarak kullanılan nedensel adım 

yönteminin etki geniĢliği ve örneklem geniĢliği çok yüksek olmadıkça çok düĢük 

gücü olduğu gösterilmiĢtir (3). Nedensel adım yaklaĢımı, modelde aracı değiĢken 

etkisinin istatistiksel olarak test edilmesinden ziyade aracılık etkisinin koĢullarını 

tanımladığı için benzetim çalıĢmasına dahil edilmemiĢtir. 

 Düzenleyici değiĢken etkisinin test edilmesi için yürütülen benzetim 

çalıĢmasında ise düzenleyici etkinin anlamlı olduğu ve anlamlı olmadığı durumlara 

iliĢkin senaryolar üretilmiĢtir. Öncelikle düzenleyici değiĢken etkisi anlamlı olacak 

Ģekilde etki geniĢlikleri dikkate alınarak regresyon katsayılarına değerler verilmiĢtir. 

Daha sonrasında ise örneklem geniĢliği 50, 60, 70, 80, 90, 100, 200, 500, 1000 

olacak Ģekilde 10.000 tekrarla regresyon sonuçları elde edilmiĢtir. Burada sonuçlara 

herhangi bir test yöntemi uygulanmadığı ve yalnızca model üretimi yapıldığı için 

sonuçlar gözlenen güç değeri açısından yorumlanmıĢtır. 

Sonuçlara bakıldığında etki geniĢliğinin büyük olduğu senaryolar için 

gözlenen güç değeri yüksektir. Orta düzeyli etki geniĢliğine sahip senaryolar güç, 

küçük örneklem değerleri için düĢüktür. Örneklem geniĢliği 80 ve sonrası için 

gözlenen güç %80 ve üzerine çıkmaktadır. Etki geniĢliğinin küçük olması 

durumunda ise gözlenen güç değerinin, örneklem geniĢliğinin 200 ve altında olduğu 

senaryolarda oldukça düĢük olduğu görülmüĢtür. 
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Düzenleyici etkinin anlamlı olmadığı senaryolarda ise sonuçlar I. Tip Hata 

olasılıkları yönünden değerlendirilmiĢtir. Buradan küçük etki geniĢliğinde örneklem 

geniĢliği büyük olmadığı (n≥200) sürece I. Tip Hata olasılıklarının yüksek olduğu 

gözlenmiĢtir. Orta etki geniĢliği için örneklem geniĢliğinin düĢük olduğu durumlarda 

I. Tip Hata olasılığı yüksek olmakla birlikte örneklem geniĢliğinin 90 ve daha 

üstünde olduğu senaryolarda I. Tip Hata olasılıkları %11 ve altındadır. Etki 

geniĢliklerinin büyük olduğu senaryolarda ise örneklem geniĢliğinin bütün düzeyleri 

için I. Tip hata olasılıkları düĢük bulunmuĢtur. 

Aguinis ve arkadaĢları (2001) çalıĢmalarında düzenleyici etkinin test 

edilmesinde hiyerarĢik regresyon denkleminin en çok tercih edilen yöntemlerden biri 

olsa da, bu yöntemin etkileĢim etkisini doğru tespit etme bakımından düĢük güce 

sahip olduğunu söylemiĢlerdir. Bu sorun özellikle de deneysel olmayan çalıĢmalar 

için geçerlidir (18). ÇalıĢmamızda benzer Ģekilde etki geniĢliği büyük olmadıkça ya 

da orta etki geniĢliğinde n≥80 koĢulu yerine getirilmedikçe uygun testin gücü 

değerinin sağlanmadığı görülmüĢtür. 
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6. SONUÇ VE ÖNERĠLER 

ÇalıĢmada aracı ve düzenleyici değiĢkenlerin tanımlarına ve varsayımlarına 

yer verilmiĢ, bu etkilerin analizleri için kullanılan test yöntemlerine değinilmiĢtir. 

Daha sonrasında ise her iki değiĢken etkisinin testi için benzetim çalıĢması yapılmıĢ 

ve model tabanlı veri üretimi gerçekleĢtirilmiĢtir. Elde edilen sonuçları özetlemek 

gerekirse, aracı değiĢken etkisinin testinde kullanılan Sobel, Aroian ve Goodman 

yöntemlerinin büyük örneklem geniĢliği ve büyük etki geniĢliği için testin gücü 

yönünden yeterli olduğu söylenebilir. Diğer bir deyiĢle gerçekte aracı değiĢken etkisi 

anlamlı iken testlerin bu etkiyi anlamlı bulma olasılıkları yüksektir. Etki geniĢliğinin 

küçük olduğu durumlarda ise testin gücünün %80 ve üstü olması isteniyorsa 

örneklem geniĢliğinin en az 80 olarak belirlenmesi gerekmektedir. Aynı testler b 

katsayının 0‟a eĢit olduğu durum yani aracı değiĢken etkisinin anlamlı olmadığı 

durum için tüm etki geniĢliği düzeylerinde I. Tip Hata yönünden uygun sonuç 

vermiĢlerdir. 

Düzenleyici değiĢken etkisi için veri üretilirken ise etki geniĢliklerine göre 

regresyon katsayılarına değerler verilmiĢ, sonuçlar farklı örneklem geniĢlikleri için 

elde edilmiĢtir. Buradan düzenleyici değiĢken etkisinin anlamlı olduğu model için 

etki geniĢliğinin küçük olduğu senaryolarda gözlenen gücün düĢük olduğu 

söylenebilir. Etki geniĢliğinin orta düzeyde olduğu durumda örneklem geniĢliği 90 ve 

üzeri senaryolar için gözlenen gücün yüksek olduğu gözlenmektedir. Düzenleyici 

değiĢken etkisinin anlamlı olmadığı durumda ise küçük etki geniĢliğinde örneklem 

geniĢliği büyük olmadığı (n≥200) sürece I. Tip Hata olasılıklarının yüksek olduğu 

gözlenmiĢtir. Orta etki geniĢliği için örneklem geniĢliğinin düĢük olduğu (n≤90) 

durumlarda I. Tip Hata olasılığı yüksek olduğu görülmüĢtür. Etki geniĢliklerinin 

büyük olduğu senaryolarda ise örneklem geniĢliğinin bütün düzeyleri için I. Tip hata 

olasılıkları düĢük bulunmuĢtur. Genel olarak düzenleyici değiĢken etkisinin testinde 

küçük etki geniĢliği için doğru tahminlere ulaĢılma olasılığı düĢüktür. Orta etki 

geniĢliği için her iki model için örneklem geniĢliği 90 ve üzeri için gözlenen güç ve 

I. Tip Hata değerleri kabul edilebilir düzeydedir. Büyük etki geniĢliği için ise 

düzenleyici değiĢken etkisi yüksek oranda doğru tahmin edilebilir. 
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ÇalıĢmada aracı değiĢken analizi için benzetim yapılırken doğrusal regresyon 

kullanılmıĢtır. Diğer taraftan aracı değiĢken analizi için lojistik ya da çokterimli 

regresyon gibi farklı yöntemler kullanılabilir. Ayrıca çalıĢmaya birden fazla aracı 

değiĢken eklenmesi ya da düzenleyici değiĢken dâhil edilmesi de mümkündür. 

Düzenleyici değiĢken analizi için yapılan benzetim çalıĢmasında ise modelde tüm 

değiĢkenler sürekli değiĢken olarak belirlenmiĢtir. Düzenleyici değiĢkenin ve/veya 

bağımsız değiĢkenin kategorik değiĢken olarak üretilerek analiz edilmesi 

mümkündür. Aynı zamanda bir modelde düzenleyici değiĢken ve aracı değiĢkenin 

birlikte yer alması olası bir durumdur. Bu gibi karmaĢık yapıların analizi için ise 

genellikle yapısal eĢitlik modellemesi (SEM) önerilmektedir. 
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