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OZET

Avelr Vardar, E., Araci ve Diizenleyici Etkilerin Modellenmesi, Hacettepe
Universitesi Saghk Bilimleri Enstitiisii Biyoistatistik Programm Yiiksek Lisans
Tezi, Ankara, 2019. Degiskenlerin birbirleri iizerine etkilerinin arastirilmasi,
istatistiksel yontemlerin en sik kullanildigi alanlardan birisidir. Korelasyon analizi,
regresyon analizi gibi pek c¢ok farkli yontem degiskenler arasindaki iliskinin
incelenmesinde kullanilmaktadir. Ancak degiskenler arasindaki etkiler dogrudan
olmayabilmekte ve dolayl etkiler gozlenebilmektedir. Ayrica degiskenler arasindaki
iligki tgilincii degiskenin varligina bagl olarak da meydana gelebilmektedir. Boyle
durumlarda iligkinin iyi analiz edilmesi ve iliskide yer alan farkli degisken rollerinin
dogru adlandirilmasi gerekir. Pek ¢ok arastirmada bagimsiz degisken ile bagimli
degiskenin iliskisini etkileyen dolayli bir degiskenin varligi tespit edilse bile bu
degiskenin tanimi yanlis yapilabilmektedir. Bagimsiz ve bagimli degiskenle olan
iligkilerine gore iliskide yer alan ti¢iincii degiskenlere araci (mediator) ve diizenleyici
degisken (moderator) adi verilmektedir. Arastirmalarda bu iki degisken siklikla
birbirine karistirllmaktadir. Bu tezin temel amaci, aract ve/veya diizenleyici
degiskenlerin arastirmalarda rahatca ayirt edilebilmesini saglamak ve bu
degiskenlerin analizinde kullanilacak test yontemlerinin se¢iminde yol gostermektir.
Bu dogrultuda tez calismasinda araci ve diizenleyici degiskenlerin tanimlari
yapilmis, aralarindaki farklara deginilmistir. Ayrica ¢alismada benzetim galismasi
yapilarak, aract ve diizenleyici degiskenlerin varligi ve etkilerinin analizi i¢in
kullanilan yontemler karsilastirilmistir. Elde edilen sonuglarin, literatiirde yer alan

sonuglar ile uyumlu olup olmadig: incelenmistir.

Anahtar Kelimeler: Aracilik etkisi, diizenleyicilik etkisi, aract model, diizenleyici

model
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ABSTRACT

Ava Vardar, E., Modeling of Mediator and Moderator Effects, Hacettepe
University Graduate School of Health Sciences Master Thesis in Biostatistics,
Ankara, 2019. Examining the effects of the variables on each other is one of the
research fields in which statistical methods are most frequently used. Various
methods such as correlation analysis, regression analysis are used in investigating the
relationship between variables. Yet, the connections between variables may not be
directly and indirect effects may be observed. Moreover, relationship between
variables may occur due to a third variable. In such circumstances, the relationship
should be analyzed well and different variable types involved should be named
correctly. Even though an indirect variable is determined which affects the
relationship between the independent variable and dependent variable, the indirect
variable may be defined wrongly. The third variables which take place in the
relationship are defined as mediator or moderator according to their relationship
between dependent and independent variables. These terms are frequently mixed in
researches. The main purpose of this thesis is to ensure that the mediator and / or
regulatory variables can be easily distinguished in research and guide the selection of
test methods to be used in the analysis of these variables. In this thesis study,
mediators and moderators are introduced, the differences between them are discussed
and the methods used to analyze the effects of these variables are examined. In
addition, mediators and moderators as well as methods used to analyze their effects
are compared in the study by carrying out a simulation study. Whether the results

obtained from our study are consistent with the literature were also examined.

Key Words: Model of moderator, model of mediator, moderation effects, mediation
effects



ICINDEKILER

ONAY SAYFASI iii
YAYIMLAMA VE FiKRI MULKIYET HAKLARI BEYANI iv
ETIK BEYAN SAYFASI v
TESEKKUR vi
OZET vii
ABSRACT viii
ICINDEKILER iX
SIMGELER VE KISALTMALAR Xi
SEKILLER Xii
TABLOLAR Xiil
1. GIRiS 1
2. GENEL BILGILER 3
2.1. Korelasyon Analizi 3
2.2. Regresyon Analizi 4
2.3. Path Analizi 6
2.4. Araci Etki Analizi 8

2.4.1. Tam ve Kismi Araci Degisken Etkisi 11

2.4.2. Arac1 Degisken Etkisinin Test Edilmesi 11

2.4.3. Testlerin Degerlendirmesi 22



2.5. Diizenleyici Etki Analizi
2.5.1. Diizenleyici Degisken Etkisinin Test Edilmesi
2.5.2. Testin Giicliniin Saglanmast
2.5.3. Diizenleyici Degisken Analizinin Adimlari
2.6. Araci1 Degisken Ve Diizenleyici Degisken Arasindaki Farklar
3. GEREC VE YONTEM
3.1. Araci Degisken Benzetim Caligmasi
3.2. Diizenleyici Degisken Benzetim Caligmasi
4. BULGULAR
5. TARTISMA
6. SONUC VE ONERILER
7. KAYNAKLAR
8. EKLER

EK-1: Turnitin Dijital Makbuz
EK-2: Turnitin Ekran Goriintiisii
EK-3: R Program Kodlar1

9. OZGECMIS

24

27

32

32

35

38

38

42

45

52

55

57



SIMGELER VE KISALTMALAR

Regresyon katsayisi
Gtliven sinirt

Hata terimi

Etki genisligi

l. tip hata

Giiven diizeyi

Testin glicii

Araci degisken
Diizenleyici degisken

Xi



Sekil
2.1
2.2.
2.3.

2.4.

3.1.
3.2.

4.1.

4.2.

SEKILLER

Temel arac1 degisken modeli
Diizenleyici degiskenin iliskisel yapiya etkisi
Temel diizenleyici degisken modeli

Diizenleyici degiskenin, bagimsiz degisken ile bagimli degisken
arasindaki iligkiyi etkileme yollar1 sirastyla: dogrusal, kuadratik ve
adimsal

Tam arac1 degisken modeli

Araci degiskenin etkisinin olmadig1t model

Etki ve orneklem genisliklerine gbre gozlenen giic degerlerine
iliskin ¢izgi grafigi

Etki ve orneklem genisliklerine gore I. tip hata olasiliklarina iliskin
cizgi grafigi

10
24
25

30
40
41

48

50

Xii

Sayfa



Tablo
3.1.
3.2.

3.3.

3.4.
3.5.

3.6.

4.1.

4.2.

4.3.

4.4,

TABLOLAR

Etki genisliklerine gore belirlenen katsay1 degerleri

Tam aract degisken modelinde senaryolara gore belirlenen
regresyon katsayilari

Araci degisken etkisinin olmadigt modelde senaryolara gore
belirlenen regresyon katsayilari

Etki genisliklerine gore belirlenen katsay1 degerleri

Diizenleyici degisken etkisinin anlamli oldugu senaryolara gore
belirlenen regresyon katsayilari

Diizenleyici degisken etkisinin anlamli olmadig1 senaryolara
gore belirlenen regresyon katsayilari

Tam araci1 degisken modelinde belirlenen senaryolara gore test
yontemlerinin testin giicii degerleri

Araci degisken etkisinin anlamli olmadig1 modelde belirlenen
senaryolara gore test yontemlerinin giiven diizeyleri

Diizenleyici degisken etkisinin anlamli oldugu modelde
belirlenen senaryolara gore gozlenen gii¢ degerleri

Diizenleyici degigsken etkisinin anlamli olmadigi modelde
belirlenen senaryolara gore gozlenen I. tip hata olasiliklar

40

41

41
43

43

44

45

46

47

49

Xiii

Sayfa



1. GIRIS

Farkli disiplin dallar1 i¢in yapilan nicel arastirmalarda sonuglarin
degerlendirilmesi igin istatistiksel yontemler kullanilmaktadir. Bu arastirmalardan
bliyiik cogunlugunda degiskenlerin birbirlerine olan etkileri incelenmek istenir. Bu
gibi galismalarda arastirma hipotezi iliski tizerine kurulur dolayisiyla degiskenler
arasinda bir iliskinin olup olmadig1 sorgulanir. Boyle bir sorgulamanin yapilabilmesi
icin Oncelikle arastirmada bagimli ve bagimsiz degiskenlerin neler olduguna karar
verilmeli, s6z konusu degiskenler arasinda anlamli bir iliskinin olup olmadigi ve
varsa bu iliskinin yapisi istatistiksel yontemler ile ortaya konulmalidir. Arastirmada
atilan her bir adim sonuglar1 ve dolayisiyla sonuglardan elde edilen degerlendirmeleri
etkilemektedir. Bu nedenle ¢alismada bagimli ve bagimsiz degiskenlerin dogru
belirlenmesi, degiskenler arasindaki iliskinin diizgiin kurgulanabilmesi ve uygun
istatistiksel yOntemin se¢imi arastirmada dogru sonuglar elde edilebilmesi

bakimindan olduk¢a 6nemlidir.

Aragtirmalarda degiskenler arasindaki iliskinin varligi, cogunlukla korelasyon
analizi ile incelenmektedir. Korelasyon analizi, iliskinin kuvveti ve yonii hakkinda
bilgi verir. Ancak iki degisken arasindaki iliskinin neden-sonug iligkisi olup olmadigi
hakkinda bilgi vermez (1). Degiskenler arasindaki iliskiyi matematiksel modellerle
aciklayan yontem regresyon analizidir. Regresyon analizi, bagimli ve bagimsiz
degiskenler arasindaki nedensel iliskiyi bagmtilar yardimiyla kurgularken,
arastirmactya kestirimler yapma imkani da vermektedir. Diger taraftan s6z konusu
yontemlerle yalnizca bagimh degisken ile bagimsiz degiskenler arasindaki dogrudan
etkiler 6l¢iilebilmekte, degiskenler arasindaki dolayli etkiler goz ardi edilmektedir.
Bir iliski modelinde bazen iki degisken arasindaki iligki ti¢iincli bir degiskene bagl
olarak da ortaya g¢ikabilmektedir. Ayrica incelenen ¢ok degiskenli veri yapisinda
herhangi bir degisken bazi degiskenler agisindan bagimli, bazi degiskenler agisindan
da bagimsiz degisken durumunda olabilmektedir (2). Dolayisi ile bu yontemler

degiskenler arasindaki iligkileri belirlemek ve yorumlamak i¢in yetersiz kalmaktadir.

Bagimli degisken ile bagimsiz degiskenler arasinda iliskiye olan dolayh
etkilerine gore iliski modelindeki Ttgiincii degiskenlere aract (mediator) ve

diizenleyici degisken (moderator) adi verilmektedir. Aract ve diizenleyici degiskenler



yardimiyla kurulan iliski modelleri ise aract ve diizenleyici etki modelleri olarak
anilmaktadir. Araci ve diizenleyici etki modelleri, 6zellikle sosyal psikoloji basta

olmak tizere pek ¢ok bilim dalinda yapilan arastirmalarda kullanilmaktadir.

Bu calismada Oncelikle araci ve diizenleyici degiskenlerin tanimlarina yer
verilecek, literatiir taramas1 yardimiyla bu degiskenlerin hangi istatistiksel yontemler
yardimi ile analiz edildikleri aktarilacaktir. Yine bu c¢alisma ile arastirmalarda
degiskenler arasinda iliskisel bir yapr olusturulurken; iliskiyi etkileyebilecek
diizenleyici ve aract degiskenlerin goz Oniine alinmasi, bu etkilerin uygun istatistiksel
yontemler kullanilarak incelenmesi, boylelikle bagimli degiskenler ile bagimsiz
degiskenler arasindaki iliskilerin dogru yorumlanarak, arastirmalarda dogru

kararlarin verilmesi amaglanmaktadir.



2. GENEL BILGILER

2.1. Korelasyon Analizi

Arastirmalarda degiskenler arasindaki iligkilerin degerlendirilmesi ve
yorumlanmasi i¢in siklikla kullanilan yontemlerden biri korelasyon analizidir. Bu
yontem, iki ya da daha fazla degisken arasindaki iligkinin derecesini ve yoniini
belirlemek igin kullanilmaktadir. Diger bir deyisle ise, iki degisken arasindaki
dogrusal iliskiyi veya bir degiskenin iki ya da daha ¢ok degisken ile olan iliskisini

test etmek, varsa bu iligkinin derecesini 6l¢gmek icin kullanilmaktadir.

Korelasyon analizi sonucunda korelasyon katsayisi adi verilen iki degisken
arasindaki iliskinin derecesini yani bu iki degiskenin birlikte degisim derecesini ifade

€9
T

eden degerler edilir. Bu katsayilar “r” ile gosterilir. Korelasyon katsayilar1 ¢aligmada
yer alan degiskenlerin niteliksel ya da niceliksel olmasina gore gesitlilik
gostermektedir. Bazi1 iliski katsayilari -1 ile +1 arasinda degerler alirken, bazi iliski
katsayilar1 da 0 ile +1 arasinda degisir. Degiskenler arasindaki iligkinin kuvveti -1 ve
+1°e yaklasirken artarken, 0’a yaklastik¢a azalir. Korelasyon katsayisinin “0” olmasi
degiskenler arasinda dogrusal bir iliskinin s6z konusu olmadigim1 gostermektedir.
Korelasyon katsayisinin negatif olmasi iki degisken arasinda negatif yonde bir
iligkinin oldugu, pozitif olmas ise iki degisken arasinda pozitif yonde bir iligkinin
oldugu anlamina gelir. Pozitif iliskiden kast edilen degiskenlerin beraber artmasi ya

da beraber azalmas1 iken negatif iliski ise degiskenlerden birinin artarken, digerinin

azalmas1 anlamina gelmektedir.

Aragtirmada yer alan degisken sayisi korelasyon katsayilarmim hesaplanma
tekniklerini degistirmektedir. Yalnizca iki degisken arasindaki iligkinin derecesini
gosteren katsayiya basit korelasyon katsayist denir iken, degisken sayisinin ikiden
fazla olmasi durumunda ¢oklu korelasyon katsayisi adi verilmektedir. Korelasyon
katsayilar1 iki degisken arasindaki iligkiyi gosterirken diger degiskenlerin etkilerini
dikkate almamaktadir. Ancak c¢ok degiskenli bir iliski yapisinda iki degisken
arasindaki iligki diger degiskenlerin etkileri arindirilarak incelenmek istenebilir.

Diger bir deyisle, ikincil iligkilerin etkisi ortadan kaldirildiktan sonra iki degisken



arasindaki gercek iliski arastirilabilir. Ilgilenilen degiskenlerle iliskili oldugu
diistiniilen bir ya da daha fazla degiskenin bu degiskenler tizerindeki etkisi kontrol
altinda tutularak yapilan hesaplama sonucunda elde edilen katsayilara kismi

korelasyon katsayilar1 denir.

Degiskenler arasindaki iligkiler karsilastirilirken korelasyon katsayilari
kullanilir. Ancak bu kiyaslama yapilirken, katsayilarin sayisal degerleri degil mutlak

degerleri dikkate alinir.

Korelasyon analizi, iki degiskenin arasindaki iliskinin neden-sonug iliskisi
olup olmadigi hakkinda bilgi vermez (1). Degiskenler arasindaki iliskinin yapisina
iligkin daha genis bilgi edinmek istendiginde regresyon analizinin kullanilmasi

gerekir.
2.2. Regresyon Analizi

Regresyon analizi temel olarak bagimli degisken ve bagimsiz degisken ya da
degiskenler arasindaki iliskiyi matematiksel modellerle tanimlamay1 ve yorumlamay1
saglayan bir yontemdir. Korelasyon analizinden farkli olarak degiskenler arasindaki
iligkinin neden-sonug iligkisine dayanip dayanmadigir hakkinda detayli bilgi verir.
Diger taraftan regresyon analizinde kurulan matematiksel denklemler yardimiyla
ileriye yonelik kestirimlerde bulunulabilmektedir. Hatta kurulan bagintilar ile kolay
elde edilebilen bir ya da birden fazla bagimsiz degisken kullanilarak elde edilmesi

zor bagimli degiskene ulasilabilmektedir (1).

Regresyon ¢oziimlemesi en genel tanimi ile degiskenler arasindaki iligkinin
modeller yardimi ile agiklanmasimi saglayan yontemdir. Regresyon yontemi
neticesinde elde edilen regresyon denklemleri, yalnizca degiskenler arasindaki
iligkileri ortaya koymakla kalmaz ayni zamanda kestirimler yapmak amaci ile de
kullanilir. Bu denklemler aracilig: ile ileriye yonelik kestirimler yapilabildigi gibi
kolay elde edilebilen degisken ya da degiskenler yardimi ile zor elde edilen

degiskenlere ulasmak da miimkiin olabilmektedir.

Arastirmalarda siklikla dogrusal regresyon yontemleri kullanilmaktadir.

Bunun nedeni arastirmaya konu olan pek c¢ok iligkinin dogrusal olmasidir. Ancak



degiskenler arasindaki neden-sonug iligkisi yalnizca dogrusal degildir. Bu iligkiler
parabolik, kiibik ya da iistel sekilde olabilir. Yorumlanmas: ve uygulanmasinin
kolaylig1 nedeniyle dogrusal olmayan iligkilerde ¢ogu zaman dogrusal iliskiye

doniistiiriilebilmektedir.

Bir arastirmada yalnizca bir bagimsiz ve bir bagimli degiskenin oldugu
durumda iki degisken arasindaki iliski ¢Ozlimlenirken basit dogrusal regresyon
analizi kullanilir. Ancak arastirmaya tiglincii bir degisken dahil edildiginde ise iliski
yapis1 karmasiklasir ve degiskenler arasindaki olasi iliski sayis1 artar. ikiden fazla
degiskenin iligki yapisinin ¢oziimlenmesinde ise ¢oklu dogrusal regresyon analizi
kullanilmaktadir. Coklu regresyon c¢oziimlemesinde, bir bagimli degisken ve bu
bagimli degiskeni etkiledigi diisliniilen birden daha ¢ok bagimsiz degisken s6z

konusudur.

Bir bagimsiz ve bir bagimli degiskenin olmasi durumunda bir basit dogrusal

regresyon denklemi Esitlik 2.1. asagidaki gibi gosterilir.
Y=0Fg+[X+e¢ (2.1.)
Burada;
X:Bagimsiz Degisken
Y:Bagimli Degisken

Po: x bagimsiz degiskeninin 0’1 igermesi durumunda bagimli degiskenin

alacagi ortalama deger (kesim noktasi)

Regresyon Katsayist (B1): Bagimsiz degiskendeki bir birimlik degisimin,
bagimli degiskendeki yaratacagi ortalama degisimi gostermektedir.
Hata terimi (€): Her bir gozlem c¢iftindeki bagimli degiskene iliskin gercek
deger ile modelden tahmin edilen deger arasindaki farktir.
Coklu dogrusal regresyon yonteminde ise bir bagimli degisken ve birden

fazla bagimsiz degisken bulunmaktadir. Bu durumda regresyon denklemi Esitlik 2.2.

ile gosterilir.

Y = B0+ B1X1 + [ Xo + -+ BrXy + & (2.2.)



Dogrusal regresyonda bagimli degisken siirekli ya da kesikli veri tiiriinde
olabilirken, bagimsiz degiskenler siirekli-kesikli sayisal ya da niteliksel veri tiirtinde

olabilir.

Arastirmalarda bagimli degisken kategorik veri tiirlinde de olabilir. Boyle
durumlarda logistik resresyon yontemi adi verilen yontem kullanilmaktadir. Diger
taraftan degiskenler arasindaki iliskiler daima dogrusal yapida olmayabilir. Yukarida
da bahsedildigi bu iliskiler kiibik, parabolik ya da listel olabilir. Bu gibi dogrusal
olmayan  regresyon  denklemlerinin  ¢Oziimlenmesinde  cox  regresyon

kullanilmaktadir.

Regresyon analizi pek ¢ok amaca hizmet etmesi dolayisiyla neredeyse her
alanda yapilan uygulamali caligmalarda yaygin olarak kullanilmaktadir. Gergekten de
regresyon analizinin en yaygin kullanilan istatistiksel yontemlerden biri oldugu
sOylenebilir. Diger taraftan degiskenler arasindaki bagimntilarin ¢dziimlemesinde
yaygin olarak kullanilan korelasyon analizi ve regresyon analizi yontemleri bazi
durumlarda iligkileri belirlemek ve yorumlamakta yetersiz kalmaktadir. Ozellikle iki
degisken arasindaki iliski bir {ciincii degiskenin varligina bagli olarak ortaya
cikmakta ya da degismekte ise bu iliski yapisinin tam olarak tespit edilmesinde farkli
yontemlere basvurmak gerekmektedir. Ayrica bazi iliski modellerinde bir degisken
baz1 degiskenler agisindan bagimli, bazi degiskenler agisindan da bagimsiz degisken
durumunda olabilmektedir. Yine boyle durumlarda daha detayli analiz yontemlerini

kullanmak gerekmektedir.
2.3. Path Analizi

Path (Yol) analizi, nedensel iligkilerin incelenmesinde regresyon ydntemini
de kullanmak suretiyle yeni bir yaklasim getirmektedir. Baska bir deyisle, path
analizinin ¢oklu regresyon yonteminin 6zel bir kullanim sekli oldugu sdylenebilir.
Coklu regresyon analizinde bir bagimli degisken modelde bulunan tiim bagimsiz
degiskenler iizerinden analiz edilmekte iken, path analizinde her bagimli degisken
modelde her bir bagimsiz degisken iizerinden analiz edilmektedir. Dolayisiyla path

analizi birden fazla regresyon analizini icermektedir.



Iliski modelinde degiskenler arasindaki iliskiler, path diyagrami adi verilen
bir sema yardimiyla tanimlanir ve her bir degisken arasindaki iliski yollara ayrilarak
betimlenir. Boylelikle iliski yapisi detayli bir sekilde ortaya konulabildigi icin

degiskenler arasindaki karmasik iligkiler daha rahat analiz edilmektedir.

Bir arastirmada path analizinin uygulanabilmesi i¢in saglanmasi gereken bazi

Oonemli varsayimlar vardir. Bunlar;

e Modelde yer alan degiskenler arasindaki iliskiler, dogrusal, eklenebilir

olmali ve ayn1 zamanda sebep sonug iliskisine dayanmalidir.

e Model igerisindeki hatalar kendi aralarinda ve modeldeki diger

degiskenlerle iligkili olmamalidir.
e Degiskenler arasindaki neden-sonug iliskisi tek yonlii olmalidir.
e Olgiimler nicel degiskenlerden elde edilmis olmalidir.
e Olgiimler hatasiz olarak yapilmalidir.

Arastirmalarda degiskenler arasindaki iliskiyi etkileyen ve iiglincii degisken
adi1 verilen baz1 degisken tiirlerine siklikla rastlanmaktadir. Literatiirde mediator
olarak gegen araci degisken ile moderator olarak tanimlanan diizenleyici degisken bu
degiskenlerden ikisidir. Pek ¢ok alanda yapilan calismalarda iiglincli degiskene
siklikla rastlanmasina ragmen bazi arastirmalarda iki degiskenin birbiri ile
kanigtirildigr ya da etkilerinin iy1 analiz edilmedigi goriilmektedir. Degiskenler
arasindaki nedensel iligkilerin derinlemesine analiz edilebilmesi ig¢in ise bu iki
degisken tiiriiniin iyi tanimlanmasi1 ve iyi ayrigtirtlmasi gereklidir. Degiskenlerin
Ozelliklerinin ve varsayimlarinin bilinmesi bu noktada olduk¢a 6nemlidir. Sonrasinda
ise path diyagrami yardimiyla degiskenlerin iliskiye olan etkileri sematize

edilmektedir.

Boylece path diyagrami, bagimsiz degisken ile bagimli degisken arasindaki
iliskiyi, iliskiyi olusturan tiim diger degiskenler ve bunlarin etkilerine gére daha

ayrntili analiz imkadn1 saglamaktadir. Boylece neden-sonug iliski yapisinda



degiskenler arasindaki iliskiler yorumlarken sadece dogrudan olan etkiler degil,

dolayh etkileri de géz 6niine alinmaktadr.
2.4. Araci Etki Analizi

Arac1 degisken en temelde bagimsiz degisken ile bagimli degisken arasindaki
iliskiyi agiklayan degisken olarak tanimlanabilir. Diger bir deyisle araci degisken,
bagimsiz degisken ile bagimli degisken arasinda nasil ya da neden bir iliski oldugunu
aciklar. Bir degiskenin arac1 degisken olabilmesi i¢in bagimsiz degiskenin dncelikle

arac1 degiskeni etkilemesi, arac1 degiskenin ise bagimli degiskeni etkilemesi gerekir.

Araci degisken i¢in; aile i¢inde siddet goren ¢ocuklarin 6zgiiven problemleri
yasamasi ve ayni zamanda okul basarilarinin diisiik olmasi 6rnegi verilebilir. Burada
bagimsiz degisken siddet gorme durumu, 6zgiiven aract degiskendir. Cocugun aile
i¢inde siddet gdrmesi dzgiivenini etkilemektedir. Ozgiivenin diisiik olmasi ve ailede

siddet gormesi birlikte ¢ocugun okul basarisini etkilemektedir.

Aract degiskenin, iliskisel bir modelde yarattigi etkiye aracilik etkisi
denmektedir. Araci etki analizi ise, sosyal psikoloji alan1 basta olmak tizere pek ¢ok
farkli alanda siklikla kullanilan, degiskenler arasindaki iliskisel yapiy1 ortaya koyan
istatistiksel bir yontemdir. Bu yontem, 1950’lerde ortaya ¢ikmakla birlikte, Judd ve
Kenny (1981) ile Baron ve Kenny (1986)’nin yaptiklar1 ¢alismalarla 6nem kazanmus,

yaygin olarak kullanilmaya baslanmustir.

Temel araci degisken modelinde, bir bagimsiz X degiskeni ile bir bagimli Y
degiskenin bulundugu iliskisel yapiya eklenen bir {giincii degiskeni (M)
bulunmaktadir. S6z konusu modelde; X degiskeni arac1 degisken M’i, M degiskeni
ise Y degiskenini etkilemektedir. Dolayisiyla modeldeki iliski X - M — Y olarak

sembolize edilebilir.

Tek bir aract degiskenin bulundugu iliskisel yap1 asagidaki regresyon

denklemleri yardimi ile gosterilebilir.

Y = iz + C,X + bM + ez (24)



M ES i3 + aX + 83 (25)

Esitlik 2.3.’de yer alan regresyon modeli ile X bagimsiz degiskeni ile Y
bagimli degiskeni arasinda iliski agiklanmakta, denklemde yer alan ¢ katsayis1 X
bagimsiz degiskeninin 'Y bagmmli degiskeni iizerindeki toplam etkisini
gostermektedir. Esitlik 2.4.’te yer alan regresyon denklemi ise aract degiskenin ve
bagimsiz degiskenin tahmin edici olarak bulundugu modeli agiklamakta, esitlikteki ¢’
katsayist ise M araci degiskeninin varhiginda X ve Y degiskeni arasindaki iligkiyi
yani X bagimsiz degiskeninin Y tizerindeki etkisinin M araci degiskeni igin
diizeltilmis halini simgelemekte, b parametresi ise M aract degiskeninin Y bagiml
degiskeni iizerindeki etkisinin X bagimsiz degiskeni i¢in diizeltilmis halini temsil
etmektedir. Son olarak Esitlik 2.5. ise, X bagimsiz degiskeni ile M araci degisken

arasindaki iligkiyi modellemekte, s6z konusu iliski a katsayisi ile gosterilmektedir.

Temel araci degisken modelini agiklamak tizere yukarida yer verilen {ig
regresyon denklemi araciligiyla nedensellik kurgulamasi yapilmak istenirse; soz
konusu modelde bagimsiz degisken bagimli degiskenin sebebidir, ayn1 zamanda
araci degisken ile bagimsiz degisken birlikte bagimli degiskenin sebebidir. Burada
dikkate edilmesi gereken husus, bagimsiz degiskenin aracit degiskenin de sebebi
oldugudur. Bahsedilen bu {i¢ kosulun saglanmas1 arac1 degiskenin varligi ve buna
yonelik yapilacak olan hipotez testlerinde sansa bagli sonuglarla karsilasilmamasi
acisindan gereklidir. Diger taraftan modelde bagimli degiskenin araci degiskenin

sebebi olmamasi gerekmektedir.

Yukarida denklemlerle aciklanmis olan temel araci degisken modeli, path
diyagram yardimi ile agiklanabilir. Diyagramda (Bkz. Sekil 2.1.) X bagimsiz
degiskeni ile Y bagimli degiskeni arasindaki nedensel iligki siireci agiklanmaktadir.
S6z konusu nedensel iligskide; X bagimsiz degiskeninin M araci degiskeni iizerindeki
nedensellik etkisi a ile M arac1 degiskeninin ise Y bagiml degisken iizerindeki
nedensellik etkisi ise b ile gosterilmistir. X bagimsiz degiskeninin Y bagimh
degiskeni tlizerindeki toplam etkisi c ile sembolize edilirse, X’in Y lizerindeki araci

degiskenin kontroliindeki (varligindaki) etkisi ise ¢’ ile gosterilir.
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Araci Degisken
M
a b
Bagimsiz Degisken o Bagimli Degisken
X > Y

Sekil 2.1. Temel Araci Degisken Modeli

Iliskisel analizde ¢’ degerinin ¢ ile gdsterilen etkinin degerinden farklilagsmast,
X bagimsiz degiskeninin Y bagimli degisken iizerindeki etkisinin bir boliimiiniin
aract degisken tarafindan paylasilmasi diger bir deyisle araci degiskenin varligi
seklinde yorumlanir. Sekil 2.1.’de goriildiigii {izere arac1 degiskenin etkisi de dikkate
alindiginda X’in Y tizerindeki dolayli etkisi a ve b yollari ile gosterilmektedir. Bu
dolayli etki ise a ve b yollarindan elde edilecek Kkatsayilar yardimi ile

hesaplanmaktadir.

MacKinnon ve arkadaslar1 (1995), siradan en kiigiik kareler regresyonu i¢in c-
¢’ katsayilar1 farkinin cebirsel olarak a ve b yollarinin ¢arpimina esit oldugunu

gostermislerdir (3).

Yol diyagrami (Sekil 2.1.) yardimi ile agiklanan aract degisken modelinde X
bagimsiz degigskeninin Y bagimli degisken iizerindeki toplam etkisi, dogrudan ve
dolayli etkilerin toplamina esittir. Bu durum Esitlik 2.6.°da goriildiigii sekilde
matematiksel olarak ifade edilebilir:

c=c'+ab (2.6)

Buradan X bagimsiz degiskenin Y bagimli degisken tlizerindeki dolayl etkisi
Esitlik 2.7. ile hesaplanabilmektedir:

ab=c—¢ (2.7)
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Yukarida yer alan yol diyagraminda bagimli degiskeni besleyen iki farklh
nedensel yol bulunmaktadir (4). X bagimsiz degiskeninin Y bagimli degiskeni
tizerindeki toplam etkisi, X’in Y iizerindeki dogrudan etkisi (Yol ¢’) ve X’in M

araciligiyla Y’ye dolayl etkisi (Yol a X Yol b) olarak gosterilebilir.

2.4.1. Tam ve Kismi Araci Degisken Etkisi

Bir arac1 degiskenin etkisi, tam ve kismi etki olarak ikiye ayrilmaktadir. Tam
aract etki; modelde bagimsiz degiskenin tiim etkisini aract degisken {lizerinde
kullandigt durum olup kisaca sadece araci degiskeni etkiledigi durumda meydana
gelmektedir. Burada bagimsiz degiskenin bagimli degiskenine etkisi olmadigindan
dogrudan etkiden (c’) s6z edilemez ve toplam etki yalnizca araci degisken yolu ile

aciklanmaktadir. Dolayisiyla burada toplam etki, aracilik etkisine esittir. (c=ab)

Kismi araci etki ise; bagimsiz degiskenin etkisinin bir kismini arac1 degisken
tizerinde, bir kismini ise dogrudan bagimli degisken iizerinde kullandigir durum olup,
burada bagimsiz degisken ile bagimli degisken arasindaki iliskinin tamami araci
degisken ile agiklanamaz. Aslinda bu durum diyagram (Bkz. Sekil 2.1.) yardimiyla
aciklanan temel araci degisken modeli ile agiklanmistir. Ve burada bagimsiz

degiskenin toplam etkisi Esitlik 2.6. ile hesaplanmaktadir.

Aragstirmacilar arac1 degisken etkisinin tam ya da kismi olup olmadigina
genellikle ¢’ katsayisinin anlamliligina bakarak karar vermektedirler. Anlamli bir
aract degisken etkisinin oldugu bir modelde, ¢’ katsayisi da istatistiksel olarak
anlaml ise, burada kismi araci etkinin varligindan s6z edilir. Bu deger sifira esit
olursa araci degiskenin tam etkiye sahip oldugu kabul edilmekte, ancak sifira yakin
bir deger almasi durumunda ise bagska araci etkilerin de ele alinmasi gerektigi

tizerinde durulmaktadir (4).

2.4.2. Araci1 Degisken Etkisinin Test Edilmesi

Arac1 degisken etkisinin test edilmesinde pek ¢ok farkli ydontem
bulunmaktadir. Bu yontemler pek cok farkli bilim dalinda kullanildigr ig¢in

yontemlerin hipotezleri, varsayimlart ve istatistiksel hesaplama yontemleri de
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degismektedir. Yontemlerin ¢esitliligi ise aracit degiskenin etkisinin disiplinler arasi

belirlenmis bir tanim1 olmadigin1 gostermektedir (3).

Aracilik etkisinin test edilmesi i¢in yapilan ilk c¢alismalarda kullanilan
yontemlerden birisi ANOVA yontemidir ancak bu yontemin yanitlarinin simirh
kalmasindan dolay1 farkli yontemlere gerek duyulmustur (5). Judd ve Kenny (1981b)
tarafindan aracilik etkisinin test edilmesi i¢in regresyon yonteminin kullanilmasi
onerilmistir. Ancak regresyon denklemlerinin de tek basina yetersiz kaldigi yillar
igerisinde yapilan ¢alismalar ile ortaya konmustur. Regresyon denklemleri sonunda
elde edilen regresyon katsayilarinin test edilmesi gerektigi pek ¢ok calisma ile ortaya

konmustur.

Araci degisken etkisinin test edilmesinde ii¢ temel yaklagim bulunmaktadir
(6). Soz konusu ti¢ yaklagim; nedensel adim yaklagimi, katsayilarin farki yaklagimi

ve katsayilarin ¢arpimi yaklagimidir.
Nedensel Adim Yaklasim

Nedensel adim yaklasimi aracilik etkisi hipotezinin test edilmesinde en sik
kullanilan yontemdir (7). Yontem ilk olarak Judd ve Kenny (1981)’nin yaptiklar
caligmalarda kullanilmigtir (8,9). Ardindan Baron ve Kenny (1986), Kenny vd.
(1998), James ve Brett (1984), ve Cohen ve Cohen (1983) tarafindan da bu

yaklasima iliskin ¢alismalar yliriitiilmiistiir.

Nedensel adim yaklasimi temelde kurulan regresyon denklemleri yardimiyla
belirlenen kosullarin saglanip saglanmadiginin kontrol edildigi ve bunun sonucunda
aract degiskenin varligina karar verildigi bir yontemdir. Yontemde araci degisken

modeline iliskin regresyon denklemleri kullanilir. (Bkz. Esitlik 2.3.,2.4., 2.5.)

Nedensel adim yaklasimina gore aracilik etkisinin varligindan s6z edebilmek
asagida yer verilen 4 kosulun saglanmasi gerekmektedir (4). Bu 4 kosul yukarida

s0zii edilen regresyon denklemleri araciligtyla test edilir.

1. X bagimsiz degiskeninin Y bagimli degisken iizerindeki toplam etkisi
anlamli olmalidir. Diger bir deyisle, bagimli degisken ile bagimsiz

degisken arasinda istatistiksel olarak anlamli bir iliski olmalidir.
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Bu kosul yukarida yer verilen (2.3.) no.lu regresyon denklemi ile test edilir.
2.X bagimsiz degiskeninin M araci degisken iizerindeki etkisi anlamli
olmalidir. Yani bagimsiz degisken ile araci degisken oldugu iddia edilen
degisken arasinda yine istatistiksel olarak anlamli bir iliski bulunmalidir.
Bu kosul yukarida yer verilen (2.4.) no.lu regresyon denklemi ile test edilir.

3.X bagimsiz degiskeninin varliginda M aract degiskeninin Y {iizerindeki
etkisi anlamli olmalidir. Kisaca, araci degisken bagimli degisken ile
(bagimsiz  degisken ile birlikte model igerisinde kullanildiginda)
istatistiksel olarak anlamli bir iligskiye sahip olmalidir.

Bu kosul ise yukarida yer verilen (2.5.) no.lu regresyon denklemi ile test
edilir.

4.M arac1 degiskeninin varliginda X bagimsiz degiskeninin Y bagimh
degisken iizerindeki diizeltilmis dogrudan etkisinin anlamli olmamasi
gereklidir. Diger bir deyisle, bagimsiz degiskenin modelde tek basina
bagimli degiskenin tahmin edicisi oldugu durumda bagimsiz degisken ile
bagimli degisken arasindaki iliski katsayisi (C) mutlak deger olarak,
bagimsiz degisken ve araci degiskenin modelde birlikte bagimli degiskenin
tahmin edicisi oldugu durumdaki bagimsiz degisken ile bagimli degisken

arasindaki iligski katsayisindan (c’) daha biiyiik olmalidir. (|c'| < |c])

Yukarida yer verilen ilk ii¢ kosulun saglanmasinin ardindan son kosulun test
edilmesi igin, (2.4.) no.lu regresyon denklemindeki c ile (2.5.) no.lu regresyon
denkleminden elde edilen bagimsiz degisken katsayisi ¢’ karsilastirilir. Bagimsiz
degisken katsayisinin  (c’) sifirdan istatistiksel olarak anlamli bir sekilde
farklilasmamas1 durumunda araci degiskenin varlifindan ve etkisinin anlamh
oldugundan so6z edilir. Dolayisiyla aracilik etkisinin test edilebilmesi i¢in kurulan
hipotez olan Ho:c’=0 yokluk hipotezi reddedilemez. Modelde ¢’ katsayisinin
degerinin 0’a esit olmasi halinde ise, burada tam etkiye sahip tek bir arac1 degiskenin

varligindan soz edilir (4).

Kisaca nedensel adim yonteminde yukarida yer verilen ilk ii¢ kosulun
saglanmasinin ardindan, son kosul olarak M araci degiskenin varliginda X bagimsiz

degiskeninin Y bagimli degisken iizerindeki etkisinin azalip azalmadigina
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bakilmaktadir. Ancak Holmbeck (2002), istatistiksel olarak anlamli ¢ ile anlamsiz
¢’ niin birbirinden 6nemsiz bir mutlak deger ile farklilagsabileceginin ve bunun da I.
Tip Hataya yol agabilecegini ifade etmektedir. Burada toplam etkinin (c), aract
degisken varliginda ne kadar azalmas1 gerektigi sorusu énem kazanmaktadir. Konuya
iliskin olarak yapilan onceki c¢alismalarda; X bagimsiz degiskeninin Y bagimlh
degisken {izerindeki etkisi istatistiksel olarak anlamli iken, araci degiskenin
varliginda istatistiksel olarak anlamsiz hale gelmesi gerektigi soylenmistir. Ancak bu
yaklasim da hatali sonuglara yol agabilmektedir. Ciinkii boyle bir diisiis regresyon

katsayilarinin azalmasi sonucu da meydana gelmis olabilmektedir.

Diger taraftan X bagimsiz degiskeninin Y bagiml degisken tizerindeki etkisi
aract degisken varliginda istatistiksel olarak anlamsizlasabilir ancak bu durum
aracilik etkisinin anlamli oldugu anlamina gelmemektedir. Hatta X bagimsiz
degiskeninin Y bagimli degisken iizerindeki etkisi, aract degisken varliginda
istatistiksel olarak anlamli oldugu durumlarda dahi anlamli bir araci etkinin
varhigindan s6z etmek mimkiindiir (10). Bu nedenle X bagimsiz degiskeninin Y
bagimli degisken tlizerindeki etkisinde meydana gelen azalisin istatistiksel olarak test

edilmesi gerekir.

Yine Baron ve Kenny’nin X bagimsiz degisken ile Y bagimli degisken
arasindaki iliskinin anlamli olmasi kosulu ozellikle tam araci etkinin oldugu
durumlarda aract degisken etkisinin tespitinde testin giiciinii azaltmaktadir (11).
Calismalarda X ve Y degiskenleri arasindaki iliskinin istatistiksel olarak anlamli
olmadig1 ancak araci degisken etkisinin anlamli bulundugu pek ¢ok durumla

karsilasilmaktadir.

Nedensel adim yaklasimi, modelde araci degisken etkisinin istatistiksel olarak
test edilmesinden ziyade aracilik etkisinin kosullarini tanimlamaktadir. Bu nedenle,
caligmalarda ¢ok yaygin olarak kullanilsa da bu yaklagimin bazi sinirliliklar
mevcuttur. Nedensel adim yontemleri, yukarida yer verilen 1, 2 ve 3 no.lu kosullarin
yerine gelip gelmedigini birlikte test edilmesine imkan vermemekte ayrica X
bagimsiz degiskeninin Y bagimli degisken iizerindeki dolayli etkisinin boyutunu

hesaplayamamaktadir (3).
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MacKinnon ve arkadaslari (2002) yaptiklari benzetim ¢alismasi ile nedensel
adim yonteminin [.Tip hataya yol actigini ve bu yontemde testin giiciiniin ¢ok diisiik
oldugunu gostermislerdir. West ve Aiken (1997) modelde birden fazla araci degisken
bulundugu durumda nedensel adim yontemi ile her bir araci degiskenin etkisinin

hesaplanmasinin zor oldugunu belirtmislerdir.

Wood vd. (2009) ise yaptig1 ¢alismada ozellikle ¢ok degiskenli modellerde
degiskenlerin bagimsiz oldugunun varsayildigi, regresyon modelinin anlamli olup
olmadiginin ihmal edildigi ve katsayilarda meydana gelen ¢ok kiiciikk degisimlerin
istatistiksel olarak anlamlilig1 bile test edilmeden kismi aracilik olarak kabul edildigi

gibi pek cok hataya diisiildiigiinii ifade etmistir.
Katsayilara iliskin Testler

Nedensel adim yaklasimi disinda aracilik etkisinin tespiti i¢in kullanilan test
yontemlerinde 2.3, 2.4. ve 25. no.du Egsitliklerde yer verilen regresyon
denklemlerinden elde edilen katsayilarin kullanilmakta oldugu goriilmektedir.

Dolayisiyla bu yontemler katsayilara iligkin testler basligi altinda toplanmistir.

Ancak katsayilara iligkin testler olarak siniflandirilmis olan bu testler de
kendi iglerinde ikiye ayrilmaktadir. Bu ayrigma soz konusu denklemlerden elde
edilen katsayilarin kullanimina gore belirlenmektedir. Bahsi gecen katsayilar genel
olarak a ve b Kkatsayilarinin ¢arpimindan elde edilen ab ile ¢ ve ¢’ katsayilarinin

farkindan elde edilen ¢ — ¢’ olmak tizere iki farkli sekilde kullanilmaktadir.

Katsayilarin farki adi verilen, ¢ — ¢’ degeri, 2.3. ve 2.5. no.lu Esitliklerden
elde edilir ve aract degisken varliginda bagimsiz degiskenin bagimli degisken
tizerindeki etkisinin azalisin1 temsil eder. Bu azalisin test edilebilmesi igin

matematiksel olarak ifade edilmesi gereklidir (12):

Toplam Etki=Arac1 Etki + Dogrudan Etki
Araci Etki=Toplam Etki — Dogrudan Etki

Yukaridaki formiilden araci degisken etkisinin anlamlilik testinin, toplam etki

ile dogrudan etkinin arasindaki farkin (¢ —c¢") anlamlilik testine esit oldugu
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anlasilmaktadir. Dolayisiyla aract degisken etkisinin anlamlilik testi temel olarak,
katsayilar arasindaki farkin, bu farkin standart hatasina boliinmesi ve ¢ikan degerin

standart normal dagilim ile karsilastirilmasina dayanir.

Katsayilarin ¢arpimi olarak tanimlanan ab , degeri ise 2.4. ve 2.5. no.lu
Esitliklerden elde edilir. a yolu bagimsiz degiskenin aract degiskeni ne oOlglide
degistirdigini, b yolu ise araci degiskenin bagimli degiskeni ne 6l¢iide etkiledigini
6lcmektedir. Dolayistyla aract degisken etkisi, X bagimsiz degiskeni-araci degisken
ve aract degisken-Y bagimli degiskeni arasindaki yol katsayilarinin ¢arpimina esittir
(13). Araci degiskenin istatistiksel anlamlilik testi i¢in modeldeki a ve b yollarinin
katsayilarinin, bu katsayilarin g¢arpiminin standart hatasina boliinmesi gereklidir.

Yapilan islem sonrasinda elde edilen deger ise Z dagilimi ile karsilagtirilmaktadir.
Katsayilarin Farki Yaklasim

Nedensel adim yaklasiminin yaygin olarak psikoloji alanindaki kullaniminin
aksine, katsayilarin farki yaklagimi pek ¢ok farkli disiplinde kullanilmak iizere aract
degiskenin etkisinin test edilmesi igin gelistirilmis bir yontemdir. Bu yaklasimda
katsayilar arasindaki farkin test edilmesine iligskin farkli anlamlilik testleri ile farkli
test hipotezleri onerilmistir. Onerilen ilk hipotez, bagimsiz degisken ile bagiml
degisken arasindaki iliskinin modelde aract degiskenin yer almasindan 6nce ve sonra
karsilastirmasina dayanir. (c-c’) Diger bir hipotez ise, modelde araci degiskenin yer
almasindan once bagimsiz degisken ile bagimli de8isken arasindaki korelasyon
katsayis1 ile araci degisken varliginda bagimsiz degisken ile bagimli degisken

arasindaki kismi korelasyon katsayisinin karsilastirmasi tiizerine kurulmustur.

(oxy — Pxy.m)

Hipotez 1 (c-c’) : Katsayilarin farki yaklasiminda Onerilen istatistiklerden
yokluk hipotezi Hy:c — ¢’ = 0 olan yontemlerden ilki olan Freedman ve Schatzkin
(1992) yontemi c ile ¢’ arasindaki korelasyonu elde ederek, uyarlanmig ve
uyarlanmamis regresyon katsayilarinin varyans ve kovaryanslari iizerindeki standart
hatanin kullanildig1 bir esitlik elde etmislerdir (3). Esitlik 2.6. ile bu formiil

gosterilmistir.
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OFs = \/Gcz + 04 — 20,01~ p)Z(M (2.6.)

c—cr
In—2 =
\/a§+acz,—2(fcac, [1-p%y

Bu esitlikte pyys, bagimsiz degisken ile araci degisken arasindaki korelasyonu

2.7

gostermektedir. o2, ¢ katsayisinin standart hatasi; o2 ise ¢’ katsayisinm standart
hatasidir. Formiilden elde edilen deger Esitlik 2.7. yardimi ile t dagilimi ile
karsilastirilir ve buradan katsayilar arasindaki farkin anlamli olup olmadigina karar

verilir.

McGuigan and Langholtz (1988) ise calismalarinda ¢ ve ¢’ regresyon

katsayilarinin farkina iliskin bir standart hata formiilii gelistirmislerdir. Buna gore;

oML = \/O-c2 + Gczr — 2(pecr0:0¢1) (28)

c—c/

(2.9))

ty—2 =
\/O'CZ‘*'O'CZI_Z(PCCIO'CO'C')

Yukarida bahsedilen iki istatistikte oldugu gibi yine katsayilar arasinda fark
yoktur hipotezinden yola ¢ikilarak Clogg ve arkadaslar1 (1992) katsayilar arasindaki

farkin standart hatasina iliskin bir istatistik 6nermislerdir.

omselpxm|

Oclogg =T lpxmloe (2.10)
0gg UX[n(l—pi,M)] c
ty_3 = —— (2.11)
|PXMaC,|

Clogg ve arkadaslar1 calismalarinda ayrica c-c¢’ katsayilar1 farkinin,
yukaridaki formiil ile hesaplanan standart hatasina boliinmesinin, Hy: § = 0 yokluk

hipotezinin test edilmesi ile ayni sonucu verdigini gostermislerdir. Buradan araci
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degisken etkisi test edilirken, [’nin anlamliliina bakilabilecegi sonucu

anlasilmaktadir.

Hipotez 2 (pxy — pxy.m): Diger katsayilarin farki yaklasimlarindan farkl
olarak ise Olkin ve Finn (1995) ¢alismalarinda pyy — pxy » Korelasyon katsayilarinin
farkini test etmislerdir. Dolayisiyla test edilen yokluk hipotezi Hy: pxy — pxy.m = 0
seklindedir. Burada pyy, bagimsiz degisken ile bagimli degisken arasindaki
korelasyon katsayis1 ve pyy ., M araci degiskeni varliginda X bagimsiz degiskeni
ile Y bagimli degiskeninin kismi korelasyon katsayisidir. S6z konusu hipotezde test
edilen basit ve kismi korelasyon arasindaki fark, araci degiskenin basit korelasyonu

ne derece degistirdiginin ol¢iisiidiir.

Basit ve kismi korelasyonun farkinin sifir olmadigi durumlar da séz konusu
olabilmektedir ancak bagimsiz degisken icin araci degisken ile bagimli degiskeninin
pargali korelasyonu sifirdir. Ancak bdyle durumlarda, araci degisken ile bagimsiz
degisken arasinda bir iliski olmasa da sonug¢ araci degisken etkisinin oldugunu

gostermektedir.

PXY—PMYP
Prark = Pxy— =" (2.12)
(1=piry) A=Piuy

7 = PXYy—PxXy M (2.13.)

OOF

Olkin ve Finn (1995), basit ve kismi korelasyonun farkinin standart hatasini
hesaplamak i¢in ¢ok degiskenli delta metodunu kullanmislardir. Bu metot yardim ile
bulduklar1 standart hatayr korelasyonlar arasindaki farka bdlerek, ¢ikan sonucu

standart normal dagilim ile karsilastirmislardir.

Katsayilarin farki yaklasimi cercevesinde yukarida bahsedilen 4 farkl
istatistikte, ¢esitli katsayilar yardimiyla araci degiskenin etkisi ve onun standart
hatast  hesaplanmigtir. Bunlardan Clogg ve arkadaglarinin c¢aligmalarinda
kullandiklar test hipotezi, bagimsiz degisken ile araci degiskenin sabit oldugunu
varsaymaktadir. Ancak bu araci degisken icin pek de olasi bir durum degildir. Olkin

ve Finn’in calismalarinda ise araci degisken ile bagimli degisken arasinda higbir
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iliski bulunmamasina ragmen bazi durumlarda yontemin yine de araci degisken

etkisini kabul ettigi goriilmektedir.

Ayrica katsayilarin farki yaklagimina iligkin Onerilen tiim yontemlerde,
modelde birden fazla araci degisken oldugu durumda katsayilar ve onlarin farklarmin

anlamlilik testleri genellestirilememektedir (3).
Katsayillarin Carpimi Yaklasimi

Katsayilarin ¢arpimi yaklagimi, aracilik modelinin yol diyagrami (Bkz. Sekil
2.1.) seklinde tanimlanmasinin ardindan diyagrami olusturan yollarin katsayilarinin

carpilmasina dayanmaktadir.

Bu yaklasimda aract degigskenin varligi, a ve b yollarinin ¢arpimi ile elde
edilen araci degisken etkisinin, standart hatasina boliinmesi ile test edilmektedir.
Buradan c¢ikan deger ise standart normal dagilim ile karsilastirilmaktadir.

Yaklasimda test edilen yokluk hipotezi Hy: ab = 0 ‘dir.

Katsayilarin farki yaklasiminda oldugu gibi katsayilarin ¢arpimi yaklagiminda
da farkli varsayimlara dayanan cesitli standart hata formiilleri Onerilmistir. Bu
formiillerden en bilinen ve yaygin olarak kullanilanit Sobel (1982)’in ¢aligmasidir.
Sobel yaptig1 calisma ile araci degisken etkisi i¢in bir anlamlilik testi gelistirmistir.
Sobel’in gelistirdigi asagida yer alan formiil (Esitlik 2.14.) , X bagimsiz degiskeninin
Y bagimli degiskeni {lizerindeki dolayli etkisinin (ab) standart hatasinin

hesaplanmasinda kullanilir.

o5 = /b%S2 + a®S} (2.14))

Yukaridaki formiilde bagimsiz degiskenin yol diyagraminda da (Bkz. Sekil
2.1.) gosterildigi gibi araci1 degiskene olan etkisi (Yol a) a harfi ile sembolize edilmis,
bu katsaymin standart hatasi ise S, ile gosterilmistir. Araci degiskenin bagiml
degiskene etkisi (Yol b) ise b harfi ile simgelenmis ve bu katsaymin standart hatasi
S, olarak gosterilmistir. Aract degisken etkisinin istatistiksel olarak onemli olup

olmadigin test etmek i¢in asagida yer verilen formiil kullanilmaktadir.
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b
7=— (2.15.)

/b253+a25§

S6z konusu formiil sonucunda elde edilen deger, standart normal dagilim ile
karsilastirilarak araci degisken etkisinin istatistiksel olarak anlamli olup olmadigina

karar verilir. (z>1.96 oldugunda p<.05’tir.)

Aract degisken etkisinin testi i¢in gelistirilen bir diger standart hata formiilii

de Aroian (1994) tarafindan 6nerilmistir:

04 = \/b2SZ + a?S? + S2S2 (2.16.)

Esitlik 2.15. ile elde edilen standart hata degeri, a ve b regresyon
katsayilarinin ¢arpimina boliiniir ve c¢ikan sonucun standart normal dagilima

uygunluguna karar verilir.

7= ab 2.17)

Jb25§+aZS§+S§S§

Esitlik 2.17.’nin Sobel’in 6nermis oldugu 2.15. no.lu Esitlikten farki; iki
varyansin c¢arpimlarinin da formiilde yer almasidir. Ancak bu deger genellikle
oldukga kiigtiktiir.

Goodman (1960) tarafindan dolayli etkinin standart hatasina iliskin onerilen

formiile asagida yer verilmistir:

o; = /b2SZ + a?SE — S2S? (2.18)

Buradan araci degisken etkisinin anlamlilik testi icin elde edilecek olan

degere 2.19. no.lu Esitlik yardim ile ulagilir.

z= ab (2.19)

\/b255+a255—s§s§

Esitlik 2.24. ile elde edilen deger yine standart normal dagilim ile

karsilastirilir.
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MacKinnon, Lockwood ve Hoffman (1998) yukarida bahsedilen araci
degisken etkisinin anlamlilig1 i¢in kullanilan ab /o, yontemlerinin, a ve b regresyon
katsayilarinin genellikle normal dagilmamasi nedeniyle diisiikk bir gilice sahip
oldugunu belirtmislerdir (3). a ve b regresyon katsayilar1 siklikla yiiksek basiklikla

asimetrik bir dagilim gostermektedir.

MacKinnon ve arkadaglar1 (1998 ve 2001) yaptiklar1 c¢aligmalarda araci

degisken etkisinin testi i¢in 3 farkli alternatif sunmuslardir. Bunlar:
a) Hy:ab/o,, = 0 yokluk hipotezi i¢in ab /0o, 1n ampirik dagilima,

b) Hy:z,z, =0 yokluk hipotezi ic¢in iki standart normal degiskenin

carpiminin (z,zp) dagilimi,

C) Hy:ab =0 yokluk hipotezi i¢in a ve b regresyon katsayilarinin

carpimlarinin (ab) asimetrik gliven sinirlaridir.

Ik alternatif icin MacKinnon ve arkadaslar1 (1998) a ve b degerleri ile elde
edilen ab’nin ampirik 6rneklem dagilimimi hesaplamak i¢in bir benzetim g¢aligsmasi
yapmiglardir. Bu 6rneklem dagilimi temelinde, farkli anlamlilik diizeyleri igin kritik
degerleri belirlemislerdir. Elde edilen dagilim, normal dagilimdan farkli oldugu icin
caligmada bu test istatistigi z’ olarak belirlenmistir. Bu test istatistigine 2.20. no.lu

Esitlikte yer verilmektedir:

’ ab

7= (2.20))

/bzs§+azs§

Ikinci alternatifte ise araci degisken etkisinin testi igin iki z istatistigi
(z = a/oy, z, = b/ay) birbiri ile ¢arpilmaktadir. a ve b regresyon katsayilarinin
normal dagildig1 varsayilirsa, z,z;, teriminin anlamlilik testi i¢in de bu varsayim
gecerlidir.(P = z,z;,) Daha sonra rasgele degiskenlerin ¢arpimi dagilimma (P =

Z,7p) dayali kritik degerler kullanilarak a ve b yollar1 z degerlerine doniistiiriiliir.

Ucgiincii alternatif ise asimetrik giiven smirlarmi, rasgele degiskenlerin
carpiminin dagilimina dayali normal olmayan araci degisken dagilimina uygun

olacak sekilde diizenlemektedir. Bu yontemde de yine iki farkli z istatistigi z, =
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a/o, ve z, = b/oy, hesaplanir. Bu degerler, Meeker ve arkadaslariin (1981) alt ve
iist anlamlilik diizeylerini bulmak icin kullandiklar1 tablolardan iki rasgele
degiskenin ¢arpiminin kritik degerlerini tespit etmek i¢in kullanilir. Bulunan kritik

degerler alt ve iist giiven sinirlar1 i¢in asagidaki formiillerde kullanilir:
Ust giiven siniri=ab + st kritik sinr * oy,
Alt gliven siniri= ab + alt kritik sinr * gy,

Buradan araci degisken etkisinin anlamlilik testi Esitlik 2.21. ile yardimi ile

yapilir:
ab + GS\/b?SZ + a?S} 2.21.
b

Yukaridaki esitlik sonucunda elde edilen giiven sinirlari sifir1 igermiyorsa,

araci degisken etkisinin anlamli oldugu sdylenir.

Katsayilarin carpimi yaklagimi yontemlerinde yine temel olarak a ve b
katsayilarin ¢arpilmasindan elde edilen araci degisken etkisi ve bu etkinin standart
hatast hesaplanmaktadir. Ancak katsayilarin farki yontemlerine gore bir avantaj
olarak katsayilarin carpimi yontemleri, birden fazla araci degiskenin bulundugu

modeller i¢in de gegerliligini korumaktadir.

2.4.3. Testlerin Degerlendirmesi

MacKinnon ve arkadaglar1 (2002) araci degisken etkisinin test edilmesi i¢in
onerilen yontemlerin karsilastirmasin1 yapmak ve en dogru sonucu veren yontemleri
belirlemek igin bir benzetim g¢alismasi yiirtitmiislerdir. Calismada yontemler temel

olarak 1. Tip Hata ve istatistiksel gii¢c yoniinden kiyaslanmistir.

Benzetim caligmasi araci degisken ve bagimli degiskenin siirekli degisken
oldugu, bagimsiz degiskenin ise siirekli ya da ikili degisken oldugu modeller i¢in
kurgulanmistir. Sonuglar yorumlanirken, bagimsiz degiskenin siirekli oldugu
modeller ile ikili degisken oldugu modeller arasinda farklilik goriilmemesinden

otiirti, sonuglar yalnizca siirekli degiskenler i¢in yorumlanmustir.
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Calisma sonucunda en yaygin kullanilan yontem olan nedensel adim
yaklasim yontemlerinin 1. Tip Hata olasiliklariin yiiksek oldugu ve test giicliniin ise
diger yontemlere gore en diisik oldugu ortaya konmustur. Katsayilarin farki
yaklasimi yontemlerinin, nedensel adim yoOntemlerine kiyasla test giicliniin daha
yiikksek oldugu ancak 1. Tip Hata olasiliklarinin Clogg ve arkadaslar1 (1992) ile
Freedman ve Schatzkin (1992)’nin 6nerdikleri test istatistikleri haricinde yine yiiksek
oldugu tespit edilmistir. Katsayilarin ¢arpimi yaklasimi yontemlerinin ise nedensel
adim yontemlerine kiyasla testin giicii bakimindan daha gii¢lii olmakla birlikte 1. Tip

Hata olasiliklart ytiksektir.

Calismada test edilen ¢ farkli yaklagima ait yoOntemler istatistiksel
performans bakimindan 3 kategoriye ayrilmistir. Ik grupta nedensel adim ydntemleri
yer almakta, bu yontemler tiim kosullarda en diisiik istatistiksel giicii gdstermektedir.
Ikinci kategoride ise katsayilarm ¢arpimi yontemlerinden P = z,z, Ve z' = ab/og,
testleri ile katsayilarin farki yontemlerinden Clogg ve arkadaslari (1992) ile
Freedman ve Schatzkin (1992)’nin 6nerdikleri testler performans bakimindan benzer
cikmigtir. S6z konusu bu dort yontem a ve b katsayilart sifira esit degilken yiiksek
istatistiksel glice sahip iken, a ve b katsayilarinin sifira esit oldugu durumunda en
uygun 1. Tip Hata oranina sahiptir. Caligmaya gore a ve b katsayilariin aldig1 pek
cok degere gore bu dort yontem en iyiden baslayarak dizilecek olur ise siralama
z'=ab/o,, testi, P =1z,z, testi, Clogg testi ve son olarak Freedman ve

Schatzkin’in 6nerdigi test seklindedir.

Kalan diger tiim yoOntemler ise performans acisindan tek bir grupta
degerlendirilmis ve {iglincli bir kategoride siniflandirilmistir. Bu yontemler a ve b
katsayilarinin sifira esit oldugu durumda testin giicii ve 1. Tip Hata yoniinden diisiik
performans gostermektedir. Ancak a ve b katsayilarindan birinin sifira esit oldugu

durumda 1. Tip Hata bakimindan uygun sonug¢ vermektedirler.

Araci degiskenin testine iligkin Onerilen tiim yontemler igerisinde akademik
caligmalarda en sik kullanilan yaklasim nedensel adim yaklagimidir. Sobel testi ise
genellikle nedensel adim yonteminde son adimin istatistiksel olarak anlamliligini
kontrol etmek i¢in kullanilmaktadir (14). Katsayilarin ¢carpimi yaklagimlari arasinda

en yaygin kullanilan yontem olan Sobel testinin en 6nemli kusuru ise araci degisken
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etkisinin normal dagildigint varsaymasidir. Diger taraftan araci degisken etkisinin

orneklem dagilimi, ¢arpiklik ve basiklik seklinde asimetrik olma egilimindedir (15).

Literatiirde arac1 degisken etkisinin analiz edilmesine iligkin 6ne siiriilen pek
cok yontem ve bu yontemleri inceleyen pek ¢ok calisma mevcuttur. Ancak araci
degiskenin anlamliliginin test edilmesine iligkin kesin bir metot heniiz

gelistirilmemis oldugundan bu konudaki belirsizlik devam etmektedir (16).
2.5. Diizenleyici Etki Analizi

Diizenleyici degisken temel olarak bagimsiz degisken ile bagimli degisken
arasindaki iligkinin giiciinii veya yoniinii etkileyen degisken olarak tanimlanir (4).
Diger bir ifadeyle diizenleyici degisken, bagimsiz ve bagimlhi degisken arasindaki
iligkinin giiciinii artirabilir, azaltabilir ya da bu iliskinin yoniinii degistirebilir.
Diizenleyici degisken; cinsiyet, egitim durumu, medeni hal gibi niteliksel olabilecegi
gibi, beden kitle indeksi, boy, kandaki glikoz seviyesi gibi niceliksel olabilir.
Diizenleyici etki ise iki degisken arasindaki iliskinin {igiincii bir degiskenin aldig

degerlere gore gosterdigi degisim olarak tanimlanabilir.

Ozellikle sosyal psikoloji alan1 basta olmak iizere cesitli bilim dallarinda
yogun olarak kullanilmakta olan diizenleyici etki analizi, 1986 yilinda Baron ve
Kenny tarafindan yayinlanan makale sonrasinda arastirmalarda olduk¢a yaygin

olarak kullanilmaya baslanmistir.

Bir X bagimsiz degiskeni ile Y bagimli degiskeni arasindaki iliskinin
derecesi, liglincli bir degisken olan Z’nin seviyelerinden etkileniyor ise Z’ye iki
degiskenin arasindaki degiskenin diizenleyicisi (moderatorii) denir. X, Y ve Z

degiskenleri arasindaki iliski Sekil 2.2. yardimiyla aciklanmustir.

Bagimsiz Degisken (X) #  Bagumli Degisken (Y)

Diizenleyici Degisken (7)

Sekil 2.2. Diizenleyici Degiskenin iliskisel Yapiya Etkisi
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Modelde diizenleyici degiskenin iligkisel olarak ne sekilde yer aldigi, araci
degiskende oldugu gibi path diyagrami ile gosterilebilir. Diizenleyici degiskenin
bulundugu bir modelin diyagram yardimiyla gosteriminde ii¢ farkli nedensel yol
tanimlanir. S6z konusu ii¢ yol; bagimsiz degiskenin bagimli degisken ile iliskisi,
diizenleyici degiskenin bagimli degisken ile iligskisi ve bagimsiz degisken ve
diizenleyici degiskenin birlikte bagimli degisken ile iliskisini temsil etmektedir. Bu

tic nedensel yol Sekil 2.3.’de sematize edilmistir.

Bagimsiz Degisken (X) a
Diizenlevici Degisken (7) Bagimli Degisken (Y)
s
Bagimsiz Degisken (X)
*Diizenlevici Degisken (£)

Sekil 2.3. Temel Diizenleyici Degisken Modeli

Yukarida yer verilen Sekil 2.3’den gortildiigl gibi a yolu bagimsiz degiskenin
bagimh degisken tizerindeki etkisini, b yolu diizenleyici degiskenin bagimsiz
degisken iizerindeki kontrol etkisini ve ¢ yolu ise bagimsiz ve diizenleyici degiskenin
etkilesiminin bagimsiz degisken iizerindeki etkisini sembolize etmektedir.
Diizenleyici degisken etkisinin test edilmesinde kurulacak olan hipotez, ¢ yolunun
istatistiksel olarak anlamli olup olmadigini test etmektedir. Temel diizenleyici etki
modelinde a ve b yollarinin da istatistiksel olarak anlamli ¢gikmasi miimkiin olmakla

birlikte bu yollar diizenleyici degiskenin test edilmesi amaciyla kullanilmamaktadir.

Diizenleyici degisken etkisinin varlig i¢in diizenleyici degisken ve bagimsiz
degiskenin carpimi olan etkilesim teriminin istatistiksel olarak anlamli kabul
edilmesi gereklidir. Ancak bunun yaninda modelde iki varsayimin daha saglanmasi
kosulu bulunmaktadir. Baron ve Kenny (1986)’ye gore diizenleyici degisken
modelinde, diizenleyici degiskenin, bagimli ve bagimsiz degisken ile nedensel bir
iligkisinin bulunmamasi gereklidir. Modele iliskin bir bagka varsayim ise diizenleyici

degisken ile bagimsiz degiskenin birbirleriyle 6nciil-ardil iliskisinin bulunmayacak
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sekilde ayn1 diizeyde bulunmasidir. Diger bir ifadeyle bagimsiz degiskenin bagimli
degiskeni etkilemesi ile diizenleyici degiskenin bagimli degiskeni etkilemesi
tamamen bagimsiz yollardan (a ve b) olmaktadir. Bu varsayim araci degisken ile
diizenleyici degisken arasindaki en 6nemli farki yaratmakta, iki degiskenin tespiti
asamasinda olduke¢a belirleyici olmaktadir. Diger taraftan 6zellikle bazi arastirma
alanlarinda bagimsiz degisken ile diizenleyici degisken arasinda hi¢ bir iligkinin
olmamasi sik rastlanan bir durum degildir. Cogu durumda bu iki degisken arasinda
mutlaka az da olsa bir iliskinin varligi so6z konusudur. Burada 6nemli olan
arastirmacilarin ne kadarlik bir iligskiyi goz ardi edebileceklerine karar vermeleridir
(16). 1ki degisken arasinda yiiksek derecede iliski ¢ikmasi durumunda basit bir
diizenleyici degisken modelinden s6z edilemez ve burada daha karmasik iliski

yapilariin varligi s6z konusudur.

Diizenleyici degisken etkisinin anlamli olup olmadig1 sorgulanirken, bagimsiz
degisken ile bagimli degisken arasinda anlamli bir iliskinin olup olmadig:
sorgulanmamaktadir. Ciinkii boyle bir iliskinin varligi, diizenleyicilik etkisi i¢in

gerekli bir sart degildir.

Diizenleyicilik etkisi, arastirmalarda ¢ogunlukla “etkilesim etkisi” olarak
daha fazla bilinmektedir. Ancak temelde “diizenleyicilik etkisi” ile “etkilesim etkisi”
arasinda ¢ok da belirgin olmayan bir ayrim s6z konusudur. Etkilesim etkisi, hem
iligkisel (bagintisal) veriler hem de deneysel veriler icin kapsamli bir uygulama
alanina sahiptir. Daha acik bir ifadeyle etkilesim etkisinin kullanilabilmesi igin
kurulan modelin illaki nedensel bir yapida olmasi gerekli degildir. Diger taraftan
diizenleyicilik etkisi, yalnizca nedensel hipotezlerin bulundugu modeller ig¢in
gecerlidir. Buradan diizenleyicilik etkisinin, etkilesim etkisinin 6zel bir durumu
oldugu cikarimma varilabilir ve diizenleyicilik etkisine “nedensel etkilesim etkisi”

ismi de verilebilir (17).

Etkilesim etkisi bir diyagram yardimi ile gosterilmek istenirse, bu diyagram
temel diizenleyici modeli sematize eden Sekil 2.2°den farkli goriinmeyecektir. Ancak
burada bir yorum farki s6z konusudur. Etkilesim etkisinde X degiskeni X; ve Z
degiskeni X, olarak tanimlanacak olursa bu iki degisken birden bagimli degiskeni

etkileyen, modelin temel (odak) degiskenleridir. Ancak diizenleyici degisken
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modelinde X bagimsiz degiskeni, bagimli degiskeni etkileyen birincil yani asil
degiskendir. Z degiskeni yalnizca X bagimsiz degiskeninin bagimli degisken
tizerindeki nedensel etkisini degistiren bir iiclincii degiskendir. Baska bir deyisle
diizenleyici degiskenin modelde nedensel etki bakimindan ikincil bir roli

bulunmaktadir (16).

Cohen ve arkadaglar1 (2003) modelde bir diizenleyici degiskenin bulunmasi
durumunda bu degiskenin, bagimsiz degisken ve bagimli degisken arasindaki iliskiyi
tic farkli tiirde etkileyebilecegini ifade etmislerdir. Diger bir ifadeyle diizenleyici
degiskenin bagimsiz degisken ile birlikte bagimli degisken iizerinde olusturduklar

etkilesim etkisinin ii¢ tlirlii meydana gelebilecegini sdylemislerdir. Bu etkilesimler:

1) Artirict Etkilesim: Bagimsiz degisken ve diizenleyici degiskenin ikisinin
birlikte bagimli degisken tizerindeki etkilerinin ayni1 yonlii oldugu ve birlikte daha

giiclii etkiye sahip olduklar etkilesimdir.

2) Tampon Etkilesim: Diizenleyici degiskenin, bagimsiz degiskenin bagimli

degisken iizerindeki etkisini zayiflatic1 bir etkiye sahip oldugu etkilesimdir.

3) Zit Etkilesim: Bagimsiz degisken ve diizenleyici degiskenin bagimli
tizerinde ayn1 etkiye sahip oldugu fakat meydana gelen etkilesimin ters yonlii bir etki

yarattig etkilesimdir.

Tiim bu etkilesimlerin yani sira diizenleyicilik etkisinde baz1 6zel durumlarla
karsilasilmas1 miimkiindiir. Diizenleyici degiskenin bir diizeyinde bagimsiz degisken
ile bagimli degisken arasinda giiclii bir iliski mevcutken diger bir diizeyinde iki
degisken arasinda iligki bulunmayabilir. Ya da diizenleyici degiskenin bir diizeyinde
bagimsiz degisken ile bagimli degisken arasinda pozitif bir iliski s6z konusu iken

bagka bir diizeyinde iki degisken arasinda negatif bir iliski bulunabilir (18).

2.5.1. Diizenleyici Degisken Etkisinin Test Edilmesi

Diizenleyici degisken etkisi test edilirken, bagimsiz degiskenin bagiml
degisken tizerindeki etkisi diizenleyici degiskenin bir fonksiyonu olarak kabul edilir.
Bu etkinin test edilmesinde kullanilacak olan yontem ise bagimsiz degisken ve

diizenleyici degiskeninin siirekli ya da kategorik degisken olup olmamasina bagh
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olarak degismektedir. Diger bir ifadeyle, modelde yer alan bagimsiz degisken ve
diizenleyici degiskenin hangi tiir degisken oldugu yapilacak olan analizi

etkilemektedir.

Diizenleyici degiskenin kategorik ya da siirekli degisken olmasina
bakilmaksizin, temel diizenleyicilik modeli asagida yer verilen Esitlik 2.22. yardimi

ile tanimlanabilir (17).

Y=i4+aX+bZ+c(X*2Z) (2.22)

Yukaridaki denklemde i sabit terim, a bagimsiz degiskeninin (X) kismi
regresyon katsayisini, b diizenleyici degiskenin (Z) kismi regresyon katsayisini ve ¢
ise diizenleyicilik etkisini olusturan bagimsiz degisken ile diizenleyici degiskenin

carpim teriminin (X*Z) kismi regresyon katsayisini ifade etmektedir.

Baron ve Kenny (1986), diizenleyici degisken etkisinin testinde 4 farkl

durumun mevcut oldugunu vurgulamislardir. Bunlar;

1) Modelde iki degiskenin de kategorik degisken olmasi

2) Modelde bagimsiz degiskenin siirekli diizenleyici degiskenin kategorik
degisken olmasi

3) Modelde diizenleyici degiskenin siirekli bagimsiz degiskenin kategorik
degisken olmasi

4) Modelde iki degiskenin siirekli degisken olmas1 durumlaridir.

Ancak Frazier ve arkadaslar1 (2004), 2 ve 3’te yer alan durumlarin birbirinden
farkli olmadigin1 savunmus ve bu durumu modelde bir siirekli bir kategorik

degiskenin oldugu durum olarak genellemislerdir.
1) Modelde bagimsiz ve diizenleyici degiskenin kategorik degisken olmasi

Modelde bagimsiz ve diizenleyici degiskenin kategorik degisken olmasi
durumu diizenleyici degisken etkisinin test edilmesinde karsilasilabilecek en sade
yapidir. Baron ve Kenny (1986)’e¢ gore boyle bir modelde iki yonli ANOVA
yonteminin Kullanilmas: istatistiksel agidan uygundur. Bu yontem ile diizenleyici

degiskenin her bir kategorisi i¢in bagimsiz degiskenin bagimli degisken iizerindeki
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etkisi hesaplanir ve sonrasinda ise gruplar arasindaki farkin anlamliligi test
edilmektedir. Ancak yine d¢ ANOVA’nin regresyon yontemine gore daha kisitli bir
yontem oldugu diisiiniilerek regresyon yonteminin kullanilmasi énerilir. Ozellikle
daha karmasik yapilarin analiz edilmesinde regresyon yontemi oldukg¢a avantajlidir.
Cohen ve arkadaslarma (2003) gore modelde kategorik degiskenlerin olmasi
durumunda dahi degiskenlerin kategori ile kodlanmasina gore ¢oklu regresyon daha

iyi performans gostermektedir (16).

2) Modelde bagimsiz degiskenin siirekli diizenleyici degiskenin kategorik

degisken olmasi

Baron ve Kenny (1986) modelde bagimsiz degiskenin siirekli diizenleyici
degiskenin kategorik degisken olmasi durumunda diizenleyici degisken etkisi test
edilirken, diizenleyici degigskenin farkli kategorik diizeyleri i¢in bagimsiz degisken
ile bagimh degisken arasindaki korelasyon katsayisinin hesaplanarak, bu
korelasyonlar arasindaki farkin test edilmesi gerektigini sOylemistir. Ancak bu
karsilagtirma yapilirken, diizenleyici degiskenin her bir diizeyi icin olusturulmus
gruplarin varyanslarinin esit oldugu varsayilmaktadir. Diger taraftan korelasyonlarin
varyans degisimlerinden etkilendigi gz oniline alinmalidir. Regresyon katsayilari ise
bagimsiz degiskenin varyansindaki degisimlerden etkilenmemektedir. Bu nedenle
Duncan (1975)’a gore bagimsiz degiskenin bagimli degisken iizerindeki etkisi
Olctilirken korelasyon katsayilarimin  yerine standartlastirilmamis regresyon

katsayilarinin kullanilmasi daha uygundur (4).

3) Modelde bagimsiz degiskenin kategorik diizenleyici degiskenin siirekli

degisken olmasi

Modelde bagimsiz degiskenin kategorik diizenleyici degiskenin siirekli
degisken olmasi durumunda ise Baron ve Kenny (1986)’e gore diizenleyici degisken
etkisini test etmek icin tek bir hipotez kurulamaz. Diizenleyici degiskenin siirekli
olmast nedeniyle farkli diizeyleri i¢in farkli hipotezlerin kurulmasi gereklidir.
Diizenleyici degisken, bagimsiz ve bagimli degisken arasindaki iligkiyi li¢ farkh
yoldan etkileyebilir. Bunlar Sekil 2.4.’te gosterilmistir. Kurulan hipotezin dogrusal

olmas1 durumunda analiz yontemi olarak regresyon denklemleri kullanilmaktadir.
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Cohen&Cohen (1983)’e gore hipotezin kuadratik olmasi durumunda ise hiyerarsik

regresyon yontemi tercih edilmektedir (4).

Sekil 2.4. Diizenleyici degiskenin, bagimsiz degisken ile bagimli degisken arasindaki iliskiyi etkileme
yollar1 sirastyla: dogrusal, kuadratik ve adimsal

Diizenleyici degisken, bagimsiz ve bagimli degisken arasindaki iligkiyi
adimsal fonksiyon olarak etkilemesi durumunda ise siirekli diizenleyici degisken,
ikili kategorik degiskene doniistiiriiliir. Bu durumda ise modelde diizenleyici
degisken ve bagimsiz degisken kategorik degisken olacagi i¢in analizde ANOVA ya

da regresyon yontemi kullanilir.

Diger taraftan Frazier ve arkadaslari (2004) modelde en az bir degiskenin
sayisal Olgekle Olglilmesi durumunda regresyon analizinin, ANOVA’ya gore
istatistiksel giic bakimindan ¢ok daha basarili oldugu sdylemistir. Burada diizenleyici
degiskenin ya da bagimsiz degiskenin herhangi birinin siirekli degisken olmasi
kastedilmektedir. Boyle modellerde regresyon analizi, degiskenlerin siirekli yapisinin
korunmasma imkan vermekte ve ayrica degiskenlerin kategoriklestirilmesi ile
olusturulan yapay gruplarin Kkarsilastirilmasinda ortaya c¢ikabilecek sorunlar,
regresyon analizinde yasanmamaktadir (18). Diger taraftan Aguinis (1995) modelde
en az bir degiskenin siirekli olmas1 durumunda diizenleyici etkinin testi i¢in en uygun
yontemin c¢oklu hiyerarsik regresyon oldugunu sdylese de etkilesim etkisinin
tespitinde bu yontemin diisiik bir test giiciine sahip oldugu yoniinde elestiriler de s6z
konusudur. Aguinis ve arkadaslar1 (2001) yaptiklar1 ¢alismada etkilesim etkisinin
tespitinde, giicilin tavsiye edilen deger olan 0.80’den ¢ok daha az oldugunu 0.20 ile
0.34 arasinda bir deger araliginda oldugunu gostermislerdir (18). Diger taraftan konu
ile ilgili yapilan pek ¢ok ¢alismada etkilesim etkisinin test edilmesinde giiciin rapor

edilmedigi goriilmektedir.
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4) Modelde bagimsiz degiskenin ve diizenleyici degiskenin siirekli degisken

olmas1

Baron ve Kenny (1986)‘e gore modelde bagimsiz degisken ve diizenleyici
degiskenin ikisinin birden siirekli degisken olmast durumunda diizenleyici
degiskenin, bagimsiz ve bagiml degiskenler arasindaki iligkiyi adimsal fonksiyon
seklinde etkiledigi diisliniiliiyorsa, analizi kolaylastirmak adina diizenleyici degisken,
ikili kategorik degiskene doniistiiriiliir. Bu islem sonucunda model artik bir siirekli
bagimsiz degiskenin ve bir kategorik diizenleyici degiskenin bulundugu yapiya
doniisiir ve gruplar arasinda karsilagtirma yapilir. Ancak siirekli degiskenden
kategorik degiskene yapilan boyle bir doniisiimiin 6nemli 6l¢iide bilgi kaybina neden
olmaktadir. Diizenleyici degiskenin, bagimsiz ve bagimli degiskenler arasindaki
iligkiyi dogrusal ya da kuadratik olarak etkiledigi diisiiniiliiyorsa, model bagimsiz
degiskenin kategorik diizenleyici degiskenin siirekli oldugu duruma doniisiir ve

analizde sirasiyla regresyon ya da hiyerarsik regresyon yontemi kullanilir.

Genel olarak modelde en az bir siirekli degiskenin bulunmasi durumunda
stirekli degiskenler belirli kesme noktalar1 kullanilarak boliimlere yani kategorilere
ayrilir. Olusturulan bu yapay gruplar arasindaki korelasyon katsayilari bulunarak
karsilagtirilmakta ya da ANOVA yontemi ile gruplar arasindaki fark
hesaplanmaktadir (18). Ancak bu durum siirekli degiskenden elde edilecek olan
bilginin 6nemli bir kisminin kaybi anlamina gelir ayrica etkilesim etkisinin yani

diizenleyici degisken etkisinin tespitini gliglestirir.

Yapilan arastirmalara gore hiyerarsik regresyon, siirekli degiskenlerin
kategorik hale getirilmesi yontemine gore 1. ve II. Tip Hata yoniinden ¢ok daha
basarilidir (18). Diger taraftan degiskenlerden birisi ger¢ekte kategorik degisken olsa
dahi gruplar arasindaki korelasyonlarin karsilastirilmasi esnasinda olusabilecek
varyans farklilasmasi diizenleyici degisken etkisinin dogru tespit edilmesini
engelleyebilmektedir. Dolayisiyla modelde bagimsiz ve diizenleyici degiskenin
yapist ne olursa olsun dogru sonuclarin elde edilmesi i¢in regresyon ydnteminin

kullanilmas1 olduk¢a énemlidir.
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2.5.2. Testin Giiciiniin Saglanmasi

Orneklem Genisligi

Bir aragtirmada etkilesim etkisini dogru tespit etme oraninin artirilmasi igin
calismaya alinacak olan gozlem sayisinin yeterli olmasi diger bir ifadeyle 6rneklem
genisliginin belirli bir 6lgiide olmasi onemlidir. Etkilesim etkisinin az oldugu bir
modelde anlamli bir etki bulunabilmesi i¢in Orneklem genisliginin artirilmasi

gereklidir.
Degiskenlerin Secimi

Bir modelde bagimsiz, diizenleyici ve bagiml degiskenlerin se¢imi, etkilesim
etkisini azaltabilen ya da artirabilen bir etkenlerdir. Degiskenlerin tiirii de yine giicti
etkileyen bir baska faktordiir. Kategorik degiskenlerin bulundugu modelde degisken
diizeylerine gore belirlenen gruplarin farkli 6rneklem genisligine sahip olmasi testin
gliciinli diisiirmektedir. Yapilacak ¢alisma deneysel bir c¢alisma ise her bir gruba
almacak olan gozlem sayist kontrol edilebilir ancak bazi kategorik degiskenlere
(6rnegin cinsiyet gibi) miidahale etmek de miimkiin olmayabilir. Diger taraftan
gruplarin orneklem genislikleri esit iken bile gruplar arasi hata varyanslari esit
olmayabilir. Sirekli degiskenlerin bulundugu modeller i¢in ise iki farkli durum
dikkate alinmalidir. Bunlardan birisi siirekli degiskenlerin 6l¢limiinde meydana
gelebilecek hatalar, digeri ise modele etkilesim etkisini yeterli derecede
yansitmayacak c¢iktt degiskenin (bagimli degiskenin) alinmasi nedeniyle testin

giiclinlin azalmasidir.

2.5.3. Diizenleyici Degisken Analizinin Adimlar:

Aiken and West (1991) regresyon analizi yapilmadan énce modeldeki stirekli
degiskenlerin merkezilestirilmesini Onermisglerdir (10). Merkezilestirme islemi,
gozlenen her bir degerden Orneklem ortalamasinin ¢ikarilmas: seklinde
gerceklestirilir. Merkezilestirme ile bagimsiz degisken ile diizenleyici degisken
arasindaki ¢oklu baglanti sorunu ortadan kalkmaktadir. Boyle bir doniisiim islemi

diizenleyici etki testinin anlamliliginda, regresyon denklemlerinin egiminde ya da c
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regresyon katsayisinin degerinde herhangi bir degisiklik meydana getirmez. Ancak
merkezilestirme isleminin siirekli bagimli degiskene uygulanmasi gerekli bir durum
degildir.

Diizenleyici degiskenin X bagimsiz degiskeni ile Y bagimli degisken
arasindaki nedensel iliskiyi nasil etkiledigi regresyon dogrulart yardimi ile
yorumlanabilir. Diizenleyici degisken modelinin regresyonun grafigi ¢izilir.
Diizenleyici degisken siirekli ise ayn1 islem diizenleyici degiskenin anlamli kesme
noktalar1 igin gergeklestirilir (19). Regresyon denklemleri cizilirken, ana etkiler
(bagimsiz degisken ve diizenleyici degiskenin etkileri), etkilesim etkisi ve ona

karsilik gelen standartlastirllmamis regresyon katsayilari ile y kesisim noktasi

kullanilmaktadir (10).

Aiken ve West (1991) regresyon dogrularinin ¢izilmesinin ardindan bu
dogrularin egimlerinin anlamliligimin test edilmesi gerektigini vurgulamislardir (10).
Ancak anlamli diizenleyici etkinin istatistiksel olarak tespiti bazi durumlarda gii¢
olabilmektedir. Bu zorluk bagimsiz degisken ve diizenleyici degiskenin yiiksek ve
diisiik seviyelerindeki gozlemlerin homojen olmasindan kaynaklanabilmektedir.
Ayrica ana etkilerin dl¢iimiinde meydana gelen hatalar da anlamli bir diizenleyici

degisken etkisinin tespitinde yasanan giicliigiin sebeplerindendir.

Diizenleyici degisken etkisinin test edilmesinden once bu testin istatistiksel
olarak yeterince gii¢clii olabilmesi i¢in deney tasarimi yapilarak drneklem genisligine,
gruplarin esit ya da esite yakin sayida gézlem igermesine ve gruplar arasindaki hata
varyanslarinin  homojenligine dikkat edilmesi gereklidir. Analiz asamasina
gecildiginde ise regresyon denkleminin olusturulabilmesi i¢in bazi adimlarin

izlenmesi gerekmektedir (18).

1.Adim: Modelde bagimsiz degiskenin ya da diizenleyici degiskenin
kategorik olmasi durumunda bu degiskenler kod degiskenler ile temsil edilir.
Atanacak olan kod degisken sayisi, kategorik degiskenin diizey sayisina gore
belirlenmektedir. Degisken kag¢ kategorili ise kod degisken sayis1 da buna esit

olmalidir.
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Degigkenlerin  kodlanmasinda  kullanilan pek ¢ok farkli  yontem
bulunmaktadir. Bu yontemlere karar verilirken g¢aligmada sorulacak sorular baz
almir. Ornegin ¢alismada bir kontrol grubu mevcutsa ve gruplarm bu kontrol grubu
ile karsilastirilmas1 amaglaniyorsa kukla (dummy)kodlama yontemi tercih edilir. Her
bir grubun ortalamas: genel ortalama ile karsilastirllmak istenirse burada etki

kodlamasi (effects coding) yontemi kullanilmaktadir.

2. Adim: Modelde bagimsiz degiskenin ya da diizenleyici degiskenin siirekli
olmasi durumunda bu degiskenler merkezilestirilir ya da standartlastirilir.
Calismalarda, diizenleyici degisken ve bagimsiz degiskenin carpimindan elde edilen
etkilesim terimi, diizenleyici degisken ve bagimsiz degisken ile yiiksek derecede
iligkili bulunabilir. Bu duruma ¢oklu baglanti problemi adi verilmektedir. Bunun
Oniine gegilmesi igin ise merkezilestirme ya da standartlastirma islemi, ¢oklu baglanti
sorununu azalttig1 i¢in istatistiksel olarak onerilmektedir (18). Standartlastirma islemi
diger bir ifadeyle z skorlar1 ise yine pek ¢cok yonden faydalidir. Standartlagtirma, bir
degiskene iliskin her bir gézlemin z degerinin hesaplanmak suretiyle ortalamasi sifir
yeni bir dagilim elde edilmesi islemidir. Degiskenlerin standartlagtirilmasi
diizenleyici etkinin anlamliligi i¢in kullanilan grafiklerin ¢izimini ve bunlarin

yorumlanmasini kolaylastirir.

Kategorik ~ degigkenlerin ~ kodlanmasi  ve  siirekli  degiskenlerin
merkezilestirilmesi ya da standartlastirilmasi sonrasinda etkilesim etkisi i¢in ¢arpim
terimi elde edilir. Elde edilen bu terimin yeniden merkezilestirilmesi ya da

standartlastirilmasi gerekli degildir.

Yukarida deginilen adimlarin gergeklestirilmesinin ardindan yiiriitiilen
regresyon analizi, diizenleyici ve bagimsiz degiskenlerin etkilerinin yorumlanmasi,
diizenleyici etkinin anlamliligin test edilmesi ve anlamli diizenleyicilik etkisinin

grafiginin ¢izilmesinin ardindan sonuglandirilir.

Diizenleyici etki sorgulanirken ¢alismalarda genel olarak yalnizca etkilesim
etkisinin anlamlilig1 test edilmektedir. Ancak etkilesim etkisinin test edilmesinden
once regresyon analizi sonucunda elde edilen denklemde yer alan katsayilarin da

yorumlanmasi onemlidir. Bagimsiz degisken ve bagimli degisken ile diizenleyici
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degisken ve bagimli degisken arasindaki iligkiyi temsil eden bu katsayilar,
diizenleyici degisken etkisinin dogru degerlendirilmesinde son derece anlamli
bilgiler sunmaktadir. Iki degisken arasindaki iliski katsayisi, iigiincii degiskenin
degeri 0 iken hesaplandigindan bu katsayilar kosullu etki olarak da isimlendirilebilir.
Diger taraftan Aiken ve West’e gore denklem sonuglari yorumlanirken

standartlagtirillmamis regresyon katsayilari kullanilmalidir (18).

Regresyon katsayilarimin yorumlanmasinin ardindan diizenleyici degisken
etkisi test edilir. Diizenleyici etkinin anlamliliginin testine modelde yer alan
diizenleyici ve bagimsiz degiskenin veri tiiriine gore karar verilir. Modelde soz
konusu iki degiskenin birden siirekli oldugu, birinin siirekli birinin iki diizeyli
kategorik degisken oldugu ya da iki degiskenin birden iki diizeyli kategorik degisken
oldugu durumlarda tek serbestlik dereceli F testi kullanilmaktadir (18).

Calismada anlamli bir diizenleyici etkinin varlig1 kabul edildi ise, bu etkinin
iligkiyi nasil etkiledigini belirlemek i¢in regresyon denklemlerinin grafikleri
cizilebilir. Bu grafikler yardimiyla diizenleyici etkinin modeldeki rolii gorsel olarak
yorumlanabilir. Dahas1 diizenleyici degiskenin her bir diizeyi i¢in bagimsiz degisken
ile bagimhi degisken arasindaki iliskiyi temsil eden regresyon denklemlerinin
egimleri hesaplanarak, bu egimlerin test edilmesi de miimkiindiir. Ancak ikiden fazla
diizeye sahip kategorik degiskenlerin modelde olmasi durumunda kategorik
degiskenlerin kod degiskenler yardimiyla temsil edilmesi gerekmektedir. Etkilesim
terimi, degiskenlerin her bir diizeyinin ¢arpimindan elde edildiginden burada birden
fazla etkilesim terimi s6z konusudur. Yapilan F testinin anlamli ¢ikmast durumunda,
her bir etkilesim terimi ile iligkili tek serbestlik dereceli t testleri diizenleyici etkinin

belirlenmesi i¢in incelenir.
2.6. Araci Degisken Ve Diizenleyici Degisken Arasindaki Farklar

Aract degisken ve diizenleyici degiskenin her ikisi birden modelde yer alan
tiglincii bir degisken olarak tanimlanmaktadir (20). Ancak diizenleyici degisken ile
araci degisken farkli kavramlar olup, aragtirmada ayr1 ayr1 degerlendirmeleri gerekir.
En temelde araci degisken iki degisken arasindaki iliskiyi aciklarken, diizenleyici

degisken iki degisken arasindaki iliskiyi degistirir. Daha farkli ifade edilmek
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istenirse; bir bagimsiz (X) ve bir bagimli degiskenin (Y) bulundugu bir iliskisel
yapida ticiincii degisken Z, bu yapinin ortasinda bulunmakta ve X degiskeni Z’yi ve
Z degiskeni de Y’yi etkilemekte ise Z degiskenine araci degisken ismi verilmektedir.
Eger yapisal iliskide X ve Y arasindaki iliski, Z degiskenin aldig1 farkli degerlere

gore degisiklik gdsteriyor ise Z degiskenine diizenleyici degisken ismi verilmektedir.

Dahas1 araci degisken, modelde bagimsiz degiskenin ¢ikt1 degiskeni ve ayni
zamanda da bir bagimsiz degisken olarak ¢ift role sahip iken, diizenleyici degisken
modelde yalnizca bagimsiz degisken olarak tek bir role sahiptir. Dolayisiyla
diizenleyici degiskenin modeldeki rolii genellikle arastirmacilara daha anlasilir
gelmektedir. Bunun bir sebebi de diizenleyici degiskenin ayni zamanda etkilesim
etkisi olarak karakterize edilebilmesidir. Tiim bunlar arastirmalarda diizenleyici

degiskene, araci degiskene kiyasla daha sik rastlanmasi sonucunu dogurmaktadir.

Araci degisken ve diizenleyici degisken arasindaki farklar asagidaki sekilde

Ozetlenebilir:

e Araci degisken sebep ve sonug ile iliski iken, diizenleyici degisken

nedensel iligkiyi degistirir.

e Aracit degiskenin varligi i¢cin modelde bulunan bagimsiz degisken ile
bagimli degisken arasinda anlamli nedensel bir iligkinin olmasi gereklidir.
Diger taraftan diizenleyici degiskenin varligi i¢cin bu gerekli bir sart
degildir. S6z konusu iki degisken arasinda nedensel bir iligki olabilir ya da

olmayabilir.

e Araci degisken modelde bagimsiz degiskenden sonra gelir diger bir
ifadeyle onun sonucudur. Sonrasinda ise aract degisken bagimli degiskeni
etkiler ve onun nedeni olur. Diger taraftan diizenleyici degisken, bagimsiz
degisken ile birlikte bagimli degiskeni etkiler diger bir deyisle iki degisken

arasinda onciil ardil bir iliski s6z konusu degildir.

e Araci degisken ile bagimsiz degisken arasinda bir iliski s6z konusu iken
diizenleyici degisken ile bagimsiz degisken arasinda anlamli bir iliski

yoktur.
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e Yukarida da deginildigi gibi arac1 degisken modelde ¢ift role sahip iken,

diizenleyici degisken tek bir role sahiptir.

Bu farklarin haricinde iki degisken sozel olarak tanimlanmak istenirse araci
degisken daha ¢ok bir durumu, duyguyu, davranisi ya da siireci temsil etmektedir.
Diizenleyici degigken ise genellikle bir niteligi, 6zelligi, egilimi ya da karakteristigi

tanimlamaktadir.

Bir baska onemli fark ise iki degiskenin modeldeki fonksiyonlarina iligkindir.
Modelde diizenleyici degisken ve aract degiskenin bagimsiz degisken olarak rolleri
farklilik gostermektedir. Araci degisken modelde bagimli degiskenin bir nedeni
olarak nitelendiginden dolayi, bagimli degiskeni agiklamak ve araci degiskenin
nedensel roliinii gegerli kilmak icin araci degiskenin elde edilmesi asamasinda
deneyin tasarimima miidahale edilebilir. Diger taraftan diizenleyici degiskenin
bagimsiz degisken olarak rolii, nedensel iligkinin ag¢iklanmasina yardimci olmaktir.
Daha da 6nemlisi modelde diizenleyici degisken ve bagimsiz degisken arasinda bir
korelasyon bulunmamakta bu sebeple diizenleyici degisken bagimsiz degiskenden
herhangi bir sekilde etkilenmemektedir. Dolayisiyla diizenleyici degisken ¢aligmanin
deney tasarimi asamasinda miidahaleye gerek duyulmadan yalnizca gozlem yolu ile

elde edilir (17).
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3. GEREC VE YONTEM

3.1. Araci Degisken Benzetim Calismasi

Arastirmada araci degisken etkisinin test edilmesinde kullanilan yontemlerin
karsilagtirilabilmesi i¢in R programinda benzetim calismasi yiriitiilmistiir. Benzetim
calismasinda temel arac1 degisken regresyon denklemleri (Bkz. Esitlik 2.3., 2.4., 2.5.)
kullanilarak model tabanli veri iretimi gerceklestirilmistir.  Regresyon
denklemlerinde yer alan katsayilar, calismaya standartlastirilmis olarak alinmustir.
Calismada n 6rneklem genislikleri 50, 60, 70, 80, 90 100, 200, 500 ve 1000 olarak
belirlenmis olup, tekrar sayis1 10.000°dir.

Araci degisken analizinde iki bagimsiz degisken (X ve M) ve iki bagimli
degisken (Y ve M) bulunmaktadir. Dolayisiyla veri iiretebilmek icin oncelikle X
bagimsiz degiskeni tretilmelidir. X degiskeninin, ortalamasi 0 ve varyansi 1 ile
normal dagiliyorsa, X~ N(0,1), buradan M arac1 degiskeni asagidaki esitlik ile

uretilir:
M=a,X+e, (3.1.)

Burada e,,, M degiskeninin hatasidir ve var(e,,) hata varyansidir. Esitlikte

her iki tarafin varyansi alinirsa;

var(M) = var(agmX + em) (3.2)
var(M) = var(agmX) + var(ey) (3.3)
var(M) = aZ,var(X) + var(ey) (3.4)
1= a2, + var(ey) (3.5)

M degiskeninin ortalamasinin 0 ve varyansmin 1 olacak sekilde normal

dagilmasini saglamak i¢in e,, ‘in hata varyansi yukaridaki esitlikler sonucunda:
var(ey) = 1—a?, (3.6))

seklinde formiilize edilir (21).
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Son olarak Y ise;
Y = cxyimX + by xM + sqri(e,y) (3.7.)

Esitlik 3.7. yardimi ile tretilir. Esitlik 3.7. arac1 degiskenin ikinci regresyon
denklemi (Bkz. Esitlik 2.4.) ile iliskilidir. Y bagimli degiskeninin hata teriminin

varyanst:
var(ey) = 1 = (¢Zypm + biyix + 20mCrymbmyx) (3.8.)

formiili ile hesaplanir. Buradan Y bagimli degiskeninin dagilimi ortalamasi 0 ve
varyansi 1 olan normal dagilimdir. Esitlik 3.8. ‘te yer alan ilk iki terim Esitlik 3.7.’de
yer alan katsayilara aittir, son terim ise X ve M arasindaki kovaryansi temsil

etmektedir. Iki normal dagilimli ve iliskili degiskenin toplamindan:
var(x + m) = var(x) + var(m) + 2cov(xm) (3.9)

Esitlik 3.9.°¢ ulasilir.

Benzetim c¢alismasinda g¢esitli senaryolar tasarlanirken standartlagtirilmis
katsayilara degerler verilmistir. Bu degerler araci degisken analizinde yer alan tam
arac1 degisken etkisi ve araci degisken etkisinin olmamasi durumlarin1 saglayacak
sekilde ayn1 zamanda da etki genislikleri dikkate alinarak verilmistir. Daha sonra ise
degiskenlere ters doniisiim uygulanarak standartlastirilmamis haline cevrilmistir.

Bunun igin;
Xstandartlastlrllmamls = Usttandartlastlrllmls + HX (310)

Esitlik 3.10.”da yer alan formiil kullanilmistir (21).

Senaryolar ilk olarak aract degisken etkisinin tam oldugu model i¢in
tretilmistir. Tam araci degisken modeline iliskin yol diyagramina Sekil 3.1.’de yer

verilmistir.
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X Y

Sekil 3.1. Tam arac1 degisken modeli

Bu modelde aracit degisken regresyon denkleminin katsayilari tam araci

degisken etkisini saglayacak sekilde Esitlik 3.11."1 saglayacak sekilde atanmustir.
c=c + (ab) (3.11)

Tam arac1 degisken etkisinde ¢’ degerinin 0 olmas1 beklenir dolayisiyla a, b
ve ¢ katsayilar1 bu degeri saglayacak sekilde belirlenir. Bu asamada, katsayilar Alpar
(2013) caligsmasinda yer verdigi korelasyon katsayilari tanimlamalar1 dikkate alinarak
belirlenmistir (1). Belirlenen korelasyon katsayilarina Cohen (1988)’in ¢aligmasinda

yer verdigi etki genisligi dontisiimleri uygulanmistir (22).

f2= (3.12)

Bu dontisiim Esitlik 3.12.’de yer alan formiil ile kullanilarak yapilmaktadir.
Korelasyon katsayilarindan elde edilen etki genisligi degerlerine Tablo 3.1.’de yer

verilmistir.

Tablo 3.1. Etki genisliklerine gore belirlenen katsay1 degerleri

Kismi R? (Varyans
Kismi R (beta) | f? (Etki genisligi) aciklama orani)
0,4 0,19 0,16
0,7 0,96 0,49
0,9 4,26 0,81

Katsayilara verilen degerler orta etki genisligi ve daha fistii olacak sekilde
belirlenmistir (22). Buna gore tam araci degisken i¢in belirlenen senaryolara Tablo

3.2.’de yer verilmistir.
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Tablo 3.2. Tam arac1 degisken modelinde senaryolara gore belirlenen regresyon katsayilari

a b c n
Senaryo 1 0.9 0.9 0.81 50
Senaryo 2 0.7 0.7 0.49 50
Senaryo 3 04 04 0.16 50
Senaryo 25 0.9 0.9 0.81 1000
Senaryo 26 0.7 0.7 0.49 1000
Senaryo 27 04 04 0.16 1000

Ilk modele iliskin belirlenen senaryolara gore veri iiretilmesinin ardindan

Sobel Testi, Aroian Testi ve Goodman Testi i¢in testin giicii degerleri hesaplanmaistir.

Ikinci modelde ise regresyon katsayilari araci etkinin olmadigi durumu
saglayacak sekilde atanmistir. Bu modele iliskin yol diyagramina Sekil 3.2.’de yer

verilmistir.

X >y

Sekil 3.2. Araci degiskenin etkisinin olmadigi model

Modelde araci degisken etkisinin olmamasi i¢in Esitlik 3.11.’de yer alan b
regresyon katsayist 0 olarak belirlenmistir. Diger katsayilara ise yine etki genisligi
degerlerine bakilarak karar verilmistir. Belirlenen katsayilara gore olusturulan

senaryolara Tablo 3.3’te yer verilmistir.

Tablo 3.3. Araci degisken etkisinin olmadigi modelde senaryolara gore belirlenen regresyon
katsayilar

a b c n
Senaryo 28 0,9 0 0,9 50
Senaryo 29 0,7 0 0,7 50
Senaryo 30 04 0 0,4 50
Senaryo 52 0,9 0 0,9 1000
Senaryo 53 0,7 0 0,7 1000
Senaryo 54 0,4 0 0,4 1000
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Tablo 3.3.te yer alan senaryolara gore veri iretilmesinin ardindan Sobel

Testi, Aroian Testi ve Goodman Testi i¢in giiven diizeyleri hesaplanmustir.
3.2. Diizenleyici Degisken Benzetim Calismasi

Diizenleyici degisken etkisinin analiz edilebilmesi amaciyla veri {iretimi yine
R programi ile temel diizenleyici etki denkleminden (Bkz. 2.22.) model tabanli
olarak {iiretilmistir. Benzetime ilk olarak modele ana etkiler alinmis ve ana etkilerin
anlamlilig1 test edilmistir. Diizenleyici degisken analizinde ana etkilerin anlamh
olmas1 gerektigi gibi bir kosul olmamakla birlikte ¢aligmanin tasarimi agiSindan
boyle bir yol tercih edilmistir. Ikinci adim olarak ise modele diizenleyici degisken ile
bagimsiz degiskenin etkilesim etkisi eklenmistir. Etkilesim etkisinin eklendigi
toplam modelde, ana etkilerin anlamliligindan bagimsiz olarak, etkilesim etkisinin
anlamli olmasi modelde diizenleyici degisken etkisinin anlamli oldugu anlamina
gelmektedir. Buradan ilk olarak ana etkilerin ve etkilesim etkisinin anlamli oldugu
kisaca diizenleyici degisken etkisinin anlamli oldugu model igin senaryolar
tiretilmistir. Daha sonrasinda ise ana etkilerin anlamli ancak etkilesim etkisinin
anlamsiz oldugu dolayisiyla diizenleyici degisken etkisinin anlamli olmadigi model

icin senaryolar hazirlanmaistir.

Yukarida deginilen iki model i¢in de veriler X bagimsiz degiskeni ve Z
diizenleyici degiskeni standart normal dagilimdan ftretilmistir. X, Z~ N(0,1) Hata

teriminin varyansi agagida yer alan esitlikler kullanilarak elde edilmistir.
Y =60+ b1 X+ BoZ + [3XZ + ¢ (3.13)
var(Y) = var(B,) + var (1 X) + var(f,Z) + var(B:XZ) + var(e;) (3.14.)
var(Y) = pfvar(X) + BZvar(Z) + p2var(XZ)+ var(e)) (3.15))

var(XZ) = E*?(X)var(Z) + E*(Z)var(X) + 2E(X)E(Z)cov(X.Z) +
var(X)var(Z) + cov?(X,Z) = 1 (3.16.)

var(Y) = Bt + B3 + B3+var(e)) (3.17)

var(e;) =1-(Bf + B3 + B5) (3.18))
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Hata teriminin varyansmma ulasildiktan sonra f;,£, ve [z katsayilarina
degerler verilerek veri {iiretimi gergeklestirilmistir. Katsayilara verilen degerler
Cohen’in etki genisligi tanimlarina uygun sekilde belirlenmistir. Burada yine etki
genisligi formiilii (Bkz. Esitlik 3.12.) kullanilmistir (22).

Diizenleyici degisken etkisinin anlamli oldugu ilk model igin Cohen
(1988)’nin ¢alismasinda yer verdigi kiiciik, orta ve biiyiik etki genisligi degerleri
dogrudan caligmaya alinmistir. Etki genisligi degerlerine, etki genisligi doniistimi
uygulanmistir. Buna gore denklemde biiyiik etki genisligi i¢in senaryolarda
regresyon katsayilarina ( 1, B, ve f3) 0,51 degeri verilmis, orta etki genisligi igin
0,36 degeri verilmis ve son olarak kiigiik etki genisligi i¢in 0,14 degeri verilmistir.

Etki genislikleri ve verilen katsay1 degerlerine Tablo 3.4.’te yer verilmistir.

Tablo 3.4. Etki genisliklerine gore belirlenen katsay1 degerleri

Kismi R? (Varyans
Kismi R (beta) | f2 (Etki Genisligi) Aciklama Orani)
0,14 0,02 0,0196
0,36 0,15 0,1296
0,51 0,35 0,2601

Tablo 3.4.te ii¢ farkli etki genisligi diizeyine karsilik gelen katsay:
degerlerine yer verilmistir. Buradan elde edilen senaryolar ise Tablo 3.5.°te

Ozetlenmistir.

Tablo 3.5. Diizenleyici degisken etkisinin anlamli oldugu senaryolara gore belirlenen

regresyon katsayilart

b, b, b; n
Senaryo 55 0,51 | 0,51 0,51 50
Senaryo 57 0,14 | 0,14 | 0,14 50

Senaryo 79 051 | 0,51 | 0,51 1000
Senaryo 80 0,36 | 0,36 | 0,36 1000
Senaryo 81 014 | 0,14 | 0,14 1000
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Diizenleyici degisken etkisinin anlamli olmadig: ikinci model i¢in katsayilari
degerleri atanirken [ katsayisi O olarak belirlenmistir. Bunun nedeni diizenleyici
degisken etkisinin anlamli olmamasinin etkilesim etkisinin anlamli olmadig1
anlamina gelmesidir. f; ve B, katsayilarina ise yine ilk modelde atanan degerler
verilmigtir. Katsayilara verilen degerlere gore belirlenen senaryolara Tablo 3.6.’da

yer verilmistir.

Tablo 3.6. Diizenleyici degisken etkisinin anlamli olmadigi senaryolara gore belirlenen

regresyon katsayilari

B1 B- B3 n

Senaryo 82 051 | 0,51 0 50
Senaryo 83 0,36 | 0,36 0 50
Senaryo 84 0,14 | 0,14 0 50

Senaryo 106 | 0,51 | 0,51 0 1000
Senaryo 107 | 0,36 | 0,36 0 1000
Senaryo 108 | 0,14 | 0,14 0 1000




4.1. Arac1 Degisken Etkisi Benzetim Cahsmasina iliskin Sonuclar

4. BULGULAR
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Aract degisken etkisinin test edilmesi i¢in yapilan benzetim calismasinda

arac1 degisken etkisinin tam oldugu ve hi¢ olmadigi senaryolar i¢in veri lretimi

yapilmistir. Tam arac1 degisken etkisinin oldugu model i¢in iiretilen senaryolarin R

programindan elde edilen sonuglarina Tablo 4.1.”de yer verilmistir.

Tablo 4.1. Tam araci degisken modelinde belirlenen senaryolara gore test yontemlerinin testin giicii

degerleri
Testin Giicii (1-)
a b o n Sobel Aroian Goodman
Testi Testi Testi
Senaryo 1 0,9 0,9 0,81 50 1 1 1
Senaryo 2 0,7 0,7 0,49 50 0,9933 0,9928 0,9938
Senaryo 3 04 04 0,16 50 0,4524 0,4154 0,4918
Senaryo 4 0,9 0,9 0,81 60 1 1 1
Senaryo 5 0,7 0,7 0,49 60 0,9984 0,9982 0,9984
Senaryo 6 04 0,4 0,16 60 0,5908 0,5564 0,6258
Senaryo 7 09 0,9 0,81 70 1 1 1
Senaryo 8 0,7 0,7 0,49 70 0,9998 0,9997 0,9998
Senaryo 9 04 0,4 0,16 70 0,7223 0,6918 0,7515
Senaryo 10 0,9 0,9 0,81 80 1 1 1
Senaryo 11 0,7 0,7 0,49 80 0,9999 0,9999 0,9999
Senaryo 12 04 0,4 0,16 80 0,814 0,7924 0,8358
Senaryo 13 0,9 0,9 0,81 80 1 1 1
Senaryo 14 0,7 0,7 0,49 80 1 1 1
Senaryo 15 04 0,4 0,16 80 0,8737 0,8581 0,8884
Senaryo 16 0,9 0,9 0,81 100 1 1 1
Senaryo 17 0,7 0,7 0,49 100 1 1 1
Senaryo 18 04 0,4 0,16 100 0,9258 0,9147 0,9361
Senaryo 19 09 0,9 0,81 200 1 1 1
Senaryo 20 0,7 0,7 0,49 200 1 1 1
Senaryo 21 04 0,4 0,16 200 0,9999 0,9999 0,9999
Senaryo 22 09 0,9 0,81 500 1 1 1
Senaryo 23 0,7 0,7 0,49 500 1 1 1
Senaryo 24 04 04 0,16 500 1 1 1
Senaryo 25 0,9 0,9 0,81 1000 1 1 1
Senaryo 26 0,7 0,7 0,49 1000 1 1 1
Senaryo 27 04 04 0,16 1000 1 1 1
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Tablo 4.1.’de yer alan senaryolarin sonuglarina bakildiginda etki genisliginin
biiyiik oldugu senaryolar i¢in tiim testlerin yiiksek giice sahip oldugu goriilmektedir.
Regresyon katsayilarimin azalmasi dolayisiyla etki genisliginin de azalmasi, kii¢iik
orneklem genisliginde, tiim testlerde testin giiclini 6nemli Olgiide azaltmustir.
Senaryo 3’e bakildiginda orta diizeyde bir etki genisligi s6z konusu iken bile testlerin
giici Sobel testi i¢cin 0.4524, Aroian testi i¢in 0.4154 ve Goodman testi igin
0.4918°dir. Orta diizeyde etki genisliginde 6rneklem genisliginin 60 ve 70 oldugu
senaryolar i¢in testin giicli degerleri yaklasik %60 ve %70 ile diistiktiir. Diger bir
deyisle etki genisligi ve Orneklem genisliginin diisiik oldugu durumlarda araci
degisken etkisi anlamli iken bu etkinin anlamli oldugunu tespit etme orani tiim testler
icin diisik cikmistir. Orneklem genisligi arttikca testin giiciiniin tiim testlerde

yiiksek oldugu gbézlenmistir.

Aract degisken etkisinin olmadig1 ikinci model i¢in iiretilen senaryolarin R

programindan elde edilen sonuglarina ise Tablo 4.2.’de yer verilmistir.

Tablo 4.2. Araci degisken etkisinin anlamli olmadigi modelde belirlenen senaryolara gore test
yontemlerinin giiven diizeyleri

l-o
a b c n Sobel Aroian Goodman
Testi Testi Testi
Senaryo 28 0,9 0 0,9 50 0,9464 0,9467 0,9459
Senaryo 29 0,7 0 0,7 50 0,9569 0,9585 0,9542
Senaryo 30 0,4 0 0,4 50 0,9861 0,9873 0,9683
Senaryo 31 0,9 0 0,9 60 0,9509 0,9513 0,9509
Senaryo 32 0,7 0 0,7 60 0,9542 0,9558 0,9519
Senaryo 33 0,4 0 0,4 60 0,9829 0,9858 0,9711
Senaryo 34 0,9 0 0,9 70 0,9476 0,9482 0,9472
Senaryo 35 0,7 0 0,7 70 0,9521 0,9531 0,9497
Senaryo 36 04 0 04 70 0,9805 0,984 0,9727
Senaryo 37 0,9 0 0,9 80 0,9449 0,9454 0,9443
Senaryo 38 0,7 0 0,7 80 0,9531 0,9553 0,9513
Senaryo 39 04 0 04 80 0,9774 0,9809 0,9709
Senaryo 40 0,9 0 0,9 90 0,9466 0,9468 0,9464
Senaryo 41 0,7 0 0,7 90 0,952 0,9533 0,9508
Senaryo 42 0,4 0 0,4 90 0,9745 0,978 0,9698
Senaryo 43 0,9 0 0,9 100 0,9472 0,9475 0,9469
Senaryo 44 0,7 0 0,7 100 0,9522 0,9533 0,9511
Senaryo 45 0,4 0 0,4 100 0,971 0,9739 0,9671
Senaryo 46 0,9 0 0,9 200 0,9481 0,9483 0,948
Senaryo 47 0,7 0 0,7 200 0,9469 0,9475 0,9461
Senaryo 48 0,4 0 0,4 200 0,9584 0,9616 0,9558
Senaryo 49 0,9 0 0,9 500 0,9504 0,9505 0,9503
Senaryo 50 0,7 0 0,7 500 0,9542 0,9546 0,9541
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Senaryo 51 0,4 0 0,4 500 0,9521 0,9531 0,951
Senaryo 52 0,9 0 0,9 1000 0,9523 0,9523 0,9522
Senaryo 53 0,7 0 0,7 1000 0,9455 0,9459 0,9454
Senaryo 54 0,4 0 0,4 1000 0,9525 0,9533 0,9515

Sonuglara bakildiginda araci degisken etkisinin anlamli olmadigi durumda
testlerin bunu dogru tahmin etme oranlari yiliksek c¢ikmistir. Senaryolarda etki
genisligi azaldikca diger bir deyisle degiskenler arasi iliski zayifladikca araci
degisken etkisinin anlamli olmadigi yoniindeki dogru tahmin orami bir miktar
yiikselmektedir. Ornegin; senaryo 28 icin Sobel testi %94 oraninda dogru tahmin
verirken, senaryo 30 i¢in bu oran %98’dir. Ancak ilk modelin aksine burada
orneklem genislikleri arttikca bazi testlerin giiven diizeyleri azalmaktadir. Ornek
verilecek olursa orta etki genisliginde Aroian testi igin n=200 6rneklem genisliginde
(Senaryo 48) giiven diizeyi 0.9616 iken, n=1000 6rneklem genisliginde (Senaryo 54)
giiven diizeyi 0.9533 tiir.

4.2. Diizenleyici Degisken Etkisi Benzetim Calismasina fliskin Sonuclar

Diizenleyici degisken etkisinin anlamli oldugu modelde regresyon
katsayilarina ii¢ farkl etki genisligi tanimini saglayacak sekilde degerler verilmistir.

Degerlere gore olusturulan senaryolarin sonuglarina Tablo 4.3.’te yer verilmistir.

Tablo 4.3. Diizenleyici degisken etkisinin anlaml oldugu modelde belirlenen senaryolara

gore gozlenen gii¢ degerleri

B Ba Bs n Gozlenen Giig
Senaryo 55 0,51 0,51 0,51 50 0,9692
Senaryo 56 0,36 0,36 0,36 50 0,4774
Senaryo 57 0,14 0,14 0,14 50 0,0049
Senaryo 58 0,51 0,51 0,51 60 0,9864
Senaryo 59 0,36 0,36 0,36 60 0,6135
Senaryo 60 0,14 0,14 0,14 60 0,0065
Senaryo 61 0,51 0,51 0,51 70 0,9945
Senaryo 62 0,36 0,36 0,36 70 0,7313
Senaryo 63 0,14 0,14 0,14 70 0,0115
Senaryo 64 0,51 0,51 0,51 80 0,9975
Senaryo 65 0,36 0,36 0,36 80 0,8032
Senaryo 66 0,14 0,14 0,14 80 0,0121
Senaryo 67 0,51 0,51 0,51 90 0,9995
Senaryo 68 0,36 0,36 0,36 90 0,8723
Senaryo 69 0,14 0,14 0,14 90 0,0193
Senaryo 70 0,51 0,51 0,51 100 0,9998
Senaryo 71 0,36 0,36 0,36 100 0,9142
Senaryo 72 0,14 0,14 0,14 100 0,0226
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Senaryo 73 0,51 0,51 0,51 200 1
Senaryo 74 0,36 0,36 0,36 200 0,9983
Senaryo 75 0,14 0,14 0,14 200 0,1379
Senaryo 76 0,51 0,51 0,51 500 1
Senaryo 77 0,36 0,36 0,36 500 1
Senaryo 78 0,14 0,14 0,14 500 0,688
Senaryo 79 0,51 0,51 0,51 1000 1
Senaryo 80 0,36 0,36 0,36 1000 1
Senaryo 81 0,14 0,14 0,14 1000 0,9837

Tablo 4.3.te farkli Orneklem genislikleri ve katsayr degerlerine gore
regresyon denkleminin gercekte diizenleyici degisken etkisi anlamli iken bu sonuca
ne diizeyde dogru ulasabildiginin sonuglarina yer verilmistir. Burada etki genisligi
azaldikga regresyon yonteminin goézlenen giiciiniin olduk¢a azaldigi goriillmektedir.
Orta diizeyde bir etki genisligi (0,36 katsayr degerleri i¢in 0,15 etki genisligi) soz
konusu iken bile kiigiik 6rneklem genislikleri i¢in diizenleyici degisken etkisinin
anlamliligini tespit etme basaris1 diismektedir. Ornegin n=60 i¢in bu deger %61,
n=50 i¢in %47 dir. Kiiciik etki genisligine sahip senaryolarda ise orneklem genisligi
¢ok bliyikk olmadigi (n=1000) siirece gozlenen giiciin olduk¢a diisiik oldugu
goriilmektedir. Orneklem genisligi 500 olan 78. senaryoda dahi diizenleyici degisken
anlamli iken regresyon sonucunun bu etkinin anlamli oldugunu sdyleme orani
%69°dur. Tablo 4.3.’ten elde edilen sonuglar, Sekil 4.1.’de yer alan grafik yardimiyla

Ozetlenebilir.



1,2

0,8

0,6

0,4

0,2

0

49

-
L d
—"’
o=
-
Pl
' d
Cd
' d
' d
60 70 90 100 200 500 1000
e— (.51 0,9692 0,9864 0,9945 0,9975  0,9995 0,9998 1 1 1
==« 036 04774 0,6135 0,7313 0,8032  0,8723 0,9142 0,9983 1 1
0.14 0,0049 | 0,0065 0,0115 0,0121 0,0193 0,0226 | 0,1379 0,688 | 0,9837

Etki Genisligi

Orneklem Genisligi

Sekil 4.1. Etki ve Orneklem Genisliklerine Gore Gozlenen Giig Degerlerine Iliskin Cizgi Grafigi

Sekil 4.1.°de goriildiigii lizere katsayr degerlerinin 0.51 oldugu yani etki

genisliginin biliyiik oldugu senaryolarda gozlenen gii¢ degeri yaklasik 1’e esittir. Orta

diizeyli bir etki genisligi s6z konusu iken ise orneklem genisliginin 100’lin altinda

oldugu senaryolarda gozlenen giic degeri diistiktiir. Etki genisliginin kiigiik olmasi

durumunda ise gozlenen giic degeri o6rneklem genisliginin 200 ve altinda oldugu

senaryolarda oldukga diistiktiir.

Diizenleyici degisken etkisinin anlamli olmadigi modelde ise regresyon

katsayilarina yine ilk modeldeki degerler verilmistir. Buna gore olusturulan

senaryolarin sonuglarina Tablo 4.4.’te yer verilmistir.

Tablo 4.4. Diizenleyici degisken etkisinin anlamli olmadig1 modelde belirlenen senaryolara

gore gozlenen |. Tip Hata olasiliklari

B B2 Ba n Gozlenen
I. Tip Hata (o)
Senaryo 82 0,51 0,51 0 50 0,0627
Senaryo 83 0,36 0,36 0 50 0,3858
Senaryo 84 0,14 0,14 0 50 0,9727
Senaryo 85 0,51 0,51 0 60 0,0508
Senaryo 86 0,36 0,36 0 60 0,2806
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Senaryo 87 0,14 0,14 0 60 0,9597
Senaryo 88 0,51 0,51 0 70 0,0529
Senaryo 89 0,36 0,36 0 70 0,2102
Senaryo 90 0,14 0,14 0 70 0,9525
Senaryo 91 0,51 0,51 0 80 0,0504
Senaryo 92 0,36 0,36 0 80 0,1552
Senaryo 93 0,14 0,14 0 80 0,943
Senaryo 94 0,51 0,51 0 90 0,0461
Senaryo 95 0,36 0,36 0 90 0,1113
Senaryo 96 0,14 0,14 0 90 0,9353
Senaryo 97 0,51 0,51 0 100 0,0496
Senaryo 98 0,36 0,36 0 100 0,0923
Senaryo 99 0,14 0,14 0 100 0,922
Senaryo 100 0,51 0,51 0 200 0,0486
Senaryo 101 0,36 0,36 0 200 0,0528
Senaryo 102 0,14 0,14 0 200 0,7466
Senaryo 103 0,51 0,51 0 500 0,05

Senaryo 104 0,36 0,36 0 500 0,05

Senaryo 105 0,14 0,14 0 500 0,2528
Senaryo 106 0,51 0,51 0 1000 0,0516
Senaryo 107 0,36 0,36 0 1000 0,0495
Senaryo 108 0,14 0,14 0 1000 0,0623

Tablo 4.4.’te farkli 6rneklem genisligi ve katsay1 degerlerine gore regresyon
denkleminin gercekte diizenleyici degisken etkisi anlamli degilken bu sonuca ne
diizeyde dogru ulagabildiginin sonuclarina yer verilmistir. Buradan kii¢iik etki
genisliginde, 200 orneklem genisligi ve alt1 senaryolarda regresyon denkleminin |.
Tip Hata olasiliginin oldukca yiiksek oldugu goriilmektedir. Diger bir deyisle etki
genisligi ve orneklem genisligi kii¢iik iken diizenleyici degisken etkisi anlamlhi
olmasa bile regresyon sonucunda bu etki anlamli bulunmaktadir. Orta etki genisligi
icin orneklem genisliginin diisiik oldugu durumlarda 1. Tip Hata olasilig1 ytliksek
olmakla birlikte bu deger n=80 igin %15, n=90 i¢in %11 ve n=100 i¢in %9’dur. EtKi
genisliklerinin biiyilik oldugu senaryolarda ise 6rneklem genisliginin biitiin diizeyleri
i¢in I. Tip hata olasiliklar1 diisiik bulunmustur. Ornegin; érneklem genislikleri 50 ve
60 iken I. Tip Hata olasiliklar1 sirasiyla %6 ve %S5’tir. Tablo 4.4.’ten elde edilen

sonuglar, Sekil 4.2.”de yer alan grafik yardimiyla 6zetlenebilir.
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Etki Genisligi
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Sekil 4.2. Etki ve Orneklem Genisliklerine Gore 1. Tip Hata Olasiliklarina iliskin Cizgi Grafigi

Sekil 4.2.°de goriildiigii gibi biiyiik etki genisliginin oldugu senaryolarda I.
Tip Hata olasiliklar1 0’a oldukca yakindir. Etki genisliginin orta diizeyde oldugu
senaryolarda 6rneklem genisligi 90 ve iizerinde ise |. Tip Hata olasiliklari uygun
diizeydedir. Kiiglik etki genisliginin bulundugu senaryolarda ise I. Tip Hata
olasiliklar1 olduk¢a yiiksektir ancak Orneklem genisliginin ¢ok biiylik oldugu
(n=1000) senaryolarda bu olasilik diisiik ¢ikmistir. I. Tip Hata olasiliginin %25 ve

daha altinda olabilmesi i¢in 6rneklem genisliginin en az 500 olmas1 gerekmektedir.
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5. TARTISMA

Araci degisken etkisinin test edildigi benzetim galismasinda iki farkli model
icin cesitli senaryolar iiretilmistir. Ilk modelde degiskenlere verilen degerler tam
arac1 degisken etkisini saglayacak sekilde ve aym1 zamanda etki genislikleri dikkate
alinarak belirlenmistir. Araci1 degiskenin testi i¢in Sobel, Aroian ve Goodman testleri
calistirilmis ve sonuglar testin giicii bakimindan karsilastirilmistir. Buna gore tiim
testler i¢cin Orneklem genisliginin 100 ve iizerinde oldugu senaryolar i¢in etki
genisligi ne olursa testin giicii yiiksek ¢ikmustir. Buradan bu kosullarda testlerin
gercekte aract degisken etkisi anlamli iken, test sonucunda bu etkiyi anlamli bulma
olasiliklarinin yiiksek oldugu yorumu yapilabilir. Orneklem genisliginin 80 ve iistii
oldugu senaryolarda ise orta diizeyde etki genisligi i¢in testin giicli %80 civarindadir.
Ancak kiigiik orneklem genisligi (n<60) ve disikk etki genisliginin bulundugu

senaryolarda tiim testler i¢in testin giicii %50 ve altina diismektedir.

MacKinnon ve arkadaslar1 (2002) yaptiklar: benzetim ¢alismasinda 4 farkli
etki genigligi ve n: 50, 100, 200, 500 ve 1000 degerleri i¢in 14 farkli araci degisken
analiz yontemini karsilagtirmiglardir. Calismalarinda yer alan Sobel, Aroian ve
Goodman testleri icin testin giicii degerleri ile bu ¢alismadan elde edilen sonuglar
benzerlik gostermektedir. MacKinnon ve arkadaslar1 (1998), ab dagilimini test eden
yontemlerin, a ve b regresyon katsayilarinin normal dagilimli degil siklikla yiiksek
basiklikla asimetrik dagilimli olmasindan dolay1, diisiik giice sahip oldugunu
gostermislerdir (3). Hoyle ve Kenny (1999) ise drneklem genisliginin diisiik oldugu

durumlarda Sobel testinin kullanilmasini 6nermemektedir.

Ikinci modelde regresyon katsayilarma aract degisken etkisi anlamli
olmayacak sekilde ve yine etki genislikleri dikkate alinarak degerler verilmis,
senaryolar Sobel, Aroian ve Goodman yontemleri ile test edilmistir. Sonuclar tiim
testler i¢in giiven diizeyi olarak verilmistir. Sonuglar incelendiginde tiim 6rneklem ve
etki genisligi diizeyleri i¢in testlerin giiven diizeylerinin yiiksek oldugu yani I. Tip
Hata olasiliklarinin diisiik oldugu goriilmektedir. Diger bir deyisle gercekte araci
degisken etkisinin olmadigi durumlarda testlerin bu etkinin anlamli olmadigim

tahmin etme olasiliklar1 yiiksektir.
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MacKinnon ve arkadaslar1 (2002) yaptiklar1 ¢alisma sonucunda testlerin a ve
b katsayilarindan birinin sifira esit oldugu durumda 1. Tip Hata bakimindan uygun
sonug verdigini ancak a ve b katsayilarinin sifira esit oldugu durumda testin giicii ve
I. Tip Hata yoniinden diisiik performans gosterdiginin sdylemislerdir. Bizim
calismamizda b katsayisina 0 verilerek anlamli bir araci degisken etkisinin
bulunmadig1 model i¢in iiretilen senaryolarin sonuglarina bakildiginda Sobel, Aroian
ve Goodman testlerinin benzer sekilde I. Tip Hata olasiliklarinin diisik oldugu
gozlenmistir. Ancak Yyukarida bahsedilen c¢alismadan farkli olarak a ve b
katsayilarinin ikisinin birden sifira esit oldugu durum bizim ¢alismamizda test

edilmemistir.

Diger taraftan calismalarda c¢ok yaygin olarak kullanilan nedensel adim
yonteminin etki genisligi ve Orneklem genisligi ¢ok yiiksek olmadikca ¢ok diisiik
giicii oldugu gosterilmistir (3). Nedensel adim yaklasimi, modelde araci degisken
etkisinin istatistiksel olarak test edilmesinden ziyade aracilik etkisinin kosullarini

tanimladig1 i¢in benzetim galismasina dahil edilmemistir.

Diizenleyici degisken etkisinin test edilmesi i¢in yiiriitilen benzetim
calismasinda ise diizenleyici etkinin anlamli oldugu ve anlamli olmadigi durumlara
iliskin senaryolar iiretilmistir. Oncelikle diizenleyici degisken etkisi anlamli olacak
sekilde etki genislikleri dikkate alinarak regresyon katsayilarina degerler verilmistir.
Daha sonrasinda ise orneklem genisligi 50, 60, 70, 80, 90, 100, 200, 500, 1000
olacak sekilde 10.000 tekrarla regresyon sonuglari elde edilmistir. Burada sonuglara
herhangi bir test yontemi uygulanmadigi ve yalnizca model tiretimi yapildigt i¢in

sonuglar gdzlenen gii¢c degeri acisindan yorumlanmastir.

Sonuglara bakildiginda etki genisliginin biiylik oldugu senaryolar igin
gozlenen giic degeri yiiksektir. Orta diizeyli etki genisligine sahip senaryolar giic,
kiiciik &rneklem degerleri icin diisiiktiir. Orneklem genisligi 80 ve sonrasi igin
gozlenen giic %80 ve iizerine ¢ikmaktadir. Etki genisliginin kiigiik olmasi
durumunda ise gozlenen gii¢c degerinin, érneklem genisliginin 200 ve altinda oldugu

senaryolarda oldukea diisiik oldugu goriilmiistiir.
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Diizenleyici etkinin anlamli olmadig1 senaryolarda ise sonuglar 1. Tip Hata
olasiliklar1 yoniinden degerlendirilmistir. Buradan kiigiik etki genisliginde 6rneklem
genisligi biiyiikk olmadigr (n>200) siirece 1. Tip Hata olasiliklarinin yiiksek oldugu
gozlenmistir. Orta etki genisligi i¢in 6rneklem genisliginin diisiik oldugu durumlarda
I. Tip Hata olasilig1 yliksek olmakla birlikte orneklem genisliginin 90 ve daha
iistinde oldugu senaryolarda 1. Tip Hata olasiliklart %11 ve altindadir. Etki
genisliklerinin biiylik oldugu senaryolarda ise 6rneklem genisliginin biitiin diizeyleri

i¢in L. Tip hata olasiliklar1 diisiik bulunmustur.

Aguinis ve arkadaslart (2001) ¢alismalarinda diizenleyici etkinin test
edilmesinde hiyerarsik regresyon denkleminin en ¢ok tercih edilen yontemlerden biri
olsa da, bu yontemin etkilesim etkisini dogru tespit etme bakimindan diisiik giice
sahip oldugunu sdylemislerdir. Bu sorun 6zellikle de deneysel olmayan ¢alismalar
icin gecerlidir (18). Calismamizda benzer sekilde etki genisligi biiyiik olmadikg¢a ya
da orta etki genisliginde n>80 kosulu yerine getirilmedik¢e uygun testin giicii

degerinin saglanmadig1 goriilmiistiir.
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6. SONUC VE ONERILER

Calismada arac1 ve diizenleyici degiskenlerin tanimlarina ve varsayimlarina
yer verilmis, bu etkilerin analizleri i¢in kullanilan test yontemlerine deginilmistir.
Daha sonrasinda ise her iki degisken etkisinin testi i¢in benzetim galismasi yapilmis
ve model tabanl veri tiretimi gergeklestirilmistir. Elde edilen sonuglar1 6zetlemek
gerekirse, aracit degisken etkisinin testinde kullanilan Sobel, Aroian ve Goodman
yontemlerinin biiylik 6rneklem genisligi ve bliylik etki genisligi icin testin giicii
yoniinden yeterli oldugu soylenebilir. Diger bir deyisle gercekte arac1 degisken etkisi
anlamli iken testlerin bu etkiyi anlamli bulma olasiliklar1 yiiksektir. Etki genisliginin
kiigiik oldugu durumlarda ise testin giiciniin %80 ve iisti olmasi isteniyorsa
orneklem genisliginin en az 80 olarak belirlenmesi gerekmektedir. Ayni testler b
katsaymnin 0’a esit oldugu durum yani aract degisken etkisinin anlamli olmadigi
durum i¢in tiim etki genisligi diizeylerinde I. Tip Hata yoniinden uygun sonug

vermislerdir.

Diizenleyici degisken etkisi i¢in veri Uretilirken ise etki genisliklerine gore
regresyon katsayilarina degerler verilmis, sonuglar farkli 6rneklem genislikleri i¢in
elde edilmistir. Buradan diizenleyici degisken etkisinin anlamli oldugu model i¢in
etki genisliginin kii¢iik oldugu senaryolarda go6zlenen giiciin diisik oldugu
sOylenebilir. Etki genisliginin orta diizeyde oldugu durumda 6rneklem genisligi 90 ve
lizeri senaryolar i¢in gozlenen giiciin yiiksek oldugu gozlenmektedir. Diizenleyici
degisken etkisinin anlamli olmadig1 durumda ise kiiciik etki genisliginde Grneklem
genisligi biiylik olmadigr (n>200) siirece 1. Tip Hata olasiliklarinin yiiksek oldugu
gozlenmistir. Orta etki genisligi icin Orneklem genisliginin diisiik oldugu (n<90)
durumlarda I. Tip Hata olasilig1 yiiksek oldugu goriilmiistiir. Etki genisliklerinin
biiyiik oldugu senaryolarda ise 6rneklem genisliginin biitlin diizeyleri i¢in I. Tip hata
olasiliklar1 diisiik bulunmustur. Genel olarak diizenleyici degisken etkisinin testinde
kiiciik etki genisligi i¢in dogru tahminlere ulasilma olasilig1 diisiiktiir. Orta etki
genisligi i¢in her iki model i¢in 6rneklem genisligi 90 ve {izeri i¢in gozlenen gii¢ ve
I. Tip Hata degerleri kabul edilebilir diizeydedir. Biiylik etki genisligi icin ise

diizenleyici degisken etkisi yliksek oranda dogru tahmin edilebilir.
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Calismada araci degisken analizi i¢in benzetim yapilirken dogrusal regresyon
kullanilmistir. Diger taraftan araci degisken analizi i¢in lojistik ya da cokterimli
regresyon gibi farkli yontemler kullanilabilir. Ayrica ¢aligmaya birden fazla araci
degisken eklenmesi ya da diizenleyici degisken dahil edilmesi de miimkiindiir.
Diizenleyici degisken analizi i¢in yapilan benzetim calismasinda ise modelde tim
degiskenler siirekli degisken olarak belirlenmistir. Diizenleyici degiskenin ve/veya
bagimsiz degiskenin kategorik degisken olarak {retilerek analiz edilmesi
miimkiindiir. Ayn1 zamanda bir modelde diizenleyici degisken ve araci degiskenin
birlikte yer almasi olasi bir durumdur. Bu gibi karmasik yapilarin analizi igin ise

genellikle yapisal esitlik modellemesi (SEM) dnerilmektedir.



10.

11.

12.

13.

14.

15.

16.

57

7. KAYNAKLAR

Alpar R. Spor, Saglik ve Egitim Bilimlerinden Orneklerle Uygulamali Istatistik ve
Gegerlilik-Gtlivenirlik. 4. Baski. Ankara: Detay Yayincilik; 2016.

Alpar R. Uygulamali Cok Degiskenli Istatistiksel Yontemler. 3. Baski. Ankara:
Detay Yaymcilik; 2013.

MacKinnon DP, Lockwood CM, Hoffman JM, West SG, Sheets VA. A
Comparison of Methods to Test Mediation and Other Intervening Variable
Effects. Psychological Methods. 2002;7:83-104.

Baron RM, Kenny DA. The Moderator—-Mediator Variable Distinction in Social
Psychological Research: Conceptual, Strategic, and Statistical Considerations.
Journal of Personality and Social Psychology. 1986;51:1173-1182.

Fiske ST, Kenny DA, Taylor SE. Structural Models for The Mediation of Salience
Effects on Attribution. Journal of Experimental Social Psychology. 1982;18: 105-
127.

MacKinnon DP, Krull JL, Lockwood CM. Equivalence of The Mediation,
Confounding, and Suppression Effect. Prevention Science. 2000;1:173-181.

Hoyle RH, Robinson JC. Mediated and Moderated Effects in Social Psychological
Research: Measurement, Design and Analysis Issues. The Sage Handbook of
Methods in Social Psychology. Thousand Oaks. London: SAGE Publications;
2004.

Judd CM, Kenny DA. Estimating The Effects of Social Interventions. New York:
Cambridge University Press. 1981(a).

Judd C.M, Kenny DA. Process Analysis: Estimating Mediation in Treatment
Evaluations. Evaluation Review. 1981(b);5:602-6109.

Holmbeck GN. Toward Terminological, Conceptual, and Statistical Clarity in the
Study of Mediators and Moderators: Examples From the Child-Clinical and
Pediatric Psychology Literatures. 1997;65(4):599- 610.

MacKinnon DP, Fairchild AJ, Fritz MS. Mediation Analysis 2007;58:593-614.

MacKinnon DP, Dwyer JH. Estimating Mediated Effects in Prevention Studies.
Evaluation Review. 1993;17:144-158.

Cohen J, Cohen P. Applied Multiple Regression/Correlation Analysis for The
Behavioral Sciences. 2th ed. Hillsdale, NJ: Lawrence Erlbaum. 1983.

lacobucci D. Mediation Analysis Sage Publications Series: Quantitative
Applcations in The Social Sciences. ISBN:978-1-4129-2569-3. 2008.

Hayes AF. Beyond Baron and Kenny: Statistical Mediation Analysis in the New
Millenium. Communication Monographs. 2009;76(4):408-420.

Farmer, C. Demystifying Moderators and Mediators in Intellectual and
Developmental Disabilities Research:A Primer and Review of The Literatiire.
Journal of Intellectual Disabiliy Research. 2012;56:1148-1160.



17.

18.

19.

20.

21.

22.

58

Wu, A. D., Zumbo, B. D. Understanding and Using Mediators and Moderators.
Social Indicators Research. 2008;87:367-392.

Frazier P.A., Barron K.E., ve Tix A.P. Testing Moderator and Mediator Effects in
Counseling Psychology Research. Journal of Counselling Psychology”.
2004;51(1): 115-134.

Holmbeck, G. N. Post-hoc Probing of Significant Moderational and Mediational
Effects in Studies of Pediatric Populations. Journal of Pediatric Psychology.
2002;27 (1):87— 96.

MacKinnon DP. Integrating Mediators and Moderators in Research Design. 2011;
21(6): 675-681.

Caron PO, Valois P. A Computational Description of Simple Mediation Analysis.
CrossMark. 2018;14(2):147-158.

Cohen J. Statistical Power Analysis for The Behavioral Sciences. 2th ed.
Lawrence Erlbaum Associates. 1988.



8. EKLER

EK-1: Turnitin Dijital Makbuz

turnitin /)
Dijital Makbuz

Bu makbuz ddevinizin Tumitin'e ulagtigini bildirmektedir. Gdnderiminize dair bilgiler sdyledir:
Gonderinizin ilk sayfasi agajida gonderilmektedir.

Gonderen:  Ezgl Avel Vardar
Odev baghir:  Ezgl Aves Yiksek Lisans Tezi
Gonder| Bagh:  Araci ve Dizenleyicl Etkilerin Model...
Dosya ad.  TEZ_Turtinitin_PDF .pdf
Dosya boyutu:  569.06K
Sayfa sayisi: 58
Kelime sayisi: 13,985
Karakter sayisi: 87,230
Gondarim Tarhi:  16-Eyi-2019 03:37PM (UTC+0300)
Gonderim Numaras:: 1173676552
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EK-3: R Program Kodlar1

Araci Degisken Analizi R Kodlar

GenerateMaediationData <— function(n = 1000, a = .50, b =.60, c =.00, mean.x = 0,
bd.x = 1, mean.m = 0, =s=d.m = 1, mean.y = 0, =d.yv = 1) 4

¥ a is a_ =m

# b is b my|=x

¥ o i= o =v

# mean.x, sd.x , mean.m, =Sd.m, mean.y and sd.y will create unstandardized data
# according to the speciled means and standard deviations

if(mi=ssing(a) | mi=ssing (k) | missing(c) ) {

stop ("One or more arguments are missing™)

ab =— a*b

cp <— oc—akb ¥ cp = of = o =y |m
ey <— l1—(cp™2 +b™2 + Z¥a*cp*h)
if ((ewv < 0O) | (ew > 1))4{

print ("HABRNIMNG : Sum of =guare of coefficients is too high to generate standardi=zed data™)

# Generate data

® «=— roormin, mean = 0, sd = 1)

em <— sgroc(l-a™2)

m =— a¥*x + em*rnormin, mean — 0, =d = 1)

ey? <— =grt{ev)

YV O =— Ccp*X 4+ bBfm 4+ eyZ2f¥*rnormin, mean = 0, =d = 1)

H O <— X * =sd.=x 4+ mean.x

m <— m * sd.m + mean.m

Vo= v % gd.wyw 4+ mean.wy

data - as.data.frame(ckbind(=x, m, ¥))
return (data)



Diizenleyici Degisken Analizi R Kodlar1

GenerateModerationData <- function(n = 1000, bl =.51, b2 =0.531,
gd.x = 1, mean.m = 0, ad.m = 1, mean.y = 0, =d.v = 1} {
if(mis=sing(bl) | misszing(b2) | mis=ing(b3)){

stop ("Cne or more arguments are missing™)

¥ Generate data
wvary <— (1-(bBl"2+bk2"2+bB372))
sdy <-— =drt(vary)

ey <— rnormin, mean = 0, =2d = =dy)
¥ <=— rnormin, mean = 0, =2d = 1}
m <=-— ronormin, mean = 0, =d = 1}

v <— bl*x + b2*"m + b3*E*m + ey

H <— X ¥ 2d.X + mean.x

m<—m * sd.m + mean.m

Vv o<— v * 2d.vyv + mean.y

data <- as.data.frame (cbindi(x, m, v)})
return (data)

b3=0.51,

mean. x

o,
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