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MAKINE OGRENMESI YARDIMIYLA ZiNCiR RESTURANT GIDA
SATISLARININ TAHMIN EDIiLMESi VE HAVA DURUMUNUN
ETKIiSININ INCELENMESI

OZET

Tim isletmelerin gelecekteki sektérel konumlarini koruyabilmek ve gelistirmek icin
bir plan ¢er¢evesinde uygun ¢oziimler tiretmeleri gerekir. Gelecege dair plan yapmak
icin de gelecekteki olaylari ongorebilmeleri gerekir. Bunun i¢in de gesitli veri ve
teknikler kullanarak hem planlama yapar hem de olasi problemlere kars1 dnceden
Onlem almabilir. Bu amaglarla kullanilan yontemlerden bir tanesi de talep tahminidir.

Bu galismada; gida sektoriinde Zaman Serisi analiz yontemleri, Lineer Regresyon,
Derin Ogrenme yontemleriyle tahmin modelleri kurulup bu modeller yardimiyla
Turkiyenin 6nde gelen simit magazasi zincirlerinden birinin simitsatislariyla hava
durumunun iligkisi incelenmistir. Ayrica modeller yardimiyla satis tahminleri
yapilmustir.

Calismada 2014 yili Eylil ayindan 2016 Haziran ay1 arasinda sube basi simit
satiglarindan, il i¢i sicaklik, nem, basing, yagis gibi hava durumu goéstergelerinden ve
Dolar/TL paritesinden, tatil giinleri, ramazan gibi kategorik degiskenlerden
yararlanilmigtir.  Belirtilen makine Ogrenmesi yontemleri 6nce tek degiskenli
sonrasinda ¢ok degiskenli olarak uygulanmis ve hata testleri yapilmistir. Olusturulan
modellerin tahmin tutarliligi ve genellenebilirligi incelenmistir. Caligma 6 bolimden
olugmaktadir. Birinci ve ikinci bolimde; zincir magazalarin sektorel bilgisi ve talep
tahmini ile ilgili bilgiler verilmistir. Ugiincli bélimde zaman serisi ve makine
O0grenmesi yontemlerinin hava durumu degiskenlerinin kullanildig1 literatiir
caligmalarindan bahsedilmistir. Dordiincii boliimde makine 6grenmesi metotlarinin en
yaygin kullanilanlari kisaca anlatilmis ve ¢agdas metotlardan zaman serisi yontemleri
ve derin sinir aglar ayrintili olarak anlatilmistir. Derin sinir aglarindan zaman serisi
i¢in kullanilan LSTM ag yapisinin yani sira CNN ve temel modellerden MLP aglari
uygulanmistir. Besinci bolimde; 6ncelikle tek degiskenli tahmin yontemiyle tek adim
ve ¢ok adimli tahmin yapilmis ve yontemler karsilagtirllmistir. Bu tek degiskenli
uygulama ile yeni derin 6grenme yontemleri klasik yontemlerle karsilastirmak
amaglanmistir. Sonrasinda ¢ok degiskenli yontemle belirtilen hava durumu, 6nemli
giinler, mevsimsel degiskenler, lokasyon bilgileri kullanilarak lineer yontemlerle 6nce
degiskenlerin etkileri incelenmis sonra da otoregresif modeller ve derin dgrenme
modellerin tahmin tutarliliklar1 karsilastirtlmistir. Hangi degiskenlerin etkisinin daha
cok oldugu gosterilmistir. Cok degiskenli modellerin zaman serisi modellerine
alternatif olabilecegi gosterilmistir. Bunlarin yani sira modellerin nasil egitildigi, nasil
test edildigi ve tahmin siireci hakkinda detayl bilgiler sunulmustur. Altinc1 bolumde
ise ¢ikan sonuglar yorumlanmistir. Gelecekteki arastirmalarda kullanilabilecek
faktorler ve yontemler igin Oneriler sunulmustur.
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FORECASTING FOOD SALES ON CHAIN RESTAURANT AND
INVESTIGATING WEATHER EFFECT ON SALES BY USING MACHINE
LEARNING METHODS

SUMMARY

All businesses in need of decision-making must anticipate future events in order to
maintain and improve their current status in the future and produce appropriate
solutions within a good plan. The objective of prediction is to anticipate the future
situations that may be encountered by businesses and to take precautions by using
various data and techniques. This purpose is also envisaged in demand forecasting.

Sales forecasting is an important part of stock planning for wholesale and retail trade.
It is a complex task because of the many factors affecting demand. The complexity of
business dynamics often forces decision-makers to make decisions based on subjective
mental models that reflect their experience. However, research shows that companies
achieve better performance when applying data-based decision-making methods. In
fact, companies in the top three of their sectors use data-based decision-making to
become 5% more efficient and 6% more profitable than their competitors (Bohanec,
Robnik-Sikonja 2017), (Wong, W. K., & Guo, Z. X., 2010). This encourages the
business community to use data-driven decision models that enable more
comprehensive and intelligent decision-making.

Timely and accurate sales forecasting in the food industry plays a key role in the
profitability of operations. Retail food stocks consist of a wide range of perishable
foods with short shelf life and different storage conditions, which complicates food
sales forecasting (Doganis et al., 2006).

Analyzing sales data in stores helps improve store management, product management,
and supply chain management, thereby reducing restaurant operating costs and
improving food quality. At the institutional level, the creation of relevant information
in restaurants greatly simplifies the strategic planning of companies. Thus, corporate
governance can evaluate the impact of promotional activities on sales and brand
recognition, evaluate business trends, analyze price elasticity, and measure brand
loyalty. Therefore, accurate and timely sales forecasts enable us to conduct studies
from many different perspectives and are critical in this respect (Lasek and Saunders,
2016).

Historically, restaurant managers use either recent history data or simple logical
methods to estimate customer numbers or sales volume. These techniques consist of
an intuitive prediction, often based on the experience of the manager. However,
restaurant sales forecasts, time, weather conditions, economic factors, random cases
and so on. It is a complex task because it is influenced by many factors that can be
classified as. In this case, old techniques may give incorrect results (Lasek and
Saunders, 2016).

XiX



The aim of this study is to compare the estimation of simit sales, which is one of the
most consumed daily snacks in Turkey, the accuracy of the learning methods and
determine the model that provides the highest accuracy and the factors affecting the
buying behavior of one of the leading simit chain stores in Turkey in the food sector
by using Time Series Analysis methods,.

Between January 2014 and July 2016, the study benefited from the sales of simit per
branch, weather conditions such as temperature, humidity, pressure, precipitation and
district population values in the province. It is observed that reliablity and consistency
of the model predictions by the post-implementation error tests. The study consists of
six main parts. In the first and second chapter, sectoral information and demand
forecasting of chain stores are given.

Demand forecasting plays an important role in the activities of each organization in
which customer or consumer demand exists, particularly in the services,
manufacturing, and sectors as part of the actual supply chain. Demand forecasting; is
the process of calculating the future demand for a product or service with an acceptable
margin of error.

In the literature, there is a wide range of demand forecasting studies conducted in
different sectors on a general and store basis (Donkor et al., 2012), (Witt, 1995),
(Suganthive Samuel, 2012), (Fildes and Kumar, 2002), (Nenni and Pirolo, 2013).

Analyzing store sales data helps improve store-based operations management, product
management, supply chain management, and thus reduces restaurant operating costs;
improves the quality of service and foods. At the corporate level, extracting relevant
information in restaurants greatly simplifies the company's strategic planning. Thus,
corporate governance can evaluate the impact of promotional activities on sales and
brand recognition and business trends. Price elasticity analysis. It also measures brand
loyalty. For this reason, accurate and timely sales forecasts enable us to carry out
studies from many different perspectives and are critical in this respect (Lasek,
Cercone and Saunders, 2016).

The methods used in the literature for Demand Forecasting can be grouped under three
main headings. The first is time series methods and the second is deep learning
methods and other machine learning methods. Time series methods generally focus on
modeling patterns within a single data set. They are mostly used in the prediction of
linear models. Machine learning methods estimate demand data using supervised and
unsupervised learning methods of different factors. They can predict both linear and
nonlinear relationships. Deep learning learning methods can be predicted by simple
neural network logic for both time series and multivariate models. The results of time
series methods can be interpreted more easily. Machine learning and deep learning
methods are also called black box models because they are difficult to interpret
(Bohanec et al., 2017).

In literature studies on sales and demand estimation, many factors affecting customer
demand are examined. These factors have been classified as internal and external
factors in some studies (Obliobaité et al. 2012), (Ramanathan and Muyldermans,
2010). Accordingly, the variables used in the literature can be grouped as internal and
external factors. Weather effects as external factors (humidity, precipitation, snowfall,
storm), Holidays, Great events, Macroeconomic effects, Competition, Social media
data; internal effects are classified according to the main headings such as calendar
effect (days of the week, days of the month, months of the year, weeks of the year),
historical data (lag), product characteristics, promotion, store characteristics.
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In the third chapter, previous studies about sales forecasting and forcasting methods
are described. In the fourth chapter, machine learning, time series methods and deep
neural networks methods are explained in detail from contemporary methods. In the
fifth chapter; one-step and multi-step estimations were made and the methods were
compared with the one-variable estimation method. Afterwards, the effects of
variables were examined by linear methods using the weather conditions, important
days, seasonal variables, location information and then the predictive consistency of
the autoregressive models and deep learning models. In the sixth chapter, the results
are interpreted and proposals for future research are presented.

When determining the data set, firstly the needs of the company were taken into
consideration. The company wants sales and orders to be estimated. We have order
data from the wholesale center. Store order data is available, but store sales data is not
available. When analyzed, stores can calculate their daily orders based on the daily
increased products because they buy frozen food. Therefore, the variability in daily
orders does not clearly reflect sales expectations. It is considered appropriate to use
weekly sales values in order to make less difference in daily orders and sales numbers.
As a result, the total number of orders per week was taken as a reference and it was
decided to make a weekly estimate.

Both univariate and multivariate analyzes will be performed to compare the
performance of the methods according to different needs. First, time series methods
will be applied to a univariate data set. Secondly, a multi-parameter time series
estimate will be made. In addition, the effect of other variables/factirs on the estimation
variable will be examined.

For the multivariate model, the factors affecting demand in the light of literature
studies and ideas received from store authorities were classified as in the table below.

These are grouped under four main headings:

* Important days; National Holidays, School Holiday, Ramadan
* Macro Variables; USD / TRY,

» Seasonal Variables; Week, Month, Year

* Store Traffic; Province

In brief, results show, classical methods can give good results in time series. However,
although the LSTM method has been proposed in time series, one-dimensional CNN
has also shown good results. In addition, hybrid deep neural network models proved
to be effective in multi-step estimation. In the one-step estimation, it was observed that
the CNN method was as good as the LSTM method.

In multiple linear analysis, firstly correlation and linear model analysis were used to
investigate the effect of variables on sales values. Temperature values do not show the
same effect in all provinces. Istanbul has the highest correlation with temperature
values and sales figures with -0.6. In the linear model analysis, a descriptive model
was created by using the temperature, sunshine time, humidity, snowfall, dollar parity
and the sales value 4 weeks ago.

The month of Ramadan , temperature and sales value 4 weeks ago statistically
significant p <0.001, snowfall representing extreme weather conditions was
statistically significant p <0.05. After multiple linear analysis, sales estimation was

XXi



made with multivariate models. According to these estimates, the best result was MLR
with 39 RMSE values.

In future studies, if store traffic and store sales information is available, these variables
can be envisaged to form richer and explanatory models. The presence of store sales
data could have been possible to determine the effect of temperature on store traffic
and human behavior. In addition, the effect of promotions on sales could be measured
with promotional information. In subsequent studies, the effect of air temperature on
other products or, if sufficient data are available, can be examined in terms of the
human choice of intake.
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1. GIRIS

Satis tahmini, toptan ve perakende ticaret i¢in stok planlamanin 6nemli bir pargasidir.
Talebi etkileyen ¢ok sayida faktdrden dolay1 karmasik bir gérevdir. Is dinamiklerinin
karmasikligi karar vericileri genellikle, deneyimlerini yansitan subjektif zihinsel
modellere dayali kararlar vermeye zorlamaktadir. Bununla birlikte, arastirmalar,
sirketlerin veri temelli karar alma yontemlerini uyguladiklarinda daha iyi performans
elde ettigini gostermektedir. Hatta sektorlerinin ilk {iclindeki sirketler veriye dayali
karar verme kullanarak, rakiplerinden ortalama %5 daha verimli ve %6 daha karli
olmaktadirlar (Bohanec, Robnik-gikonja 2017), (Wong, W. K., & Guo, Z. X.,2010).
Bu durum, is ¢evrelerini daha kapsamli ve akilli karar vermeyi saglayan, veri temelli

karar modelleri kullanmaya tesvik etmektedir.

Gida endiistrisinde zamaninda ve dogru satig tahmini yapmak operasyon karliliginda
temel rol oynar. Perakende gida stoklari, kisa raf Omriine ve farkli depolama
kosullarina sahip ¢ok ¢esitli bozulabilir gidalardan olusmakta ve bu da gida satis
tahmini karmasik hale getirmektedir (Doganis ve digerleri, 2006).

Magazalardaki satig verisini analiz etmek magaza bazinda operasyon yonetimi, iiriin
yOnetimi, tedarik zinciri yonetimini gelistirmeye yardimci olmakta ve dolayisiyla
restoran isletme giderlerini diistiriirken gidalarin kalitesini artirmaktadir. Kurumsal
dizeyde ise, restoranlarda ilgili bilgilerin olusturulmasi, sirketlerin stratejik
planlamasin1  biiyiik 06lgiide kolaylastirmaktadir. ~ BOylece kurumsal yonetim,
promosyon faaliyetlerinin satis ve marka tanima tizerindeki etkisini degerlendilmekte,
is trendlerini degerlendirebilmekte, fiyat esneklik analizini yapilabilmekte ve marka
sadakatini 6lcebilmektedir. Bu nedenle, dogru ve zamaninda satig tahminleri, birgok
farkli perspektifte caligmalar yapilmasina olanak saglar ve bu agidan da kritiktir (Lasek
ve Saunders, 2016).

Tarihsel olarak, restoran yoneticileri misteri sayilarini ya da satis miktarin1 tahmin
etmek i¢in ya yakin gegmis verilerini ya da basit mantiksal yontemleri kullanmaktadir.
Bu teknikler, genellikle yoneticinin deneyimlerine dayanan sezgisel bir tahminden

olusmaktadir. Ancak, restoran satis tahminleri, zaman, hava kosullari, ekonomik



faktorler, rastgele vakalar vb. olarak siniflandirilabilecek ¢ok sayida faktoriin etkisinde
kaldig1 i¢in karmasik bir gorevdir. Bu durumda eski teknikler hatali sonug verebilir (

Lasek ve Saunders, 2016).

Gegmis yillarda tahmin alaninda birgok yeni teknik bulunmustur ve farkli sektorlerde
talep ve satis tahmini yapmak ic¢in uygulanmistir. Tahmin yontemleri hareketli
ortalama gibi basit yontemlerden derin 6grenme ve gelismis makine O0grenme
sistemlerine evrilmistir (Wong veGuo 2010; Aksoy ve arkadaslar1 2014; Wu ve
arkadaglar1 2017; Xiong ve arkadaslar1, 2018; Liu ve arkadaslar1 2018; Langkvist ve
arkadaslar1 2014; Shabani ve arkadaslar1,2017). Bu konuda Doganis ve arkadaslari
gida sektoriinde kisa siireli raf omrii olan tirtinlerle ilgili yapay sinir aglar1 kullanarak
tahmin ¢alismas1 yapilmistir. Bunun yam sira gesitli sektorlerde magaza satislarini
etkileyen faktorler incelenmistir (Arunraj ve Ahrens, D. 2015, Ramanathan ve
Muyldermans, 2010 ; Zliobaité ve arkadaslari, 2012; Liu ve Ichise, 2017).

1.1 Turkiye’de Franchise Sektori

Turkiye, franchising’e sehirlerarasi yolcu tasimaciligi ile 1960'li yillarda baglamistir.
Giiniimiizde, Tiirk franchising uygulamalari, cilt bakim iriinleri, hazir giyim, fast
food, temizlik, araba kiralama, c¢ikolata, ofis kirtasiye iiriinleri, emlak, yayincilik,
iletisim, miizik marketleri, kargo, Do-it-yourself magazalar, kozmetik ve otomotiv
tirlinleri gibi ¢esitli sektorlerde yaygin olarak goriilmektedir. Franchising, Turkiye'de

oldukca yeni bir is anlayis1 olmasina ragmen, ¢ok hizli biiyiimektedir.

Tiirkiye’de restoran pazarinda, markali kafeler, fast food, hazir giyim, spor merkezleri
gibi bircok alanda, insanlarin kazanglarinin ve ¢alisma saatlerinin artmasi dolayisiyla
birgok hizmeti digardan almaya baglasiyla toplumdaki digarda yeme aligkanliklarinin
degismesi, insanlarin sosyallesme davraniglarinin  degismesi, yeni aligveris
merkezlerinin agilmasi, konut piyasasmin gelismesi, gelir diizeyinin artmasiyla
beraber bir¢ok alanda tliketimin artmasina neden olmustur. Bu da yeni franchise
sektorlerinin olusmasia dolayisiyla franchise sayisini artirarak yeni sektorlerin

yayginlagsmasini saglamistir.

Zincirlerin sektorel dagilimlarina bakildiginida, gida sektoriiniin %24, ticari mallarin
%27, hizmetlerin %16 ve giyim sektorinin %33 pay1 oldugu goriilmektedir. Market,

yetiskin giyim ve aksesuar zincirlerinin sayist 200°den fazladir. Kafe, fast-food ve



restoran zincirlerinin sayisi ise 100°i asmis durumdaktadir. Aligveris merkezlerinin
hizli yayilmasinin da etkisiyle, Tiirkiye’de bir franchise markalasmasi hizlanmaktadir.
Avrupa Franchise Federasyonu (EFF) istatistiklerine gore Turkiye franchise zinciri
sayisinda Avrupa birincisidir. Tirkiye’yi 1375 markayla Fransa, 960 markayla
Almanya izlemektedir. Diinyanin en giivenli yayginlasma modeli olan franchising
hemen hemen her sektdrin ilgisini gekmektedir. UFRAD (Uluslararasi Franchising
Dernegi) verilerine gore, Tiirkiye’de yaklasik 1876 zincir magaza bulunmaktadir.
Bunlarin %24°ti yabanci, %74’ti Tirk kokenli markalardir. Bunlara ait 50 bin
civarinda sube franchise ya da bayilik sistemiyle biyumektedir. Tiirkiye’de franchise
veren 1471 sirket bulunmaktadir. Bu sirketlerin zincirler igindeki orani ise %78’dir.
Sadece kendi subelerini acip kendileri isleten zincirler %22 oranindadir

(https://www.becomeafranchise.com/turkiyede-franchising-pazari/).

Cizelge 1.1 : Ulkelere gore franchise marka sayilari.

Ulke Franchise marka sayis1
Avrupa 2007 2008 2009 2010 2011 2012 2013 2014 Est.
AT-Austria 390 411 435 420 440 445 445
BE-Belgium 200 240 320 360 350 350
HR-Croatia 120 145 150 168 175 180 180 180
CZ-Czech Rep 131 137 150 168 200 219 219
DK-Denmark 180 185 188 188 188 188
FI-Finland 220 255 265 270 270 275 277 294
FR-France 1.137 1.229 1.369 1.477 1.569 1.658 1.719 1.796
DE-Germany 910 950 960 980 990 990
EL-Greece 544 560 563 450 456 456
HU-Hungary 330 350 350 361 361 361
IT-Italy 847 852 869 883 878 938 939 939
NL- 676 687 692 714 739 769 769
Netherlands
PL-Poland 402 512 618 739 805 864 930 930
PT-Portugal 501 521 524 570 578 578
SK-Slovakia 80 80
Sl-Slovenia 103 106 107 103 106 108 108
ES-Spain 850 875 919 934 947 1.199
SE-Sweden 350 400 550 640 700 700
CH- 275 275 275 275
Switzerland
TR-Turkey 1.669 1.708 1.860 1.840 1.840
UK 809 838 845 900 929 930 930
TOTAL 12.251 12.712 13.627



https://www.becomeafranchise.com/turkiyede-franchising-pazari/

Tiirkiye'deki toplam franchise sayis1 Cizelge 1.1°e gore 2009 yilindan sonra hizli artig
gdstermistir. On tahminler, Tiirkiye'nin franchise pazarmin hacminin 43 milyar ABD
Dolar’'m1 astigin1 ve Oniimiizdeki yillarda 50 milyar ABD Dolari'na ulasacagini

gostermektedir.

Tiirkiye’deki yabanci bayilikler arasinda McDonald's, Domino's Pizza, Burger King,
Metro ve Caffé Nero gibi global markalar bulunmaktadir. Bunun diginda Simit Sarayi
(g1da), Koton (giyim) ve Istikbal (mobilya) gibi buyuk markalar da ana is modeli

olarak franchising kullanmaktadir.

Bu c¢alismada verileri kullanilan firmanin yurt icinde 234 magazasi, sirketin
yurtdisindakilerle beraber ise 367 magazasi vardir. Firma, biiyiime plani ¢er¢evesinde
2020 yilna kadar yurtdisinda pek ¢ok iilkede magazalasmay: hedeflemektedir.
Ingiltere’de 200’iin iizerinde, Amerika, Almanya, Ingiltere, Hollanda, Belgika, isveg,
Rusya, Polonya, Azerbaycan, Irak, Kuveyt, Nahcivan’da toplam 600’iin iizerinde

magaza agilmasi hedeflenmektedir (Cizelge 1.1).

1.2 Turkiye’de Gida Sektorii

Gida ve icecek sektorii, milli gelir ve istihdama olan katkisina ek olarak, toplumun
saglhigi, gida giivenligi, ¢cevre kirliligi ve tarimsal hammaddelerin mailyeti acisindan
da stratejik bir dneme sahiptir. Ozellikle tarim ve turizm sektdrleriyle 6nemli bir arz-
talep iligkisi vardir. Tiirkiye gibi orta sinifin zenginlestigi gelismekte olan bir tilkede,
gida tiiketim aligkanliklarindaki degisiklikler, bu sektdriin dinamiklerini etkileyen

o6nemli bir unsur olarak karsimiza ¢ikmaktadir.

TUIK verilerine gore, gida ve icecek sektdrii 2015 yilinda gayrisafi yurt i¢i hasila
(GSYIH) artisina paralel olarak %11,7 oraninda biiyiimiistiir (Sekil 1.2). Tiirkiye’de
42 binin iizerinde gida ve igecek isletmesi bulunmakta, sektor toplam imalat sanayii
sirketlerinin iginde yiizde %10-12"lik bir paya sahiptir. imalat sanayii istihdaminda da
yaklasik %10-13lik bir paya sahiptir. Gida ve icecek sektorii, Tiirkiye’ye gelen
dogrudan yabanci yatirim tutarinda da 6nemli bir paya sahiptir. Sektor 2016 yilinda
yaklasik 5,1 milyar dolarlik net ihracat yapmistir. Ancak, sektdriin imalat sanayii
toplam Ar-Ge yatirimlar i¢indeki diisiik pay1 (%2,3) ve %60-70 duzeyinde seyreden
diisiik kapasite kullanim orani, rekabet gilicli bakimindan sorunlara isaret etmektedir

(Sekil 1.1).



| 2011 | 2012 | 2013 | 2014 | 2015

Gida 39.100 397.679 | 40233 | 440.930 | 41.285 457370 | 42.030 | 470390 | 42.021 = 469.126
lmk 482 13.756 484 14.304 509 15.035 530 15.957 499 16214
Kaynak: TUIK

Sekil 1.1 : 2012-2015 yillart gida ve igecek sektorii istihdam verisi.
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Sekil 1.2 : Gida perakende satiglart mevcut ve tahmin edilen sektor biyiikligii
grafigi TGDF 2015 envanteri.






2. TALEP TAHMINI

2.1 Tahminin Onemi

Tahmin, akla, sezgiye ya da birtakim verilere dayanarak, gelecekteki bir olayi, bir
durumu bilmek, kestirmek demektir. Genel olarak, ge¢mis egilimlere, gegmis verilere
ve Ongoriilen gelecekteki parametrelere verilen hususlara dikkat edilerek bir seylerin
tahmin edilmesi siireci olarak anlasiimaktadir. Isletmeler sadece finansal konular igin
degil hemen hemen her is karar1 gelecekle ilgilidir ve bu nedenle tahminlere
dayanmaktadir. Her plan, sonugta, bir tahmine ihtiyag duymaktadir (Kolassa ve
Siemsen, 2016). Hizli degisen teknolojik kosullar1 ve mikro ve makro etkilerin
artmasiyla belirsizligi azaltmak igin yuksek tahmin dogrulugu olan, hizli yontemlere
ihtiyac duyulmaktadir. Bu nedenle veriye dayali tahmin yontemler 6nem kazanmistir

(Lasek ve Saunders, 2016).

2.1.1 Tahmin siireci ve yapilmasi gerekenler

Tahmin slreci modele ve veriye bagimli bir siiregtir ve istatistiksel yontemlere
dayanmaktadir. Bu nedenle her zaman bir hata pay:1 igermektedir. Bu hataya tahmin
hatast denir. Tahmin bir¢ok faktoriin bir matematiksel denklemi olarak diistiniilebilir.
Tahmin modelleri her zaman tahmin degiskenini etkileyen faktorlerin tumuni
icermemektedir. Modeli kurarken Ongoriillemeyen ya da veri setine ulasilamayan
faktorler olmaktadir. Bu nedenle elde edilen modelin tahmin degiskenini ne kadar iyi
modelleyebildigini bilmek gerekmektedir. Bu duruma bagli modelin basar1 aralig1 ve
tahminin basar1 aralig1 da bilinmelidir. Bir seri i¢in olusturulan tahmin modeli her
degiskende ayni sonucu vermemektedir. Ayrica tahminleri yorumlarken veri setinin
giivenilirligi geneli ne kadar dogru drnekledigi ve Orneklemin biyiikligii de ¢ok

onemlidir.

Tahmin yapilirken Oncelikle tahminin amacinin belirlenmesi gerekmektedir.
Sonrasinda tahmin siiresine karar verilmelidir. Tahmin siiresinin kisa ya da uzun
olmasina gore tahmin basaris1 degisebilmektedir. Bu nedenle tahmin siiresine karar

vermek Onemlidir. Ardindan toplanan tahmin yapilacak veri ile modelin



olusturulmaktadir. Sonrasinda modelin gecerliligi test edilmektedir. Tahmin

modelinin basarisina gore model test kiimesine uygulanmaktadir.

Tahmin modelinin gegerli olmamasi durumunda bu modelin sonucu planlamada
kullanilmamalidir. Model, toplanan veri seti ya da yontemler degistirilerek tekrar test
edilmelidir. Test setinin ve modelin hatas1 Olgiiliirken bilinen kare ortamalarin

karekoku gibi hata fonksiyonlar1 kullanilmaktadr.

Tahmin siireci ve modelinin kurulmasi, veri, model, ihtiyac duyulan dogruluk
derecesi, veri setini etkileyen faktorlere, bu faktorlerin verisinin elde edilmesine ve

kurulan modelin hesaplanabilirligine bagimlidir.

2.2 Talep Tahmini

Talep tahmini, gercek tedarik zincirinin bir pargasi olarak hizmet, imalat, sektorleri
basta olmak {izere miisteri ya da tiketici talebinin var oldugu her bir organizasyonun
faaliyetlerinde 6nemli rol oynar. Talep tahmini; bir Grlin veya hizmetin igin gelecekte

olusacak olan talebin, kabul edilebilir bir hata payiyla hesaplanmasi islemidir.

Literatiirde farkli sektorlerde hem genel hem magaza bazinda yapilmis ¢ok ¢esitli talep
tahmin ¢alismalar1 vardir (Donkor ve arkadaslari, 2012), (Witt,1995), (Suganthive
Samuel, 2012), (Fildes ve Kumar, 2002), (Nenni ve Pirolo, 2013).

Magazalardaki satig verisini analiz etmek magaza bazinda operasyon yonetimi, iiriin
yOnetimi, tedarik zinciri yonetimini gelistirmeye yardimci olur ve dolayistyla restoran
isletme giderlerini diisiirmekte; hizmet ve gidalarin kalitesini artirmaktadir. Kurumsal
diizeyde ise, restoranlarda ilgili bilgilerin ¢ikarilmasi, sirket stratejik planlamasinm
blylk olglide kolaylastirmaktadir. Boylece kurumsal yodnetim, promosyon
faaliyetlerinin satis ve marka tanima iizerindeki etkisini ve is trendlerini
degerlendirebilmektedir. Fiyat esneklik analizini yapabilmektedir. Ayrica marka
sadakatini 6lcebilmektedir. Bu nedenle, dogru ve zamaninda satig tahminleri, birgok
farkli perspektifte caligmalar yapilmasina olanak saglar ve bu acidan da kritiktir

(Lasek, Cercone ve Saunders, 2016).

2.2.1 Talep tahmininde kullanilan yéntemler

Talep Tahmini i¢in literatiirde kullanilan yontemleri {i¢ ana baslikta toplanabilir.

Birincisi zaman serisi yontemleri, ikincisi makine 6grenmesi yontemleri {iglinciisii



derin 6grenme yontemleridir. Zaman serisi yontemleri genelde tek veri setinin i¢cindeki
desen’i modellemeye odaklanmaktadir. Daha ¢ok lineer modellerin tahmininde
kullanilmaktadirlar. Makine 6grenmesi yontemleri farkli faktorlerin denetimli ve
denetimsiz 0grenme yontemlerinini kullanarak talep tahmini istenen veriyi tahmin
etmektedir. Hem lineer hem lineer olmayan iliskileri tahmin edebilmektedirler. Derin
O6grenme 0grenme yontemleri hem zaman serileri i¢in hem de ¢ok degiskenli modeller
i¢in basit sinir ag1 mantigiyla tahmin yapabilmektedir. Zaman serisi yontemlerinin
sonuglar1 daha kolay yorumlanabilmektedir. Makine 6grenmesine ve derin 6grenme
yontemlerine yorumlanabilirligi zor oldugu ici kara kutu modelleri de denmektedir
(Bohanec ve arkadaslari, 2017).

2.2.2 Talep tahmininde kullanilan faktorler

Genel olarak, talebi etkileyen faktdrler miisteri davraniglarini yansitmaktadir. Satig ve
talep tahmini ile ilgili literatiir calismalarinda miisterinin talebini etkileyen ¢ok sayida
faktor incelenmistir. Bu faktorler kimi calismalarda i¢ ve dig faktorler olarak
smiflandirilmistir (Zliobaité ve arkadaslart 2012), ( Ramanathan ve Muyldermans,
2010). Buna gore literatiirde kullanilan degiskenleri i¢ ve dis etkenler olarak
gruplanabilir. Dis etkenler olarak hava durumu etkisi (nem, yagis, kar yagisi, firtina),
Tatil gunleri, Blyuk etkinlikler, Makroekonomik etkiler, Rekabet, Sosyal medya
verileri; i¢ etkiler olarak takvimsel etki (haftanin giinleri, aym giinleri, yilin aylari,
yilin haftalar1), gecmis veriler(lag), iirlin karakteristigi, promosyon, magaza
karakteristigi gibi ana basliklara gore siniflandirilmistir. Baz1 makalelerde ise kisilerin
satin alma davraniglari da modele dahil edilerek kisilerin satin alma psikolojisine
etkileyen faktorler de incelenmistir. Tiiketicinin demografik 6zellikleri, Satin Alma
siklig1 gibi bilgiler modele dahil edilmistir. Ayrica sadece satis degerleri degil magaza
trafigi de satig tahminini etkileyen bir faktor olarak degerlendirilmektedir. Bu nedenle

magaza trafigi satis adedi iliskisi de incelenmektedir (Lasekve arkadaslari, 2016).

Hava durumu etkisi, literatirde hava durumunun G¢ belirgin  etkisinden
bahsedilmektedir. Birincisi satin alinacak tirtine etkisi, ikincisi magaza trafigine etkisi,
ticiinciisti de gecikme etkisidir. Magaza trafigine etki ekstrem hava kosullar1 kaynakli
olabilir. Genel olarak, havanin miisterilerin satin alma davranisi {izerindeki olumsuz
etkisi satin alma zamaninda gecikmelere sebep olur. Bu tiir hava durumu etkileri

gecikmis satin almalara neden olabilir. Gida perakende magazalarinda, miisterilerin



kotu hava kosullar1 nedeniyle beklemesi veya ertelenmesi egilimi yoktur. Kot hava
kosullarinin gida sektorinde genellikle magaza trafiginde diislis yaratmasi
beklenmektedir (Arunraj ve Ahrens, 2016).

Sezonsal hava durumunun daha 6nceki galismalarda direk magaza trafigini etkiledigi
diisiiniilmektedir. Ozetle gida ile ilgili hava durumu etkisini hava etkili mod ve hava
trafigine etki olarak 2 ana gruba ayrilabilir. Burada ekstrem hava durumu ve normal
sezonsal hava durumu etkisi incelenebilir. Bu etkiler bolgesel olarak farklilik
gosterebilmektedir. Tropik bolgelerde nem belirgin sekilde psikolojik etkilere sahiptir.
Cok kar yagan bolgelerde kar yagislari ekstrem hava kosullar1 olarak
degerlendirilmemektedir. Bu nedenle hava durumu degiskenlerinin modeli buna
uygun yapilmalidir. Literatiirde kullanilan degerler ortalama sicaklik, nem, basing,

rlizgar, giineslenme siiresi, kar, firtina, kasirgadir (Arunraj ve Ahrens, 2016).

Onemli giinler etkisi; ramazan ay1 ve bayramlarda satislarda ciddi diisiisler
yagsanmaktadir. Bu durum magaza trafigini birinci dereceden etkiler. Okullarin tatil
oldugu gunlerde (tatil glnleri, festival gunleri, okul tatilleri) de yerel yiikselmeler
gozlenebilir. Uriin Karakteristigi ; Giiniimiizde var olan giiglii rekabet nedeniyle, gogu
tiretim kurulusu karlarimi artirmak ve maliyetlerini azaltmak igin siirekli bir ¢aba
gostermektedir. Dogru satis tahmini, yukarida belirtilen hedefleri karsilamanin
kullanish bir yoludur, ¢linkii bu, miisteri hizmetlerinin iyilestirilmesine, kayip satig ve
{irin iadelerinin azaltilmasina ve daha verimli iiretim planlamasina yol agar. Uriin
satiglar1 hava durumunda genel olarak iki sekilde etkilenir. Birincisi etkisi magaza
trafigi yoluyla, ikincisi ise kiginin satin aldigi {iriiniin ¢esidinin degismesi seklinde
gerceklesebilir. Uriin karakteristigini etkileyen faktorler: tazelik, goriintii, kalite, raf
omri (Bertrand, Brusset ve Fortin, 2015), (Tian ve arkadaslari, 2018), (Bozkir ve
Sezer, 2011). Promosyon ; Promosyonlarin etkisi magaza trafiginden gok satiglardaki
artisa yonelik olabilir. Bir tane simit alinacakken simit art1 ¢ay satis1 yapilmasini
saglayabilir. Bu da satin almay1 artirabilir. Ilgili faktdrler su sekilde siralanabilir:
promosyon, promosyon siiresi, promosyon miktari, indirim, magaza Karakteristigi,
makroekonomik degiskenler, rekabet, sosyal medya verileri, takvimsel etkiler, ge¢cmis
veriler olarak siniflandirilabilir (Arunraj ve Ahrens, 2015) , (Arunraj ve Ahrens, 2016),
(Ramanathan ve Muyldermans, 2010), (Tian ve Zhang, 2018).
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3. LITERATUR

Satis tahmini ile ilgili ¢alismalar, miisterilerin ihtiyacglarina hizla cevap verebilmek ve
kaynaklar1 en etkin sekilde kullanabilmek igin bir¢ok firmanin siklikla kullandigi
yontemler arasinda yer almaktadir. Ozellikle gida endiistrisi i¢in, birgok gida {iriintiniin
kisa raf omrii ve iirlin kalitesinin insan sagligiyla olan iligkisi nedeniyle basarili satis
tahmin sistemleri ¢ok faydali olmaktadir (Doganis ve digerleri, 2006). Literatlrde satis
ve talep tahminiyle ilgili cok sayida farkli yontemle ¢alisma yapilmistir. Ayrica bunun
yaninda hava durumunun ve diger i¢ ve dis faktorlerin etkisiyle ilgili de ¢aligmalar

yapilmistir. Bu ¢alismalara asagidaki boliimlerde yer verilmistir.

3.1 Literattirdeki Talep Ve Satis Tahminiyle Ilgili Cahsmalar

Bohanec ve arkadaslar1 (2017) makine 6grenme modellerinin satis tahmininde
kullanilmas 1ile ilgili ¢aligmasinda son zamanlarda, son model kara kutu tahmin
modellerinin agiklanmasin1 destekleyen yeni bir genel acgiklama metodolojisi
onerilmistir. Sonuclar, metodolojinin bir¢gok modelde etkin kullanilabilirligini
gostermektedir. Yaklasimin bu esnekligi ve takip edilmesi kolay agiklamalar1 birgok
farkli uygulama i¢in uygundur. Kara kutu modelleri daha iyi tahmin performans
gostermelerine ragmen aciklanabilirligin  diisiik olmasindan ve degiskenlerin
bagimliliklarinin, degisken onemlilik Ol¢iimlerine etkisinden dolayr uygulamalarda
tercih edilmedigi goriilmektedir. Bu yaklasimla kara kutu modellerinin insan
etkilesimi ve analizi i¢in erisilebilirligini  ve uygulanabilirligini artirmak
amaclanmigtir. Makine 6grenimi model se¢iminin model agiklamadan ayrilmasi,
uzman ve akilli sistemler i¢cin dnemli bir avantajdir. Belirli bir tahmin modeline bagh
olmayan aciklamalar, kolay degerlendirmeler ve anahtarlama yoluyla is ortaminda
yeni ve karmasik modellerin kabul edilmesinin olumlu ydnde etkilemesi

amaclanmustir.

Doganis ve digerleri 2006 yilindaki ¢alismalarinda, dogrusal olmayan zaman serisi
satig tahmin modellerini gelistirmek i¢in yeni bir yontem uygulanmistir. Bu yontem

iki yapay zeké teknolojisinin, yani radyal temel fonksiyonu (RBF) sinir ag1 mimarisi
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ve Ozel olarak tasarlanmis bir genetik algoritmanin (GA) birlesimidir. Metodolojide,
biliyiik bir siit iiriinleri imalat sirketi tarafindan saglanan taze siit satis verileri
kullanilmistir. Linear AR, Holt Winters, LinearAR-NNMA, Linear AR-Linear MA,
NN_AR-NN_MA, NNAR-Linear MA, NN_AR, Adaptive NN tahminlerinin
tizerinden en basarisiz sonuglar lineer modellerden alinmigtir. Uygulamada sadece
tarihsel satis verisi kullanilmistir. Sonraki ¢alismalarda baska faktorler eklenerek

performansin artirilmasi beklenmektedir.

Thomassey ve Fiordaliso (2006), “A hybrid sales forecasting system based on
clustering and decision trees Available” c¢alismasinda Fransiz bir tekstil distribltor
firmasindan 1998 ile 1999 yillarinda alinan 482 giinliik satig verileri kullanilmistir.
Modelin dogrulugunu 6l¢gmek igin test verisi olarak 2000 yilina ait 285 giinliik satis
verisi kullanilmistir. Satis degerlerini karsilastirmak ve kiimelemek i¢in test ve egitim

setleri haftalik degerlere ¢evrilmistir.

Satis verisi yani sira satiglara etki eden bir¢ok faktér bulunmaktadir. Ancak genellikle
satis ve talebe etki eden faktorler firmanin veritabaninda yeterince detayli olarak
bulunmamaktadir. Bu ¢alismada veri farkli kiimelere gore gruplanip her biri i¢in karar
agact yontemiyle tahmin yapilmistir. Buradaki kiimeleme islemi sayesinde elde
edemedigimiz faktorlere ihtiya¢ duymadan profil olusturup bu profiller sayesinde satin
alma davranisi modellenebilmektedir. Profilleri olustururken firmanin veri tabaninda
bulunan fiyat, satiglarin baslangic zamani, iiriin 6mrii modelde kriter olarak
kullanilmistir. Stil veya tekstil malzemesi gibi ek kriterler de tahmin amagh olarak

kullanilmistir.

Ni ve Fan 2011 yilindaki ¢alismalarinda uzun vadeli tahminlerde (yillik, ¢eyrek, aylik
tahminler) ve kisa vadeli tahminlerde (haftalik, giinliikk tahminler) tahminlemenin
kesinligine odaklanmistir. AR modeliyle yapay siniraglari/Karar agaglar1 yonetimini
hibrit olarak kullanarak yeni bir model olugturulmustur. Bu model performansi bu veri

tizerinde diger yontemlere kiyasla daha iyi sonug vermistir.

Sagaert ve digerleri, 2018 yilindaki ¢alismada makroekonomik oncu gostergeler
kullanarak taktiksel satis tahminlerini iyilestirmek icin ¢esitli yaklagimlari dnermistir.
Geleneksel tahmin modelleri, gegmisten tahmin edilen tek degiskenli bilgileri hesaba
katmakla birlikte, ulusal ekonomik aktivitedeki yiiksek artiglar veya diisiisler gibi

makroekonomik olaylar1 tahmin edemez. Pratikte bu artis ve diisiisler, cesitli 6n
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yargilardan etkilenebilir, Ol¢eklenebilir olmayan yonetimsel uzman kararlar
kullanilarak yonetilmektedir. Taktik satis tahminleri tipik olarak 12 aya kadar
uzanmaktadir. Bu zaman 6l¢eginde, ekonominin degisen 6zellikleri satiglar1 6nemli
olcude etkileyebilir. Makroekonomik bilginin dogrulugu artirabilecegi ve ilgili piyasa
dinamikleri hakkinda bilgi saglayabilecegi hipotezi altinda tahminler olusturulmus.
Ayrica, potansiyel oncii degiskenlerin uzmanlar tarafindan onden filtrelenerek,
dogruluk-maliyet dengesini 6lcen uzman fikri destekli modellere karsi tamamen
istatistiksel model insasin1 degerlendirilmis. Onerilen yontem belirlenen zaman serileri
kriterlerine gore tahmin dogrulugunu gelistirmektedir. Calismada Naive, Seasonal
Naive, Holt-Winters, Exponential Smoothing, ARIMA, ARI, LinReg, StepReg,
LASSO gibi linear istatistiksel yontemler kullanilmistir. Aralarinda en iyi performansi
LASSO modeli gostermistir. Sonrasinda LASSO AR modeli test edilmistir. LASSO
hibrit LASSO-AR modelinden uzun vadede daha iyi performans gostermistir. Kisa

vadede ise yakin iyilikte performans gostermistir.

Liu ve digerleri, “Data mining on time series: an illustration using fast-food restaurant
franchise” isimli ¢aligmalarinda, zaman serisi veri madenciligi igin tek degiskenli
ARIMA modelleri kullanilmaktadir. Kavram, c¢oklu giris transfer fonksiyonu
modelleri ve ¢ok degiskenli ARIMA modelleri gibi ¢ok degiskenli modellere

genisletilebilir. Bu makalede ayrica aykirt degerler ve anomalliler de incelenmistir.

Arumugam ve Saranya (2018), “Outlier Detection and Missing Value in Seasonal
ARIMA Model Using Rainfall Data” isimli g¢alismalarinda mevsimsel
ARIMA(SARIMA) yardimiyla yagis tahmini yapilmistir. Zaman serileri verileri
olarak 2006'dan 2016'ya olan aylik yagis verileri kullanilmistir. Ancak yagmur
verilerini analiz ederken otomatik sayim ekipmaninda bir bozulmanin sonucu olarak,
eksik veya agirt degerler oldugunda ne yapilacagi ciddi bir problemdir. Bu ¢aligmanin
amaci, tahmin edilmis SARIMA modelinden ¢ikan hata fonksiyonu kullanarak bu
problemi agiklamanin yollar1 incelenmistir. Orneklem sayis1 da énemli oldugu igin
hatal1 6l¢tim olan giinleri ¢ikarmak yerine Aykir1 (outlier) degerlerini bulmak, analiz

etmek daha mantikl1 bir yontemdir.

Xuan ve digerleri 2017 yilindaki ¢alismalarinda, Cin'in giineyinde bulunan Guangzhou
City'de bulunan biiyiik 6lcekli bir aligveris merkezinden saat basi sogutma yiik
verilerine dayanmaktadir. Veriler dogrusal olmayan davranis gosterdigi i¢in SVR ve

yapay sinir aglar1 yontemleri temel alinan 4 tane veri analizi yontemi kullanilmistir.
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Sonug olarak Chaos-SVR ve WD-SVR hibrit modelleri tek modellerden daha komplex

olmakla beraber daha iyi sonu¢ vermistir.

Braun ve digerleri (2014), “24 hour Demand Forecasting Based on SARIMA and
SVM” calismasinda SARIMA ve SVM yontemleriyle 24 saatlik talep tahminleri
tizerine odaklanmistir. Zaman serilerinde genellikle gegmis makalelerde ARIMA
modeli kullanilmigtir. Makine 6grenmesi algoritmalarinin popiilerliginin artmasiyla
beraber yapay sinir aglari ve SVM algoritmlar1 gibi yeni yaklasimlar zaman serilerinin
incelenmesinde kullanilmaya baslanmistir. Bu makalede SVR ve SARIMA modelleri
kullanilmistir. Calismada yeni yontemler Berlin'deki bir yerlesim bdlgesinden gelen
su talebi verilerine lizerinde uygulanmistir. Calismalarda 1 saatlik ve 24 saatlik

tahminler yapilmistir. Makalede SVR %1’ye yakin tahminde iyilesme saglamistir.

Modelde ayrica daha uzun tahmin araliklar1 da denenmistir. Su talebi ge¢mis
saatlerdeki taleplerden cok etkilendigi i¢in daha uzun tahmin araliklarinda tahmin
hatas1 beklendigi gibi artmistir. Genel olarak SVR yontemi SARIMA yonteminden
daha iyi sonug¢ vermistir. SAR modeli linear bir model oldugu i¢in nonlinear etkileri
1yi tahminleyememistir. SVR ve SAR yontemleri hibrit olarak yeni bir yontem olarak
tahmin performansini %1 artirmistir. Yine de, tiim modellerin goreceli hatalarinin
degerlendirilmesi, hatalarin beyaz giiriiltiiden olugsmadigini gostermistir, dolayisiyla
modeli gelistirmek i¢in hala bir marj oldugunu gdostermektedir. Literatiir, bu ¢alismada
kullanilmamis yagis, nispi nem ve bulut miktar1 gibi meteorolojik 6zelliklerin su talebi
tizerinde etkili oldugunu gdstermektedir. Gelecek ¢alismalarda uzun siireli tahmin

yontemleri ve daha kii¢iik alanlar i¢in su talebinin incelenmesi planlanmaktadir.

Ulke ve digerleri (2016) “A comparison of time series and machine learning models
for inflation forecasting: empirical evidence from the USA” adli galismalarinda,
enflasyon tahminine yonelik zaman serilerini ve makine O6grenim modellerini
karsilagtirilmaktadir. ABD'den 1984 ve 2014 yillar1 arasindaki ampirik yontemlerle
tespit edilmis on alt1 kosuldan (dort farkli enflasyon gostergesi ve dort farkli zamana
ait veri seti kullanilarak), makine 6grenme modellerinin yedi kosulda daha dogru
tahmin sonuglar1 sagladigin1 ve zaman serisi modellerinin dokuz kosulda daha iyi
oldugunu gostermektedir. Ayrica, ¢ok degiskenli modeller on dort durumda daha iyi
sonuglar verir ve tek degiskenli modeller sadece iki durumda daha iyidir. Bu ¢alisma,
makine 6grenim modelinin ¢ekirdek kisisel tiiketim harcamalar1 (core-PCE) enflasyon

tahmini igcin zaman serisi modellerinden daha iyi sonug¢ verir. Zaman serisi
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modelleri(ARDL) ise cekirdek tiiketici fiyatinin (core-TUFE) endeks enflasyon
tahmini i¢in daha iyi oldugunu gostermektedir. Veriler i¢in iki tek degiskenli (AR ve
Naif) ve iki ¢ok degiskenli (VAR ve ARDL) zaman serisi modelleri ve ii¢ makine
o6grenme modeli (ANN, k-NN ve SVR) uygulanmustir.

Xin Liu(B) ve Ryutaro Ichise 2017 yilindaki ¢alismasinda gida perakendecilerinin
satiglarin1 tahmin etmek i¢in meteorolojik verileri kullanan derin bir 6grenme
yontemini kullanmistir. Meteorolojik Veriler ile Gida Satis Tahmini'ni bir Japon
zinciri stipermarketi igecek satisin1 ongérmeye calismistir. Meyve, dondurma gibi
diger hassas tiriinlerin satigin1 dngérmek i¢in yeni Onerilen hibrit makine 6grenmesi
yontemine bagvurulmustur. Bununla birlikte, gida satig tahminlerini gerceklestirmede
hala zorluklar bulunmaktadir, ¢iinkii satiglar1 ve talebi belirleyen popiilasyon,
siipermarket, market veya gida perakendecisi sayisi, fiyat stratejisi, reklam
kampanyalar1 ve belirli bir magazanin satig alan1 gibi ¢ok sayida faktdr bulunmaktadir.
Gelecekteki calismalarda tahminin dogrulugunu artirmak i¢in bu faktorler hakkinda
daha fazla veri toplayarak model dogrulugunu artirmak planlanmaktadir. Bu ¢alismada
LSTM, Autoencoder, SVM, LR, RandForest, AdaBoost, GBDT ve yeni Onerilen
LSTM ve Autoencoder’in hibrit kullanildig1 bir yapay sinir ag1 modeli kullanilmistir.
Yeni onerilen modelin dogruluk yiizdesi diger yontemlerden daha yiiksek ¢ikmustir.

Calismada klasik tek degiskenli yontemler kullanilmamistir.

Bozkir ve Sezer’in “Predicting food demand in food courts by decision tree
approaches” isimli ¢alismasinda etki degiskeni olarak Giin, Ay, Tatilgtnleri, Kalori,
Foodl, Food2, Food3, Food4 bilgileri kullanilmistir. Tahmin edilen bagimli degisken
olarak ise satig verileri, 6gle aksam yemegi ve 6grenci, akademik personel, memurlar,
sozlesmeli personel olarak ayrilmigtir. Tahmin modeli olarak SPSS (izerinde karar
agaclar1 algoritmalar1 kullanilmistir. Sonug¢ olarak, R kare’e 0.83'e kadar tahmin
dogrulugu elde edilmistir. Bu calisma ile karar agact metodolojisinin gida tiiketim

tahminine uygun oldugu gdosterilmistir.

Martinez ve arkadaglarinin (2018) yilindaki ¢aligmalarinda mevsimsel bir model
sergileyen zaman serileri ile basa ¢ikmak i¢in yeni bir yontem onerilmistir. Model,
KNN regresyon kullanarak zaman serileri tahmin etmeyi amag¢lanmistir. Modeldeki
temel fikir, her farkli mevsimi farkli bir uzman k NN test verisi kullanarak sunmaktir.
Her bir veri ayr bir 6zniteliktir ¢iinkii egitim seti yalnizca 0 mevsimi tahmin edebilen

egitim setleri igermektedir. Bu sekilde, uzman bir KNN test verisinin tahmini, ayni
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mevsime ait hedef degerlerin bir araya getirilmesi yaniltici tahminlerin yapilma
ihtimalinin azaltmistir.  Model sadece kNN'ye uygulanmistir ve SARIMA,
Holtwinters gibi klasik yontemlerle karsilastirilmistir. Makalede veri seti olarak NN5
yarismasinin veri seti kullanilmistir. Sonug olarak bu yeni énerilen model zaman

serilerinde kNN yonteminden daha iyi sonu¢ vermektedir.

Francis ve Kusiak “Prediction of engine demand with a data-driven approach” isimli
caligmalarinda ge¢mis verilere gére motor talebinin hacmini tahmin eden modeller
gelistirilmistir. Mevsimsel etkilere uyum saglamak igin, sinir aglar1 ve otoregresif
entegre hareketli ortalama (ARIMA) yaklasimlar1 diisiiniilmektedir. Sinirsel aglarin,
mevsimselligi ve ham verileri kullanan trend ile model fenomenleri iizerindeki
etkinligi hakkinda daha Onceki arastirmalar sonugsuz kalmistir. Bu yazida,
mevsimsellige sahip lineer zaman serileri i¢in dort tahmin modeli gelistirilmis ve
bunlarin dogrulugu calisilmisgtir. Kukla degisken lineer regresyon modelinin
performansi, mevsimsel ARIMA modeli, ham tarihsel verileri kullanan ndral ag
modeli ve hibrit dogrusal model karsilastirilmistir. Mevsimsel ARIMA ve lineer
regresyon modellerinin néral ag modelinden daha iyi performans gosterdigi
bulunmustur. Hibrit dogrusal modelin ii¢ bireysel modeli daha iyi performans

gosterdigi bulunmustur.

3.2 Literatiirde Hava Durmunun Satis Tahminine Etkisi Ile lgili Calismalar

Pazarlama arastirmalar1 genellikle, Uriin ve hizmetler icin neden, ne, nerede ve ne
zaman satin alinacagi gibi miisteri satin alma kararlarini1 anlamaya odaklanir. Talebi
etkileyen faktorlerin miisteri satin alma kararlar {izerinde 6nemli etkileri vardir. Talebi
etkileyen faktorler arasinda hava, kontrol edilemeyen bir dis faktordiir. Bu kontrol
edilemeyen faktorle ugrasmak genellikle perakendeciler tarafindan zor ve rahatsiz
edici bir gorev olarak kabul edilir. Diizgun bir sekilde analiz edilmeyen hava, zayif
satig performansina sebep olabilir. Bununla birlikte, hava kosullarindaki oynakliginin,
arz, talep ve operasyonel faaliyetler tizerinde 6nemli bir etkisi vardir. Hava genellikle,
misterinin satin alma kararlarini etkileyen ve talebin herhangi bir yonde hareket
etmesine neden olan, kontrol edilemeyen bir faktor olarak ifade edilir. Boyle bir risk
genellikle endustrilere zarar verir. Bununla birlikte, hava ve perakende aligverisle ilgili
cok az sayida arastirma literatiirde mevcuttur. Bu calismanin amaci, satis tahmini

yapmak i¢in bir model gelistirmek, modelleri karsilastirmak ve perakende aligverigine
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etki eden basta hava degiskenleri olmak iizere degiskenlerin satis degerleriyle iliskisini

(yani magaza trafigini ve satiglarini) analiz etmektir.

Bahng ve Kincade 2012 yilinda “The relationship between temperature and sales:
Sales data analysis of a retailer of branded women's business wear” isimli bir ¢alisma
yaymlamisglardir. Bu calismanin sonuglari, sicakliktaki dalgalanmalarin mevsimsel
giysilerin satigini etkileyebilecegine dair giiclii kanitlar sunmaktadir. Bu ¢alismada,
Giiney Koreli bir firmanin gilinliik satis degerleri ve hava sicaklig giinliik degerleri
kullanilmistir. Sicaklik satis iligkisi korelasyon ve t testi uygulanarak incelenmistir.
Onemli sicaklik degisikliklerinin meydana geldigi satis donemlerinde daha mevsimlik
giysiler satilir. Bununla birlikte, sicaklik giinden giine veya haftadan haftaya degisir,
bitiin mevsimde satilan kiyafetlerin sayisini etkilemez. Ayni sezon igerisinde satilmasi
beklenen mevsimlik giysilerden, her bir iirlin kategorisinin satis siireleri, kumasin
tiirline ve tasarimina bagli olarak farklilik gosterir. Bazi mevsimlik giysiler i¢in, gergek
satig tarihleri, bir haftadan iki haftaya kadar, mallarin tahminlerine gore farklilik
gosterir. Bu da gosteriyor ki sicaklik iiriin karakteristigine gore satis rakamlarina etki

etmektedir.

Arunraj ve Ahrens (2016) yilinda yayinladiklar1 Estimation of non-catastrophic
weather impacts for retail industry isimli makalesinde digerlerinden farkli olarak
birden fazla perakende sektdriinde magazalar segilerek hava durumunun satislari
giinliik nasil etkiledigi incelenmistir. Makalede U¢ ana etkiden bahsedilmistir. Birincisi
satin alinacak iiriine etkisi, ikincisi magaza trafigine etkisi, Uglinciisii de gecikme
etkisidir. Kar kalinligi, nem, sicaklik, giineslenme siiresi, bagil nem, sicaklik sapmasi,
faktorlerinin magaza trafigi ve havanin insanlarin psikolojisine etkisi Uzerinden
satiglara etkisi incelenmistir. Cikan sonuglara gore, Kar yagisinin, magaza trafigi ve
hem gida hem de moda perakende satis magazalarindaki satiglar izerinde 6nemli bir
etkisi oldugu ortaya koyulmustur. Gida perakende magazasinda, kar yagisi nedeniyle
olusan risk, magazalarin bulundugu yere gore degisir. Populer bir tekstil perakende
magazasinda kar yagisinin onemli Olciide gecikme etkisi vardir. Yagislarin gida
perakende magazalarindaki sadece magaza trafiginde onemli bir etkisi vardir. Bu
etkilere ek olarak, moda perakende magazasindaki satiglar sicaklik sapmasindan
biiyiik olciide etkilenir. Hava degiskenleri ve diger talep etkileyen faktorler (6rnegin
promosyon, turizm, c¢evrimigi aligveris, miisterilerin demografisi vb.) verilerdeki

sinirlamalar, 6nerilen MLR-AR modelinin verimliligini azaltabilir. Bu sinirlamalara
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ragmen, bu ¢alisma hava degiskenlerinin magaza trafigi ve satis iizerindeki etkilerini
Olcebilmektedir. Model olarak MLR ve MLR_AR y0Ontemleri kullanilmistir. AR hata
serisine MLR uygulanarak zamansal etkinin yani sira diger faktorler de modele dahil
edilmistir. Makalede ayrica gelecekteki c¢alismalarda faktorlerin sadece satis
rakamlariyla iligkisini incelemek yerine, satin alma sekli, satin alma zamani, satin
alinan irlin, satin alma siklig1, satin alma miktari, gibi degiskenlere etkisinin de

incelemesi gerektigi soylenmektedir.

Ramanathan ve Muyldermans 2010°da “Identifying demand factors for promotional
planning and forecasting: a case of a soft drink company in the UK. Int. J. Prod. Econ”
isimli ¢alismasinda Ingiltere’nin 6nde gelen icecek firmalarindan birinde satislar:
etkileyen faktorleri incelemistir. Bu makalenin ana amaci promosyonel planlar igin
talep faktorlerini belirlemektir. Kullanilan faktdrler promosyon tipi, promosyon
biiyiikliigii, promosyon siiresi, indirim miktari, festivaller, tatiller, sicaklik, haftanin
giinleri, lirtin aileleri. Makalede nedensellik iliskisini ¢ikarmak i¢in yapisal esitlik
modeli kullanilmistir. Makale gostermistir ki her bir {iriiniin satis tahmini aym
faktorlerle agiklanamaz. Talepler farkli faktorlerden etkilenmektedir. Bu da
gostermektedir ki farkli Orlin ve Urln gruplarmin satiglarini artirmak igin ayni
yontemler kullanilmamalidir. Baz1 faktorler i¢ dinamiklerden etkilenirken bazi
faktorler dis dinamiklerden etkilenmektedir. Promosyon satiglariin altta yatan
aciklayici faktorlerinde SEM ile ayristirilmasinin, talep yapisina daha fazla i¢gori
kazandirmak ve yoneticilere tanitim planlamasinda yardimci olmak i¢in ilging yeni bir
yaklasim gelistirilmistir. Calisma ayrica SEM yardimiyla 6nemli degiskenleri ve
birbirleriyle iliskileri de ortaya koymaktadir.

Arunraj ve Ahrens (2015) yilindaki ¢alismasinda ise miisterinin talebini artiran
faktorleri tatil etkisi, ekstreme hava durumu etkisi, mevsimsellik, promosyonel ve
indirimli Uriinlerin etkisi, Uriin karakteristigi, misteri ozellikleri diye siralamistir.
Perakende magaza satis tahmin modelinde Ay, Yagis Gilineslenme Siresi, Kar
kalinlig, Tatil Ginleri, Promosyon, indirim faktorleri kullanmistir. Veri seti giinlik
muz satiglart kullanilmistir. Mevsimsel ARIMA ydntemi ve yapay sinir aglari, linear
regresyon ve quantile regresyon yontemleri birlestirilerek hibrit modeller
olusturulmustur. Bu modellerin performanslari degerlendirilmistir. Ayrica OLS
yardimiyla faktorlerin satiglara etkileri incelenmistir. Buna gore bu calismada taze kar

kalinliginin belirgin olarak negatif bir etkisi oldugu sonucu ¢ikmistir. KOti hava
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kosullarinin genelde sehir digindaki isletmelere negatif etkisi vardir. Yakin
bolgelerdeki satis merkezlerinde ise pozitif etkisi gozlenmektedir. Kar kalinliginin bu
nedenle her zaman her lokasyon icin negatif davranis gostermeyebilir. Ayrica belirli
aylardaki satislarin belirgin olarak veri setine gore pozitif satis etkisi vardir.
Mevsimsel ARIMA Quantile modeli yapay sinir aglar1 ve linear ARIMA modeline
gore faktorlerin nedenselligini daha iyi agiklamaktadir. Zliobaité ve arkasdaslari (2012)
calismalarinda linear regression,k Nearest Neighbors,regression tree,moving average
yontemleri kullanilmistir. Bu yontemlerle 26 tahmin edici faktor se¢ilmistir. Faktorleri
secmek i¢in korelasyon kullanilmigstir. 220 iiriiniin 59 haftalik satig rakamini egitim
seti olarak kullanip 60 haftalik test seti kullanilmistir. Faktorler i¢ ve ¢evresel faktorler
olarak ayrilip i¢ databaseden toplanan veriler ve sicaklik etkinlikler tatil giinleri ise
cevresel faktor olarak modele eklenmistir. Calismada stok yonetimi ac¢isindan mutlak
tahminlerin, géreceli tahminler kadar 6nemli olmadigim iddia edilmistir. Ongoriilen
onemli bilgiler, satislarin 6ntiimiizdeki hafta biiyliyiip biilyimeyecegi ve degisikliklerin

ne kadar 6nemli olacagidir.

Tian ve arkadaglarinin 2018 yaymladigi calismada Cin’de ulus c¢apinda bir
stpermarket zincirinden saglanan 30000°den fazla {irGin tipini igeren veri
kullanilmistir. Tiketicilerin aligveris esnasinda ¢esit arama davraniglarini incelemek
icin islem kayitlari panel verileri, cinsiyet ve yas gibi temel tiiketici 6zellikleri de dahil
olmak Uzere stpermarketin Uyelik bilgileri kullanilmistir. Calismada M-R modeli
kullanilmistir. Calismada satin alma duygusuna etki eden faktorler incelenmistir. 3
hipotez incelenmistir. Birincisi tliketicinin gesit arama diirtiisli, hava daha az giines
15181na sahip oldugunda daha yiiksektir. Yiiksek sicakliklarin test edilen tiim {irlinlerde
daha fazla cesitlilik arayis1 yarattigini gosterir, ancak diisiik sicakliklarin arayisinin
yiikseltmedigini gostermektedir. Hava kalitesi etkisi i¢in, dort iirlin baglami igin
olusturulan modeller, bira tiiketimi hari¢, degisken AQI icin pozitif ve Onemli
katsayilar gostermistir. Boylece, Hava Kalitesi Hipotezi (H3) biiyiik Ol¢iide
desteklenmistir. Nem katsayisinin negatif olmast ve riizgar Hizinin pozitif olmas,
disik nem oram1 ve yiksek rizgdr hizinin ¢esitlilik arayisini - arttirdigini

gOstermektedir.
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3.3 Satis Tahmininde Literatiirde Kullanilan Yontemler Ve Faktorler

Satis tahmininde literatiirde ¢esitli yontemler ve faktorler kullanilmigtir. Bunlar
agirlikli olarak zaman serisi modelleri, sinir ag1 modelleri ve makine 6grenmesi
modelleri olusturularak kullanilmistir. Son yillara tek degiskenli tahmin serilerinin
yani sira ok faktorli modeller ¢calismalarda kullanilmaya baglanmigtir. Derin sinir agi
yontemleri hem ¢ok hem zaman serisine uygulanabilir oldugu ve ¢ok ¢esitli modelleri
olmast dolayistyla ¢ok kullanilmaktadir. Literatiirde calismalar  genellikle tek
degiskenli tahmin serileri tizerinde zaman serisi ve sinir ag1 modelleri yardimiyla, ¢ok
degiskenli tek ciktili tahmin serileri {izerinde makine &grenmesi ve sinir aglari

yardimiyla yapilmstir.

Satis tahmininde literatiirde kullanilan faktorler bazi makalelerde i¢ ve dis faktorler
olarak ayrilmistir. I¢ faktdrler firmanin kendi database’inden toplanan bilgiler. Dis
faktorler ise tatil giinleri, etkinlikler, sicaklik vb. gibi cevresel faktorler olarak da
adlandirlabilir (Zliobaité ve arkadaslar1,2012).

Benzer sekilde Arunraj ve Ahrens (2016) ve Gun ve arkadaslar1 (2010) makalelerinde
farkli sektorlerde perakende iiriin satisiyla ilgili ¢alismalarda satis kararina etki eden

faktorler tatil etkisi, hava durumu etkisi ve mevsimsellik olarak siniflandirilmistir.

Chen ve Tsai (2016) yilindaki ¢alismasinda magaza lokasyon se¢imi incelenmis, etki
eden faktorler iki ana baslhkta toplanmistir. Birinci kategori c¢evresel
faktdrler(demografik 6zellikler, market kosullar1) altinda siiflandirilmistir. ikincisi
kategori magaza Ozellikleri (magaza maliyetleri, magaza biyiikliigii, ulasilabilirlik)

altinda simiflandirimastir.

Lasek, Agnieszka, Nick Cercone, and Jim Saunders (2016) literatiir inceleme
caligmasinda satig’a etki eden faktorleri zaman (ay,hafta,haftanin giinii, saat), hava
durumu (sicaklik,yagis,kar yagisi,giineslilik), tatil (okul tatili, tatil), promosyon,
etkinlikler, tarihsel veri, makroekonomik gostergeler, rekabet, sosyal medya verileri,
lokasyon tipi, miisterilerin demografik 6zellikleri anabasliklar1 altinda toplamustir.
Diger makalelerden farkli olarak sosyal medya verisi ve rekabet faktorini de birer

degisken olarak almistir.

Boone, T., Ganeshan, R., Jain, A., & Sanders (2018) literatlr incelemesi amach
caligmasinda tuketici analitik verisine odaklanmistir. BlyUk ve yeni veri tlrlerinin

mevcut oldugu kaynaklara genel bir bakis sunmustur. Bu yeni kaynaklardan elde
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edilen verileri kullanarak tiiketici analitigi konusundaki gelecekteki aragtirmalar1 ve
gelecekteki potansiyel firsatlari, 6zellikle de talepleri tahmini tlizerinde durmustur.
Yeni ¢agda POS cihazlari, Iot, sosyal medya verileri,bulut bilisim teknolojileri
firmalara ¢ok biiylik boyutlu veri saglamaktadir Calismada POS cihazlarindan yeni
nesil 6deme ortamlarindan ve cihazlarindan elde edilen veri, Kullanicinin satin alma
oncesi inceledigi diger iirlinler yani magaza i¢i kullanimlari, magaza trafigi ayni anda
ka¢ kullanic1 islem yapiyor, kullanicilarin satin alma siirecinde izledigi yol,
kullanicilarin online ortamlarda sosyal medya sitelerinde marka ya da tiriinlerle ilgili

biraktig1 izler’in veri olarak analiz edilmesinden bahsedilmistir.

Satis tahmini ve hava durumunu degiskeni kullanilan ¢aligmalarin hemen hepsinde
Hava durumu etkisini gozlemlemek i¢in sicaklikla ilgili bir degisken kullanilmistir.
Bunun disinda kullanilan hava durumu degiskenleri Sicaklik Sapmasi, yogusma
noktasi, nem, yagis, glineslenme siiresi, riizgar, basing, Sis, kar kalinligi/taze kar

kalinlig1 (kar yagisinin 6ncesi/sonrasi) degiskenleridir.

Literatiir ¢aligmalarinda promosyon, promosyon siiresi, promosyon biiyiikligi,
indirim, drun ozellikleri (Urlin tipi, Uriin bulyikligi, markasi, fiyat1), magaza
Ozellikleri (magaza giderleri, lokasyon, magaza biiylikligii), hafta etkisi, ay etkisi gibi
i¢c faktorler agirlikli olarak kullanilmigtir. Literatirde cevresel faktorler olarak tatil
giinleri(tatil Oncesi/sonrasi), festivaller (etkinlikler), dagitim kanali, toplam islem
adedi, satis beklenti seviyesi, makroekonomik gostergeler, miisteri (demografik)
Ozellikleri, sosyal medya verileri, rekabet, market kosullari, tarihsel degerler (lag)

kullanilmistir.

Asagidaki tabloda makalelerde kullanilan faktorlerin listesini verilmistir. Hava
Durumu degiskenleri ve bahsedilen makaleler Cizelge 3.1°de gdsterilmistir. I¢
faktorlerin bahsedildigi makaleler Cizelge 3.2°de listelenmistir. Dis faktorlerin
hasedildigi makaleler Cizelge 3.3’de listelenmistir. Bu tablolarda da gorildiigi gibi
literatiirde kullanilan ¢ok degiskenli analiz i¢in ¢ok sayida degisken bulunmaktadir.
Bu degiskenlerin analizini ve tahmin degiskeniyle iliskisini bulmak i¢in ¢ok sayida
makale yaymlanmigtir. Her durum i¢in kullanilabilecek tek bir model
bulunmamaktadir ancak zaman serisinden farkli olarak bazi durumlarda aslinda lag
degerlerinden daha cok sonucu etkileyen degiskenler olabilmektedir. Bu nedenle yeni

calismalarda ¢ok degiskenli analizler daha fazla kullanilmaktadir.
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Cizelge 3.1 : Hava durumu faktorleri makaleler matrisi.

Ortalama  Sicaklik Yogusma Nem Yagis Giineslenme Ruzgar Basing Sis  Kar
Sicaklik  Sapmasi  Noktast stresi kallig: /
Taze Kar
kalinligi

Bahng, Y., & Kincade, D. H. (2012) X

Arunraj, N. S., & Ahrens, D. (2016) X X X X X X

Arunraj, N. S., & Ahrens, D. (2015) X X X X X

Ramanathan, U., & Muyldermans, L. (2010) X

Bertrand, J. L., Brusset, X., & Fortin, M. (2015) X

Zliobaite, 1., Bakker, J., & Pechenizkiy, M. (2012) X

Liu, X., & Ichise, R. (2017, July) X X X X

Bozkir, A. S., & Sezer, E. A. (2011)

Tian, J., Zhang, Y., & Zhang, C. (2018) X X X X X X

¢, Y. R., Aghezzaf, E. H., Kourentzes, N., & Desmet, B.

(2018)

Lasek, Agnieszka, Nick Cercone, and Jim X X X

Saunders.(2016)

Ni, Y., & Fan, F. (2011) X X

Loureiro, A. L. D., V. L. Miguéis, and Lucas FM da Silva.

(2018)

Verstraete, Gylian, EI-Houssaine Aghezzaf, and Bram X X X

Desmet

Stulec, Ivana, Kristina Petljak, and Dora Naletina(2019) X X X

Tsoumakas, G. (2018) X

Yang, C. L., & Sutrisno, H. (2018, January) X
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Cizelge 3.2 : i¢ faktdrler makaleler matrisi.

Promosyon Promosyon Promosyon Indirim Uriin Magaza Ozellikleri Hafta Ay etkisi
Suresi Biiyiikligii Ozellikleri Etkisi

Bahng, Y., & Kincade, D. H. (2012) X
Arunraj, N. S., & Ahrens, D. (2016) X X X
Arunraj, N. S., & Ahrens, D. (2015) X X X
Ramanathan, U., & Muyldermans, L. (2010) X X X X X X
Bertrand, J. L., Brusset, X., & Fortin, M. (2015) X X X
Zliobaité, 1., Bakker, J., & Pechenizkiy, M. (2012) X
Liu, X., & Ichise, R. (2017, July)
Bozkir, A. S., & Sezer, E. A. (2011) X X X
Tian, J., Zhang, Y., & Zhang, C. (2018) X X
¢, Y. R., Aghezzaf, E. H., Kourentzes, N., & Desmet, B.
(2018)
Lasek, Agnieszka, Nick Cercone, and Jim Saunders.(2016) X
Ni, Y., & Fan, F. (2011) X X X
Loureiro, A. L. D., V. L. Miguéis, and Lucas FM da Silva. X X
(2018)
Verstraete, Gylian, EI-Houssaine Aghezzaf, and Bram Desmet X X
Stulec, Ivana, Kristina Petljak, and Dora Naletina(2019) X X
Tsoumakas, G. (2018) X X
Yang, C. L., & Sutrisno, H. (2018, January) X X
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Cizelge 3.3 : Dis faktorler makale matrisi.

Tatil Festival ~ Makro Demografik  Satis Sosyal Rekabet Satin Satin Alma Toplam Tarihsel
Guni gostergele  Ozellikler Beklenti  Medy Alma davranisi Islem adedi  Degerler (lag)
r Seviyesi a Siklig1

Bahng, Y., & Kincade, D. H.

(2012)

Arunraj, N. S., & Ahrens, D. (2016) X

Arunraj, N. S., & Ahrens, D. (2015) X

Ramanathan, U., & Muyldermans, X X

L. (2010)

Bertrand, J. L., Brusset, X., &
Fortin, M. (2015)

Zliobaite, 1., Bakker, I., & X
Pechenizkiy, M. (2012)

Liu, X., & Ichise, R. (2017, July)

Bozkir, A. S., & Sezer, E. A. (2011)

Tian, J., Zhang, Y., & Zhang, C. X X X X

(2018)

¢, Y. R., Aghezzaf, E. H., X X
Kourentzes, N., & Desmet, B.

(2018)

Lasek, Agnieszka, Nick Cercone, X X X X X X
and Jim Saunders.(2016)

Ni, Y., & Fan, F. (2011) X

Loureiro, A. L. D., V. L. Miguéis, X
and Lucas FM da Silva. (2018)

Verstraete, Gylian, EI-Houssaine
Aghezzaf, and Bram Desmet

Stulec, Ivana, Kristina Petljak, and X
Dora Naletina(2019)

X
X

Tsoumakas, G. (2018) X X X X
Yang, C. L., & Sutrisno, H. (2018, X

January)

Boone, T., Ganeshan, R., Jain, A., X X X

& Sanders, N. R. (2018)
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Ozellikle ¢ok degiskenli calismalarda amaglanan degiskenlerin tahmin degiskenine
etkisi ve nasil etkilegini bulmak isletmeler agisindan Onemlidir. Genellikle eski
yontemlerle tahminlerde genel bir davranis ¢ikartilabilir ancak asir1 sicak soguk
havalar 6nemli giinler gibi bu genel davranisi bozan anomali olan giinleri bulmak satis
tahmini agisindan Onemlidir. Bunun yanmi1 sira promosyonlar ve satig stratejileri
acisindan da iirlin ya da magaza karakteristiklerinin miisteri profiline ve satig alma
davranigina etkisinin bulunmasi ¢ok énemlidir. Bunlarin disinda iligkileri iyi kurmak
adina modelde sadece satis degerleri degil magaza trafigi , promosyonlu
promosyonsuz satiglar gibi degerlerin kullanilmasi nedenselligi agiklarken 6nemlidir.
Yeni nesil ¢aligmalarda ise dijitallesmenin artmasi satis kanallarinin da artmasiyla
beraber big data ve canli tahmin yapmak gibi ihtiyaglar ortaya ¢ikmaktadir. Son
calismalarda faktorerin bu tarz etkilerinin iistiinde durmasi piyasa ihtiyaglarinin da bu

yone evrildigini gostermektedir.

Literatiir ¢calismalarinda tahmin i¢in kullanilan yontemler modelin kurulus sekli
bakimindan iki ana baglikta diisiintilmektedir. Birinci tek degiskenli modeller ikincisi
cok degiskenli modellerdir. Calismalarinda tek degiskenli zaman serisi tahmin modeli
icin NAIVE, SNAIVE, Holt-Winters(HW), TBAST, ETS, ARIMA, ARI, AR, MA
yontemleri kullanilmistir. Bunun yani siratek degiskenli tahmin serilerinde dummy
degiskenler ve tarihsel D-1 D-2 gibi degerler kullanilrak makine 6grenmesi yontemleri
MLR,SVR,k-NN,CART,GP yontemleri kullanilmistir. Makine 6grenmesi ve zaman
serisi modellerinin disinda sinir agl modelleri ANN,
NN,RBF,BNN,GRNN,MLP,LTSM yontemleri kullanilmistir. Bunlarin disinda
makalelerin bir kisminda sinir aglart modelleri ya da makine 6grenmesi modelleriyle
zaman seri yontemlerinin hibrit modelleri tasarlanip iki yontemin de dezavantajlarin

kompanse etmek amaglanmustir.

Cok degiskenli literatiir caligmalarda iki egilim var. Birincisi tahmini etkileyen
faktorlerin modele ve tahmine ne kadar etkilediginin analizi yapmak. Bdylece tiiketici
davranigini anlamak ve satisa etki eden faktorlerin bulunmasini saglamak. Buna gore
de satis tahminin kesinligini artirmak. Promosyon kararlar1 almak. Yonetsel ve
pazarlama kararlarina yardimeir olmak amaglanmistir. Bunun i¢in meta analiz,SEM
gibi yontemler kullanilmigtir. Korelasyon testleri uygulanmustir. Ozellikle hava

durumuna duyarlt {riinlerin havanin beklenmeyen etkisi incelenmistir. Makine
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O6grenme yontemleri, Yapay sinir aglar1 yontemleri, SARIMA ve Lineer regresyonun

hibrit kullanim1 SARIMAX gibi hibrit yontemler kullanilmistir.

Makridakis ve Assimakopoulos (2018) yilindaki ¢alismas: “Statistical and Machine
Learning forecasting methods: Concerns and ways forward” da 3003 tane veri seti olan
M3 yarismasindan alinan farkli periyotlu mikro, makro, sektorel birgok farkli zaman
serisiyle yaptiklari calismalarinda 8 klasik zaman serisi yénteminin, 8 makine
O0grenmesi yonteminin ve 2 tane de derin sinir ag1 yOnteminin performansini
karsilastirilmistir. Tek adimli tek degiskenli performans tahminlerinde en iyi
performans klasik ETS ve ARIMA yontemiyle elde edilmistir. Klasik yontemlerden
sonra en iyl makine dgrenmesi yontemi BNN ve en iyi derin sinir ag1 yontemi MLP
olmustur. Makine 0grenmesi yontemlerinin ¢ogu bir rastgele yiiriiylis modeli olan
mevsimsel naif modelinden daha kotii sonug vermistir. Benzer sekilde ETS ve ARIMA

yontemi ¢ok adimli tek degiskenli tahminde de daha iyi performans gostermektedir.

Ote yandan Siami-Namini ve arkadaslar1 (2018, December) makalelerinde 12 veri
setine LSTM ve ARIMA modelleri uygulanmis ve karsilastirilmistir. LSTM modeli
calisgmada ARIMA modelininin hata oranini1 %85 oranindan azaltmistir. Diger bir fiyat
tahmin ¢aligmasinda “Predicting chaotic coal prices using a multi-layer perceptron
network model” MLP modeli ARIMA modeline istiinliik saglamistir. Loureiro ve
arkadaglar1 (2018) calismalarinda da ¢ok degiskenli makine 6grenmesi yontemleri
(RF, Karar agaglar1 ) ve derin sinir aglart yontemi kullanilmistir. Derin sinir ag1
yonteminin R kare degeri 0.73’tiir ve digerlerinden daha yiiksektir. Ayrica RMSE hata
orani daha azdir. Vengertsev (2014) calismasinda MLP ve RBF ile tek adimli tahmin
ve ARIMA yontemiyle tahmin karsilastirilmistir. Modeller birbirlerine yakin sonuglar

vermistir.

Farkli farkli problemler i¢in uygulanabilecek evrensel tahmin modeli yoktur. Bir
uriinuin a veri setiyle yapilan satig tahimininde basarili olan bir modelin benzer bir veri
setinde beklenen performansi gostereceginden emin olamayiz. Ornek vermek
gerekirse eger serinin dnceki giinlere bagimlilig1 yiiksekse uzun vadeli tahmin yapmak

zorlasir.

Cizelge 3.4’de makalelerde kullanilan yontemleri, veri seti ve analizin tipinin listesi

verilmistir. Yontem uygulanan matematiksel modeli, veri seti satis tahmini mi yoksa
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degiskenli mi tek degiskenli mi analiz yapmistir onu gostermektedir.

Cizelge 3.4 : Yontemler makaleler matrisi.

baska bir durumu 6lgmek i¢in mi kullanilmistir onu belirtmektedir. Tip ise model ¢ok

Yazar Yontem Veri Seti Tip
Tian, J., Zhang, Y., & Meta analiz Tiiketicinin gesit ¢ok
Zhang, C. (2018). Predicting arama davranist degiskenli
consumer variety-seeking
through weather data
analytics. Electronic
Commerce Research and
Applications, 28, 194-207.
¢, Y. R., Aghezzaf, E. H., NAIVE satig tahmini ¢ok
Kourentzes, N., & Desmet, B. SNAIVE degiskenli
(2018). Tactical sales Holt-Winters(HW)
forecasting using a very large ETS
set of macroeconomic ARIMA
indicators. European ARI
Journal of Operational MLR
Research, 264(2), 558-569. StepReg
LASSO(all)
LASSO(set)
LASSOAR
Liu, X., & Ichise, R. (2017, SVM satig tahmini + hava ¢ok
July). Food sales prediction MLR durumu degiskenli
with meteorological data—a  RF
case study of a japanese AdaBoost
chain supermarket. In GBDT
International Conference on ~ LSTM+AutoEncoder
Data Mining and Big Data
(pp. 93-104). Springer,
Cham.
Bohanec, M., BorStnar, M. Permutasyonal Onemlilik B2B satisi etkileyen ¢ok
K., & Robnik-Sikonja, M. Naive Bayes parametreler degiskenli
(2017). Explaining machine Logistic Regression
learning models in sales Classification Tree
predictions. Expert Systems Random Forest
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Cizelge 3.4 (devam) : Yontemler makaleler matrisi.
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Cizelge 3.4 (devam) : Yontemler makaleler matrisi.
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4. METODOLOJI

4.1 Hata Fonksiyonlar:

Ortalama Mutlak Hata (MAE) ve Kok ortalama kare hatasi (RMSE), siirekli
degiskenlerin dogrulugunu 6l¢mek i¢in kullanilan en yaygimn oSl¢timlerden ikisidir.
Hem MAE hem de RMSE, ilgili degisken bazinda ortalama model tahmin hatasini
ifade eder. Her iki metrik de 0 ile oo arasinda degisebilir ve hatalarin negatif ya da
pozitif olmasindan bagimsizdir. Negatif odakli puanlardir, bu diisiik degerlerin daha
iyi oldugu anlamina gelir. Ortalama kare hatalarin karekokiinii almanin RMSE i¢in
bazi ilging etkileri vardir. Kareler hatalarin ortalmasi alinmadan Hatalarin ortalamasi
alinmadan alindigindan, biiyiik hatalara kiiciiklere kiyasla yiiksek agirlik verir. Biiyiik
hatalarin 6zellikle istenmedigi durumlarda, RMSE daha duyarli oldugu igin tercih
edilir. Burdan sonugla hatalarin varyansinin artmast RMSE'nin kesin artacagi

anlamina gelmez. RMSE, hata biiytikliiklerinin siklik dagiliminin varyansi ile artar.

RMSE formiiliintin sik sik tartisilmayan bir baska ifadesi orneklem biiytikligi ile
ilgilidir. MAE kullanarak, RMSE'ye bir alt ve iist sinir koyabiliriz. Bu iki fonksiyonu
orneklem biiyiikliiklerine gore karsilastirabiliriz. RMSE test setinin boyutu arttik¢a
MAE'den daha buyiik olma egilimindedir. Bu durum eger farkli biyiikliikteki test

setlerle calismak gerekirse karsilagtirmalarda RMSE kullanmak sorun yaratabilir.

4.1.1 Ortalama mutlak hata

Ortalama mutlak hata (MAE), bir tahmin veri setindeki hatalarin ortalama
biiyiikliigiinii yonlerini dikkate almadan Olgen hata fonksiyonudur. Test setindeki
gercek degerlerle tahmin degerleri arasndaki mutlak farklart esit agirhikli

ortalamasidir. Genel gosterimi esitlik denklem 4.1°deki gibidir.
n
1 A
MAE =;Z|yj—yj| (4.1)
j=1

MAE, her gercek deger ile veriye en iyl uyan ¢izgi arasindaki ortalama dikey

mesafedir. MAE ayn1 zamanda her veri noktasi ile en iyl uyan c¢izgi arasindaki
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ortalama yatay mesafedir. MAE degeri kolay yorumlanabilir oldugu i¢in regresyon ve
zaman serisi problemlerinde sik¢a kullanilmaktadir. Degeri O ile sonsuz arasinda

degisebilir.
4.1.2 Kok kareler karesi

Kok kareler karesi (RMSE), hatanin ortalama biiyiikliigiinii de 6lgen ikinci dereceden
bir puanlama kuralidir. Tahmin ve ger¢ek gozlem arasindaki farklariin karelerinin

ortalamasinin karekokiidiir. Genel gdsterimi denklem 4.2°deki gibidir.

n
1
RMSE = |- —9,)2
S nZ(y, 9i) (4.2)
J:

MAE ve RMSE, bir dizi tahmindeki hatalarin varyasyonunu teshis etmek i¢in birlikte
kullanilabilir. RMSE her zaman MAE’den daha biiyiikk veya ona esit olacaktir;
Aralarindaki daha biiyiik fark, 6rneklemdeki bireysel hatalarin varyansinin daha biiyiik
olmasidir. RMSE = MAE ise, tiim hatalar ayn1 biiyiikliiktedir MAE ve RMSE, 0’dan
o’a kadar degisebilir. Negatif yonelimli puanlar: Daha diisiik degerler daha iyi.

4.2 Yontemler

Bu boliimde literatiirde sik kullanilan ve uygulamada kullanilacak olan satig tahmini
yontemlerinden bahsedilecektir. Bunlar zaman serileri, sinir aglar1 ve makine

Ogrenmesi yontemleri olarak {i¢ gruba ayrilmistir.

Zaman i¢inde toplanan ayni degiskenin 6l¢iim dizisine zaman serisi ad1 verilir. Cogu
zaman, Ol¢limler diizenli zaman araliklarinda yapilir. Zaman serilerindeki analizin
amaci serilerin davranisini incelemek ve gelecege dair tahminler yapabilmektir. Cogu
analizde oldugu gibi, zaman serileri analizinde verinin sistematik bir diizenden ve
genellikle desenin tanimlanmasimi  zorlagtiran  rastgele hatadan olustugu
varsayllmaktadir. Cogu zaman serisi analiz teknikleri, deseni daha belirgin hale
getirmek igin gurdltuyd filtrelemenin bir turinl icerir. Zaman serileri baska serilere
ayrigabilir. Zaman serilerinin toplami olarak da ifade edilebilir. Literatirde zaman

serileriniayristirdigimizda 4 ana bilesenden olusur:

Trend(Genel Egilim) bileseni; Uzun siireli Sabit bir diisiis yiikselis egimi gosteren veri

setlerinde bulunur.
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Mevsim Bileseni; Sabit bir zaman periodu ile tekrar eden desenler mevsimsel
bilesendir. Diyelim haftasonu daha fazla satis yapan bir restaurant 7 giinliik bir
mevsimsel veri Uretir. Bir dizi mevsimsel bilesen i¢eren verisetlerinde haftanin giinii
yilin ilk ¢eyregi gibi bir mevsimsel bir diizen vardir. Mevsimsellik her zaman sabit ve
bilinen bir dénemdir. Bu nedenle, mevsimlik zaman serilerine bazen periyodik zaman

serileri denir.

Cevrimsel Bilesen; Genellikle mevsimsel bilesenlerle karistirtlirlar. Mevsimsel
bilesenlerden farkli olarak periodik olmayan ddéngulerdir. En az bir kag donemlik

yiikselis al¢aliglar ¢evrimsel bilesenlerdir.

Diizensiz Bilesen; Ayrica “giiriiltii”, “diizensiz” veya “geri kalan” olarak da adlandirin,
bu mevsimsel ve trend serileri kaldirildiktan sonra orijinal zaman serisinin
kalintilaridir. Zaman serileri bu belirttigimiz alt bilesen serilerinin toplami denklem
4.3’deki gibidir.

Yt = Tt+St+ Ct+ It (4.3)

ya da carpimi seklinde denklem 4.4’deki gibidir. Belli bir t doneminde Y zaman serisi
ifade edilebilir.

Yt = Tt*St*Ctx*It (4.4)

Klasik zaman serilerinde serinin duragan olmasi dnemlidir. Bunun igin birim kok
testleri uygulanmaktadir. Testin sonucu olarak zaman serisi duragan degilse seriyi
duragan hale getirmek igin farkin1 alma ya da varsa trend ve mevsimsel etkilerden
arigtirma yontemleri kullanilmaktadir. En bilindik birim kok testi Artirilmis Dickey-
Fuller testidir. Bir zaman serisinin bir egilim tarafindan ne kadar gt¢li tanimlandigin:
belirlenmesi i¢in kok testi kullanilmaktadir. Cok sayida birim kok testi vardir ve

Artirilmig Dickey-Fuller yaygin olarak kullanilanlardan birisidir. ADF’ye gore:

Sifir Hipotezi (HO), reddedilemez ve zaman serisinin bir birim koki oldugunu ve
duragan olmadigint gostermektedir. Zamana bagli bir yapiya sahiptir. Alternatif
Hipotez (H1), bos hipotezi reddebilir. Zaman serisinin bir birim koki olmadigini, yani

duragan oldugunu gostermektedir. Zamana bagli bir yapiya sahip degildir.

Bu sonucu testteki p degerini kullanarak yorumlanmaktadir. Bir esigin altindaki bir p

degeri (% 5 veya% 1 gibi) bos hipotezi reddettigimizi gostermektedir. Yani
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duragandir. Aksi halde esigin ilizerindeki p degeri bos hipotezi reddetmedigimizi
gostermektedir. Yani duragan olmayan seridir. Ozetle p-degeri> 0.05 ise verilerin
birim kokii vardir. p-degeri < 0.05 ise bos hipotez (HO) reddedilmektedir. Verilerin

birim kokii yoktur ve duragandr.

Bir makine 6grenme modeli, verilerden 6grenen bir dizi parametreli matematiksel
formildir. Makine 6grenmesinde egitim ad1 verilen bir siire¢ vardir. Egitim, verilere,
bir takim model parametrelerine gore bir model uydurma siirecidir. Sonrasinda bu
egitilerek elde edilen model veri setlerine uygulanmaktadir. Modelin kendi i¢inde
egitimle Ogrenilen parametrelerinin yani sira diizenli egitim siirecinde dogrudan
Ogrenilemeyecek baska tiir parametreler vardir. Bu parametreler, modelin karmasikligi
veya ne kadar hizli 6grenmesi gerektigi gibi st diizey ozelliklerini ifade eder. Bunlara
hiperparametreler denir. Makine 6greniminde, bir hiperparametre, 6grenme stireci
baslamadan Once degeri ayarlanmis bir parametredir. Buna karsilik, diger model
parametrelerinin degerleri egitimi yoluyla tiretilir (Hyperparameter machine learning
— Wikipedia).

4.2.1 Basit ortalama ve medyan

Veri setinin analizini yapmak i¢in en temel yontem ortalama almadir. Bir sonraki veri
noktasini serideki tiim veri noktalarinin ortalamasi1 ya da medyan1 olarak
hesaplayabiliriz. Bagka bir deyisle, bu model denklem 4.5’deki gibi hesaplanir. Fn+1
gelecek doneme ait tahmin degeridir (Kotu ve Deshpande, 2014).

Fn+ 1 = ORTALAMA( Fn+..+F1) (4.5)

4.2.2 Naive mevsimsel naive modelleri

Bu modeller, eldeki en son gozlem degerinin bir sonraki donem igin en iyi 6ngori
degeri olarak alinabilecegi varsayimini yapan modellerdir. Denklem 4.6’daki gibi

hesaplanir.
Fn+1=Fn (4.6)

Naive yontem en uygun maliyetli hizli tahmin modelidir ve daha sofistike modellerin
karsilastirilabilecegi bir Olgiit saglar. Bu yontem yalnizca zaman serisi verileri igin

uygundur. Bu yontem, genellikle giivenilir ve dogru bir sekilde tahmin edilmesi zor
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kaliplara sahip rastgele yirliyiis (randomwalk) davranigi gosteren ekonomik ve

finansal zaman serileri igin oldukca iyi sonug verir.

Eger zaman serilerinde mevsimsellik olduguna inaniliyorsa, tahminlerin son sezondaki
degere esit oldugu yerlerde mevsimsel naif yaklasim daha uygun olabilir. Mevsimsel
Naive modeli ise benzer sekilde mevsim etkisi yiksek olan serilerde en son sezonsal
gozlem degerinin bir sonraki donem i¢in en iyi Ongorii degeri olarak alinabilecegini
varsayar. Zaman Serilerinde mevsimsel bilesenin tahmininde de kullanilan ¢alismalar
vardir (Xiong ve Bao 2018).

4.2.3 Hareketli ortalama

Basit ortalamadan farkli olarak hareketli ortalama yontemindeveri i¢indeki onceki
degerlerin ortalamasini almak yerine 6nceki n tane degerin ortalamasi alinir. Finansal
uygulamalarda, basit hareketli ortalama 6nceki n verisinin agirliksiz ortalamasidir.
Ancak, bilim ve miihendislikte, ortalama normalde merkezi bir degerin her iki
tarafindaki esit sayida veriden alinir. Bir dizi uygulama igin, sadece 'gecmis' veriler
kullanilarak baglatilan hareketli ortalama kullanmamak daha uygundur. Bdyle

durumlarda Merkezi Hareketli Ortalama kullanilir.

Nisan ay1 verilerini tahmin etmek i¢in, son ii¢ ay1 kullanarak ii¢ aylik bir ortalama
aliyoruz. Mart ayina ait gergek veriler geldiginde ise Nisan degeri Mart (n), Subat (n-
1) ve Ocak (n-3 + 1 veya n-2) kullanilarak tahmin edilir. Bu model, verilerde

mevsimsellik oldugunda kotii sonug verebilir (Kotu ve Deshpande,2014).

4.2.4 Ustel diizlestirme yontemleri

1950'lerin sonlarinda Onerilen iissel duzeltme, tahmin yapmak igin zaman serileri
verilerine uygulanabilecek bir bagka tekniktir. Basit hareketli ortalamada, ge¢mis
gbzlemler esit olarak agirliklandirilirken, iissel piiriizsiizlestirme, zamanla iissel olarak
azalan agirliklar kullanir. Gozleme ne kadar yeni olursa, iliskili agirlik o kadar yiiksek

olur ( Lasek ve Saunders, 2016).

4.2.4.1 Basit ustel duzeltim yontemi

Basit Ustel Diizeltim yontemi (SES) belirgin trend ve mevsimsellik icermeyen
serilerin tahmininde kullanmaya uygun bir yontemdir. Diizlestirme faktorl veya

diizleme katsayis1 olarak da adlandirilan alfa (a) ad1 verilen tek bir parametre kullanir.
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Bu parametre, onceki zamanlardaki gozlemlerin etkisinin katlanarak azaldigi orani
kontrol eder. Alfa genellikle 0 ile 1 arasinda bir degere ayarlanir. Biiyiik degerli bir
alfa degeri kullanilmigsa, model temel olarak en son yapilan gozlemlere dikkat ettigi
anlamina gelir. Kii¢iik degerler kullanilmigsa, tahmin yapilirken gegmisin daha fazla
dikkate alindig1 anlamina gelir. 1'e yakin bir deger hizli 6grenmeyi gosterir (yani,
yalnizca en son degerler tahminleri etkiler), 0'a yakin bir deger ise yavas 6grenmeyi
gosterir (gegmis gozlemler tahminler {izerinde biiyiik bir etkiye sahiptir) ( Shmueli ve
Lichtendahl, 2016). Tahmin denklemi 4.7’deki gibi hesaplanir.

§’t+h|t =1 (4.7)
Diizlestirme denklemi denklem 4.8’deki gibidir.
= aye+(1— @)l (4.8)

l; : gelecek donem tahmini, a diizeltme faktoridar. y; t periodunda gerceklesen talep,

l;_1 gecmis donem degeri
Hiper Parametre: Alpha: Diizeltme faktor
4.2.4.2 Cift Ustel dizeltim yontemi

Holt (1957), trend iceren verilerin tahminini yapilabilmesi icin basit lissel diizeltmeyi
biraz daha gelistirdi. Bu yontem, bir tahmin denklemini ve iki diizglinlestirme

denklemini igerir (biri seviye i¢in, digeri trend i¢in):

Tahmin hesabi denklem 4.9°daki gibi hesaplanir.
Yerne = lg + hbe (4.9)

Seviye hesab1 denklem 4.10°daki gibi hesaplanir.
li= ay,+ (1 — a) (li—1 + bi_q) (4.10)

Trend hesab1 denklem 4.11°deki gibidir.

by = B*(—li—1)+ (1 —p)be (4.11)
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l; : gelecek donem tahmini, a dizeltme faktorl, y, t periodunda gerceklesen talep,
;1 gecmis donem degeri, 5 trendeki duzeltme faktoru, b, trend tahmini , h tahmin

adimu, §yp ¢ periyot sonrasi igin tahmin degeridir.

Seviye i¢in diizlestirme faktortni kontrol etmek icin alfa parametresine ek olarak, beta
(b) denilen trenddeki degisimin etkisinin azalmasimi kontrol etmek i¢in ek bir

diizlestirme faktorii eklenir.

Holt’un lineer yonteminin iirettigi tahminler, gelecege siirekli olarak sabit bir trend
(artan veya azalan) gosteriyor. Ampirik kanitlar, bu yontemlerin, 6zellikle uzun stireli
tahminler i¢in asir1 tahmin egiliminde oldugunu gostermektedir. Bu gdézlemden
hareketle, Gardner ve McKenzie (1985), gelecekte bir siire sonra duiz bir ¢izgiye giden
trendi “hafifleten” bir parametre ortaya koydular. Sonlimlii trend parametresi
kullanilan yontemlerin ¢ok daha basarili oldugu kanitlanmistir. Otomatik tahmin
istendiginde en popiiler yontemlerdendir. Diizeltme parametreleri ile birlikte o vep*
(Holt’un yonteminde oldugu gibi 0 ile 1 arasindaki degerler ile), bu yontem ayni

zamanda bir sonlimleme parametresi icerir 0<@<1:

Tahmin hesabi denklem 4.12°daki gibi hesaplanir.
Veane =l + (¢ + ¢*+ -+ dMb, (4.12)

Seviye hesab1 denklem 4.13daki gibi hesaplanir.

le= ay:+ (1 — a) (le-1 + Pb—4) (4.13)

Trend hesabi denklem 4.14’deki gibidir.

by = B*(l— L)+ (1 —B)Pb4 (4.14)

l; : gelecek donem tahmini, a duzeltme faktorii, y; t periodunda gergeklesen talep,
l;—1 gecmis donem degeri, § trendeki duzeltme faktori, b, trend tahmini , h tahmin

adimi, Y4y ¢ periyot sonrasi igin tahmin degeri, ¢ soniimleme katsayisidir.

® =1 ise, yontem Holt’un dogrusal yontemiyle aynidir. Pratikte ¢, sonimleme daha
kiiclik degerler i¢in ¢ok giiclii bir etkiye sahip oldugundan nadiren 0,8'den diistiktiir.

1'e yakin degerleri, soniimlii bir modelin soniimsiiz bir modelden ayirt edilemeyecegi
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anlamina gelir. Bu nedenlerden dolayi, genellikle ¢ ile en az 0,8 ve en ¢ok 0,98 ile

smirlandiririz.
Hiper parametre:

Alpha: Seviye icin diizeltme faktori, Beta: Trend icin duzeltme faktorl, Trend Type:
Eklemeli ya da Carpimsal, Dampen Type: Eklemeli ya da Carpimsal, Phi: Sonimleme

katsayis1

4.2.4.3 Uclu Ustel diizeltim yontemi

Uclu Ustel duzeltme yontemi(Holt-Winters) mevsimsel degisiklikleri ve egilimleri
dikkate alir. 1960'da Holt’un ogrencisi Peter Winters tarafindan Onerilmistir.
Mevsimsellik, her L periyodunda kendisini tekrar eden zaman serisi verilerinde bir
kaliptir. iki tiir mevsimsellik vardir: dogada "mutiplicative" ve "additive". Zaman
serisi verisi {xt} i¢in, L = mevsimsel degisim siiresi ile t = 0 zamaninda baslar, ticli
ussel dizeltme, denklem 4.15, denklem 4.16, denklem 4.17, denklem 4.18, denklem
4.19 verilir.

Foom = (s¢ + mbt)ct—L+1+(m—1)modL (4.15)
S0 = X (4.16)
Xt
St = 0E + (1 = )(St-1 + be-1) (4.17)
t-L
by = B(st —st-1) + (1 = B)be—4 (4.18)
Ct = Ys_t + (1 —y)ce (4.19)

sirasindaki x degerinin bir tahminidir, (m> 0), a veri yumusatma faktoriidiir,  trend
yumusatma faktoriidiir ve y mevsimsel de8isim yumusatma faktoriidiir, 0 <a, B, v <1,
{st}, t zamaninin sabit boliimiiniin (seviye) diizlestirilmis degerini, t b donemi igin

lineer egilimin {bt} tahminlerini ve {ct} mevsimsel faktdrlerin sirasini temsil eder.

Holt (1957) ve Winters (1960), Holt'un yontemi mevsimselligi de modele dahil
edebilsin diye gelistirdi. Holt-Winters mevsimsel yontemi, 6ngoru denklemini ve tcli

duzeltme denklemi icerir - biri £(t) seviyesi i¢in, biri b (t) trend igin, digeri mevsimsel
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bilesen s(t) i¢in karsilik gelen diizeltme parametreleri a ile,  * ve y. M'yi mevsimsellik
sikligini, yani bir yildaki mevsimlerin sayisim gdstermek icin kullaniriz. Ornegin, ii¢

aylik veriler i¢cin m = 4 ve aylik veriler icin m = 12.

Trend ve mevsimsellik dogrusal ya da iistel bir degisim i¢in ekleme ya da ¢arpma
islemi olarak modellenebilir. Eklemeli Mevsimsellik, dogrusal bir mevsimsellik ile
Ucli Ustel Dizeltme uygulamasidir, Carpimsal Mevsimsellik ise ustel bir

mevsimsellik ile Uclii Ustel Diizeltme uygulamasidir.

Additive(Eklemeli) yontemiyle, mevsimsel bilesen gbzlemlenen seri 6lgeginde mutlak
terimlerle ifade edilir ve seviye denkleminde seri mevsimsel bilesen ¢ikarilarak

mevsimsellikten arindirilir.

Carpimsal (multiplicative) yontemde, mevsimsel bilesen goreceli olarak (yilizde

olarak) ifade edilir ve seri mevsimsel bilesen ile boliinerek mevsimsel olarak ayarlanir.

Hiper Parametreler sunlardir: Alfa; seviye icin diizeltme faktoriidir. Beta; trend igin
duzeltme faktérdir. Gama; sezonluk icgin duzeltme faktérudur. Trend Tard; eklemeli

ya da ¢arpimsal olabilir.

Sonimleme Turd; eklemeli ya da ¢arpimsal, Phi; soniimleme katsayisi, Mevsimsellik
Turd; Eklemeli ya da carpimsal olabilir. Donem; mevsimsel dénemde zaman

basamaklaridir.
4.2.5 Entegre (Karma) otoregresif hareketli ortalamalar

4.2.5.1 Otoregresif modeller

Otoregressif model’de (AR) output degiskeni dogrusal olarak kendi 6nceki degerlerine
ve stokastik bir terime (kusurlu bir sekilde 6ngorulebilir bir terim) bagli oldugu kabul
edilir. Bu nedenle model stokastik bir fark denklemi bigimindedir. Makine
ogreniminde otoregressif bir model, zamana bagli bir serideki dnceki degerlerden
Ogrenir ve bir sonraki degeri tahmin etmek i¢in bu degerleri regresyon modelinde girdi
olarak kullanir. Hareketli ortalama modelinin aksine, otoregressif model, bir birim

kokii igerebildigi i¢in her zaman duragan degildir.

4.2 5.2 Hareketli ortalama modelleri

Hareketli ortalama modellerinde (MA) kullanilan “hareketli ortalama” terimi, talep

tahmin yontemlerinden olan “hareketli ortalama” ile karistirllmamalidir. Burada
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hareketli ortalamadan kastedilen ge¢mis donemlere iliskin hata terimidir. Yani

bagimsiz degisken olarak gegmis donemlerin hatasi kullanilmaktadir

Hareketli ortalama modeli, hata degiskeninin dogrusal olarak stokastik (kusurlu
tahmin edilebilir) bir terimin mevcut ve ¢esitli gegmis degerlerine bagli oldugunu

belirtir. AR modelinin aksine, sonlu MA modeli her zaman sabittir.

4.2.5.3 Otoregresif hareketli ortalama modelleri

Otoregressif (AR) model ve hareketli ortalama modeli(MA), daha karmasik bir
stokastik yapiya sahip olan daha genel ARMA ve ARIMA zaman serilerinin anahtar
bilesenleridir. Genel ARMA modeli, 1951 Peter Whittle'm tezinde, zaman serisi
analizinde Hipotez testi olarak tanimlanmis ve 1970 yilinda George E. P. Box ve

Gwilym Jenkins tarafindan yayginlastirilmistir.

Istatistiksel 6zelliklerinin zaman icinde sabit olmasi durumunda, zaman serilerinin
duragan oldugu varsayilir. Bu durumda veri setine ARMA modeli uygulanir. ARIMA
modeli ise AR, MA ve ARMA modellerinin ve duragan olmayan zaman serilerini de
fark alma yontemiyle duragan hale getirilip uygulanabilir hale getiren genellestirilmis

modelidir.

ARIMA modelleri, en temel ve genel zaman serisi tahmin yontemidir. ARIMA
duragan olan ve duragan olmayan zaman serilerinin tahmin edilmesinde sik¢a
kullanilir. ARIMA modeli 3 parametreden olugmaktadir. Bu parametreler ARIMA
(p,d,q) seklinde gosterilir ve p otoregresif kisim derecesini, d farklilagtirma miktarini,
q ise hareketli ortalama derecesini gostermektedir. ARIMA parametrelerini kullanarak
AR, MA, ARMA ve ARIMA modelleri kurulabilir. ARIMA modeli d parametresini
kullanarak duragan olmayan serilerin ¢dziimiine yardimci olmaktadir. Duragan olan

veri kiimesi i¢in ise diger modellerden uygun olani kullanilabilir. Genel ARIMA sekli
(p. d, )

Hiper parametreler:

p- otoregressif deger
d- fark

g- hareketli ortalama degeri
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4.2.6 Mevsimsel entegre otoregresif hareketli ortalama

Zaman serileri mevsimsel degisim (ii¢ aylik, aylik ve haftalik vb.) gosterebilir. Bu

seriler mevsimsel zaman serisi olarak adlandirilir.
Genel mevsimsel ARIMA sekli (p, d, q) (P, D, Q) s
p- otoregressif deger

d- fark

g- hareketli ortalama degeri

P - mevsimsel otoregresif deger

D - mevsimsel fark

Q- mevsimsel hareketli ortalama degeri

4.2.7 Yapay sinir agi1 (ANN)

1943 yilunda Mcculloach galismasinda ilk olarak basit bir sinir agin1 bir elektrik
devresi olarak modellemistir. Bu da sinir aglarinin ilk modellemesi olmustur. Sinir
aglari, insan beyninden 6rek alinarak modellenen, desenleri tanimak i¢in tasarlanmis
bir algoritmalar kiimesidir. Duyusal verileri ham olarak algilayip etiketleme veya
kiimeleme yoluyla yorumlarlar. Ogretilmis tanitilmis desenleri, sayisallastirilabilen
goriintd, ses, metin veya zaman dizisi gibi gergek diinya verilerini yorumlamak igin
kullanilmaktadir. Etiketlenmemis verileri, 6rnek girdiler arasindaki benzerliklere gore
gruplandirmaya yardimei olurlar ve lizerinde calisacak etiketli bir veri kiimesi
oldugunda verileri siniflandirabilirler. Tek bir yapay sinir aginin mimari yapisi Sekil
4.1°deki gibidir. Bir yapay sinir ag1 bir 6grenme algoritmasindan bir tane de aktivasyon

fonksiyonundan olusur.

Toplama
Fonksiyonu

—
Wy et

— —|f() —'

i [T 1 Aktivasyon
Fonksivonu

Y, Afrhklar b
Girdiler Esik

Sekil 4.1 : Tekli yapay ndron; topalama fonksiyonu ve aktivasyon fonksiyonundan
olusur.
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4.2.7.1 Katman sayisi

Sinir Aglarinda en az bir giris bir ¢ikis katmani1 bulunur. Giriste girdi sayis1 kadar
noron c¢ikis katmaninda ise ¢ikis degiskeninin sayist kadar néron kullanilir. Gizli
katmandaki ndron sayisi, azdan ¢oga dogru artirilmak suretiyle egitim ve test gruplari

i¢in istikrarl sonuglar verecek sekilde deneme yanilma metoduyla belirlenmektedir.

4.2.7.2 Ogrenme algoritmasi ve aktivasyon fonksiyonu

Her bir néron kendisine gelen giris degerlerini birlestiren bir toplama fonksiyonu ve
onu diger norona ileten bir aktivasyon fonksiyonundan olusmaktadir. Bunlarin yani
sira yapay sinir aglarinda kullanilan farkli 6grenme algoritmalar1 vardir bunlardan en
yaygin olarak kullanilan1 geri yayilimli O6grenme algoritmasidir. Bu egitim
fonksiyonunun en dnemli 6zelliklerinden biri fazla 6grenme yani ezberleme ihtimalini
azaltmasidir. Boylece agin genelleme (tahmin) yeteneginin yiiksek kalmasini
saglamaktadir. Cikista olusan hata degerini geri model’e yansitir. Bu nedenle geri
yayilimli algoritmalar tiirevlenebilir (diferansiyelennebilir) aktivasyon fonksiyona
ihtiya¢ duymaktdir. En sik kullanilan aktivasyon fonksiyonlar1 Logaritmik Sigmoid
(Logsig) 1/(1+e-x ) , Hiperbolik Tanjant Sigmoid (Tansig)(ex -e -x )/(ex +e-x ) ve

Lineer a.x+b fonksiyonlardir.

4.2.7.3 Dereceli algalma

Dereceli Algalma (Gradient Descent), yapay sinir aglar1 ve lojistik regresyon gibi
makine 6grenme algoritmalarinin agirliklarin1 veya katsayilarini bulmak i¢in siklikla
kullanilan bir optimizasyon algoritmasidir. Bu algoritma egitim seti {izerinde
tahminler yapip c¢ikan hatayr genel hatayr azaltma mantigini esas alarak caligir.
Algoritmanin amaci, modelin egitim veri setindeki hatasini en aza indiren model
parametrelerini (0rnegin katsayilar veya agirliklar) bulmaktir. Bunu, bir hata derecesi
veya bir egim boyunca minimum hata degerine dogru hareket ettiren modelde
degistirerek yapmaktadir. Bu, algoritmaya dereceli alcama (gradyan descent) adi
verilmistir. 3 Cesit dereceli algalma tipi vardir. Stokastik dereceli alcalma, grup
dereceli algalma ve kuctk grup dereceli algcalma algoritmalari. Stokastik dereceli
alcalma hesaplayan ve egitim veri setindeki her bir 6rnek i¢in modeli giincelleyen
dereceli algalma algoritmasinin bir ¢esididir. Grup dereceli algalma egitim veri
setindeki her bir Ornek icin hatayr hesaplayan, ancak tiim egitim Ornekleri

degerlendirildikten sonra modeli giincelleyen dereceli algalma algoritmasinin bir
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varyasyonudur. Ku¢uk grup dereceli algalma stokastik dereceli alcalma saglamligi ile

grup dereceli alcalma verimliligi arasinda bir denge bulmaya calisir.

4.2.8 Derin sinir aglari

Derin sinir aglari temelde birden fazla sakli katmani olan yapay sinir agi modeli olarak
tanimlanmaktadir. Derin sinir aglari, yapay sinir aglarinda oldugu gibi karmasik linear
olmayan iliskileri modelleyebilmektedir. Derin sinir agi yapilar1 gorintii isleme
tanima, goriintii 6zniteliklerinin katman katman tanimlanmasi gibi islerde siklikla
kullanilmaktadir. Nesneler, kendi gorsellerinin 6zniteliklerinin katmanli yapis1 olarak
ayristirthir ve tanimlanir. Derin  katmanlar yapisal ozelliklerin ayristirilmasini
saglamaktadir. Boylece benzer performans sergileyen bir s1g ag’dan daha az birimle

karmagik verilerin modellenmesi saglanmaktadir.

Derin Sinir Aglar1 genellikle ileri beslemeli ag olarak tasarlanir. Ileri beslemeli aglarin
kullanim alanlar1 genistir. Baz1 ¢alismalarda (zaman serileri, dil isleme vb) ise
tekrarlayan yapay sinir aglari(RNN) ve LSTM konularinda diger yontemlere gore daha
iyi performans gostermektedir. CNN (Convolutional deep neural networks) modeli
bilgisayarli goriintii islemede sikilkla kullanilmaktadir. Ayn1 zamanda ses isleme

konusunda da CNN kullanim1 goriilmektedir.

4.2.8.1 Cok katmanh algilayici

Cok katmanli algilayict (MLP) basit bir yapay sinir agimin ilk katmani girdi alacak
sekilde tanimlanmis 3 katmanli modelidir. Bir algilayici(perceptron), dogrusal bir
siiflandiricidir; yani, iki kategoriyi diiz bir ¢izgi ile ayirarak girisi siniflandiran bir
algoritmadir. Girdi tipik olarak x agirliklari ile garpilan ve sapma(bias) eklenmis bir

vektordir. Denklem 4.20°deki gibi hesaplanir.

y=w=xx+b (4.20)
Bir algilayici, gercek-degerli girdiden tek bir ¢ikti iiretir. Bunu yaparken giris
agirliklarini kullanarak (ve bazen ¢iktisini dogrusal olmayan bir aktivasyon isleminden

gecirerek) denklem 4.21°de goriildiigli gibi  dogrusal bir kombinasyon

olusturulmaktadir.
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n
y=<p(2wixi+b

=1

N——

= ¢ W'x+D) (4.21)

w, agirlik vektoriinii belirtir, x girdilerin vektoriidiir, b sapma(bias) ve phi dogrusal
olmayan aktivasyon islemidir. MLP yapay sinir aglarinin ileri beslemeli ag yapisinin
minimum ti¢ katmanli en basit halidir. Birden fazla algilayicidan (perceptron)
olusmaktadir (Sekil 4.2).

o,
o
.

Giris Katmani Gizli Katman Cikis Katmani
Sekil 4.2 : MLP 0Ornegi.

Sinyali almak i¢in bir giris katmanindan, giris hakkinda bir karar veya tahmin yapan
bir ¢ikis katmanindan ve bu ikisi arasinda, gercek hesaplama islemi gergeklestirilen
rastgele sayida gizli katmandan olugsmaktadir. Bir gizli katmani olan MLP'ler, herhangi
bir strekli fonksiyona yakinlasayabilmektedir. Cok katmanl algilayicilar genellikle
denetimli 6grenme problemlerine uygulanmaktadir. Egitim iglemi yardimiyla girdiler
ve ciktilar arasindaki korelasyonu (veya bagimliliklar1) modellemeyi Ogrenirler.
Egitim, hatayr en aza indirmek i¢in parametrelerin, modelin agirliklarinin ve
sapmalarinin ayarlanmasi iglemidir. MLP ayrica genelde geriye dogru yayilma
yontemini kullanir. Geriye dogru yayilma algoritmasi (Back propagation), ¢ikan
hataya gore agirlik ve sapma(bias) ayarlamalarimi yapmak i¢in kullanarak gergek
degerlere yakinsamaya yardimci olmaktadir. Aktivasyon fonksiyonunun tiirevlenme

islemidir.
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4.2.8.2 Evrisimli sinir aglari

Evrisimli sinir aglari'nin (CNN) temel yapisi, giris katmani, evrisim(convolution)
katmani, havuz(sampling) katmani, tamamen bagli katman ve ¢ikis katmanindan
olusur. Evrisim(convolution) katmani, bir havuz(sampling) katmanin, havuz katmani
baska katmanlara baglanir. CNN modeli MLP’den farkli olarak ¢ok boyutlu data’lart
islemeye daha uygun tasarlanmistir (Sekil 4.3, Sekil 4.4). Genelde 2 boyutlu ya da (st
boyutlu girdi’lerin islenmesinde kullanilmaktadir (Sekil 4.5). Ancak yapay sinir ag1
modellerini sinirlamamak gerekir. Literatiirde farkli uygulamalar1 goriilmektedir

(Borovykh ve arkadaslari, 2017).

JH.\,:
7O
MK

A
WV
A

A
\@/

Sekil 4.3 : Soldaki ileri beslemeli sinir ag1, sagdaki 2 katmanli 1x2 filtre biiyikligi
olan CNN 06rnegi her noron dnceki katmandan iki giris néronundan beslenir ve
agirliklar katmanlar arasinda paylagilir.

s

>0

N\

X

Girig Katmani Gizli Katman 1 Gizli Katman 2 Cikis Katmani

Sekil 4.4 : Normal iki gizli katmani olan {i¢ katmanli bir sinir ag;.
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— A derinlik
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yukseklik
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/ genislik
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Sekil 4.5 : Noronlari ii¢ boyutta (genislik, ylikseklik, derinlik) CNN 6rnegi modelin
her katman1 3D boyutlu girdiyi néron aktivasyonlarinin 3D boyutlu ¢iktisina
doniistiiriir.

CNN yapisin1 anlamak icin oncelikle filtre, alic1 alan, 6znitelik haritas1 kavramlarini
anlamak gerekir (Sekil 4.6).

Alic1 Alan (Receptive field), Belirlen filtrenin girdi matrisinde karsilik geldigi alandr.

|

5x5 receptive field 3x3 receprive field

Sekil 4.6 : Receptive alan gorseli.

Filtre, Baz1 kaynaklarda noron ya da ¢ekirdek diye de adlandirilir (Sekil 4.7). Evrisim
Katmani (CONV); CNN'nin ana yapt blogu CONV katmanidir. CONV, iki bilgi
kiimesini birlestiren matematiksel bir islemdir. Oznitelik haritas1 (feature map)
uretmek icin belirlenen filtre ve girdi matrisi kullanilmaktadir. CONV katmaninda
yapilan islem, b elirlenen filtre matrisi ve girdi matrisinin ayn1 boyutlu pargalarini birer
adim kaydirarak carpip sonucunu toplanmasi islemidir. Baz1 durumlarda daha kiiciik
boyutlu 6znitelik haritalar1 (feature map) ya da daha buyuk boyutlu 6znitelik
haritalarina (feature map) ihtiyag olursa bunlar i¢in farkli kaydirma adimlart

belirlenebilmektedir.
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Input Filter | Kernel

Sekil 4.7 : Girdi matrisi ve filtre matrisi.

Her bir matris ve filtre matris ¢arpimlar toplami 6znitelik haritalarina (feature map)
matris’inin bir alanim1 olusturmaktadir. Her islem beraber bir 6znitelik haritas:
olusmaktadir. Kag tane filtre belirlenirse o kadar sayida 6znitelik haritas1 olusmaktadir
(Sekil 4.8).

Ix1|1x0 [1x1]| O 0

Ox0 [ 1x1 | 1x0] 1 0 4

Ox1{0x0|1x1| 1 | 1

Input x Filter Feature Map
Sekil 4.8 : Girdi ve filtrenin ¢arpilmasi sonucu olusan 6znitelik haritasi.

Havuz Katmani ; CONV katmanindan sonra, boyutlar1 azaltmak i¢in genellikle havuz
katmani olur. Bu katman, boyut (parametre) sayisini azaltarak hem egitim slresini
kisaltir hem de modeli asir1 6grenme problemine’e karsi korumaktadir. Alt kattaki
havuz katmanlar1 her bir 6zniteligin haritasini bagimsiz olarak 6rnekleyerek yiiksekligi

ve genisligi azaltir, derinligi bozulmadan tutar.

En populer havuz katmant modeli max_pooling’dir. Boyutlar1 azaltirken havuz
penceresindeki en biiyiik degeri secer. Oznitelik haritasin1 (Feature map) kiiglk

boyutlu 6rnekleme doniistiiriirken gerekli bilgiyi kaybetmemektedir.
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Tam Bagli Katman (Full Connected Layer); Bu katman normal sinir aglarindaki
katmanlar gibi biitiin néronlarin tamamen bagli oldugu bir katmandir. CNN’in diger
katmanlarinda oldugu gibi sadece belirlenen sayida noron tarafindan beslenmezler.
Ayrica CNN’de diger katmanlarin ¢iktilari ¢ok boyutlu olabilir ancak bu katman girdi
olarak tek boyutlu sonug bekler. Bu nedenle pooling katmaninin ¢iktisinin tek boyutlu

bir vektore donistiiriilmesi gerekir.

Hiper parametreler; Filtre sayisi, Filtre boyutu, stride (standart degeri 1) , padding
(dolgu degeri)

4.2.8.3 Tekrarlayan sinir aglari

Tekrarlayan bir sinir ag1 (RNN) sinir aglarinin 6zel bir modelidir. Serideki 6nceki
degerleri kullanarak bir sonraki adimi tahmin etmeye ¢alisir. Aslinda, RNN'lerin
arkasindaki fikir gelecekteki degerleri tahmin etmek icin Onceki verilerden
ogrenmektir. Sonraki degeri tahmin etmek i¢in 6nceki verilerin hatirlanmasi gerekir.
RNN'de, gizli katmanlar onceki verilerde toplanan bilginin depolanmasi i¢in dahili
depolama gorevi gérmektedir. Tekrarlayan bir sinir agt ayni agin birden ¢ok kopyasi

olarak disiiniilebilir. Dongii a¢ildiginda yap1 Sekil 4.9°daki gibidir.

Sekil 4.9 : RNN modelinin acik gosterimi.

Standart bir RNN'de en buylk zorluk bu aglarin serideki bir ka¢ onceki degeri
hatirlamas1 uzun siireli gecmis degerleri(verileri) hatirlamaya uygun olmamasidir.
Teoride, RNN'ler, parametreler dikkatlice secilirse bu “uzun sireli bagimliliklart”
kaldirabilecek kapasitede gozikse bile uygulamada, RNN’lerin bunlar1 6grenemedigi
gorulmektedir. Bunun ardindaki sebep kaybolan egim (Vanishing gradient) sorunudur.

Bu sorunu ¢6zmek i¢in LSTM(Uzun-Kisa Siireli Bellek) RNN modeli gelistirilmistir.
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4.2.8.4 Uzun kisa sureli bellek aglar

Uzun vadeli bagimliliklar1 6grenebilen bu RNN tirii LSTM yani Uzun Kisa Siireli
Bellek Aglar, Hochreiter & Schmidhuber (1997) tarafindan literatire tanitilmistirlar.
Verilerin daha onceki egiliminin ezberlenmesi, tipik bir LSTM'ye dahil edilen bir

bellek hatti ile birlikte baz1 kapilar araciligiyla mimkin olmaktadir (Sekil 4.10).

o

A _:;é T’A

o o o

Sekil 4.10 : LSTM Ornegi.

LSTM'deki ilk adim, hangi bilgileri hiicre durumundan atacagimiza karar vermektir.
Bu karar “unutma kapist katmani” adi verilen matematiksel gosterimi denklem
4.22’deki gibi olan bir sigmoid katman tarafindan verilmektedir (Sekil 4.11). h;_; ve
x; degerlerine bakarak C; hiicre durumundaki her say1 igin 0 ile 1 arasinda bir say1
¢ikarir. 1 “bunu tamamen koru” yu temsil ederken, sifir (0) “bundan tamamen

kurtulmasi1” anlamina gelmektedir.

Y P, T (X ]
[ arh
A (X X A
o | tan [ |

o o o
Sekil 4.11 : Unutma kapist.

fe = oWy * [ he—y, x] + by) (4.22)

Bir sonraki adim, hiicre durumunda depolayacagimiz yeni bilgilere karar vermektir.
Bunun iki kismu var. Ilk olarak, “giris kapisi katman1” ad1 verilen bir sigmoid katmant,

guncellenecek degerlere karar vermektedir (Sekil 4.12). Ardindan, bir tanh katmani,
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yeni aday degerler vektoriinli olusturur. Sigmoid katmani ve tanh katmani denklem

4.23 ve denklem 4.24 ile hesaplanir.

Sekil 4.12 : Giris kapisi.

ip = o(W;x [ he—yxe] + by) (4.23)

Ce = tanh(W¢ * [ he—y, %] + bc) (4.24)

Artik eski hiicre durumunu, C;_;, yeni hiicre durumunu denklem 4.25’de oldugu gibi
C; olarak glincellenmektedir. Bir dnceki adimda karar verilen yeni degerlerle eski
hiicre durumu birlestirip giincellenir. Onceki adimlar ne yapilmas1 gerektigine karar

verilmisti bu adimda sadece karar dogrultusunda set guncellenmektedir (Sekil 4.13).

Cr—i
ht-1
Sekil 4.13 : Yeni hiicre durumu.
Ce = f* Coy + i Cy (4.25)

Son olarak ¢ikis kapisinda, sonug degerine karar verilir. Denklem 4.26’da hesaplandigi
gibi once hicre’den hangi kisimlarmin filtrelenecegine karar veren sigmoid

katmanindan geger. Sonrasinda filtrelenen degerleri -1 ile 1 arasina indirgeyen tanh
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gegirip sigmoid katmanin sonucuyla denklem 4.27°de gosterildigi gibi ¢arpar ki karar
verdigimiz sekilde sonug degerini elde edilebilsin (Sekil 4.14).

Sekil 4.14 : Cikis kapisi.
o = o(Wol he—y, x] + by) (4.26)
hy = oy * tanh(Ct) (4.27)

4.2.8.5 Derin sinir aglarinda kullanilan hiperparametreler

Epoch; tasarlanan aga tiim verisetinin uygulanma sayisi. Y1gin Biyiikligii (Batch
size); dereceli algalma algoritmasi ile ilgili bir degerdir. Yigin(batch) degerinin
biiyiikliigiine gore hangi dereceli algalma (gradient descent) algoritmasi kullanilacak
0 belirlenmektedir. Noron Sayisi; ara ya da giris katmanlarinda kullanilacak Ag (node,
diigtim) sayis1, Dropout (Birakma); birakma, diizenlilestirme yontemleri gibi gerekli
durumlara yavas 6grenme saglamaktadir. Layers; her katmana daha fazla ve ¢esitli
sayida noron ekleyerek ek Thiyerarsik o6grenme kapasitesi eklemek igin
kullanilmaktadir. Diizenlilestirme (Regularization); bazen fazla 6grenme model igin
1yl degildir bunun i¢in agin 6Zrenilmesini ve gii¢lendirilmesini yavaglatmak igin
kullanilmaktadir. Optimizasyon Algoritmasi; Ogrenmeyi hizlandirmak veya
yavaglatmak i¢in kullanilir. Klasik dereceli algalma (gradient descent) yontemine
alternatif optimizasyon algoritmalar1 da vardir. Bunlar kullanilarak égrenme hizi ve
verimliligi degistirilebilmektedir. Kayip Fonksiyonu; 0grenme hizi ve ilk yiikler
(agirliklar) gibi performansi yukseltmek icin kullanilmaktadir. Sinir aglarin kapali
kutu tahmin yontemlerinden olduklari i¢in en 1yi sonuglari nasil alabilece§imizi ancak

farkli katman sayilari, farkli katmanlardaki ndron sayilar1 ya da degisik egitim
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algoritmalar1 uygulayarak tecriibe edilmektedir. Hiper parametreler, model 6zellikleri

ve tasarimi deneme yanilma yoluyla uygulanmaktadir.

4.2.8.6 Derin sinir aglarinda gorilen problemler

Hesaplama stiresi yliksek GPU ihtiyaci: Derin mimarilerin kullanilmasi s1§ mimarilere
kiyasla ¢ok daha uzun siirer. 1990larda bu mimarileri kullanmak gercekg¢i olmazdi ama
giinimiizde artan GPU kapasiteleri sayesinde yiiksek hizlarda hesaplama
yapilabilmektedir.

Fazla Ogrenme (Ezberleme); yapay sinir aglarinda goriilen birgok problem derin sinir
aglarinda da goriiliir. Temel olarak fazla 6grenmeve hesaplama siireleri problem
olabilir. Derin Sinir Aglari, eklenen soyutlama katmanlari nedeniyle egitim setindeki
aykirt (ug) deger bagimliliklarin modellenmesine neden olmaktadir. Bu da fazla
dgrenmeye neden olmaktadir. Yani ezberlemeye yol agmaktadir. Ezberleme model
icin istenmeyen bir Ozelliktir. Bunu Onlemek igin diizenlilestirme yOntemleri
uygulanir. Budama, agirlik eksiltme ya da seyreklestirme fazla 6grenme(asirt uyum)
problemiyle miicadele etmeye yardimci olur. Bunun yanist sira diiglim seyreltme
yontemi de derin sinir aglarina uygulanabilir bir diizenlilestirme yoOntemidir.
Aykiri(ug) deger bagimliliklardan kurtulmak igin kullanilir. Bu yontemleri agi
tasarlarken ya da bazi hazir kiitiiphanelerde ihtiya¢ halinde parametrik ya da katman
olarak eklenebilir. Kaybolan Egim (Vanishing gradient); sinir aglarinin yapisindan
kaynaklanan bir problem degildir. Kullanilan aktivasyon fonksiyonlarindan
kaynaklanan gradyan tabanli 6grenme yontemlerinde goriilen bir sorundur. Sinir
aglarinin egitiminde giris verileriyle c¢ikis degerleri hesaplanir. Hesaplanmis ¢ikis
degerleri ile gergek degerler karsilastirilir ve farklilik bize bir meyil verir. Bu meyile
gore geriye dogru ag agirhk degerlerinde giincelleme yapilir. Geriye yayilim
algoritmas1 kullanildig1 i¢in geriye dogru tasinir. Agimiz ¢ok karmasiksa geriye dogru
meyil degerleri sifirlanir. Meyil olmazsada giincelleme olmaz ve agin egitilmeside

durmus olur. Vanishing gradient sorunu agin yavas egitilmesine neden olur.

Derin Sinir Aglarini egitmenin yontemi olarak hata-diizeltme yapisi kullanilir. Bu
yukarda da anlatilan geri yayilimli dereceli al¢alma gibi yontemler uygulanma
kolayligr ve diger egitim yontemlerine gore daha iyi yerel optimuma yakinlagsma
basarist nedeniyle kullanilmaktadir. Bununla birlikte, bu yontemler 6zellikle DNN'ler

icin hesaplamasi zor ve verimsiz olabilir.

52



Avantajlar ;

Girtiltiiye yiiksek toleransi vardir.
Egitilmeden siiflandirma yapabilirler yani gozetimsiz 6grenme yapabilirler

Nitelikler ve siiflar arasinda iliski zayif olsa da kullanilabilirler

Regresyon modellerine bircok makine 6grenmesi algoritmasindan daha

yatkinlardir.
Paralel islem yapilabilir. Paralel islemlerle hesaplama siireleri kisaltilabilir

Karmasik ve 6zellikle lineer olmayan iligkileri 6n tahminler olmadan

modelleyebilir

Dezavantajlar;

Egitim siireleri uzundur bu duruma uygun kullanim alanlarinda
degerlendirilmelidir.

Model i¢in kullanilan ¢ok fazla degisken vardir. Mimarisi bu degiskenlere
gore en ¢ok iyi modellenmelidir. Bunun i¢in iyi bir Ag mimarisi kurmak (
gizli katman sayisi, her katmandaki diiglim sayisi, diigiimlerin arasindaki
iligk1), orta ve dis katmanlarda transfer fonksiyonlarinin segilmesi, bir egitim
algoritmasi tasarlanmasi, giris agirliklarinin belirlenmesi ve modelin durmast
gereken sinirlarin verilmesi gerekir. Bu 6zelliklerin hepsinin detayli
ayarlanmasi gerekir.

Kara kutu denilen makine 6grenmesi modellerinden olan Sinir Aglari

genellikle zor yorumlanabilir modellerdir.

4.2.9 Makina 0grenmesi yontemleri

4.2.9.1 Coklu lineer regresyon modeli

Literatiirde daha 6nce ¢ok sayida makalede ¢ok degiskenli verisetleri igin ¢oklu lineer

regresyon modeli (MLR) uygulanmis ve Regresyon katsayilarina gore etki analizi

yapilmustir.

4.2.9.2 Otomatik regresif elementlerle ¢coklu lineer regresyon karma modeli

Nari Sivanandam Arunraj ve Diane Ahren 2016’da yayinladiklar1 makalelerinde

zaman serileri i¢in karma bir model dnermislerdir. Bu modele gore bir zaman serisinde

hava durumunun etkilerini modelleyebilmek i¢in zaman serilerininin bilesenlerinin
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analizi yapmandan once c¢ikarilmasi gerekir. Diger bir deyisle mevsimsellik ve
otokorelasyon normal en kiigiik kareler regresyon varsayimlarin1 bozar. Bu nedenle
once AR yontemi uygulanarak bu etkilerden kurtulup sonrasinda regresyon hatasini
lineer regresyon modelini dahil etmemizi énerirler (Sekil 4.15). MLR-AR modeli icin

kullanilan denklem gosterimi denklem 4.28°de mevcuttur.

5 11 10 16
nu) = o+ ) BiDie+ ) BiM+ Y B+ Y FDu+e  (428)
i=1 j=1 k=1 1=1

Hava duorumu degiskenleri

Bagmh
degisken ve
etkileyen
faktirlerin
toplanmas:
Tatil Giinleri
Ramazan

Ay
Yil
Lokasyon

AR order belirlenmesi AR order belirlenmesi

Otoregresyon katsayilarmm

Fark alnsm mm?

belirlenmesi

Regresyon hatalan ve talebi
etkileyen degiskenlerin MLR
kullamlarak modellenmesii

Regresyon katsayilarma gire
degiskenlerin etkisinin
helirlenmesi

Sekil 4.15 : MLR-AR metodolojisi.
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5. UYGULAMA: BAYILERIN GUNLUK SIMIT SATISLARININ TAHMIN
EDILMESI

5.1 Problem Tanim

Verilerini kullandigimiz firma, gida sektoriinde franchise olarak isletilen bir firma
olarak ¢aligmaktadir. Bu ¢calismanin amaci, simit satiglarinin tahmin edilmesi ve hangi
faktorlerden etkilendigini analiz edip gelecege yonelik iirlin talebi tahminini daha
saglikli sekilde yapmaktir. Boylece, ongoriilmesi zor olan durumlarin tahmin edilebilir
hale getirilmesi hedeflenmektedir. Bu calismanin bir sonraki adimi olarak saatlik satis

tahmini, promosyonlar, miisteri sayist gibi degiskenler de incelenebilir.

5.2 Veri Seti ve Modelin Belirlenmesi

Veri setini belirlerken 6ncelikle sirketin ihtiyaclarini g6z onilinde bulundurulmustur.
Sirket, satiglarin ve siparislerin tahmin edilebilmesini istemektedir. Elimizde toptan
merkezden alinan siparis verisi bulunmaktadir. Magaza siparis verileri mevcuttur,
ancak magaza satis verileri bulunmamaktadir. Incelendiginde, magazalar dondurulmus
gida aldiklart i¢in  gilinliik  siparislerini  glinlik artan drlinlere  gore
hesaplayabilmektedirler. Bu nedenle, tahmin iyiligi acisindan giinliik siparislerdeki
degiskenlikleri satislardaki beklentiyi net yansitmamaktadir. Giinliik siparis ve satis
sayilarinda daha az fark olmasi i¢in haftalik satis degerlerinin kullanilmas1 uygun
goriilmiistir. Sonug olarak, haftalik toplam siparis sayilarini referans alinmis ve

haftalik tahmin yapilmasina karar verilmistir.

Farkli ihtiyaclara gore yontemlerin performansini karsilastirabilmek icin hem
univariate (tek degiskenli) hem de multivariate (¢ok degiskenli) analiz yapilacaktir.
Birincisi, tek degiskenli zaman serisi yani univariate bir data set’e zaman serisi
yontemleri uygulanacaktir. Ikinci olarak da cok parametreli zaman serisi tahmini
yapilacaktir. Bunun yami sira diger degiskenlerin tahmin degiskenine etkisi

incelenecektir.

Cok degiskenli model i¢in, literatiir caligmalar1 ve magaza yetkililerinden alinan

fikirler 15181nda talebi etkileyen faktorler asagidaki tabloda oldugu gibi siniflandirildi.
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Bunlar Cizelge 5.1°deki gibi dort ana baslikta toplandi:

Bu ¢aligsma i¢in bir sinirlama olarak elimizde promosyon verileri bulunmamaktadir.

Ayrica, miisteri sayisin1 bilmedigimiz i¢in kabaca magaza trafiginin ortalama olarak

Onemli Gunler; Ulusal Tatiller, Okul Tatili, Ramazan,
Makro Degiskenler; Dolar/TL,
Mevsimsel Degiskenler; Hafta, Ay, Yil

Magaza Trafigi; il

Cizelge 5.1 : Faktor listesi.

Onemli Mevsimsel Magaza Hava Durumu
Gunler Degiskenler Trafigi-
Lokasyon
Milli Hafta il Sicaklik
Bayramlar  Yilin kaginci
Haftasi
Okul Tatili Ay Nem
Yilin kacinci
ayl
Ramazan Yil Kar
Ay Max sicaklik
Hafta Min Sicaklik
Gilineslenme
Suresi

satiglarla ayn1 davranigi gosterdigi varsayilmaigtir.

Uriinlerin aylik satis ortalamalarina baktigimizda, mevsimsel olarak farkli trendleri
oldugu goriilmiistiir. Cay ya da buzlu ¢ay gibi iiriinlerde hava durumu insanlarin satin
alma tercihini etkilemektedir. Hava durumu, magaza yogunlugundan g¢ok alinan
{iriiniin ¢esidini etkilemektedir. Oncelikle magazalarin mevsimsel olarak en az
etkilenen ve en ¢ok satilan liriinii olarak simitin satig grafikleri incelenmistir. Mevcut
datadaki Grtin listesine bakildiginda, en gok siparis verilen {iriin simit oldugu i¢in simit

satiglarin1 tahmin ettirmeye kadar verilmistir. Diger {riinlerde beklenen devamlilik

olmadigi i¢in simit satiglar1 veri seti olarak daha uygundur.
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5.3 Verinin Hazirlanmasi

5.3.1 Eksik verilerin bulunmasi

Gergek verilerde genelde eksik ya da N/A degerler bulunabilir. Gerekli durumlarda bu
verilerin de tahmin edilmesi gerekir. Bu isleme tamamlama (imputation)
denilmektedir. Tamamlama bilinmeyen kisimlari doldururken kullanilan bir kag
yontem vardir. Zaman serisine uygun yontemler bir de karar agaglarinda kullanilan
lineer olmayan yontemlerdir. Bu ¢alismada karar agaclar1 yontemi uygulamistir. Bu
islem Oncelikle inceledigimizde bir¢ok magazanm ilk giinden son giine kadar
verisinin olmadigin1 gériiyoruz (Ornek: Sekil 5.1). Bazi diikkanlar baslangig
tarihinden sonra acilmis bazilariysa erken kapanmistir. Bu durumda, verimizi
inceledigimizde ¢ogu magazanin 2016-06 ayina kadar verisinin oldugu goriilmiistiir.
O tarihte kapali olmayan 2 yillik ve 1 yillik tam veri seti olan magazalar referans
alimmustir. 2 yillik data set olusturulmustur. Giinliik veriler 2014-01-28 ile 2016-07-19
araligr ile siirlanmistir. Sonug olarak, 1 yillik 50 tane, 2 yillik 23 sube bilgisi
bulunmaktadir. Elimideki veri seti 2 sezon iceren zaman serileri icin kicuk bir veri

setidir. Zaman serilerinde genelde daha uzun yillara ait verisetleri bulunur.

Sekil 5.1 istiklal subesinde tahmin edilen aralik yesil ile gdsterilmistir.

istiklal

800 800
| |

mtanimi$SalesCount
400
I

200
|

I I
2015 2016

mtanimi$StartDT

Sekil 5.1 : Kayip degerlerin tahmin ettirilmesi.
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Sekil 5.2°de ek veriler eklendikten sonraki istiklal subesinin satis degerlerinin grafigi
gOzukmektedir. Tahmin sonrasi boxplot ¢izimlerinde Ramazan ayinin satig rakamlarini
diisiirdligii goriilmektedir. Onun altindaki grafikte satis verisinin aylara gére boxplot
cizimi goriilmektedir. Aylik satis degerlerinin yanindaki grafikte haftasonu olan
giinlerdeki satig rakamlariyla haftasonu olan giinlerdeki satislarin boxplot ¢izimi yer
almaktadir. Bu ¢izime gore haftasonu satislar hafta igine gore kiiglik oranda yiiksek
gorilmektedir (Sekil 5.2). Genel olarak satis degerlerindeki trend istiklal subesi i¢in

azalma egilimdedir.

istiklal Ramazan

800
1
500
1

x§SalesCount
400
1
400
1
D _u+“I“+D

i i ——
[ [
T | |
2015 2016 1
*$5tartDT
Month Weekend
% oo - T + T @ % n —$— - T
T.T oT P -T ! |
n 1 | T | T . [n] ]
g m M MEg R - | s S
H 4o 1o + - ! I
— - 4 o L — 1 |
o 4 < e
= T T T T T T T T e - i T
Agustos  Eyldl Mart Ocak 0 1

Sekil 5.2 : Kayip verileri tahmin edildikten sonra veri analizi.
5.4 Veri Temizlenmesi

Oncelikle mevcut giinliik veri, haftalik veri haline cevrilmistir. Boylece iki yillik
merkezden istene haftalik simit miktar1 serisi olusturulmustur. Ikinci olarak ham
gunlik veriden, il bazinda toplam haftalik satis degerleri olacak sekilde iki senelik veri
seti olusturulmustur. Buna gore de sicaklik, tatil glinleri gibi faktorler kullanilarak ¢ok
degiskenli tek ¢iktili tahmin yapilacaktir. Ancak veriyi haftalik modele ¢evirmenin ¢ok
degiskenli model i¢in handikaplar1 olmaktadir. Burda veriyi haftalik haline
getirdigimizde anormal hava sicaklar1 dncesi ve sonrasinda satisa etkisi cok net olarak
incelenememektedir. Glinliik etkisi olan degiskenler tatil giinleri gibi degiskenlerin

etkisi normalde oldugundan daha az goziikebilmektedir.
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5.4.1 Egitim ve test kimelerinin ayrilmasi

Oncelikle verinin egitim ve test datasi olarak ayrilmasi gerekmektedir. Siklikla
kullanilan yontemlerden en klasik yontem holdout seti olusturmaktir. Bir digeri ise
capraz dogrulama yontemidir. Capraz dogrulama yontemi daha 6nerilmektedir. Zaman
serisi i¢in ¢apraz dogrulama yontemi onerilmemektedir. Clinkii zaman serileri gegmis
degerlere bagimli yontemlerdir. Hyndman ve arkadaslar1 “A note on the validity of
cross-validation for evaluating autoregressive time series prediction” c¢alimalarinda
zaman serilerinde kullanilabilecek bir ¢apraz dogruma modeli Onerilmistir. Sekil

5.3’de tek adim zaman serisi tahminlerinde capraz dogrulama veri setinin nasil

ayrilmasi gerektigi gosterilmistir.

DATA

4

Sekil 5.3 : Tek adimli zaman serilerinde ¢apraz dogrulama modeli.
5.4.2 Tleri dogrulama yontemi ile tek ve cok adimh tahmin modelleri

Sekil 5.4’de ve Sekil 5.6’da gorseller, Hydnmann ve arkadaslarinin makalesinde
acikladig1 gibi zaman serisi modellerinde kullanilacak ¢ok adimli ve tek adimli ¢apraz
dogrulama iglemini anlatmaktadir. Sekil 5.5 ve Sekil 5.7°de ise yapay sinir aglar
modellerinde kullanilacak tek ve ¢ok adimli tahmin ve capraz dogrulama islemi
anlatilmaktadir. Kullanilan yontemden farkli olarak segilecek tahmin modeli
uygulamanin amacina gore belirlenmelidir. Tek haftalik aylik tahmin yapilacaksak
model tek adimli eger ¢cok haftalik giinliik tahmin yapilacaksa ¢ok adimli tahmin
yapilmalidir.



5.4.2.1 Tek adimh tahmin

Egitim Seti Test Seti

Sekil 5.4 : Zaman serisi yontemlerinde kullanilan ileri dogrulama ve tek adiml
tahmin modeli.

Egitim Seti Test Seti

Sekil 5.5 : Yapay sinir aglarinda supervised 6grenme modeline ¢evrilmis ileri dogru
tek adimli tahmin modeli.

5.4.2.2 Cok adimh tahmin

Egitim Seti

Sekil 5.6 : Zaman serisi yontemlerinde kullanilan ileri dogrulama ve ¢ok adimli
tahmin modeli.
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Egitim Seti Test Seti

i

i
| [

Sekil 5.7 : Yapay sinir aglarinda supervised 6grenme modeline ¢evrilmis ileri dogru
¢ok adimli tahmin modeli.

5.5 Kullanilan Yazilim

Yontemleri uygulanmasinda R ve Pyhton (Anaconda) yazilimi kullanilmistir. R,
istatistik islemler ve bu islemlerin grafiklerinin olusturuldugu bir yazilim dilidir.
Temel olarak S yazilim dilinin farkli bir uygulamasi olarak gordlebilir (http://www.r-
project.org/). R icin Rstudio programi kullanilmistir. Python kodu da Anaconda
ustiinde galisan Jupyter ortaminda gelistirilmistir. Kullanilan belli bash kituphaneler
Deep Learning i¢in Python’da Keras kitliphanesi, zaman serileri igin ise forecast
paketidir. ki kiitiphane de gunimiizde tahmin icin en c¢ok kullanilan
kituphanelerdendir.

5.6 Yontemlerin Veri Setine Uygulanmasi

Yontemleri uygularken oncelikle tek degiskenli tahmin yapilmigtir. Tahmini
yaptirirken sonuglarin daha saglikli olmasi i¢in zaman serisi tahminine de uygun olan
walk-forward-validation kullanilmistir. Ikinci olarak da hem tek-adim tahmini
seklinde her seferinde bir sonraki haftayr tahmin edecek sekilde 12 haftalik tahmin
yaptirip sonuglarin hatasi hesaplanmistir. Sonrasinda yine tek degiskenli zaman serisi
tahmini ¢ok adimli tahminle yapilmistir. Test seti, 4 haftalik parcalara bolinmiistiir. N
uzunlugundaki egitim setini her seferinde 4 hafta artirarak bir sonraki 4 haftalik test

seti tahmin edilmistir.
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5.6.1 Tek degiskenli/parametreli analiz

Tek degiskenli tahmin i¢in kullanilacak verinin gorseli Sekil 5.8°deki gibidir. Veri
2014-06-02’den baslayip 2016 Temmuz ayma kadar mevcuttur.

Modellerin her birine kendi hiperparametrelerine uygun olarak grid search
uygulanmistir ve sonug olarak elde edilen en iyi sonuglu modellerin hata sonuglar
devam eden boélimlerde karsilastirllmistir. NAIVE/SNAIVE yontemi igin naive
standart ama snaive i¢in farkli frekanslarda zaman serilerinin sonuglarina bakilmastir.
ETS yonteminde kullanilan hiper parametreleri sirasiyla sunlardir: diizeltme katsayisi
(alfa), diizeltme egimi (beta): trend i¢in diizlestirme katsayisi, mevsimsel yumusatma

(gama): mevsimsel bilesen i¢in yumusatma katsayisi, sonlimleme egimi (phi).

425 1
400 +
375 A '|‘
350
325 A
300

275 1

250 1

Jul Oct Jan Apr Jul Oct Jan Apr
2015 2016
2014-06-02

Sekil 5.8 : Haftalik toplam satis degerleri.

Kullandigimiz kiitiiphanede bu parametreleri vermezsek bile model (optimized=True)
oldugu siirece parametreleri otomatik belirler. Bunlarin harici modelin kendi optimize

etmedigi, manuel verilmesi gereken parametreler bulunmaktadir.

Bunlardan biri olan trend tipinin, eklemeli (add), ¢arpimsal (mul) ya da bulunmayan
(None) olarak belirlenmesi gerekir. Datanin mevsimsel davranis1 eklemeli ise (add),

carpimsal ise (mul) veya yoksa (None) olarak kullanilmasi gerekmektedir. Bunlardan

62



baska mevsimsel periyot parametresi var eger haftalik veri kullanildiginda (1 senede

52 hafta oldugu i¢in) 52 olmasi gerekir.

Bunlarin disinda bu fonksiyon 6n islem olarak giic doniisiimii islemi gecirilmek
istenirse use boxcox parametresi kullanilabilir. Sonrasinda bu parametreleri
degistirerek en uygun model elde etmeye calisilir. Hata sonuglarina baktigimizda en
uygun modeller asagidaki gibi ¢ikmistir: eklemeli, damped True, mevsimsel davranis

eklemeli, mevsimsel parametre 12 (Cizelge 5.2).

Cizelge 5.2 : ETS en iyi son (¢ sonug.

trend damped seasonal period box_cox remove_bias RMSE
add' TRUE  'add' 12 FALSE TRUE 30.59
add' TRUE 'add' 12 FALSE FALSE 30.88
None FALSE  'add' 12 FALSE TRUE 31.06

ARIMA yontemi igin daha 6nce de bahsettigimiz gibi order i¢in p,d,q mevsimsel order
icin P,D,Q kullanilmaktadir. Ayrica modelde ve hazir kullanilan kiitiiphanede trend
olmast durumunda bu trendin tipi segilebilir. Pythonda kullandigimiz fonksiyonda

kullanilan optimizasyon yaptigimiz hiper parametreler asagidaki gibidir:
order: p,d,q

p- otoregressif deger

d- fark

g- hareketli ortalama degeri

seasonal order: mevsimsel model (P,D,Q)

P - mevsimsel otoregresif deger

D - mevsimsel fark

Q- mevsimsel hareketli ortalama degeri

trend: deterministik trend yoksa ‘n’, sabit bir trend varsa ‘c’ ve lineer bir trend varsa ‘t

', kullanilir. Eger sabit lineer bir trend varsa ‘ct’ kullanilmaktadir.

Bu modelde kullanisli olabilecek parametrelerden bir tanesi de enforce_stationarity
parametresidir. Bu tarz gelismis kituphanelerde arma modellerinde duraganlik
kontrolii igin bu parametre kullanilmaktadir. Ayrica Tersinirlik (enforce_invertibility)

parametresi de kullanilmaktadir. AR (o) gosterimindeki en son hata asagidaki gibi,
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simdiki ve gegmisteki hatalarin lineer bir fonksiyonu olarak denklem 5.1°deki gibi

gosterilebilir:

oo

wy = Z(—G )% X (5.1)

J=0

urdaki © degeri | © | <1 ise enson gozlemler, daha uzak gegmisten gelen gézlemlerden
daha fazla agirliga sahiptir. Fakat | © |> 1 oldugunda g6zlemler ne kadar uzak olursa,
mevcut hata Uzerindeki etkileri o kadar artar. | ® | = 1 oldugunda, agirliklar boyut
olarak sabittir ve uzak gozlemler son gozlemler ile aymi etkiye sahiptir. Bu
durumlardan en dogrusu | © | <1 oldugundan bu parametreyi TRUE olarak

kullanmaktir. SARIMA sonucu elde edilen en iyi 3 sonu¢ Cizelge 5.3’de

gorulmektedir.

Cizelge 5.3 : SARIMA en iyi son (i¢ sonug.

order seasonal_order trend RMSE

21,2 (1,0, 20) ot 30.82
21,2 (0,0,2,0) ot 31.30
1,1,2) (20,2, 0) 't 31.49

Derin Ogrenme yontemlerinde tek degiskenli analiz yapabilmek icin 6ncelikle zaman
serisi verilerini duragan olacak sekilde doniistiiriilmesi gerekmektedir. Eger veride
artan trend varsa ve duragan degilse trendi kaldirmak i¢in farki alinir. Zaman serisi
denetimli bir 6grenme problemine doniistiiriilebilir. Denetimli 6grenme probleminde,
verilerin 6nceki ve sonraki adimdaki degeri, mevcut zamandaki adimdaki degerini

tahmin etmek igin bir girdi olarak kullanilmaktadir.

Yi1gin bilyiikliigli parametresi (Batch size) belirlerken kullanilacak dereceli algalma
algoritmasimin ne oldugun bilmek gerekmektedir. Eger model denetimli 6grenme
problemiyse 6rnek sayisi ya da ondan daha fazla bir yigin biyiikligi (batch size)
belirlenirse model grup dereceli algalma algoritmasi tarafindan egitilir. Daha kuguk

bir deger verilirse kiigiik grup/y1gin dereceli algalma algoritmasi kullanilmaktadr.

Kiiciik grup/yigin biiyiiklikleri (batch size) daha hizli yakinsamaktadir ama
gurultiden daha ¢ok etkilenmektedir. Yuksek grup buytklikleri (batch size) ise yavas

yakinsar ama daha yakin tahminler yapabilir.
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MLP Modelinin katman tasarimi Sekil 5.9’da oldugu gibi uygulanmistir. [12,50,1]
Zaman Serisi oldugu icin 12’li gruplar halinde veri alan ve tek output’u olan bir yapay
sinir ag1 olarak tanimlanmistir. Ara katmandaki néron sayisini n_nodes degiskeninde
farkli sayilarla denenmistir. Grid search igin kullanilan hiper parametrelerden biri
n_input degeri girdi sayisin1 belirlemektedir. Modelde bu deger 12 olarak alinmstir.
N nodes ara katmandaki node(néron/diiglim) sayisini belirlemektedir. N node’un
farkli degerleri [50,100] denenmistir. N_epoch sayis1 ka¢ kere veri setinin

yakinsayacagini yapay sinir agi yapisinda islem goreceginin sayisidir.

2254361010920

l

mput: | (None, 12)
output: | {None, 50)

mput: | (None, 50)
output: | {(None, 1)

dense_293: Dense

dense 294: Dense

Sekil 5.9 : Olusturdugumuz MLP model 6rnegi girdi oniki ¢ikt1 bir.

Degeri ¢ok yiiksek olmasi durumunda hesaplama islemi yavaslayabilmektedir.
Optimumu bulmak i¢in [10,20,100] degerleriyle denedik. N _batch sayis1 biraz da
kullanilacak dereceli algalma yontemini belirlemekte, kiiciik sayilar kuguk grup,
buyuk sayilar grup yontemini kullanmaktadir. N Aktivasyon fonksiyonu olarak ‘relu’

kullanilmistir.

Bir diger derin sinir agt modeli CNN yontemi igin belirlenen parametreler asagidaki
gibidir. MLP’den farkli olarak CNN’de filtre ve gekirdek kavramlarina daha énce

deginilmistir. Grid search igin bu parametrelerin farkli degerleri icin tahminler

yapilmistir.
Girig: Modele giris olarak kullanilacak gecikme gdzlem sayisi. [12]
Filtreler: Paralel filtrelerin sayis1. [64]

Cekirdek: Giris dizisinin her okunusunda dikkate alinan zaman adimlarinin sayisi.
[3.5]

N_epoch: Modeli tim egitim veri setine maruz birakilma sayisi. [10,100]
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N_Batch: Agirliklar giincellendikten sonra bir donemin igindeki dOrneklerin
sayist.[1,150]

Sekil 5.10’de olusturulan modelde kullanilan katmanlar ve ndron sayilari
gorilmektedir. Giris i¢in (12,1) girdi alinmistir. CONV katmani (10,64) boyutludur.
Havuz katmani (5,64) , tam bagli katman 320=64*5 néronludur. CNN normalde 2-D
boyutlu arraylerde daha basarili oldugu diistiniiliir ancak literatiirde 1-D olarak zaman
serisine uygulayanlar ve basarili sonuglar alanlar olmustur. Biz de 1-D olarak
uyguladik. Bir CNN modeli minimum 4 katmandan olusur. Yukarda hiper parametre
olarak bahsettigimiz fitreler CONV katmaninda Oznitelik seti olusturmak icin

kullanilir.

2434544355032

l

mput: | (None, 12, 1)
output: | (None, 10, 64)

l

max_poolingld §: MaxPoolinglD

l

mput: | (None, 5, 64)
output: | (None, 320)

l

mput: | (None, 320)
output: | (None, 1)

convld 8§: ConvlD

input: | (None, 10, 64)
output: | (None, 5, 64)

flatten_8: Flatten

denze 8: Dense

Sekil 5.10 : Olusturdugumuz CNN model 6rnegi.

Sekil 5.10°de olusturulan modelde kullanilan katmanlar ve ndron sayilari
gorilmektedir. Giris i¢in (12,1) girdi alimmistir. CONV katmani (10,64) boyutludur.
Havuz katmani (5,64) , tam bagh katman 320=64*5 néronludur. CNN normalde 2-D
boyutlu arraylerde daha basarili oldugu diistiniiliir ancak literatiirde 1-D olarak zaman
serisine uygulayanlar ve basarili sonuglar alanlar olmustur. Biz de 1-D olarak

uyguladik. Bir CNN modeli minimum 4 katmandan olusur. Yukarda hiper parametre
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olarak bahsettigimiz fitreler CONV katmaninda Oznitelik seti olusturmak igin

kullanilir.

Bir sonraki yontem LSTM yonteminde kullanilan hiper parametreler MLP yontemiyle
aynidir. LSTM modeli Sekil 5.11°de goriildugii gibi 12,1 boyutlu giris katmani, 100

noronlu ara katmandan olusmaktadir.

Girig: Modele giris olarak kullanilacak gecikme g6zlem sayisi. [12]
N_nodes: Katmandaki n6ron (diigiim) sayisi

N_epoch: Modeli tim egitim veri setine maruz birakilma sayisi. [10,100]

N_Batch: Agirliklar gtincellendikten sonra bir ddnemin igindeki dOrneklerin
sayist.[1,150]

1939906838368

:

mput: | (None, 12, 1)

output: {(None, 100)

l

mput: | (None, 100)
output: | (None, 100)

l

mput: | (None, 100)
output: {(None, 1)

lstm 24 LSTM

dense_47: Dense

dense 438: Dense

Sekil 5.11 : Olusturdugumuz LSTM modeli 6rnegi.

LSTM’e zaman serisi verilerini uygulamak i¢in 6nce seriyi duragan hale getirmek
gerekir. Sonrasinda veriyi denetimli 6grenme problemine donistirmek gerekir. LSTM
Ozellikle aktivasyon fonksiyonu olarak hiperbolik tanjant fonksiyonu kullanir. Bu
nedenle verisetini -1 ile 1 arasinda degerlere cekmek gerekir. Her deneysel senaryo 10
kere calistirilip degisim incelenir. Bunun nedeni, bir LSTM agi i¢in rastgele baslangig
kosullarinin, belirli bir konfigurasyonun her egitilmesinde ¢ok farkli sonuclarin
cikabilmesidir. Basit bir LSTM modeli kurup 10 kere ¢alistirip sonuglara baktigimizda
¢ikan hata oranlari gok degiskenlik gostermektedir. Sekil 5.12°da 6rnek olarak LSTM

hata oranlariin boxplot ¢izimi goriilmektedir.
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Sekil 5.12 : LSTM boxplot hata ¢izimi 52.676 RMSE (+/- 15.986).

Kiyaslamak istersek benzer Sekil 5.13’de CNN 06rneginin hata sonuglarina bakilabilir.
CNN modelinde hata farklar1 LSTM den belirgin Sekilde diisiiktiir. Bu da CNN

modelinin daha istikrarli genellenebilir oldugunu gdstermektedir.

&7

o
:
T
:
:

62
61 1

1

Sekil 5.13: CNN boxplot hata ¢izimi 63.165 RMSE (+/- 1.421).

5.6.1.1 Tek adim haftalik tahmin sonuclar:

Yapilan ilk analiz olan tek degiskenli analizde, zaman serilerindeki tahmin
performanslari karsilastirilmistir. Tek adimli tahminin Cizelge 5.4’deki sonuglarina
bakildiginda, ETS ve SARIMA modellerinin sirasiyla 36 ve 34 RMSE degerleriyle
yapay sinir aglar1 yontemlerine yakin sonug¢ verdigi goriilmektedir. Sonuglarin
grafiksel karsilastirilmalart Sekil 5.14 ve Sekil 5.15°de goriilmektedir. Burada
goriliiyorki derin sinir aglar ve klasik yontemler birbirlerine yakin sonug vermektedir.
Mape degeri hata fonksiyonlarindan negatif hataya daha duyarl oldugu diisiiniiliirse
derin 6grenme yontemleri diger modellere gore daha ¢ok pozitif hata iiretmistir.

Persiste yani naive degerden anlagilan 4 hafta onceki veriler modeli en 1iyi
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yasitanlardir. Benzer sekilde ortalamada son 4 haftanin verisini kullanmak daha iyi

sonug¢ vermistir.

Cizelge 5.4 : Tek adim oniki haftalik tahmin modeli hata sonuglari.

Model RMSE MAPE MAE
persist [4, 1, 'persist] 52,29433 18,43 36,13
mean [1, 4, 'mean’] 36,13 18,43 52,29
MA [7, 1, 'median’] 54,59 19,57 38,61
MA [7, 1, 'mean’] 55,81 20,14 39,85
MLP [4, 50, 50, 112, 1] 34,69 10,31 21,43
CNN [12, 32,5, 100, 32, 1] 34,87 10,72 23,65
LSTM 12,100, 50,1, 1 35,82 9,91 20,67
SARIMA [(1,0,2),(1,0,0,0),'ct 34,53 20,61 21,13
SARIMA [(2,1,0),(0,0,1,0), ct 35,02 20,51 23,65
ETS ['mul’, True, None, 4, True, 36,70 11,90 24,69
False]

MAPE degeri MAE ve RMSE’den daha diigiiktiir. RMSE test setinin boyutu arttik¢a
MAE'den daha biiyiik olma egilimindedir. Tek adimli tahmin modeli uygulandigi ve
12 aylik tahmin i¢in artan bir egitim seti oldugu i¢in RMSE sonuglart MAE’den daha
biiylik olmasi olasidir.

120 100%

90%
1
0o 80%
70%
080 ’
60%

060 50%

40%
040
30%
20%
020
10%

000 0%

MA SARIMA  persist ETS mean LSTM CNN MLP

Sekil 5.14 : Tek adim tahminde yontemlerin karsilastirilmasi.
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Sekil 5.15 : Tek adim tahminde yontemlerin hata oranlari.

Tek adimli yontemle belirlenen en iyi sonu¢ veren hiperparametrelere goére bitln
yontemlerin ¢ok-adimli 4 haftalik tahminlerini yaptik. Cikan sonuglara gore
modellerin performanslarini kiyasladik. Bu islem igin veriyi 4 haftalik veri setlerine
boldiik. Derin 6grenme yontemlerini bu 4 haftalik veri setleriyle egittik. Boylece 4

haftalik veriden sonraki 4 haftayr tahmin ettirdik.

Ayrica tek-adim tahmin sonuglarinda SARIMA icin grid search denedik, 6zellikle
enforce_stationary parametresini TRUE yaparak inceledik. Buldugumuz model

gercekten uygun mu onu inceleyecegiz.

5.6.1.2 Zaman serisi analizi

Veri setimizin 6zellikleri Cizelge 5.5’de goriilmektedir.

Cizelge 5.5 : Veri ile ilgili genel bilgiler.

Veri seti 112
ortalama  344,347666
std 58,706911

minimum  165,844720
25% 319,885714
50% 347,099276
75% 395,329193
maksimum  43,.536098

Zaman serisi analizi yaparken ilk bakilmasi gereken 6zelliklerden bir tanesi, veri

setinin duragan olup olmadigidir. Bunun analizi igin ¢esitli yontemler bulunmaktadir.
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Bu yontemlerden ADF testini, Python’daki Statsmodels kutuphanesinden adfuller()
fonksiyonunu kullanarak test edildi. Cizelge 5.6°daki sonuglara gére duragan
olmadigimi goriilmiistiir ¢linkii ADF degerinin %1’lik kritik degerden kiigiik ¢ikmasi
gerekirdi. Bu nedenle, 1 farkini alip serinin ADF degerleri kontrol edilmistir. Kritik
degerlerin hepsinden kii¢iik oldugu i¢in yeni serinin duragan oldugu sonucuna

varilmstir.

Cizelge 5.6 : ADF degerleri.

ADF Statistic -1.317007  before diff
p-value 0.621356
Critical Values
1% -3.494
5% -2.889
10% -2.582
ADF Statistic -8.791878 after_diff
p-value 0.000000
Critical Values
1% -3.493
5% -2.889
10% -2.581

Otokorelasyon grafigi incelendiginde ve ACF/PACEF grafiginde 50’lerde ve 2, 3’uncii
lag’de korelasyonun yiiksek oldugu gérulmektedir (Sekil 5.16, Sekil 5.17).

100

0.75 -

0.50 1

0.25 1

0.00 1

Autocormelation

—0.25 1

—0.50 1

—0.75 4

-1.00 T . . T

Sekil 5.16 : Otokorelasyon grafigi.
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Sekil 5.17 : Veri setinin ACF/PACEF grafikleri.

En uygun modeli se¢gmek icin (modelin verilere ne kadar uygun oldugunu bulmak
icin), residuallerin de analizini yapmak gerekmektedir. Residuallerin bir beyaz guriltu
davranis1 gosterip gdstermedigini incelemek gerekir. Iyi bir model ise sifir ortalama,
sabit varyans ve seri korelasyonu olmamasi gerekir. Sekil 5.18’de residuallerin
ciktilarini inceledigimizde sifir ortalamaya yakin gortilmektedir. Bir kag anomali harig

normal dagilima yakin sonuglar alinmstir.

-0 -&0

T 1 1
—150 =100 =50 1 50 100

Sekil 5.18 : Residual dagilimu.
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Sekil 5.19°de hata degerlerinin ¢izimine baktigimizda belirgin olarak ramazan
aylarinda biiyiik farklar gortilmektedir, bu yukarida belirtilen sebeplerden dolay:

onguralebilir bir durumdur.

0 20 40 60 80 100
Sekil 5.19 : Residual(Hata) degerlerinin ¢izimi.
5.6.1.3 Cok adim tahmin sonuglari

Cok adimli (4 haftalik) tahmin sonuglarinda Cizelge 5.7 ve Cizelge 5.8’e¢ gore,
SARIMA, ETS, Encoder Decoder LSTM ve LSTM yontemleri ortalama RMSE

degerleriyle diger yontemlerden daha 1yi sonug vermistir..

Cizelge 5.7 : Cok adimli tek degiskenli tahmin sonuglart RMSE.

RMSE Haftal Hafta2 Hafta3 Hafta4
Naive 23,296 10,973 11,789 37,454
SARIMA 14,275 24,388 19,281 11,457
ETS 14,042 38,867 39,088 42,791
CNN_Multichannel 37,132 56,124 48,156 44,722
CNN_Multiheaded 46,257 63,104 65,625 57,546
CNN 19,911 46,160 39,054 36,268
CNN Encoder Decoder 20,540 43,601 40,250 34,211
LSTM

Encoder Decoder LSTM 16,688 40,918 37,606 32,190
LSTM 13,962 41,580 35,315 32,204
Conv LSTM 17,250 43,880 37,950 31,330
MLP 27,960 49,768 46,335 37,837
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Cizelge 5.8 : MAE ¢ok adimli tek degiskenli tahmin sonuglart.

MAE Haftal Hafta2 Hafta3 Hafta4
Naive 21,513 10,897 11,701 37,095
SARIMA 14,275 24,388 19,281 11,457
ETS 12,271 29,234 35,070 42,588
CNN_Multichannel 39,065 43,903 45,147 42,511
CNN_Multiheaded 37,690 35,757 36,531 35,114
CNN 18,294 30,535 25,810 24,189
CNN Encoder Decoder LSTM 22,207 29,972 30,997 25,982
Encoder Decoder LSTM 11,799 40,368 29,200 29,615
LSTM 21,169 32,028 33,350 33,878
Conv LSTM 17,307 34,078 31,249 27,617
MLP 24,399 36,250 33,322 30,660

Veri seti kiiclik oldugu ve sadece 2 sezon igerdigi icin muhtemelen bu sekilde sonuglar
vermigstir. Tablolar1 incelerken uzun siireli tahmnde en iyi sonuglar1 NAIVE yontem,
SARIMA ve CNN’in vermis oldugu goriilmektedir. Yontemlerin karsilastirilmasi
Sekil 5.20°de goriilmektedir. 5.20°de ham mae hem de rmse beraber incelendiginde
ARIMA, ETS, LSTM’in en 1yi sonucu verdigi gosterilmistir. Sonuglar biririne yakin
oldugu i¢in aslinda zaman serisi modelleri derin 6grenme modellerine ustiinliik

sagladigi sonucu ¢ikarilamaktadir.

0,050
0,045
0,040
0,035
0,030
0,025
0,020
0,015
0,010
0,005
0,000

Sekil 5.20 : Yontemlerin Karsilastirmasi.

5.6.2 Cok degiskenli parametre analizi

Hava durumu etkisini 6lgmek igin veri seti il bazinda toplam haftalik degerler haline
getirilmistir. Verisetindeki orneklerin ¢ogu Istanbul’dan olmakla birlikte, Antalya,
Bursa, Gaziantep, Izmir, Malatya, Nevsehir, Samsun illerinden birer magaza, Sakarya

'dan ise 2 tane magaza, 2 yillik veri setinde mevcuttur.
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Bu noktada incelenmesi gereken iki konu bulunmaktadir. Birincisi, ekstrem olmayan
hava durumunun satiglar1 etkisi, ikincisi ise ektrem hava kosullar1 ya da hava
durumundaki degismelerin satiglar1 etkisidir. Mevcut veri setinde magaza trafigi ve
magaza satis rakamlart bulunmamaktadir. Sadece merkezden giden simit sayisi
bulumaktadir. Bu nedenle calismada havanin magaza trafigine etkisi ve miisterilerin

satin alma davranislarina etkisi incelenememektedir. Sekil 5.22°de illere gore satis

degerlerinin boxplot ¢izimi goriilmektedir. Sekil 5.21°de illere gore sicaklik
degerlerinin boxplot ¢izimi gorilmektedir. Yil iginde satis degerleri en ¢ok farklilik
gosteren il istanbuldur. istanbul ayn1 zamanda veri setinde ¢ok fazla magaza olmasi
nedeniyele en ¢ok satig yapilan ildir. En ¢ok sicaklik degisimi nevsehir ve malatyada
goriiliitken diger illerde sicaklik salinimlari daha kiiclik aralikda oldugu
gozlenmektedir. 5.22de satig degerlerine bakildiginda Sakarya, Antalya ve Istanbul en
cok satis yapilan illerdir. Sakaryada dagilimin disinda ¢ok satiglarin oldugu giin sayisi

digerlerinden daha fazladir. Istanbul ilinin salinim1 digerlerinden daha fazladur.
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Sekil 5.21 : il bazinda sicaklik degerlerinin degisimi.
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Sekil 5.22 : il bazinda satis rakamlarmin degisimi.

Cizelge 5.9 : Surekli degiskenlerle satig rakamlarinin korelasyon degerleri-1.

Antalya Bursa Gaziantep Istanbul
SalesCount SalesCount SalesCount SalesCount
D1 Lt 0.55 -0.23 0.43 0.8
D2 Lt -0.60 0.03 0.54 0.8
D3 Lt 0.05 0.21 -0.06 0.2
D4 Lt 0.26 -0.42 -0.06 0.9
D5 Lt 0.38 0.13 0.56 0.7
D6 Lt 0.03 0.04 0.31 0.8
Price -0.62 0.27 -0.10 -0.4
SalesCount 1.00 1.00 1.00 1.0
temp 0.48 -0.34 -0.47 -0.6
Max_temp 0.46 -0.33 -0.45 -0.6
Min_temp  0.50 -0.33 -0.46 -0.6

Cizelge 5.9 ve 5.10’daki il bazindaki satis ve diger degiskenler arasindaki korelasyon
iligkisini incelendiginde mevcut parametrelerle trafigini en ¢ok agiklayabildigi il
Istanbul’dur. Bu nedenle Istanbul’daki aylik satis degerleri hava incelemesi icin

referans alinmistir.

Istanbul’da Sekil 5.24’de aylik satis grafiine bakildiginda, Haziran Temmuz

aylarinda belirgin bir diisiis g6zlenmektedir. Ayrica diger aylarda da hava isindikca da
diisiis gozlenmistir. Haziran Temmuz aylarinda diisiis tek basina sicaklikla
aciklanmasi dogru olmayabilir; s6z konusu yillarda Ramazan ayr Temmuz ve Haziran

aylarina denk gelmistir(Sekil 5.25).

Cizelge 5.10 : Siirekli degiskenlerle satis rakamlarinin korelasyon degerleri-2.

Izmir Malatya  Nevsehir ~ Sakarya  Samsun
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SalesCount SalesCount SalesCount SalesCount SalesCount

D1 Lt -0.32 0.258 -0.29 0.9 0.143
D2 Lt -0.31 -0.031 0.26 0.1 0.234
D3 Lt 0.26 0.179 0.54 0.3 0.122
D4 Lt 0.24 0.305 0.48 -0.3 0.194
D5 Lt -0.21 0.062 0.56 -0.4 -0.161
D6 Lt 0.09 0.250 0.37 -0.1 -0.051
Price 0.38 -0.366 -0.54 -0.4 0.005
SalesCount 1.00 1.000 1.00 1.0 1.000
temp -0.57 0.008 -0.11 0.6 -0.270
Max_temp  -0.56 -0.005 -0.12 0.5 -0.262
Min_temp  -0.57 0.056 -0.06 0.6 -0.281

Sekil 5.23’de Antalyanin aylara gore satis degerleri goriilmektedir.
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Sekil 5.23 : Antalya aylara gore satig rakamlari.

Sekil 5.23’de Antalya'min satis rakamlarinda ise yaz aylarinda ¢ok turist ¢eken bir
bolge olmasindan dolay1 kabaca yaz aylarinda turist etkisiyle satiglarinin arttigini
sOyleyebiliriz. Bu da aslinda sicakligi etkisinin il bazinda farkli oldugunu
gostermektedir. Modelimizde olmamasina ragmen yabanci ve yerli turist sayisini

modele etkisi oldugu goriilmektedir.
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Sekil 5.24 : Istanbul aylara gore ortalama satis rakamlari.
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Sekil 5.25 : Ramazan ayindaki satiglarla diger aylarin kiyaslamasi.

Cizelge 5.11°e lag degerlerine baktigimizda en faydali goriinen 4 hafta 6ncesine ait

satig degerleri kullanilabilir.

Cizelge 5.11 : Lag degerleri ile satis rakamlarinin korelasyon degerleri.

SalesCount
Count

Sales 10

D1 Lt 038

D2 Lt 0.8

D3 Lt 0.2

D4 Lt 0.9

D5 Lt 0.7

D6 Lt 0.8

Price -0.4
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Cizelge 5.12’¢ Temp, Max_temp, Min_temp degerlerinin birbiriyle korelasyonlar1 ¢cok
yiiksek oldugu gozlenmektedir; bu degerlerden en ¢ok satis rakamlariyla iligkisi olan
temp degeri referans alinmistir. Buna benzer olarak Lag degerlerinden en ¢ok satis
degerini agiklayabilen D4 Lt degeridir. Ayrica doviz kurundaki degisikliklerin

etkisini incelemek i¢in Dolar/TL paritesini temsilen Price degeri kullanilmistir.

Cizelge 5.12 : Hava durumu degerleri ile satis rakamlarinin korelasyonu.

SalesCount
SalesCount 1.0
temp 0.6
Max_temp -0.6
Min_temp -0.6
snow 0.1
gunes -0.3

Coklu lineer analizde, oncelikle korelasyon ve lineer model analiziyle degiskenlerin
satis degerlerine etkisi incelendi. Il bazinda incelendiginde sicaklik degerleri her ilde
ayni etkiyi gostermemektedir. Sicaklik degerleri ve satig rakamlariin korelasyonunun
en fazla oldugu il, -0,6 degeriyle Istanbul ¢ikmistir. Lineer model analizinde ise,
kullanilan sicaklik, giineslenme siiresi, nem, kar yagisi, dolar paritesi, 4 hafta onceki
satis degeri kullanilarak agiklayici bir model olusturulmustur. Cizelge 5.13’de
gorildiigli gibi model, 0,91 R kare degeriyle, satiglarin yiizde 91’ini
aciklayabilmektedir. Cizelge 5.14’da goriildigi gibi Ramazan aymin olup olmamasi
(B=-76,9), sicaklik (B=-4,9) ve 4 hafta 6nceki satis degeri (B=0,59) istatistiki olarak
p<0,001 anlamli, ekstrem hava kosullarini temsil eden kar yagis1 (B=-47) ise istatistiki
olarak p<0,05 anlamli ¢itkmistir. Coklu lineer analizde iistte degiskenleri direk modele
uyguladik ancak aslinda degiskenlerin sayisal degerleri etkilerini etkiliyor yani

kategorik degiskenlerin de etkisini iyi gorebilmek i¢in hepsini normalize etmek

gerekir.
Cizelge 5.13 : Modelin tahmin yeterliligi.
Residual standard error 27 on 99 degrees of freedom
Multiple R-squared 0.915
Adjusted R-squared 0.905
F-statistic 88.9 on 12 and 99 DF
p-value <2e-16
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Ramazan’in etkisi olmasi gerektiginden fazla goziikiiyor olabilir. Ayrica Takvimsel
etkiyi modele eklemek yaniltict olabilir istedigimiz degiskenlerin direk etkisini

gormek i¢in model takvimsel degiskenler ve lag degerleri ¢ikartip kurulmustur.

Cizelge 5.14 : Lineer model katsayilari.

Estimate Std. t Pr(>|t[)
Error value
(Intercept) 379.4249 101.8170 3.73 0.00032 ***
ilsimit$Price -2.19 2.4 -0.93 0.36
ilsimit$Year2015-01-01 5.79 14.7 039 07
ilsimit$Year2016-01-01 -36 19.9 -1.81  0.07
ilsimit$Yearc(**2014-01-01", -39.4 28.8 -1.37  0.17
ilsimit$Yearc('2015-01-01", -14.7 42.1 -0.35 0.73
ilsimit$Ramazan -76.9 10.4 -71.42  4.1e-11 ***
ilsimit$IsNationalHoliday 6.74 19.7 034 0.74
ilsimit$temp -4.9 0.8 -6.23 1.1e-08 ***
ilsimit$precip 0.09 0.6 0.15 0.88
ilsimit$gunes 20.6 10.8 1.90 0.06
ilsimit$snow_factor -47.6 21.9 -2.18 0.03 *
ilsimit$D4_L t 0.6 0.09 6.54 2.7e-09 ***

Cizelge 5.15 inceledigimizde sicaklik modeli en ¢ok etkileyen degisken. Bunun yani
sira ramazan aymin olmasi da ciddi anlamda etkiliyor. Giin ay yil gibi takvimsel
degiskenleri ¢ikardigimizda goriiyoruz ki dolar/tl paritesi de modeli ciddi oranda

etkiliyor. Ozellikle yildan yila satislar azaldig1 icin dolar/tl paritesiyle benzer etkiyi
yapiyor.

Cizelge 5.15 : Normalize edilmis degerlerle modelin tekrar kurdulmas: gerekir.

Estimate Std. t Pr(>|t])
Error value

(Intercept) 0,637 0,130 4,895 10,0000  ***
ilsimit_Norm$Price -0,265 0,034 -7,87 0,0000  ***
ilsimit_Norm$Ramazan -0,319 0,032 -10,05 <Z2e-16 ***
ilsimit_Norm$lIsNationalHoliday -0,006 0,073 -0,079 0,9373
ilsimit_Norm$temp -0,529 0,058 -9,161 0,0000  ***
ilsimit_Norm$snow_lagl 4,157 3,569 1,165 0,2469
ilsimit_Norm$snow_after factor -0,130 0,116 -1,125 0,2632
ilsimit_Norm$precip 0,166 0,064 2601 0,0107 *
ilsimit_Norm$gunes 0,119 0,036 3,300 0,0013 **
ilsimit_Norm$snow_factorl -0,185 0,065 -2,872 0,0050 **
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Cizelge 5.15°da goriildiigii gibi Ramazan ayinin olup olmamasi (B=-0,32), sicaklik
(B=-0,53) ve Dolar/TL paritesi (B=0,27) istatistiki olarak p<0,001 anlamli, ekstrem
hava kosullarini temsil eden kar yagis1 (B=-0,19) ve guneslenme siresi (B=0,12) ise
istatistiki olarak p<0,05 anlamli ¢ikmustir. Cizelge 5.16’de goriildiigli gibi model, 0,79
R kare degeriyle, satislarin yiizde 79’unu agiklayabilmektedir.

Cizelge 5.16 : Normalize olmus degerlerle kurulan modelin R kare degerleri.

Residual standard error 0,102 on 101 degrees of freedom
Multiple R-squared 0.815
Adjusted R-squared 0.7987
F-statistic 49,49 on 9 and 101 DF
p-value <2e-16

Bu model uygulandiktan sonra yani ¢oklu lineer regresyon tahmin sonrasi grafik Sekil

5.26°da oldugu gibidir.
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Sekil 5.26 : MLR ile yukarda belirledigimiz degiskenlerle tahmin grafigi.

5.6.2.1 Cok degiskenli sonuclar

Coklu lineer analizi sonrasi, cok degiskenli modellerle satis tahmin yapilmistir. Bu
tahminlere Cizelge 5.17’¢ gore ise, en iyi sonug, 39 RMSE degeriyle MLR y6ntemi
olmustur. Grafiksel gosterimi ise Sekil 5.27’deki gibidir.
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Cizelge 5.17 : Cok degiskenli tahmin sonuglari.

RMSE MAE

MLR 39 31

MLR_AR 49 35

ARIMAX 40 29
60
50
40
30
20
10

RMSE MAE

B MLR ®mMLR_AR mARIMAX

Sekil 5.27 : Cok degiskenli yontemlerin hatalarinin karsilagtirilmasi.

82



6. SONUC VE ONERILER

Yapilan ilk analiz olan univariate analizde, zaman serilerindeki tahmin performanslari
karsilagtirilmistir. Tek adimli tahminin sonuglarina bakildiginda, ETS ve SARIMA
modellerinin sirasiyla 36 ve 34 RMSE degerleriyle yapay sinir aglari yontemlerine
yakin sonug verdigi goriilmektedir. Cok adimli (4 haftalik) tahmin sonuglarinda ise,
SARIMA, ETS, Encoder Decoder LSTM ve LSTM yoéntemleri ortalama RMSE

degerleriyle diger yontemlerden daha iyi sonug¢ vermistir.

Coklu lineer analizde, oncelikle korelasyon ve lineer model analiziyle degiskenlerin
satis degerlerine etkisi incelendi. Il bazinda incelendiginde sicaklik degerleri her ilde
ayni etkiyi gostermemektedir. Sicaklik degerleri ve satig rakamlariin korelasyonunun
en fazla oldugu il, -0,6 degeriyle Istanbul ¢ikmustir. Lineer model analizinde ise,
kullanilan sicaklik, glineslenme siiresi, nem, kar yagisi, dolar paritesi, 4 hafta 6nceki
satig degeri kullanilarak agiklayicit bir model olusturulmustur. Model, 0,79 R kare
degeriyle, satislarin yiizde 79’unu agiklayabilmektedir. Ramazan aymin olup
olmamasi (B=-0,32), sicaklik (B=-0,53) ve Dolar/TL paritesi (B=0,27) istatistiki
olarak p<0,001 anlamli, ekstrem hava kosullarini temsil eden kar yagis1 (B=-0,19) ve

guneslenme siiresi (B=0,12) ise istatistiki olarak p<0,05 anlamli ¢ikmustir.

Coklu lineer analizi sonrasi, ¢cok degiskenli modellerle satis tahmin yapilmistir. Bu

tahminlere gore ise, en iyi sonug, 39 RMSE degeriyle MLR yontemi olmustur.

Sonuglara baktigimizda zaman serilerinde klasik yoOntemlerin 1yi sonuglar
verebildigini goriiyoruz. Bununla beraber, zaman serilerinde LSTM yontemi
Onerilmesine ragmen tek boyutlu CNN’in de iyi sonuglar verdigi gozlenmektedir.
Ayrica, ¢ok adimli tahminde Hibrit derin sinir aglart modellerinin iyi sonug¢ verdigi
ortaya ¢ikmistir. Tek adimli tahminde ise, CNN yonteminin en az LSTM yontemi

kadar iyi sonug verdigi gozlenmistir.

Sonraki g¢alismalarda, magaza trafigi ve magaza satis bilgisinin mevcut olmasi
durumunda, bu degiskenlerin daha zengin ve aciklayici modeller olusturmasi

ongoriilebilir. Magaza satig verileri mevcut olmasi, sicakligin magaza trafigine ve

83



insan davranisina olan etkisinin saptanmasini miimkiin olabilirdi. Ayrica, promosyon
bilgisi ile de promosyonlarin satiglara etkisi dl¢iilebilirdi. Sonraki ¢aligmalarda hava
sicakliginin diger iirlinlere etkisi ya da yeterli veri olursa insanlarin alim tercihlerine

etkisi incelenebilir.
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Cizelge A. 1: MA.

0 MAE MAPE RMSE n_train  n_test n_window
[1,4,'mean] 36,13 18,43 52,29 100 12 4
[1, 4, 'median'] 36,13 18,43 52,29 100 12 4
[2,4,'mean'] 59,04 2849 72,42 100 12 4
[2, 4, 'median'] 59,04 28,49 7242 100 12 4
[3,4,'mean'] 70,25 33,22 81,82 100 12 4
[4,4,'mean'] 72,75 34,27 83,98 100 12 4
[11, 4, 'mean'] 77,87 36,43 88,44 100 12 4
[5,4,'mean'] 7857 36,73 89,07 100 12 4
[7,4,'mean'] 79,27 37,02 89,68 100 12 4

Cizelge A. 2 : NAIVE.
MAE RMSE MAPE n_train  n_test

[7,1, 'median’] 38,61 5459 19,57 100 12
[7,1, 'mean’] 39,85 5581 20,14 100 12
[4, 1, 'mean’] 40,92 56,87 20,64 100 12

[4,1,'median’] 41,01 56,96 20,68 100 12

[6, 1, 'median’] 41,01 56,96 20,68 100 12

[8,1, 'median’] 41,01 56,96 20,68 100 12
[6, 1, 'mean’] 41,79 57,77 21,04 100 12
[2,1, 'mean’] 42,07 58,06 21,17 100 12

[2,1, 'median’] 42,07 58,05 21,17 100 12

Cizelge A. 3: MLP.

0 MAPE RMSE MAE
[4,50,50,112,1] 10,31 34,69 21,43
[4,50,50,100,1] 10,43 34,96 20,99
[4,50,100,100,1] 10,68 3522 22,31
[4,50,100,112,1] 10,73 3540 22,25

[12, 50, 150, 100,1] 12,98 35,56 25,00
[12,50,100,112,1] 12,23 35,60 24,33
[12, 50, 100, 100,1] 12,27 35,64 26,02
[4,50,150,100,1] 11,01 36,18 22,76
[12,50,50,100,1] 11,29 36,23 23,16
[4,50,100,1,1] 11,77 36,29 24,80
[4,50,150,112,1] 10,89 36,34 22,42
[4, 50, 50, 1, 1] 11,40 36,98 23,30
[4,50,150,1,1] 12,36 37,67 25,20
[12, 50,150, 112,1] 12,59 37,86 25,58
[12,50,50,112,1] 11,40 37,94 23,58
[12,50,50,1,1] 14,98 40,45 31,49
[12,50,100,1,1] 15,73 44,57 33,33
[12,50,150,1,1] 16,17 46,42 32,77
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Cizelge A. 4 : CNN.

0 MAE MAPE RMSE

[12, 32,5, 100, 32, 1] 23,65 10,72 34,87

[12, 64,5, 100, 1, O] 23,87 1159 36,38

[12, 32, 5, 100, 10, 1] 2497 10,90 36,73

[8,32,5,100,1,0] 2456 11,81 36,81

[12, 32,5, 100, 1, 0] 25,10 1156 36,88

[8, 32, 5, 100, 10, 1] 25,33 11,05 37,08

[8,32,5,100,32,1] 23,67 11,24 37,33

[8, 32,5, 100, 1, 1] 28,25 13,14 38,66

[8, 32, 5, 100, 10, 0] 28,74 17,96 43,18

[12, 32,5,100,10,0] 33,23 17,31 45,87

[12, 32,5, 100, 1, 1] 32,33 15,97 48,23

[8, 32, 5, 100, 32, 0] 35,83 18,05 48,41

[12,64,5,100,64,0] 34,96 17,54 4845

[12, 32, 5, 100, 32, 0] 3486 17,60 48,86

[12, 64,5, 100, 100,0] 35,22 18,00 51,63

Cizelge A.5: LSTM.

MAPE MAE RMSE

12,100, 50,1, 1 9.911 20,668 35,82
12,100,50,50,1 12.068 21,966 38,42
12, 100, 50, 200, 0 13.947 25,15415 41,70
12,100,50,1,0 11.158 25,372 35,53
12,100, 50, 100, 0 13.494 26,24202 42,56
12,100, 50, 200, 1  13.302 27,40675 43,60
12,100, 50,100,1 13.286 28,09204 42,48
12,100,50,50,0 12.786 28,779 41,49

Cizelge A. 6 : SARIMA.

0 MAE MAPE RMSE
[(1,0,2),(1,0,0,0),'ct 21,128 2061 34,53
[(2,1,0),(0,0,1,0),'ctt 2365 20508 35015
[(1,1,2),(1,0,0,0),'t 23048 20691 3521
[(2,1,0),(0,0,1,0),'t 23,004 20683 35267
[(2,0,0),(1,0,1,0),'ctt 24131 21,378 35521
[(1,1,2),(0,0,0,0),'t 23335 20,608 3558
[(0,1,2),(1,0,0,0),'t 23359 20,606 35587
[(1,0,1),(1,0,1,0),'ct" 24,117 21,149 35,663
[(1,1,2),(0,0,1,0),'t 23335 2063 35687
[(2,1,2),(0,0,1,0),'t 23315 20,719 35,872
[(1,0,0),(1,0,1,0),'ct 2244 20927 36,025
[(1,0,0),(0,0,0,0),'ct" 22589 20576 36,037
[(1,0,0),(0,0,1,0),'ct 23576 21,149 36,078
[(2,0,1),(1,0,1,0),'ct 23215 20,655 36,102
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Cizelge A. 7 : ETS.

0 MAE RMSE MAPE

['mul’, True, None, 4, True, False] 25,02 36,72 11,90
[‘add’, True, None, 4, True, False] 25,18 36,70 11,90
['add’, True, None, 4, False, False] 25,18 36,70 11,90
['mul’, True, None, 4, False, False] 25,18 36,70 11,81
['mul’, False, None, 4, False, True] 25,31 36,63 12,00
['mul’, False, None, 4, False, False] 25,40 36,56 11,99
['mul’, True, None, 4, True, True] 25,41 36,87 12,09
['mul’, False, None, 4, True, False] 25,43 36,49 11,96
['mul’, False, None, 4, True, True] 25,46 36,78 12,02
['mul’, True, None, 4, False, True] 25,58 36,82 11,99
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