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Günümüzde nüfus artışı ve teknolojik gelişmelerin bir sonucu olarak enerjiye olan 

ihtiyaç her geçen gün artmaktadır. Artan enerji ihtiyacı insanları alternatif enerji kaynaklarına 
yöneltmiştir. Bu bağlamda çevre dostu güneş enerjisi günümüzde önem kazanmaktadır. 

Güneş enerjisi teknolojisinin gelişmesiyle birlikte; Güneş ışınları fotovoltaik paneller 

tarafından toplanarak elektrik enerjisine dönüştürülür. Bu sayede enerji ihtiyacımızın büyük 
bir kısmını çevre dostu bir şekilde karşılayabiliyoruz. Çalışmamızda Türkiye’de belirli illerin 

farklı günlerde değişen iklim koşullarına bağlı olarak üretilen elektrik miktarları, güneş 

enerjisi santrallerinden saha çalışmaları sonucunda yapılan ölçümlerden elde edilmiştir. 
Geleceğe ışık tutacak bir model oluşturmak ve alınan ölçümlerin doğruluğunu belirlemek 

amacıyla fotovoltaik panellerin üreteceği gücü sıcaklık, nem, rüzgâr ve ışınım değeri gibi 

parametrelere bağlı olarak tahmin etmek üzere yapay zekâ algoritması eğitildi.  

Bu araştırmalar sonucunda Türkiye’deki güneş enerjisi santralleri arasında sahadan 
alınan ölçümler ve oluşturulan modeller açısından en iyi sonuçlar Mardin ilinde elde 

edilmiştir. Model, Mardin ilindeki günlük verilerin %98'ine yaklaştı. Çalışmamızda iklim 

değişkenliğinin güneş enerjisinin faydalı ve verimli kullanımına etkisi, güneş enerjisi 
santrallerinde saha çalışmaları sonucunda yapılan ölçümlerin verimini etkileyen faktörler ve 

üretilen enerji verilerinin yapay zekâ ile modellenmesi konuları ele alınmıştır. Çalışmamızda 

bunların birleştirilmesi ve yorumlanması, bölgedeki güneş enerjisi santrallerinin kapasiteleri 

ile ilgili literatüre büyük katkı sağlayacaktır. 
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Today, as a result of population growth and technological developments, the need for 

energy is increasing day by day. The increasing need for energy has led people to alternative 
energy sources. In this context, environmentally friendly solar energy is gaining importance 

today. With the development of solar energy technology; Sun rays are collected by 

photovoltaic panels and converted into electrical energy. In this way, we can meet a large part 

of our energy needs in an environmentally friendly way. In our study, the amount of electricity 
produced depending on the changing climatic conditions of certain provinces in Turkey on 

different days was obtained from the measurements made as a result of field studies from 

solar power plants. In order to create a model that will shed light on the future and to determine 
the accuracy of the measurements taken, an artificial intelligence algorithm was trained to 

predict the power generated by photovoltaic panels depending on parameters such as 

temperature, humidity, wind and radiation value. 

As a result of these studies, the best results were obtained in Mardin province in terms 

of measurements taken from the field and the models created among the solar power plants in 

Turkey. The model approached 98% of the daily data in Mardin province. In our study, the 

effect of climate variability on the beneficial and efficient use of solar energy, factors affecting 
the efficiency of measurements made as a result of field studies in solar power plants and 

modeling of energy data produced with artificial intelligence are discussed. Combining and 

interpreting these in our study will make a great contribution to the literature on the capacities 

of solar power plants in the region. 

 

KEYWORDS: Photovoltaic panel, Artificial intelligence, Machine learning, Efficiency, 

Energy. 
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1. GİRİŞ 

Enerji, bir ülkenin gelişmişlik seviyesini belirleyen temel faktörlerden biridir. 

Enerji sadece sanayi kullanımı için değil, aynı zamanda insanların günlük ihtiyaçlarını 

karşılamak açısından da kritik bir öneme sahiptir. Enerji, fosil kökenli kaynaklar olan 

kömür, petrol, doğalgaz gibi unsurlardan veya güneş, rüzgâr, su gibi yenilenebilir 

enerji kaynaklarından elde edilebilir [1]. Ancak, fosil kaynakların azalması, bu 

kaynakların maliyetinin artması, çevresel etkileri ve gelecekte tükenme riski gibi 

faktörler, enerji talebinin artmasına rağmen ekonomik, temiz ve sürdürülebilir enerji 

kaynaklarına olan ilgiyi artırarak, enerji sektöründe dönüşümü teşvik etmektedir [2]. 

İthal edilen fosil yakıtlar, ülkemizde enerji yeterliliği konusunda önemli bir engel 

oluşturmaktadır. Ancak Türkiye, özellikle yenilenebilir enerji kaynaklarını daha etkin 

bir şekilde kullanarak kendi kendine yetebilirlik potansiyeline sahiptir. Yapılan 

araştırmalara göre, Türkiye'nin elektrik üretimindeki kendi kendine yetme oranı, 

1980'de %77 iken 2014'te %37'ye düşmüştür. Bu değişimdeki ana faktörler arasında 

artan enerji talebi, ithal doğal gaz ve taş kömürüne olan bağımlılığın artmasıdır. Aynı 

zamanda yenilenebilir enerji kaynaklarının yeterince kullanılamaması da önemli bir 

rol oynamaktadır [3]. 2016 yılı "Yenilenebilir Enerji Kapasitesi İstatistikleri “ne göre, 

dünya genelinde kullanılan yenilenebilir enerji kapasitesi geçen yılla kıyaslandığında 

%8.72 artmıştır. Bu artış oranına katkıda bulunan kaynaklar ve katkı oranları şu 

şekildedir: Biyoenerjide 8.6 GW, Hidroelektrik enerjisinde 35.1 GW, Rüzgâr 

enerjisinde 51.2 GW ve katkı payı en yüksek 70.8 GW ile güneş enerjisinde 

sağlanmıştır [4]. 

Ülkemiz, coğrafi konumunun avantajıyla önemli bir güneş enerjisi 

potansiyeline sahip bulunmaktadır. Türkiye Güneş Enerjisi Potansiyeli Atlası (GEPA) 

tarafından yapılan değerlendirmelere göre, ortalama yıllık toplam güneşlenme süresi 

2741 saat olarak kaydedilmiş ve ortalama yıllık toplam ışınım değeri ise 1527,46 kWh/ 

m²  olarak hesaplanmıştır (Url 1).  

Güneş enerjisi potansiyelinin bölgelere göre dağılımını incelediğimizde, 

Türkiye'deki farklı bölgelerin yıllık ortalama güneş ışınım şiddetlerinin farklılık 

gösterdiği gözlemlenmektedir. Doğu Anadolu bölgesinde 1365 kWh/ m2, Güneydoğu 

Anadolu Bölgesinde 1460 kWh/ m2, İç Anadolu Bölgesinde 1314 kWh/ m2, Ege 

Bölgesinde 1304 kWh/m2, Akdeniz Bölgesinde 1390 kWh/ m2, Marmara Bölgesinde 

1168 kWh/ m2 olduğu gözlemlenmektedir. En düşük güneş ışınım şiddeti ise 
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Karadeniz de olup güneş ışınım şiddeti 1120 kWh/ m2'dir. Bu süreleri dikkate 

aldığımızda Güneydoğu Anadolu Bölgesi yılda 3015 saat güneşlenme süresi ile en 

yüksek bölgemiz olduğu görülmektedir. Akdeniz Bölgesinde 2956 saat, Ege 

bölgesinde 2738 saat, İç Anadolu Bölgesinde 2628 saat güneşlenme süresi görülürken, 

Doğu Anadolu Bölgesinde 2664 saat, Marmara Bölgesinde 2409 saat Karadeniz 

Bölgesinde 1971 saat olarak saptanmıştır. Türkiye, coğrafi konumu sayesinde güneş 

enerji potansiyeli bakımından birçok ülkeye göre avantajlı bir konumda bulunmaktadır 

(Url 2). 

Güneşlenme süreleri bölgesel farklılıklar gösterdiği gibi, fotovoltaik 

sistemlerin konumlarına göre de değişmektedir. Doğru konumlandırılmış bir 

fotovoltaik panelden, çevresel koşullar göz önüne alınarak en yüksek verim elde 

edilebilir. Ayrıca, fotovoltaik panellerin performansını etkileyen faktörler arasında 

iklim koşulları da bulunmaktadır. Sıcaklık, rüzgâr, nem gibi faktörlerin, panelin 

performansını güneş radyasyonuyla birlikte etkilediği bilinmektedir. Fotovoltaik 

sistemlerinden elde edilecek faydanın sağlanabilmesi için sistem en yüksek verime 

ulaşacak şekilde tasarlanmalıdır. 

Fotovoltaik hücreler güneş radyasyonunu direkt elektrik enerjisine 

dönüştürmesinin sağladığı birçok avantajın olduğu görülmektedir. Ancak, bu 

avantajların yanı sıra iki önemli detay bulunmaktadır: İlk olarak, elektrik enerjisi 

üretimindeki dönüşümün verimliliğindeki düşüklük; ikinci olarak da panellerin 

üretmiş olduğu elektrik enerjisi miktarının hava koşullarıyla birlikte değişkenlik 

göstermesidir. 

Bu çalışmada Türkiye’de belirli illerin farklı günlerde değişen iklim 

koşullarına bağlı olarak üretilen elektrik miktarları, güneş enerjisi santrallerinden saha 

çalışmaları sonucunda yapılan ölçümlerden elde edilmiştir. Model oluşturmak ve 

alınan ölçümlerin doğruluğunu belirlemek amacıyla fotovoltaik panellerin üreteceği 

gücü sıcaklık, nem, rüzgâr ve ışınım değeri gibi parametrelere bağlı olarak tahmin 

etmek üzere yapay zekâ algoritması eğitildi. İklim değişkenliğinin güneş enerjisinin 

faydalı ve verimli kullanımına etkisi, güneş enerjisi santrallerinde saha çalışmaları 

sonucunda yapılan ölçümlerin verimini etkileyen faktörler ve üretilen enerji verilerinin 

yapay zekâ ile modellenmesi konuları ele alınmıştır. 
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1.1. Türkiye’de Güneş Enerjisinin Durumu 

Güneş, dünyamızın başlıca enerji kaynaklarından biridir. Bunun yanı sıra 

birçok enerji türünün kökenini oluşturur. Güneş enerjisi, ısıtma ve elektrik üretimi gibi 

çeşitli amaçlar için kullanılmaktadır. Güneş enerjisi, çevre dostu bir enerji kaynağı 

olarak değerlendirilir ve fosil yakıtların yerine geçebilecek önemli bir alternatif sunar 

[5]. Ülkemiz, jeopolitik konumu nedeniyle birçok ülkeye göre güneş enerjisi 

potansiyeli bakımından avantajlı bir konumda bulunmaktadır. Dünya genelinde 

güneşten saniyede yaklaşık 170 milyon MW enerji aldığımız bilinmektedir. 

Türkiye'nin yıllık enerji üretiminin 100 milyon MW olduğu düşünüldüğünde, bir 

saniyede dünyaya gelen güneş enerjisi miktarı, Türkiye'nin yıllık enerji üretiminin tam 

1700 katına denk gelmektedir [13]. Türkiye Güneş Enerjisi Potansiyeli Atlası 

(GEPA)'na göre, ortalama yıllık toplam güneşlenme süresi 2741 saat olarak 

belirlenmiş, ayrıca ortalama yıllık toplam ışınım değeri ise 1527,46 kWh/m² olarak 

hesaplanmıştır (Url 3). 

 

 

 

 

 

 

 

 

Türkiye'de 2024 yılı itibarı ile güneş enerjisinden elde edilen elektrik kurulu 

gücü 11.707 MW'dir. Bu gücün, kurulmuş olan toplam güç içindeki oranı %8.35'tir. 

Aşağıdaki grafiklerde, yıllara göre güneş enerjisi gücündeki değişim ile toplam 

elektrik kapasitesi içindeki oran gösterilmektedir (Url 5). 

 

Şekil 1.1. Türkiye’nin güneş enerjisi potansiyel atlası (GEPA, Url 4) 
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Şekil 1.2. Türkiye’de yıllara göre güneş enerjisi kurulu gücü değişimi (GEPA) 

 

 

Şekil 1.3. Türkiye’de yıllara göre güneş enerjisinin toplam kurulu güç içindeki oranı 

(GEPA) 

Türkiye'nin farklı bölgelerinde güneş enerjisi potansiyeli analizi yapıldığında, 

en yüksek potansiyele sahip bölgenin Güneydoğu Anadolu olduğu belirlenmiştir. Ege, 

Akdeniz, Doğu Anadolu ve İç Anadolu bölgeleri sırasıyla bu potansiyelde 

izlenmektedir. Karadeniz bölgesi ise güneş enerjisi bakımından daha düşük bir 

potansiyele sahiptir. Ülke genelinde güneş enerjisi ve güneşlenme süreleri üzerinden 

yapılan incelemede, toplam güneşlenme süresinin ortalama olarak 1527 kWh/m², 

toplam güneşlenme süresinin ise ortalama olarak 2741 saat olduğu tespit edilmiştir [6]. 
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Çizelge 1.1. Bölgelere göre güneş enerjisi potansiyeli (YEGM)  

 Coğrafi bölge 
Toplam yıllık güneş 

enerjisi (kWh/ m2) 

Güneşlenme süresi yıllık 

(saat) 

Güney Doğu Anadolu 1460 2993 

Akdeniz 1390 1959 

Doğu Anadolu 1365 2664 

İç Anadolu 1314 2628 

Ege 1304 2738 

Marmara 1168 2409 

Karadeniz 1120 1971 
 

GEPA verilerinin analizine göre, Türkiye genelinde güneş ışınımı değerlerinin 

en yüksek olduğu dönemlerin genellikle Haziran ve Temmuz ayları olduğu 

gözlemlenmektedir. (Url 6). 

 

Şekil 1.4. Türkiye’deki günlük global radyasyon değerleri (kWh/ m2)(GEPA)  

GEPA verilerine baktığımızda Türkiye'deki güneşlenme sürelerine ait grafik 

incelendiğinde, Haziran ve Temmuz aylarında bütün bölgelerde gün içerisinde saatlik 

olarak daha yüksek potansiyele sahip olduğu açıkça görülmektedir. Bu aylar, 

güneşlenme süreleri açısından diğer aylara kıyasla belirgin bir artış göstermekte ve 

Türkiye genelinde güneş enerjisi potansiyelinin en yüksek olduğu dönemi 

oluşturmaktadır (Url 6). 
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Şekil 1.5. Türkiye Güneşlenme Süreleri (Saat) (GEPA) 

1.2. Fotovoltaik Sistemler 

Güneş enerjisinden yenilenebilir enerji kaynağı olarak yararlanmak için 

fotovoltaik sistemlerin kullanıldığı görülmektedir. Bu sistemler, güneş enerjisini 

elektrik enerjisine dönüştürme amacıyla tasarlanmış olup, dünya genelinde alternatif 

enerji kaynakları arasında hızla popülerlik kazanmaktadır. Güneşten gelen ışığı 

elektriğe dönüştüren fotovoltaik sistemler, yaygın olarak bilinen diğer adıyla güneş 

pilleri olarak anılmaktadır. Fotovoltaik terimi, kökenini Yunanca'dan alır; "photo" 

kelimesi ışık anlamına gelirken, "voltaic" kelimesi de elektrik akımını geliştiren 

makinayı tasarlayan Alessandra Volt'un isminden türetilerek voltajı ifade eder. Bu iki 

kelimenin birleşiminden oluşan "fotovoltaik" ifadesi genellikle FV olarak kısaltılarak 

da kullanılmaktadır [7]. 

1.2.1. Fotovoltaik sistemlerde hücre yapısı 

Fotovoltaik (FV), fotovoltaik etki sergileyen yarı iletkenleri kullanarak güneş 

ışınımını doğru akım elektriğine dönüştürerek elektrik enerjisi üretme yöntemidir. FV 

enerji üretiminde kullanılan güneş panelleri çok sayıda hücrelerden oluşur. Bu hücreler 

mono kristalin silikon, silikon, polikristalin. amorf silikon, kadmiyum tellür ile bakır 

indiyum selenit/sülfit malzemelerden oluşur [8].  

Güneş pilleri, yüzeyleri genellikle dikdörtgen, kare veya daire biçiminde olan, 

yaklaşık 100 cm² alanında ince tabakalardan oluşur. Bu tabakaların kalınlığı genel 

olarak 0.2 mm veya 0.4 mm seviyesindedir. 

Güneşli bir günde deniz seviyesinde güneş ışınım şiddeti 1000W/m²'dir. Bu, 

güneş ışığının bir metrekareye düşen enerji miktarını ifade eder. Bölgelere göre, yılda 

her bir metrekareye düşen enerjinin miktarı 800 ile 2600 kilovatsaat (kWh) 



7 

 

seviyesinde değişebilir. Bu değer, güneş enerjisi potansiyelinin coğrafi konuma bağlı 

olarak farklılık gösterebileceğini gösterir. 

FV sistemler, güneşten gelen enerjiyi pilin yapısına ve çeşidine göre %5 ile 

%30 arasındaki bir oranla enerjiye çevirebilirler. Çıkış gücünü artırmak için, bir dizi 

hücrenin paralel ve ya seri bağlanması ile "solar modül" oluşturulur; modüller bir araya 

getirilerek paneller ve paneller bir araya getirilerek "solar dizisi" elde edilir. Şekil 

1.6'da gösterildiği gibi, çok sayıda panelin entegrasyonuyla daha büyük yüzeyli diziler 

elde edilebilir. Bu modüller sadece doğrudan güneşten değil, aynı zamanda bulutlu 

hava koşullarında ve geniş ışınım koşullarında da bir miktar daha az güçte elektrik 

üretebilirler [9]. 

 

Şekil 1.6. Fotovoltaik hücre, modül, panel ve dizi [9] 

1.2.2. Fotovoltaik sistemlerde hücre çeşitleri 

FV hücreler, farklı malzemeler ile üretimi yapılabilmektedir. FV güneş 

pillerinin üretim aşamasında en yaygın tercih edilen malzemenin silisyum olduğunu 

görüyoruz. Silisyum, doğada oldukça bol bulunan ve kumdan elde edilen yarı iletken 

bir maddedir. Kumun geniş bulunabilirliği, silisyumun güneş enerjisi teknolojilerinde 

yaygın ve ekonomik bir seçenek olmasını sağlar. Bu durum, hammadde temini 

konusunda herhangi bir sıkıntı yaşanmamasına katkıda bulunur. Çeşitli teknikler ve 

farklı ilave maddeler kullanılarak birbirinden farklı FV modüller üretilebilmektedir 

[10]. 

1.2.2.1. Kristal yapılı silisyum hücreler 

Silisyum elektriksel, yapısal ve soğurma özelliklerini koruyan yarı iletken bir 

madde olup, aynı zamanda kullanım aşamasında kararlılığını sürdürebilen bir yapıya 

sahiptir. Bu özelliklere göre, silisyum materyali üzerinde detaylı çalışmaların yapıldığı 
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ve üretim teknolojisinin yenilenip geliştirildiği görülmektedir. Farklı yöntemlerle 

üretimi yapılan bu hücrelerin, son zamanların popüler olan FV hücreleri arasında yer 

almaktadır [10-12].      

1.2.2.2. İnce filmden yapılan güneş pilleri 

İnce film teknolojisiyle üretilen güneş pilleri, kullanılan malzeme ve işçilik 

maliyetlerini düşürerek daha cazip bir enerji çözümü sunmaktadır. Ayrıca, teknolojinin daha 

basit hale getirilmesi ve geniş yüzeylerde yarı iletken malzemeyi kullanabilmek için 

ince bir film kaplama geliştirilmiştir. Bu sayede, daha büyük açıklıklı hücrelerin 

üretimi daha ucuz maliyetle gerçekleştirilebilmektedir. Ancak, ince film pillerin 

%18'lere kadar çıkabilen verimlilik oranlarına sahip olmasına rağmen, en büyük 

dezavantajı malzemenin kararlılığını koruyamamasından kaynaklanmaktadır. Bu 

sebeplerle, ince film pillerle ilgili yapılan yatırımlar sınırlı kalmıştır. Bu piller için 

kullanılan ince filmden yapılan bu malzemeler arasında kadmiyum tellür, amorf 

silisyum ve bakır indiyum-diselenid bulunmaktadır [13,14]. 

1.2.2.3. Grup III-V bileşik fotovoltaik hücreleri 

Grup III-V bileşik FV hücreleri, periyodik cetvelin üçüncü ve beşinci 

gruplarındaki elementlerin bir araya gelmesiyle meydana gelir. Elde edilen yeni 

bileşik, yüksek derecede soğurma yeteneğine sahiptir. Bu hücreler için en iyi örnek, 

genellikle galyum arsenitten (GaAs) üretilen güneş pilleridir. Bu pillerin verimliliğinin 

(%24) en yüksek olması ve maliyetlerinin yüksek olmasından dolayı genellikle uzay 

araştırmalarında kullanılmaktadır [14]. 

1.2.2.4. Çok eklemli (tandem) fotovoltaik hücreler 

Farklı malzeme türleri, güneşten gelen ışığı farklı şekillerde soğurduğu için, 

güneş ışınımından en yüksek verimi elde etmek amacıyla farklı malzemeleri içeren 

çok katmanlı hücreler olan "tandem" hücreleri üretilmiştir [15]. Bu hücrelerde en üstte 

yer alan tabakada bulunan malzeme, güneş ışığını en iyi şekilde soğurmakta olan 

kısımdır. Bu malzeme ışığı soğuramadığında, alt tabakada yer alan malzeme güneş 

ışınımını absorbe eder. Bu tür hücrelerde yapım aşamasında genellikle amorf silisyum, 

galyum arsenit, galyum indiyum fosfat ve bakır indiyum diselenid gibi malzemeler 

kullanılmaktadır [14]. 
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1.2.2.5. Organik ve polimer fotovoltaik hücreler 

İnorganik FV hücreler üretim teknolojisi açısından her ne kadar ilerlese de, 

maliyet bakımından hala yüksek seviyededir. Bu nedenle, bu tür hücreler için alternatif 

olması adına organik ve polimer hücre üretim teknikleri geliştirilmektedir. Ancak, 

organik ve polimer hücrelerde verim %2,5 gibi oldukça düşük seviyelerde 

kalgıdığından, henüz organik olamayan hücrelerle rekabet edebilecek seviyede 

değillerdir. Bu olumsuzluklara rağmen, üretim sırasında az miktar toksik madde açığa 

çıkarması ve maliyetlerin diğer malzemelere karşın düşük olması gibi nedenlerle, 

gelecekte kullanılması düşünülerek çalışmalar devam etmektedir [16]. 

1.2.3. Fotovoltaik sistem çeşitleri 

FV modüller haricinde sistemde farklı bileşenler de vardır. Bu bileşenlerden; 

Dönüştürücü olarak bilinen İnvertör, enerjiyi dönüştürmek için 

kullanılmaktadır. FV bir hücre doğru akım üretir ve enerjiyi kullanılabilir hale 

getirmesi için alternatif akıma dönüştürür. Bu dönüştürücüler şebekeye bağlı bir sistem 

ise 110V ve üstü yüksek gerilimli ve şebekeden bağımsız ise 12V-48V aralığında 

düşük gerilimli olarak kullanılır. 

Aküler, enerjinin depolanması için kullanılır. Elektrik üretiminde kullanılan 

enerjinin artan kısmı, tüketilmediği durumlarda depolanarak muhafaza edilmelidir. 

Güneş ışığı bulunduğu sürece, bu enerjiler akülerde toplanarak depolanır. Herhangi bir 

sistem kurmadan önce, gerekli hesaplamalarla ihtiyaç duyulacak akü kapasitesi 

belirlenmelidir. Günümüzde FV sistemlerinde genellikle nikel kadmiyum ve kurşun-

asit tipi aküler tercih edilmektedir [17]. 

Şarj Denetim Birimleri olarak bilinen bileşenler, hücrelerin ürettiği elektrik 

doğrudan aküye geldiğinde akünün zarar görmemesi için koruyucu görevi 

üstlenmektedir. Diğer bir ifadeyle akünün şarj ve deşarj olmasını engellemiş olur [17]. 

Diğer Sistem Bileşenleri ise devrede kullanılan kablolama, topraklama, sigorta, 

diyot gibi elemanlardır [17]. 

1.2.3.1. Off Grid (şebekeden bağımsız) sistemler 

Şebeke ulaşımının kısıtlı olduğu durumlarda, bu tip sistemler özellikle enerjiye 

olan ihtiyacı karşılamak üzere tasarlanmıştır. Bağımsız çalışabilen bu sistemler, yeterli 

sayıda fotovoltaik modül kullanıldığında enerji ihtiyacını karşılayacak kapasitede 
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olabilirler. Güneş enerjisi, aküler gibi depolama birimlerinde saklanabilir ve ihtiyaç 

anında kullanılabilir. Ayrıca, gece saatlerinde şebeke olmadan depolanan enerji, 

kullanıma uygun hale getirilebilir. Depolanan DC elektrik, AC'ye dönüştürülüp şebeke 

bağlantısıyla uyumlu hale getirildiğinde kullanılabilir [17]. 

 

Şekil 1.7. Şebekeden bağımsız sistemler (Url 7) 

Ancak, bazen şebekeye bağlanmak için yapılan maliyet, fotovoltaik sistemin 

kurulum maliyetini aşabilmektedir. İlk yatırım maliyetinin ardından bakım ve gideri 

olmayacak olan bu sistemler, genelde kırsal bölgelerde tercih edilir. Şekil 1.7'de 

görüldüğü gibi, bu sistemlerde aküler kullanıldığı için depolama ihtiyacı 

bulunmaktadır, bu da sistemlerin maliyetini artırmaktadır [17]. 

Şebekeden bağımsız sistemler, fotovoltaik teknolojisinin en eski uygulamaları 

arasında yer almaktadır. Bu sistemler, şebekeden bağımsız oldukları için yalnızca 

belirli birimlerde elektrik ihtiyacını karşılayabilen tek kaynak olarak bilinirler. 

Genelde evlerin aydınlatılması, ışıklandırma, kara yolu, demiryolu, botlar, yaya 

geçidi ışıkları ve güneşi sürekli gören küçük konut gibi yerlerde kullanılmaktadırlar. 

Akü desteği ile elektrik kesintisi durumunda uzak bölgelerde avantaj sağlar. Ayrıca, 

ekonomik ve çevreci olarak da tanımlanır [18]. 

1.2.3.2. On Grid (şebekeye bağlı) sistemler 

Şebekeye bağlı olan sistemler, güneşten elde edilen enerjinin depolama 

birimine kaydedilmeden doğrudan şebekeye beslendiği ve anında kullanıldığı 

sistemlerdir. Bu sistemler, iki yönlü bir sayaç aracılığıyla şebekeye bağlanarak, o anda 

üretilen enerjinin şebekeye verildiği ve fazla elektriğin uygun tarifelerle satılabilmesi 

için gereken düzenlemelerin yapıldığı sistemlerdir. Bu tür sistemler, ilgili kanunlara 

uygun olduğu sürece fazla üretilen elektriğin satışına izin verilebilmektedir. 
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Şekil 1.8’de, sistemde akü kullanılmadığından depolama için ek maliyet 

gerekmez. Yalnızca üretilen DC akımının AC'ye dönüştürülüp şebekeye uyumlu bir 

hale getirilmesi yeterlidir. Dönüşüm kayıpları çok düşüktür. Şebekeye bağlı sistemde, 

enerji yetersiz olduğunda şebeke devreye girer ve kesintisiz elektrik sağlar [19]. 

Aynı zamanda, elektrik üreterek şebekeye satan büyük güç üretim merkezleri 

de mevcuttur. Bu tür güç üreten merkezlerin kapasitesi genellikle 600-700 kW'lardan 

başlayıp daha yüksek megavat seviyelerine kadar çıkabilmektedir [20]. 

 

Şekil 1.8. Şebekeye bağlı sistemler (Url 8) 

1.2.3.3. Hibrid sistemler 

Hibrit sistem, iki veya daha fazla yenilenebilir/yenilenemez enerji kaynağının 

birleşimi olarak tanımlanmaktadır. Hibrit sistemin temel bileşenleri, enerji 

kaynaklarını (AC/DC), AC/DC güç elektroniği dönüştürücülerini ve yükleri içerir. 

Farklı tipte DC-DC dönüştürücüler vardır, ancak en yaygın kullanılanlar düşürücü, 

yükseltici ve düşürücü-yükseltici dönüştürücülerdir. Hibrit sistemin olası 

konfigürasyonları DC kuplajlı, AC kuplajlı ve Hibrit kuplajlı sistemlerdir. Örneğin, 

DC bağlantılı sistemler, DC kaynaklarından ve DC yüklerinden oluşur; buradaki ana 

avantaj, DC mikro şebeke için kullanılabilecek sistemi senkronize etmeye gerek 

olmamasıdır. AC bağlantılı sistemler ayrıca AC mikro şebeke ve savunma 

uygulamaları için kullanılabilen güç frekanslı AC bağlı sistem ve yüksek frekanslı AC 

bağlı sistem olmak üzere iki türe ayrılır. Güç frekanslı AC kuplajlı sistemde hem 

kaynakların hem de yüklerin AC olması sistemin korunmasını kolaylaştırırken, yüksek 

frekanslı AC kuplajlı sistem farklı frekanslarda çalışan AC kaynaklardan ve yüksek 

frekanslı yüklerden oluşur ve bu da sistemin yüksek verimliliğini sağlar. Hibrit kuplajlı 
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sistemler hem AC hem de DC olabilen kaynak ve yüklerden oluşur, bu da en yüksek 

verimliliği sağlar [21]. 

Hibrid sistemler için dezavantajlardan en önemlisi, rüzgâr türbinleri veya 

güneş panellerinin maliyeti, tekil kullanıma göre biraz daha yüksektir. Ancak, bu fark 

oldukça minimaldir, çünkü kullanılmış olan bileşenler, Şekil 1.9'da yer aldığı gibi 

güneş ve rüzgâr enerjisi sistemleri ile aynı temel bileşenlere sahiptir (pil, inverter, 

kontrol ve güvenlik birimleri gibi). 

 

Şekil 1.9. Hibrit sistemler (Url 9) 

1.3. Yapay Zekâ 

Yapay zekâ alanında çalışmalar, 1943 yılında McCulloch ve Pitts tarafından 

gerçekleştirilmiştir. Yapay zekâ, zekâ ve düşünme temelli işlemlerin bilgisayarlar 

yardımı ile daha etkili şekilde gerçekleştirilmesini ve bu başarılı sonuçların elde 

edilerek geliştirilmekte olan bir bilim dalıdır. Yapay zekâ, düşünerek, anlayarak, 

yorumlayarak ve öğrenerek insan zekâsına ait süreçleri, programlama yoluyla taklit 

ederek problemlerin çözümüne uygulaması olarak da ifade edilebilir [22]. 

Günümüz bilgisayarları, yapay zekâ ile yapılan çalışmaları kullanarak, olaylar 

arasında bağ kurabilme yeteneği sayesinde karar verme yeteneğine sahiptir. 

Matematiksel ilişkilerin kurulamadığı problemlerde, geleneksel bilgisayar sistemleri 

zorlanırken, yapay zekâ yöntemleri sezgisel yaklaşımları sayesinde çözümleme 

yapabilmektedir. Bir problem için geliştirilmiş formül veya algoritmalar genellikle 

geleneksel bilgisayar sistemleriyle başa çıkabilir, ancak önemli olan, çözümünün 

bulunamadığı durumlarda yapay zekâ yöntemlerini kullanarak problemlerin çözümü 

hızlandırılmaktadır [23]. 
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Yapay zekâ, bilgisayar veya bilgisayar tarafından kontrol edilen bir makinenin, 

insan benzeri davranışları sergileyebilme yeteneğini içeren akıl yürütme, anlam 

çıkartma, genelleme ve geçmiş deneyimlerden öğrenme gibi zihinsel görevleri 

başarma yeteneğidir [22]. Yapay zekâ ile ilgili çalışmaların sayısı hızla artmakta ve 

çeşitli sektörlerde yaygın olarak kullanılmaktadır. Yapay zekâ uygulamalarında 

başlangıçta belirli tekniklere odaklanılmışken, kullanım alanları genişledikçe farklı 

yaklaşımlar da geliştirilmektedir. Yapay zekâ kavramı sadece tek bir teknolojiyi değil; 

makine öğrenme, doğal dil işleme, veri madenciliği, sinir ağları ve çeşitli algoritmalar 

gibi bir dizi teknoloji ve yöntemi ifade eden genel bir terimdir. Temel yapay zekâ 

teknikleri arasında uzman sistemler, bulanık mantık, genetik algoritmalar, yapay sinir 

ağları ve zeki etmenler ön plana çıkmaktadır [24]. 

Makine öğrenmesi, bilgisayarların gözlemledikleri ve gerçekte olan 

deneyimlerinden elde ettikleri verileri işleyerek zaman içinde öğrenmelerini, insanlar 

gibi davranış göstermeleri ve devamlı gelişmelerini sağlayan bir alandır [25]. 

Uzman sistemler, belirli bir alanda uzmanlaşmış bireylerin bilgi ve 

deneyimlerinin bilgisayar ortamına aktarılmasıyla oluşturulan, bu birikimi kullanarak 

sistem içinde ortaya çıkan sorunlara uzman bir kişiye başvurmadan çözümler 

sunabilen bilgi tabanlı sistemlerdir [26]. Uzman sistemler, insanlarla bilgisayarların 

birlikte kararlar aldığı durumlarda teşhis ve tavsiye niteliğinde bilgiler sunar. 

Oluşturulan kapsamlı bilgi tabanını kullanarak, uzman sistemler karar verme sürecinde 

oluşabilecek belirsizlikleri en aza indirmeye yardımcı olur [27]. 

Bulanık Mantık, tanımlamada ortaya çıkan belirsizlikleri telafi etmek 

maksadıyla matematiksel ifadeler yerine sözel ifadelerin kullanılmasına dayanan bir 

metodolojidir. Gerçek dünyadaki olaylar genellikle karmaşık bir yapıya sahiptir. 

Örneğin, hava sıcaklığından bahsederken soğuk, serin, ılık, sıcak, çok sıcak gibi çeşitli 

ifadeler kullanılabilir. Bu durumların yazılım geliştirme aşamasında matematiksel 

ifadelerle kesin bir şekilde tanımlanamaz. İnceleme yapılan bir konuda sayısal 

verilerle tam olarak ifade edilememesi ve belirsizlik içermesi, bulanıklık kavramını 

ortaya koymaktadır [28]. 

Genetik algoritmalar, evrimsel hesaplama tekniğini temel alarak çalışır. Bu 

algoritmaların mantığı, bir probleme ait mevcut çözümler arasından en iyisinin 

seçilmesi ve uygun olmayan verilerin elenmesi üzerine kuruludur [29]. 
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Zeki etmenler, sürekli değişen bir çevrede koşulların değişimine eş zamanlı 

olarak tepki gösteren, durumu algılama, düşünme ve verdiği kararı eyleme dönüştürme 

görevlerini yerine getiren sistemlerdir. Zeki etmenler, mevcut davranış seçenekleri 

içinden amaç doğrultusunda en uygun olanını seçerek kullanıcıya tepki verme veya 

kullanıcıyla iletişim kurma yeteneğine sahiptir [30]. 

Yapay sinir ağları, insan sinir sisteminden esinlenerek tasarlanmıştır. Bu yapay 

sinir hücreleri, dış çevreden gelen verileri toplar, aktivasyon fonksiyonları kullanarak 

çıktılar üretir ve bu çıktıları diğer hücrelere ileterek ağda yayar. Yapay sinir ağları, 

veriler arasındaki gizli ve zor fark edilen ilişkileri keşfetme kapasitesine sahiptir [31]. 

Yapay sinir ağları, örnek olayları analiz edip genellemeler yaparak bilgi toplar. 

Karşılaşılan yeni bir örnekte, öğrenilen bilgileri kullanarak yeni sorunları çözme 

konusunda karar verebilme yeteneğine sahiptir [22]. 

Yapay Zekâ teknolojisi kullanarak yapılabilecek çalışmaların ortak hedefleri, 

 İnsan beyni, zihinsel fonksiyonlarını öğrenme, analiz ve sentez yapma 

süreçlerinde izlemekte olduğu teknikleri araştırmak, 

 Yöntemleri bilgisayarlarda uygulamak, 

 Programlar için gerekli ara yüz geliştirmek, 

 Gelişmiş sistemleri kullanarak genel bir bilgi sistemi oluşturmak, 

 Yapay zekâ destekli teknolojileri uyarlayarak zeki sistemleri geliştirmek gibi 

sıralanabilir [32]. 

1.3.1. Yapay sinir ağları 

Yapay sinir ağları konusunda bilim adamları tarafından çok sayıda 

tanımlamalar yapılmıştır. Bu tanımlamalar: 

Yapay Sinir Ağları (YSA), biyolojik sinir ağlarının yapı ve işleyişinden ilham 

alınarak oluşturulmuş olan modeldir. YSA, yapay nöronların birbirine bağlanmasıyla 

oluşan bir grup içerir ve bilgiyi işlemek amacıyla bağlantılı yaklaşım kullanır. 

Genellikle, YSA, öğrenme sırasında ağ üzerinden geçen dâhili veya harici bilgilere 

bağlı olarak yapılandırılabilen uyarlanabilir sistemdir [33]. 

YSA insan beyninin öğrenme yeteneğini taklit edebilen bilgisayar sistemleri 

olarak tasarlanmıştır. Öğrenme sürecini gerçekleştirebilmek için bu yapay sinir ağları, 
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örnek verilerle beslenmeye ihtiyaç duyarlar. Yapay sinir ağları, bağlantılı işlem 

birimlerinden oluşur ve her bir bağlantı belirli bir ağırlık değeri taşır. Ağdaki bilgi, bu 

ağırlıklar aracılığıyla ağın her yerine yayılır. 

YSA, geleneksel hesaplama yöntemlerinden farklı yaklaşım sunan bir 

sistemdir. Eksik bilgiyle çalışabilme, bulunduğu yere uyum sağlama, belirsizlik 

durumlarında karar verebilme ve hatalara karşı tolerans gösterme gibi özellikleriyle 

birçok alanda başarılı sonuçlar elde edilmiştir. YSA ile çözülebilecek problemlerde, 

ağ yapısı veya parametrelerin seçimi için belirli bir standart yoktur ve çoğu zaman 

problemler sadece sayısal ifadelerle gösterilir. Eğitim sürecinin sonlandırılması veya 

ağın davranışlarının açıklanamaması gibi zorluklara rağmen, YSA'ya olan ilgi 

yüksektir. YSA'nın güçlü kullanıldığı alanlara örnek olarak veri sıkıştırma, örüntü 

tanıma, optimizasyon, sinyal filtreleme gibi alanlar gösterilebilir [34]. 

Yapay Sinir Ağları, mühendislik, matematik, tıp, meteoroloji, ekonomi, 

nöroloji, psikoloji ve birçok başka alanda uygulanmış ve hala uygulanmaktadır. Bu 

alanlardaki önemli uygulamalardan bazıları şunlardır: elektromiyografi ve diğer tıbbi 

işaretlerin analizi, askeri hedef belirleme, yolcu çantalarındaki patlayıcıları tanıma, 

desen, ses ve konuşmanın tanıma, mineral arama tahminleri, elektriksel ve termal yük 

tahminleri, robotik ve adaptif kontroller, hava tahminleri, ticari amaçlı pazar 

trendlerinin analizi gibi birçok alanda başarıyla kullanılmaktadır [35]. 

1.3.2. Yapay sinir ağlarının özellikleri 

Yapay sinir ağları, bilimin birçok alanında yapılan çalışmalara önemli 

katkılarda bulunmaktadır. Literatüre kazandırılan çalışmalar incelendiğinde, Yapay 

sinir ağlarının pek çok alanda kullanılmakta olan bazı ortak özellikleri olduğu 

görülmektedir. Bu özellikler şu şekilde sıralanmıştır: 

Doğrusal Olmama, Yapay sinir ağlarının doğrusal veya doğrusal olmayan 

problemleri ele alabilme yeteneğini belirleyen aktivasyon fonksiyonu tercihi 

sayesinde, etkili çözümlere ulaşabilme olanağını sağlar. Bu bağlamda, tercih edilen 

aktivasyon fonksiyonunun doğru seçilmesi önemlidir [36]. 

Öğrenme, Yapay sinir ağlarının insan beyninin öğrenme tarzından esinlenerek 

geliştirdiği bir süreçtir. YSA'lar, kendilerine sunulan örneklerle öğrenme işlemini 

gerçekleştirebilirler [31]. 
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Genelleme, ağ yapısı eğitim esnasında sayısal verileri eşleştirip, gereksiz veya 

kullanılmayan özellikleri ayırt ederek anlamlı sonuçlar çıkarabilme yeteneğidir [37]. 

Uyarlanabilirlik, belirli bir problemi çözmek için eğitilen Yapay Sinir 

Ağlarının, problemdeki değişimlere göre tekrar eğitilebilme yeteneğini ifade eder. Bu, 

değişimler sürekli bir şekilde devam ediyorsa, YSA'nın gerçek zamanlı kontrol gibi 

alanlarda etkili bir şekilde kullanılabilmesini sağlar [38]. 

Paralellik, yapay sinir ağları bir aradayken çok sayıda hücre oluşturması ve bu 

hücrelerin birlikte çalışması anlamına gelir. Bilgisayar sistemleri, insan beynine 

kıyasla daha hızlı olmalarına rağmen, beyinin toplam hız kapasitesi bilgisayarların 

kapasitelerine oranla daha yüksektir. Yapay Sinir Ağları da tüm sistemini aynı anda ve 

hızlı bir şekilde çalıştırabilme özelliğine sahiptir. Bu özellik, doğrusal olmayan 

problemlerin etkili bir şekilde çözülmesine olanak tanır [39]. 

Eksik verilerle çalışabilme yeteneği, yapay sinir ağlarının geleneksel 

sistemlerden farklı olarak eksik bilgilerle de başa çıkabilme ve sonuç üretebilme 

kabiliyetine sahip olmasını ifade eder. Modelin performansı, eksik olan bilgilerin ne 

kadar etkili olduğu ile ilişkilidir [40]. 

Hata Toleransı, yapay sinir ağlarının çok sayıda hücrenin bağlanmasıyla oluşan 

ve paralel bir çalışma şekline sahip olan yapısından kaynaklanır. Ağa giren bilgiler, 

tüm bağlantılar üzerinde dağılarak işlenir. Bu nedenle, Yapay Sinir Ağının eğitimi 

sırasında bazı hücrelerdeki eksiklik veya etkisizliği, yine de ağın bilgi üretebilme 

yeteneğini önemli ölçüde etkilememektedir. Bu özellik, klasik yöntemlere kıyasla 

hataları daha yüksek oranda tolere ettiğini söyleyebiliriz [41]. 

Uyum, yapay sinir ağları, değişken parametreler ve problemlere uygun 

çözümler üretebilmek için her seferinde eğitilebilir; bu eğitimleri gerçek zamanlı 

olarak yapılabilir [22]. 

1.3.3. Yapay sinir ağlarının sınıflandırılması 

Yapay sinir ağları, çeşitli ölçütler dikkate alınarak sınıflandırılabilir. Yapay 

Sinir Ağları genellikle öğrenme yöntemleri, katman sayıları, tipleri ve yapılarına göre 

farklı sınıflandırmalara tabi tutulabilir [31]. YSA’nın sınıflandırılması Şekil 1.10’da 

gösterilmiştir. 
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Şekil 1.10. Yapay sinir ağlarının sınıflandırılması [31]  

1.3.3.1. İleri beslemeli ağ 

İleri beslemeli bir ağ yapısında, yapay sinir hücreleri genellikle katmanlara 

ayrılmıştır. Giriş katmanındaki nöronlar, yapay sinir hücreleri tarafından çıkış 

katmanına doğru tek yönlü bağlantılarla iletilir. Genel olarak bir katmandaki yapay 

sinir hücreleri, bir önceki katmandaki yapay sinir hücreleri tarafından beslenmektedir 

ve Şekil 1.11’de gösterilmiştir. Yapay sinir hücreleri, bir katmandan diğerine bağlantı 

kurabilir, ancak aynı katman içinde birbirleriyle bağlantı yapamazlar. İleri besleme 

yapabilen ağlarda, Çok Katmanlı Algılayıcı (MLP) ve Doğrusal Vektör Parçalama 

(LVQ) ağları bu kısıtlamaya örnek olarak gösterilebilir [22]. 

 

 

 

 

Şekil 1.11. İleri beslemeli sinir ağı blok gösterimi [29] 

1.3.3.2. Geri beslemeli ağ 

Geri beslemeli ağlarda, ara ve çıkış katmanlarındaki çıktının, giriş birimlerine 

ya da önceki katmanlara geri döndüğü bir ağ yapısı olarak tanımlanır. Bu sayede, Şekil 

1.12'de görüldüğü üzere; girişlerin hem ileriye doğru hem de geriye doğru 

aktarılabilmektedir. Geri beslemeli ağlar, dinamik hafızalarıyla bilinir; bir katmandan 

diğerine yapılan çıkışlar, o anki girişleri ve önceki girişleri yansıtma yeteneğine 

sahiptir. Bu nedenle, genellikle geri beslemeli sinir ağları, tahmin odaklı 

uygulamalarda tercih edilir ve bu ağlar, çeşitli türdeki zaman serilerini başarılı bir 

şekilde tahmin etmek için kullanılır. Hopfield, Elman, Jordan, Narmax gibi çeşitli ağ 

tipleri, geri beslemeli ağlara örnek olarak gösterilebilir [22]. 

x(t) F(Wx) y(t) 
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Şekil 1.12. Geri beslemeli sinir ağı blok gösterimi [29] 

1.3.4. Tek katmanlı sinir ağları 

Bu ağlar sadece girdi ve çıktı katmanlarından oluşur. Ağda bir ya da daha fazla 

girdi ve çıktı bulunabilir. Şekil 1.13'te tek katmanlı yapay sinir ağlarına ait model 

gösterilmektedir. Girdiler, herhangi bir işlem yapılmadan çıktı katmanına iletilir [42]. 

 

Şekil 1.13. Tek katmanlı yapa sinir ağı modeli [23] 

X:Giriş değeri 

W:Ağırlık 

ⱷ:Eşik girdisi 

Ç: Çıkış değerini ifade eder. 

Çıkış değerleri, 

Ç=x1.w1+x2.w2+x3.w3+….+xn.wn+ⱷ  

ile hesaplanır. 

Tek katmanlı yapay sinir ağı yapısında, çıktılar, girdilerin ağırlıklarla çarpılıp 

eşik değeri ile toplandıktan sonra, aktivasyon fonksiyonuna tabi tutularak hesaplanır. 

Ancak, tek katmanlı yapay sinir ağları, doğrusal olmayan problemlerin çözümünde 

yeterli olmayabilir [42]. 
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1.3.5. Çok katmanlı sinir ağları 

Tek katmanlı Yapay sinir ağlarının çözemediği problemlere karşı geliştirilen 

çok katmanlı YSA, 1986'da Rumelhart ve arkadaşları tarafından ortaya konmuştur. Bu 

model, yaygın olarak "hatayı geri yayma" veya "backpropagation" olarak bilinir. Çok 

katmanlı ağlar, öğrenme sürecinde Delta Öğrenme Kural’ını kullanır. Bu öğrenme 

yöntemi, ağın üretmiş olduğu sonuç ile beklenen değer arasındaki hatayı en düşük 

seviyeye indirmeyi amaçlar ve bu işlemler hata geri yayılarak gerçekleştirilir. Çok 

katmanlı ağlar, öğretmenli öğrenme prensibine dayandığı için başlangıç aşamasında 

girdiler ve bu girdilere bağlı olarak üretilen çıktılar sisteme verilir. Çalışan bu ağlar 

Delta Kuralı'na göre, ileri ve geri hesaplama olmak üzere iki aşamadan oluşur. İleri 

hesaplama, ağın çıktısını belirleme sürecini kapsarken, geri hesaplama ise ağırlıkları 

ayarlama sürecini ifade eder. Geriye hata hesaplama süreci, ileri doğru hesaplamaların 

ardından gerçekleştirilir. Bu nedenle bu ağlara aynı zamanda ileri beslemeli ağlar da 

denir. Bu sistem çeşitli teknik ve mühendislik problemlerin çözümlerinde etkili bir 

yöntem olarak kabul edilir. Şekil 1.14'de görüldüğü gibi, çok katmanlı yapay sinir ağı 

yapısında, girdi katmanları ile çıktı katmanları arasında bulunan ara katmanlar yer 

almaktadır. Bu ara katmanların görevi, girdi katmalarından aldıkları bilgileri işleyerek 

çıktı katmanlarına iletmektir. Aynı zamanda bu ara katmanlar, gizli katmanlar olarak 

da adlandırılır ve bu katmanların sayısı değişebilir [23]. 

 

Şekil 1.14. Çok katmanlı yapay sinir ağı modeli [30] 
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1.3.6. Geriye yayılım algoritması 

Bu model yapay sinir ağlarında yaygın olarak kullanılmakta olan bir öğrenme 

algoritmasıdır ve değişkenlerin güncellenmesi için sıkça tercih edilir. Bu algoritmanın 

başarılı bir şekilde kullanıldığı birçok uygulama arasında ses tanıma problemleri ve 

doğrusal olmayan sistem problemleri bulunmaktadır. Algoritmanın ağ içinde oluşan 

hatayı geri yönde azaltma yeteneği nedeniyle, bu algoritmaya geriye yayılım adı 

verilmiştir [43]. 
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2. LİTERATÜR ARAŞTIRMASI 

Günümüzde yapılan araştırmalar, Yapay Sinir Ağları'nın (YSA) birçok alanda 

tahmin yapma amacıyla kullanıldığını göstermektedir. YSA'nın gelecekteki potansiyel 

kullanım alanlarından biri de enerji sektörüdür. Son birkaç yılda yapılan çalışmalara 

baktığımızda, YSA'nın enerji üretimi, tüketimi ve bu faktörleri direkt etkileyen 

unsurların tahmin edilmesinde etkili bir şekilde kullanılabileceğini ortaya koymuştur. 

Bu alanda yapılan bazı çalışmalardan örnekler aşağıda verilmiştir. 

Farklı bir ülkede, özellikle Adrar Çölü'nde gerçekleştirilen bir araştırmada, 

şebekeye bağlı bir fotovoltaik istasyonun performansının meteorolojik değişkenler 

tarafından önemli ölçüde etkilendiği belirtilmiştir. Bu meteorolojik değişkenlerin 

kullanılmasıyla, güç üretimini tahmin etmek için bileşenlerin analizi geliştirilmiştir. 

Tahmin modelleri, hesaplama süresi, doğruluk ve çeşitli istatistiksel göstergeler 

açısından değerlendirilmiştir. Özellikle ışınım ve hava sıcaklığının, performans 

değerlendirmesi ve üretim tahmini açısından belirgin bir etkisi olduğu ifade edilmiştir 

[44]. 

Fotovoltaik enerji santralleri için güç tahmini, FV gücünün değişken özellikleri 

nedeniyle geleneksel doğrusal veya zaman serisi modellerine dayalı yöntemlerden 

farklı olarak, dalgacık ayrıştırma (WD) ve Yapay sinir ağlarının avantajlarını 

birleştiren bir yöntem geliştirilmiştir. YSA'nın doğrusal olmayan ilişkileri modelleme 

yeteneği sayesinde, teorik güneş ışınımı ve meteorolojik değişkenler, WD ve YSA 

tabanlı hibrit modelin girdileri olarak seçilmiştir. Çalışmada, WD ve YSA kullanarak 

FV enerji santrallerinin güç çıkışını tahmin etmek için bir yöntem önerilmiştir. FV 

çıkış serisinin periyodik ve durağan olmayan özellikleri nedeniyle, santral çıkışının 

çok ölçekli ayrıştırılması amacıyla dalgacık analizi tekniği kullanılmıştır. YSA 

aracılığıyla farklı sinyal katmanlarında tahmin modelleri oluşturulmuş ve FV 

santralinin güç çıkışı tahmin edilmiştir [45]. 

Bir diğer araştırmada, FV panellerin altı farklı açıyla yerleştirildiği bir 

kurulumdan elde edilen güç değerlerini tahmin etmek için parçacık sürü 

optimizasyonu (PSO), geri yayılımlı yapay sinir ağı (GY) ve klonal seçim algoritması 

(KSA) gibi yöntemler geliştirilmiştir. Üç modelin doğrulama sonuçları incelendiğinde, 

PSO algoritmasının diğer yöntemlere göre daha başarılı sonuçlar verdiği belirlenmiştir 

[46]. Harran Üniversitesi Gapyenev merkezindeki meteorolojik veriler kullanılarak, 

kayıp güneş ışınımı değerlerinin çeşitli veri madenciliği teknikleriyle tahmin edilmesi 
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amaçlanmıştır. Yapay sinir ağı modelleri ve diğer veri madenciliği yaklaşımlarıyla 

elde edilen tahmin sonuçları karşılaştırıldığında, eksik verilerin en doğru şekilde 

tahmin edilmesinde 'En Yakın Komşu Yöntemi'nin en yüksek başarıyı sağladığı 

görülmüştür [47]. 

Yapay sinir ağları dışında, çeşitli yapay zekâ tekniklerinin de tahminleme 

problemlerini çözmek için kullanmış olduğu çalışmalar da vardır. Bu tekniklerden biri 

için yapılan araştırmada, Li ile arkadaşları, kısa süreli güneş ışınımının tahmin 

algoritmalarını, Avustralya Meteoroloji Bürosu'ndan elde ettikleri verileri kullanarak, 

Makine Öğrenme metodolojileri, Gizli Markov Modeli ve SVM regresyonunu temel 

alan bir tahmin platformu geliştirmişlerdir. Deney sonuçlarına göre, makine öğrenme 

temelli tahmin algoritmalarının, farklı hava koşullarında gelecek 5-30 dakika içinde 

güneş ışınımını başarılı bir şekilde tahmin edebildiğini ortaya koymuşlardır [48]. 

Gerçek bir santral üzerinde yapılan bir çalışmada, FV santralde üretilen 

enerjinin tahmin edilmesi için bir yapay sinir ağı önerilmiştir. Bu öneri, giriş veri 

setlerine dayalı hassasiyet, yöntemin doğruluğu, eğitim veri setlerinin ve hata 

tanımlarının fonksiyonlarını kapsayan ayrıntılı bir inceleme içermektedir. Santralde 

gerçekleştirilen deneysel çalışmalar doğrultusunda yapılan analiz, 48 saatlik hava 

tahminlerine dayanarak ertesi günün tüm gün ışığı saatleri için saatlik enerji tahminini 

ele almaktadır. Bu yaklaşım, akıllı şebeke uygulamalarının talep ettiği öngörüsel 

özellikler dikkate alındığında, yenilenebilir enerji kaynaklarının planlanmasında, 

özellikle depolama sistemlerinin boyutlandırılması ve FV çıkış gücünün 24 saat 

öncesinden Yapay Sinir Ağı tahminlerinin analizi açısından önemli bir rol 

oynamaktadır [49]. 

Coşkun ve arkadaşları çalışmalarında, yapay sinir ağları yöntemi kullanılarak 

bir FV panelin yüzey sıcaklığının tahmin edilmesini amaçlamışlardır. Deneysel olarak 

elde edilen FV verileri kullanılarak YSA'nın modelleme doğruluğu 

değerlendirmişlerdir. Yapay sinir ağlarını eğitmek için dış sıcaklık, güneş radyasyonu 

ve rüzgâr hızı değerleri girdi olarak kullanılmışlar ve çıkış olarak FV panel yüzey 

sıcaklığı belirlemişlerdir. Yapay sinir ağları, FV panel yüzey sıcaklığının tahmininde 

kullanmışlardır. Levenberg-Marquardt (LM) algoritmaları kullanılarak ileri besleme 

tipi yapay sinir ağları eğitmişlerdir. Ayrıca, iki farklı geri yayılım (backpropagation) 

ağ tipi YSA algoritması da kullanmışlar ve bu algoritmaların performansları LM 

algoritmasının tahmini ile karşılaştırmışlardır. En iyi tahmini LM algoritması verdiğini 
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görmüşler ve yüzey sıcaklığı tespitinde yapay sinir ağının etkili olduğunu 

göstermişlerdir [50]. 

Bu çalışmada, FV güç üretimini tahmin etmek amacıyla, FV sahasının 

kümelenme işlemi, temsili FV sahalarının seçimi ve geleneksel bulanık modelin 

geliştirilmesi sürecini içeren bulanık model önerilmektedir. İlk adımda, eksik verilerin 

tamamlanmasında K-en yakın komşu (KNN) algoritması kullanılmaktadır. Ardından, 

FV sahalar, iki farklı kümeleme algoritmasıyla gruplanmaktadır. Her küme için, tek 

bir FV sahasının güç üretimi ile aynı kümedeki diğer tüm sahaların toplam üretimi 

arasındaki ilişki incelenir ve temsili FV sahaları belirlenir. Son olarak, FV güç 

üretimini tahmin etmek için geliştirilmiş bulanık bir model uygulanır. Bu çalışmada, 

tahmin doğrulama ve karşılaştırma amacıyla Tayvan'daki gerçek FV sahalarından 

alınan veriler kullanılmıştır. Sayısal sonuçlar, önerilen modelin, FV sahalarından elde 

edilen sınırlı verilerle yaklaşık %7'lik bir tahmin hatası sağladığını ve yüksek 

verimlilik ile uygulanabilirlik gösterdiğini ortaya koymaktadır [51]. 

Bu makalede, FV güç üretimini tahmin etmek amacıyla YSA ve ANFIS tabanlı 

bir tahmin modeli önerilmiştir. Geliştirilen model, geçmiş verilere dayalı olarak 

eğitilmiş ve FV güç üretim istasyonunun veri seti kullanılarak sonuçlar doğrulanıp 

karşılaştırılmıştır. Sistem performansını değerlendirmek için, MATLAB ortamında 

önerilen modelin simülasyonuna yönelik bir model geliştirilmiştir [52]. 

Bu araştırmada, FV güç üretimini tahmin etmek amacıyla çok katmanlı 

algılayıcı (MLP) ve uyarlanabilir ağ tabanlı bulanık çıkarım sistemi (ANFIS) 

modelleri kullanılmıştır. Geliştirilen tahmin modeli, Ekim 2011 ile Şubat 2022 

arasındaki geçmiş verilere dayanarak eğitilmiştir. Önerilen modelin çıktıları, doğruluk 

açısından kontrol edilip, FV güç üretim istasyonundan alınan veri kümesi ile 

karşılaştırılmıştır. Modelin güvenilirliğini değerlendirmek için üç farklı hata ölçümü 

(ortalama kare hatası, kök-ortalama-kare hatası ve Pearson korelasyon katsayısı) 

kullanılmıştır. Sonuçlar, önerilen yöntemlerin, en yeni ve gelişmiş modellerden daha 

iyi performans sergilediğini göstermektedir. MLP ve ANFIS modelleri, daha az tahmin 

hatası (MSE = 1,1116 × 10⁻⁸ ve MSE = 1,3521 × 10⁻⁸) ile en yüksek performansı (R = 

%100) elde etmiştir. Ayrıca, bu çalışma, önceki toplanılan FV gücü üretimine ait 

veriler kullanılarak gelecekte FV güç üretimi değerlerini tahminde bulunmaktadır [53]. 

Bu makale, Vietnam’ın Thua Thien Hue Eyaleti'nde yer alan Phong Dien güneş 

enerjisi santralinin (48 MWp - 35 MWAC) kısa süreli üretilen kapasitesinin 
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meteorolojik parametrelerle tahmin etmek için tekrarlayan sinir ağı modellerinden 

Uzun Kısa Süreli Bellek (LSTM) ağı kullanılmaktadır. Yazarlar, santralin koşullarına 

uygun ve veri toplama süreçlerine dayalı olarak modelin en verimli yapısını belirlemek 

amacıyla çeşitli deneyler gerçekleştirmiştir. Bu model, ticari tedarikçilerden alınan 

meteorolojik tahmin verilerini kullanarak, santralin çıkış gücünü tahmin etmek için 

geliştirilmiştir. Elde edilen sonuçlar doğrultusunda, yorumlar yapılmış ve ileriye 

dönük araştırmalar için önerilerde bulunulmuştur [54]. 

Bu makalede, yenilenebilir enerjinin ekonomik olarak uygulanabilirlik 

derecesini artırmak için, güç sistemlerindeki kesintileri (özellikle rüzgâr ve güneş 

enerjisi kesintilerini - WSPC'ler) doğru bir şekilde tahmin etmek amacıyla yapay zekâ 

tabanlı modeller önerilmektedir. Güç sistemindeki kesintiler, yenilenebilir enerjinin 

etkin kullanımını engellediği için, bu kesintilerin tahmin edilmesi büyük önem 

taşımaktadır. Çalışmada, farklı makine öğrenimi (ML) yöntemleri kullanılarak bir 

tahmin metodolojisi geliştirilmiş ve bu metodoloji hem tutma (HO) hem de çapraz 

doğrulama (CV) yaklaşımlarına dayalı olarak değerlendirilmiştir. Ele alınan makine 

öğrenimi yöntemleri arasında regresyon ağaçları (RT), gradyan artırma ağaçları 

(GBT), rastgele orman (RF), ileri beslemeli yapay sinir ağları (ANN), uzun kısa süreli 

bellek (LSTM) ve destek vektör makineleri (SVR) bulunmaktadır. Tahmin modelleri, 

yük talepleri, termik santrallerin çıkış gücü, nükleer üniteler, güneş çiftlikleri, rüzgâr 

türbinleri, biyokütle/jeotermal üniteler, büyük hidro üniteler, enerji ithalatı ve WSPC 

olmak üzere sekiz farklı girdi özelliğine dayalı olarak eğitilmiştir. Modeller, 

Kaliforniya Bağımsız Sistem Operatörü'nün (ISO) saatlik verilerine dayanarak 

doğrulanmış ve her model için Bayesian optimizasyonu kullanılarak optimum 

hiperparametreler seçilmiştir. Sonuçlar, rastgele orman (RF) modelinin, önerilen 

çapraz doğrulama yaklaşımıyla en düşük tahmin hatalarıyla ve dolayısıyla en yüksek 

performansla sonuçlandığını göstermektedir. Elde edilen bulgular, WSPC'lerin 

tahmininde önerilen yapay zekâ tabanlı modellerin etkinliğini ortaya koymaktadır 

[55]. 

Bu çalışma, İran’ın Meşhed kentinde yer alan elektrik tüketim miktarının 

makine öğrenme yöntemleri kullanarak analiz etmeyi ve vatandaşların yenilenebilir 

enerji üretimine yönelik istekliliğini artırmak için dinamik stratejileri geliştirmeyi 

amaçlamaktadır. Araştırmanın temel yeniliği, bir Karar Destek Sistemi (KDS) 

oluşturmak amacıyla Yapay Sinir Ağı ve istatistiksel analizlerin eşzamanlı olarak 
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uygulanmasıdır. Ayrıca, güneş enerjisi potansiyeli, Meşhed’deki vaka çalışmasında bir 

yıl boyunca FV sistem simülasyon aracıyla değerlendirilmiştir. Motivasyon stratejileri 

ve daha ileri TP uygulamaları için Klasik Delphi (CD) yöntemi de uygulanmıştır. Bu 

yöntemle, 45 uzman tarafından önerilen motivasyon stratejileri, sıralı uzman 

toplantılarında önceliklendirilmiştir. Araştırmanın sonuçları, YSA modelinin yaz ve 

kış aylarında elektrik enerjisi tüketimini %99 doğrulukla başarılı bir şekilde tahmin 

edebildiğini ortaya koymaktadır. Ayrıca, FV sistemindeki güneş enerjisi 

hesaplamalarına dayanarak, en sıcak ve soğuk aylarda elektrik enerjisi tüketimindeki 

zirveler kontrol edilebilir. Son olarak, uzmanlar ve vatandaşlar arasındaki görüşlerin 

birleşimi, kısa, orta ve uzun vadeli planlama ufuklarında güneş enerjisi üretimi için 

ana motivasyon stratejilerini belirlemiştir. Bu stratejiler arasında A4 (güneş enerjisi 

üretiminin optimizasyonu ile maliyet faydalarının vatandaşlarla paylaşılması), B2 

(özellikle yoğun dönemlerde güneş enerjisi üretimi için elektrik maliyetlerinin 

düşürülmesi) ve C1 (güneş enerjisi üretimine uygun kentsel faaliyetlerde para 

harcamak yerine kredilerle enerji parası yaratılması) ön plana çıkmaktadır [56]. 

Değişken enerji kaynakları (VER) arasında güneş enerjisinin yaygınlaşmasıyla 

birlikte, güneş FV enerji üretimi büyük ölçekli enerji endüstrilerinde hızla artmaktadır. 

Ancak, FV sistemlerinin güç çıkışı, hava durumu koşullarına büyük ölçüde bağlıdır ve 

bu nedenle güç çıkışındaki ani değişimler, güç sisteminin işletme maliyetlerini 

artırabilir. Ayrıca, bu tür enerji kaynaklarının şebekeye entegrasyonu, sabit bir çıktı 

garanti edilememesi nedeniyle öngörülemezlik nedeniyle önemli bir engel teşkil 

etmektedir. Bu durum, şebeke planlamasını ve genel dengelenmeyi son derece zor hale 

getirdiği için enerji kuruluşları, FV gücünün kullanımına karşı temkinli 

yaklaşmaktadır. Güneş enerjisinin şebekeye verimli bir şekilde entegrasyonu için, 

yakın gelecekteki FV enerji üretimini daha doğru bir şekilde tahmin edebilecek 

güvenilir bir algoritmanın geliştirilmesi büyük önem taşımaktadır. Bu makale, güneş 

radyasyonu ve sıcaklık verilerini içeren FV sistemlerinin bir saatlik güç çıkış 

tahminini, dalgacık dönüşümü (WT) ve yapay zeka (AI) tekniklerinin bir 

kombinasyonunu kullanarak sunmaktadır. Önerilen yöntemde, WT, FV güç zaman 

serisi verilerindeki düzensizlikleri daha etkili bir şekilde ele almak için uygulanırken, 

AI teknikleri, doğrusal olmayan FV dalgalanmalarını daha iyi bir şekilde 

yakalamaktadır [57]. 



26 

 

3. MATERYAL VE YÖNTEM 

 Çalışma, yapay zekâ algoritmaları kullanılarak bilgisayar üzerinden 

gerçekleştirilmiştir. Derin öğrenme ve istatistiksel analiz için gerekli olan materyaller, 

kullanılan uygulamalar ve yazılım kütüphanelerinde mevcuttur. Bu materyaller, 

yaygın kullanımları, çeşitli örnek uygulamaları ve kolay erişim imkânları nedeniyle 

tercih edilmiştir. 

Python, 1990 yılında Guido van Rossum tarafından tasarlanarak geliştirilen, 

nesne yönelimli, modüler yapıda ve etkileşimli bir yüksek seviyeli programlama 

dilidir. Geliştirilmesi Python Yazılım Vakfı tarafından sürdürülmektedir.  

Bu dilin modüler yapısı, çeşitli veri alanlarına rahat bir şekilde entegre olmasını 

sağlar. Donat'ın ifadesine göre, Python'un esnekliği sayesinde hemen her türlü 

platformda sorunsuz bir şekilde çalışabilir [58]. 

Numpy (Numerical Python), bilimsel hesaplamaların yapılmasına ve yüksek 

seviyeli matematiksel fonksiyonların daha az kod yazımı ile oluşturulmasına yardımcı 

olmak amacıyla Python tarafından desteklenen bir açık kaynak kütüphanedir. Bu 

kütüphane, araştırmacılar ve bilim insanları tarafından sıklıkla tercih edilen, çok 

boyutlu dizilerin ve matrislerin hızlı bir şekilde oluşturulmasını sağlayan bir araçtır. 

Bu Python Kütüphanesi, veri görselleştirmesi (Data visualization) amacıyla 

kullanılmakta olan açık bir kaynak araçtır. İki ya da üç boyutlu grafik çizimlerinde 

kullanışlı olmakla beraber ve Numpy Kütüphanesi ile de uyumlu çalışabilmektedir. 

Aynı zamanda çeşitli grafik türlerini destekler, bu grafik türleri arasında çizgi 

grafikleri, sütun grafikleri, daire grafikleri, görüntü işleme ve daha birçok seçenek 

bulunmaktadır. 

Bu kütüphane, Python dilinde yazılmış ve veri analizi ile manipülasyon için 

kullanılan bir açık kaynak araçtır. Proje içerisine veri aktarımını kolaylaştırmak üzere 

tasarlanmış olup, csv, txt, xls gibi çeşitli formatları destekler. "Dataframe" ve "Series" 

türleriyle çalışır. Özellikle makine öğrenimi uygulamalarında sıkça kullanılan 

"Dataframe" yapıları, ilişkisel veri tabanı sistemlerindeki tabloları andırır. Pandas, 

"Dataframe" yapıları üzerinde çeşitli veri işlemleri gerçekleştirmek için kullanılır; 

örneğin, sütun veya satır ekleme/silme, tabloları birleştirme, ayırma gibi işlemler bu 

kütüphane aracılığıyla kolaylıkla gerçekleştirilebilir. 
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3.1. Veri Setleri 

Bu çalışmada Türkiye’de belirlenen illerin son 10 yıllık meteoroloji verileri ile 

saha çalışmaları sonucu elde edilen günlük üretilen elektrik miktarları veri setleri 

kullanılmıştır. Bu veri setlerinde günlük meteorolojik veriler ile günlük üretilen 

elektrik miktarları eşleştirilmiştir. Eşleşen değerler model eğitmek için kullanılmıştır. 

Eşleşen veriler aşağıda belirtilmiştir.  

Malatya ilinin son 10 yılına ait 3941 meteorolojik veri ile 14.08.2020 

tarihinden itibaren üretime başlamış İOTA M. Fırıncı GES e ait elde edilen veriler 

eşleştirilmiş ve 3487 adet veri elde edilmiştir. 

Elazığ ilinin son 10 yılına ait 3951 meteorolojik verileri ile 20.10.2016 

tarihinden itibaren üretime başlamış Solentegre GES’e ait elde edilen veriler 

eşleştirilmiş ve 3571 adet veri elde edilmiştir. 

Van ilinin son 10 yılına ait 3943 meteorolojik verileri ile 30.10.2020 tarihinden 

itibaren üretime başlamış Gün Güneş Van Arısu GES’e ait, 21.09.2018 tarihinden 

itibaren üretime başlamış Omicron Engil GES ile Omicron Erciş GES ait elde edilen 

veriler ve 27.07.2019 tarihinden itibaren üretime başlamış PSİ Engil 207 GES’e ait 

elde edilen veriler eşleştirilmiş ve 3559 adet veri elde edilmiştir. 

Mardin ilinin son 10 yılına ait 3946 meteorolojik verileri ile 07.11.2019 

tarihinden itibaren üretime başlamış Ra Güneş Mardin GES e ait elde edilen veriler 

eşleştirilmiş ve 3573 adet veri elde edilmiştir. 

Şırnak ilinin son 10 yılına ait 3706 meteorolojik verileri ile 01.01.2020 

tarihinden itibaren üretime başlamış Silopi GES e ait elde edilen veriler eşleştirilmiş 

ve 3301 adet veri elde edilmiştir. 

Antalya ilinin son 10 yılına ait 3929 meteorolojik verileri ile 02.10.2020 

tarihinden itibaren üretime başlamış Serra GES e ait elde edilen veriler eşleştirilmiş ve 

3215 adet veri elde edilmiştir. 

Muğla ilinin son 10 yılına ait 3956 meteorolojik verileri ile 24.03.2017 

tarihinden itibaren üretime başlamış Özmen-1 GES e ait elde edilen veriler 

eşleştirilmiş ve 3110 adet veri elde edilmiştir. 
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Denizli ilinin son 10 yılına ait 3956 meteorolojik verileri 21.04.2016 tarihinden 

itibaren üretime başlamış Renoe GES e ait elde edilen veriler eşleştirilmiş ve 3254 adet 

veri elde edilmiştir. 

3.2. Modelin Seçilmesi ve Değerlendirme 

Makine öğrenimi prosedürleri, verilerden öğrenme sağlayarak modeller 

oluşturur (fit) ve bu modellerle tahminler yapar. Ancak, her veri için tek bir evrensel 

model bulunmamakta ve veri özelliklerine bağlı olarak farklı makine öğrenmesi 

teknikleri birbirlerine üstünlük sağlayabilmektedir. Bu nedenle, tipik bir veri 

analizinde kritik bir adım, bir dizi aday modeli değerlendirmek ve ardından en uygun 

olanını seçmektir [59]. Kısacası, model seçimi, bir eğitim veri kümesi için çeşitli aday 

makine öğrenimi modelleri arasından en uygun olanını belirleme sürecidir. Bu 

aşamada, farklı modellerin performansı değerlendirilir ve en etkili sonuçları sağlayan 

model seçilir. Ardından, seçilen model test edilir ve uygulanır [60]. 

Bu çalışmada üretilecek olan gücün tahmin edilmesi için regresyon analizinden 

faydalanılmıştır. Bu tahmin için gerekli olan iklimsel veriler (sıcaklık, rüzgâr, nem, 

radyasyon değeri, güneşlenme şiddeti) Meteoroloji Genel Müdürlüğü’nden alınmıştır. 

Üretilen elektrik miktarı ise Enerji Piyasaları İşletme Anonim Şirketi’nden alınmıştır. 

İklimsel verilerin üretilen güce olan etkisini incelemek için regresyon algoritmaları 

kullanılmıştır. Makine öğrenmesi algoritmaları, haritalama fonksiyonunun formuyla 

ilgili güçlü varsayımlarına bağlı olarak doğrusal ve doğrusal olmayan olmak üzere iki 

ana kategoriye ayrılabilir. Doğrusal yöntemler, özelliklerin nihai sonucu yalnızca 

doğrusal bir model aracılığıyla etkilediğini varsayar. Diğer taraftan, doğrusal olmayan 

yöntemler daha genel bir perspektife sahiptir ve performansları model varsayımına 

daha az bağımlıdır [61]. Bu kısımda, çalışma sırasında kullanılan makine öğrenimi 

regresyon algoritmaları (6 adet doğrusal ve 6 adet doğrusal olmayan) ile performans 

metrikleri kısaca açıklanmıştır. 

3.2.1. Doğrusal regresyon algoritmaları 

3.2.1.1. Çoklu doğrusal regresyon (Multiple Linear Regression - MLR)  

Çoklu doğrusal regresyon modeli, n gözlem birimine sahip birden fazla 

öngörücü değişkeni ve tek çıktı değişkenini içeren veriler için basit doğrusal regresyon 

modelinin genişletilmiş bir versiyonu olarak açıklanır. Bu model, xi1, xi2,…xip-1 

öngörücü değişkenleri ile birlikte çıktı değişkeni yi'yi (i=1,2,…,n) içerir [62]. 
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3.2.1.2. Temel bileşen regresyonu (Principal Component Regression - PCR) 

Temel Bileşen Regresyonu, yaygın bir boyut azaltma tekniği olup çoklu 

bağlantı problemlerini çözmek amacıyla kullanılmaktadır. Bu teknik, bağımsız 

değişkenler arasındaki doğrusal ilişkileri azaltmak için bağımsız değişkenlerin 

doğrusal kombinasyonlarını oluşturarak değişken sayısını azaltır. Temel bileşen 

regresyonu, yanlı bir regresyon tekniği olup, bağımlı değişkeni doğrudan bağımsız 

değişkenlere regresyonlamak yerine, bağımsız değişkenleri temel bileşenlere 

indirgeyerek regresyon modeli oluşturma fikrine dayanır [63]. 

3.2.1.3. Kısmi en küçük kareler regresyon (Partial Least Squares Regression - 

PLSR)  

1960'larda Herman Wold tarafından bir ekonometri tekniği olarak 

geliştirilmiştir [64]. Kısmi en küçük kareler regresyonu, çok sayıda faktörün ve yüksek 

düzeyde çoklu bağlantının bulunduğu durumlarda, yanıtları tahmin etmeye odaklanan 

bir yöntemdir. Bu yöntem, değişkenler arasındaki temel ilişkiyi anlamak yerine, 

yanıtların tahmin edilmesine odaklanarak model oluşturur. Amaç, regresyon 

problemindeki çoklu bağlantı sorununu azaltırken, tahmin için yararlı olan bağımsız 

değişkenlerdeki bilgileri yakalayan bileşenler oluşturmaktır [65]. 

3.2.1.4. Ridge regresyon (RR) 

Ridge regresyon yöntemi, çoklu bağlantı problemlerini ele almak için en 

yaygın yöntemlerden biridir ve özellikle örneklem boyutu küçük olduğunda diğer 

yaklaşımlardan daha iyi performans gösterir [66-67]. Önceki iki teknik olan PCR ve 

PLCR, çoklu bağlantı problemini aşmak için var olan bağımsız değişkenlerin 

kombinasyonlarından oluşan daha az sayıda değişken seti ile tahmin modeli 

oluşturmayı amaçlayan bir prensibe dayanıyordu. Ancak ridge, lasso regresyonu ve 

elasticNet, cezalandırma prensibine dayanmaktadır. Bu modeller, genellikle küçültme 

veya daraltma modelleri olarak adlandırılır [68]. 

3.2.1.5. Lasso regresyonu (LR) 

Yüksek boyutlu verilerin regresyonu için uygun bir yöntem olan Ridge 

Regresyonu (RR), nihai modeldeki tüm bağımsız değişkenleri içermektedir. Buna 

karşın, Lasso regresyonu en az önemli özelliklerin ağırlıklarını tamamen ortadan 

kaldırma eğilimindedir, yani onları sıfıra ayarlama. Başka bir deyişle, Lasso 
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regresyonu aynı zamanda özellik seçimi yapmaktadır. Bu nedenle Lasso, aşırı 

öğrenmeyi önleyen yorumlanabilir modeller vermektedir [69]. 

3.2.1.6. ElasticNet 

Ridge ve Lasso regresyonu arasında bir köprü sağlayan bir yaklaşım olan 

ElasticNet, katsayıların ve her iki algoritmanın düzenlileştirme normu ile eğitilmesine 

dayanır [70]. Büyük balıkları kaçırmayan bir ağ gibi davranarak bu adı almıştır [71]. 

3.2.2. Doğrusal olamayan regresyon algoritmaları 

3.2.2.1. K-en yakın komşu (K Nearest Neighbors - KNN) 

Eğitim setindeki en yakın k örneği kullanarak tahminlerde bulunur [72]. KNN 

algoritması, sınıflandırma ve regresyon için parametrik olmayan bir yaklaşımı temsil 

eder [73]. KNN algoritması, tek bir hiperparametreye, yani k değerine bağlıdır. Bu 

değer çok düşükse aşırı uyarlanma (overfitting) riski oluşturabilirken, çok yüksekse 

yetersiz uyum (underfitting) durumu meydana gelebilir. Ayrıca, KNN algoritmasının 

dezavantajlarından biri, veri miktarı arttıkça mesafe hesaplama işlemlerinden 

kaynaklanan işlem yükünün artma eğilimindedir [74]. 

3.2.2.2. Çok katmanlı algılayıcı (Multilayer Perceptron - MLP) 

MLP'ler, evrensel tahminciler olarak işlev gören sinir ağı modelleridir; yani, 

herhangi bir sürekli fonksiyona yaklaşabilirler [75]. İleri beslemeli algoritmalara ait 

olan çok katmanlı algılayıcılar, giriş ve çıkış katmanlarına ek olarak bir veya birden 

fazla gizli katman içeren yapıları temsil ederler. Bu gizli katmanlar, bilgileri girişten 

başlayarak çıkışa doğru aktaran bir akışa sahiptir [76]. 

3.2.2.3. Regresyon ağaçları (Regression Trees - RT) 

RT (Random Forest), basit (if/then/else) karar kurallarıyla çalışan ve genellikle 

denetimli öğrenme bağlamında tercih edilen bir algoritmadır [77]. RT, sınıflandırma 

veya regresyon modelleri oluşturmak için ağaç yapısı biçiminde kullanılan bir 

algoritmadır. Temel amacı, veri setindeki karmaşık yapıları basit karar yapılarına 

dönüştürmektir. Veri seti, belirli bir hedef değişkene göre homojen alt gruplara 

ayrılarak ağaçlar oluşturulur [78]. Algoritmanın sonucu, karar düğümleri içeren bir 

ağaç yapısıdır. RT'ler, kategorik ve sayısal verileri işleyebilme yeteneğine sahiptirler 

[79]. 
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3.2.2.4. Rastsal orman (Random Forest - RF) 

Rastgele Orman (Random Forest), torbalı (bagged) regresyon ağaçlarının özel 

bir durumudur. Korelasyonu azaltmak amacıyla ağaç oluşturma sürecinde yalnızca 

rastgele seçilen tahmin edicilerin kullanıldığı bir yöntemdir [80]. RF, birçok Rastgele 

Ağaç'tan oluşan bir orman şeklinde tasarlanmıştır. Topluluk yöntemleri grubundan 

olan RF, (ensemble methods) genellikle yorumlanması kolaydır ve değişkenler 

arasında doğrusal olmayan korelasyonları yakalama yeteneğine sahiptir [81]. Ancak 

eğitim verilerine aşırı uyum sağlama eğilimindedir [82]. 

3.2.2.5. LightGBM  

Ağaç tabanlı öğrenme algoritmalarını kullanan bir gradyan artırma yöntemidir 

[83]. Microsoft tarafından geliştirilen bu algoritma, bellek tüketimini azaltmak ve 

eğitim sürecini hızlandırmak amacıyla histogram tabanlı bir yaklaşımı benimser [84]. 

Hesaplama maliyetini azaltmak amacıyla, bu algoritma sürekli değere sahip olan 

değişkenleri kesikli hale getirir [85]. Ke ve arkadaşları yaptığı bir çalışmada bu 

modelin diğer modellere göre 20 kat daha hızlı olduğu sonucuna varılmıştır [86]. 

3.2.2.6. CatBoost 

Yandex mühendis ve araştırmacıları tarafından geliştirilen yeni bir gradyan 

artırma algoritması olan bu algoritma, açık kaynaklı olarak sunulmuştur. Bu algoritma, 

kategorik özellikleri düşük bilgi kaybıyla işleyebilme yeteneğine sahiptir [87]. 

CatBoost, eğitim için tüm veri setini kullanma olanağı tanıyan daha etkin bir strateji 

kullanır [88]. Ayrıca, CatBoost, geleneksel gradyan artırma algoritmalarının neden 

olduğu aşırı öğrenmeyi ele almak için ağaç yapısı ve yaprak değerlerini tahmin etmek 

için rastgele permütasyonlar gerçekleştirir [89]. CatBoost'un sunduğu bir diğer 

avantaj, varsayılan parametrelerle bile mükemmel sonuçlar elde edebilmesi nedeniyle 

parametre ayarlama süresini minimize etmesidir [90]. 

3.3. Performans Metrikleri 

Tahmin yöntemlerinin performansını değerlendirmek için kullanılan metrikler 

genellikle tahmin hataları üzerinden ölçülür. Yüksek hata değerleri, genellikle düşük 

tahmin doğruluğuyla ilişkilidir. Bu bölümde, genellikle kullanılan bazı performans 

ölçümleri ele alınacaktır. Önemli bir not, "x" ile gösterilen değer 𝐱̃ gözlemlenen değeri, 

"y" ile gösterilen değer tahmin edilen değeri ve "n" ise toplam örnek sayısını temsil 

eder [91]. 
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3.3.1. RMSE (Kök ortalama kare hata) 

Kök Ortalama Kare Hata (RMSE - Root Mean Square Error), MSE değerinin 

karekökü ile elde edilir (Denklem 3.1). Bu ölçüt, makine öğrenimi modelinin tahminde 

bulunma mekanizmasının gerçek değerlerle arasındaki uzaklığı ölçen bir kuadratik 

ölçüdür. RMSE, yapılan tahminlerdeki hataların standart sapmasını açıklar, yani 

regresyon çizgisinin gerçek veri noktalarından uzaklaşma seviyesini gösterir. Bu 

ölçüm, kalıntıların (residuals) regresyon çizgisinden ne kadar sapma gösterdiğini ifade 

eder. RMSE, matematiksel hesaplamalarda istenmeyen mutlak değerlerin 

kullanılmasını engeller [92]. RMSE, sıfıra yaklaştıkça, verilerle o kadar mükemmel 

bir uyum gösterdi denir. Ancak, pratikte asla tam olarak 0 değerini almaz. Genelde, 

RMSE değerinin düşük olması, yüksek olan bir değerden daha iyidir. RMSE'nin 

kullanımı, ölçüm olarak kullanılan sayıların ölçeğine bağlı olduğu için (biz günlük 

kWh cinsinden kullanacağız, bu bağlamda şekillenecek), farklı veri türleri arasında 

karşılaştırmaların genel geçerliliği olmayabilir. Yine de, model karşılaştırmalarında 

sıkça kullanılır. 

          RMSE=√
1

n
(Σⅈ=1

n )(x̃ⅈ − xⅈ)2                          (3.1) 

3.3.2. NRMSE (Normalize edilmiş kök ortalama kare hata) 

Normalize edilmiş kök ortalama kare hata (NRMSE – Normalized root mean 

square error), RMSE değerinin normalize edilmiş versiyonudur [92]. (Denklem 3.2). 

            NRMSE =
√

1

n
(Σⅈ=1

n )(x̃ⅈ−xⅈ)2

1

n
(Σⅈ=1

n ) xⅈ
               (3.2) 

3.3.3. MAE (Ortalama mutlak hata) 

Ortalama Mutlak Hata (MAE - Mean Absolute Error), sürekli olan iki değişken 

arasındaki farkı ölçen bir değerlendirme ölçütüdür (Denklem 3.3). MAE, her bir 

gerçek değer ile veriye en uygun olan çizgi arasındaki ortalama dikey ve yatay 

mesafeyi ifade eder. Bu değer ne kadar düşükse, modelin başarısı o kadar yüksek 

demektir. 

 MAE, anlaşılması kolay bir sonuç sunar ve genellikle regresyon ve zaman 

serisi analizlerinde yaygın olarak kullanılır [92]. 

MAE =
1

n
(Σⅈ=1

n )|x̃ⅈ − xⅈ|                          (3.3) 
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3.3.4. MAPE (Ortalama mutlak yüzde hata) 

Ortalama mutlak yüzde hata (MAPE – Mean absolute percentage error), 

denklem 3.4’de gösterilmiştir. 

 

            MAPE =
1

n
(Σⅈ=1

n ) |
x̃ⅈ−xⅈ

xⅈ
| × 100%                         (3.4) 

 

MAPE (Mean Absolute Percentage Error), regresyon ve zaman serileri 

modellerinde tahmin doğruluğunu değerlendirmek için sıklıkla kullanılan bir ölçüdür. 

MAPE<%10 olduğunda yüksek doğruluk oranına, %10<MAPE<%20 olduğunda 

doğru tahmin ve %50<MAPE olduğunda yanlış hatalı model olduğu anlamına 

gelmektedir. Ancak, gerçek değerler içinde sıfır (0) bulunuyorsa, MAPE 

hesaplanamaz çünkü sıfıra bölünme durumu söz konusu olup yanlış sonuçlar ortaya 

çıkar. Ayrıca, çok düşük tahmin değerleri için yüzde hata %100'ü aşamaz. Ancak, 

tahmin değerleri çok yüksek olduğunda, yüzde hata için üst limit bulunmamaktadır. 

Bu durum, MAPE'nin özellikle tahminleri düşük olan bir modeli sistematik olarak 

seçme eğiliminde olduğu ve bu nedenle önyargılı bir ölçü olduğu anlamına gelir. Bu 

durumu göz önünde bulundurarak MAPE'nin kullanılması, model karşılaştırmalarında 

dikkatli bir şekilde yapılmalıdır [92]. 

3.3.5. Belirleme katsayısı (R2) 

R2 metriği modelimizin yaptığı tahminlerinin ne kadar iyi olduğunun bir 

göstergesidir. En fazla 1 değerini alabilir, en düşük olarak eksi değerlere düşebilir. 

Çıkan değer 1’e ne kadar yakın olursa modelimizin veriler üzerindeki başarısı da bir o 

derece yüksek olur [92]. 
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4. DENEYSEL SONUÇLAR VE TARTIŞMA 

Bu kısımda Türkiye’de belirlenen illerin verileri ile eğitilen modellerin 

incelenmesi için metrik değerler ve tablo üzerinden karşılaştırma yapılacaktır.  Mardin 

ili için üretilen elektrik miktarının tahmin edilmesi için 12 çeşit makine öğrenmesi 

algoritması ile test yapılmıştır.  Mardin ili iklimsel olarak Akdeniz ile Karasal iklimin 

ortak özelliklerine sahip olması ve mevsimsel geçişlerin diğer illere göre daha az 

değişkenlik göstermesinden dolayı seçilmiştir. Mardin ili için bu tüm algoritmalar 

içerisinde en iyi sonuç veren CatBoost algoritması ile diğer iller test edilmiş ve tüm 

iller için 5 adet farklı metrik ile karşılaştırma yapılmıştır. Bu tahminde scikit-learn 

kitaplığı ve Google Colaboratory (Colab) notebookdan faydalanılmıştır. 

4.1. Mardin İli Tahmin Sonuçları  

 Mardin ilinde yapılan saha analizleri sonucunda güneş enerjisi santrallerinde 

elde edilen veriler,  07.11.2019 tarihinden itibaren üretime başlamış Ra Güneş Mardin 

GES e ait elde edilen veriler eşleştirilmiş ve 3573 adet veri elde edilmiştir. 

 

Şekil 2. Mardin Ra GES 

  

Elde edilen verilerin işlenmesi sonucunda Mardin ili verilerinin makine 

öğrenmeye göre karşılaştırılması aşağıdaki tabloda gösterilmektedir. 
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Çizelge 4.1. Mardin iline ait makine öğrenmesi modellerinin karşılaştırması 

Doğrusal Regresyon Algoritmaları 

  MLR PCR PLSR Ridge Lasso ElasticNet 

  Train Test Train Test Train Test Train Test Train Test Train Test 

NRMSE %6,38 %6,47 %6,38 %6,47 %6,89 %6,91 %6,56 %6,77 %6,94 %7,08 %6,96 %7,02 

RMSE 6,33 6,52 6,33 6,52 6,83 6,93 6,32 6,34 6,89 7,14 6,90 7,07 

MAE 3,72 3,80 3,72 4,14 4,35 4,38 3,76 3,80 4,05 4,11 4,05 4,08 

MAPE 13,22 13,44 13,11 13,44 15,26 15,36 13,59 13,68 14,36 14,56 14,35 14,78 

R2 0,98 0,98 0,98 0,98 0,97 0,97 0,98 0,98 0,98 0,98 0,98 0,98 

Doğrusal Olmayan Regresyon Algoritmaları 

  KNN RT MLP Random Forest LightGBM CatBoost 

  Train Test Train Test Train Test Train Test Train Test Train Test 

NRMSE %7,63 %7,67 %7,55 %7,77 %7,21 %7,40 %6,88 %7,11 %6,78 %6,91 %6,45 %6,71 

RMSE 7,57 7,66 7,49 6,80 7,15 7,39 6,83 6,86 6,73 6,96 6,40 6,76 

MAE 4,82 4,87 4,26 4,68 4,38 4,67 4,04 4,26 4,22 4,59 3,91 4,45 

MAPE 16,00 16,12 14,27 15,56 17,35 17,40 14,33 15,96 15,32 15,46 14,54 15,41 

R2 0,96 0,96 0,97 0,97 0,97 0,97 0,98 0,98 0,98 0,98 0,99 0,99 

 

Çalışmada kullanılan bütün algoritmalar, eğitim seti ve test seti üzerinden 

değerlendirilmiş ve bu değerlendirmeler Çizelge 4.1'de karşılaştırmalı bir biçimde 

sunulmuştur. Bu yaklaşım, makine öğrenmesinin en temel sorunlarından biri olan aşırı 

öğrenme durumunun var olup olmadığını gözlemlenmeye çalışmaktadır. Bir 

algoritmanın eğitim setinde yüksek, ancak test setinde düşük performans sergilemesi, 

aşırı öğrenme durumuna işaret eder. Bu durum, oluşturulan modelin genelleme 

yeteneğinin düşük olduğunu ve yeni veriler için başarılı sonuçlar vermeyeceğini 

gösterir. Çizelge 4.1'de sunulan sonuçlar arasında, MLP algoritması ile elde edilen 

sonuçlardaki küçük farklılık dışında, tüm algoritmaların eğitim ve test setleri için 

benzer bir performans sergilediği gözlemlenmiştir. MAPE değerinin %20'nin altında 

olması, modelin tahminle ilgili yüksek bir doğruluk oranına sahip olduğunu gösterir. 

Bu bağlamda, analiz edilen tüm yöntemlerin doğru sonuçlar elde etme yeteneği olduğu 

ve her birinin gerçek dünya koşullarında uygulanabilir olduğu gözlemlenmektedir. 

Tüm performans ölçütleri açısından diğerlerine sürekli olarak üstün olan tek bir model 

bulunmamakla birlikte, genel olarak doğrusal olmayan makine öğrenmesi 

algoritmalarının tüm metriklerde daha iyi sonuçlar verdiği görülmüştür. Özellikle 

boosting machine algoritmaları, etkileyici sonuçlar göstermiştir. CatBoost ve 

LightGBM yöntemleri, RMSE ve NRMSE değerleri açısından hemen hemen eşit 

performans sergilemiştir. Ancak, MAPE ve MAE açısından değerlendirildiğinde 

LightGBM üstünlük sağlamıştır. MLP algoritması, MAPE haricinde tüm metriklerde 
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en düşük performansı sergilemiştir. En düşük NRMSE değeri ise KNN algoritması ile 

elde edilmiştir.  

Mardin iline ait Çoklu Doğrusal Regresyon (Multiple linear regression - MLR) 

grafiği incelendiğinde tahmin ve gerçek değerlerin birbirine yakın olduğu 

görülmektedir. Bu da modelimizin tahmin gücünün ve doğruluğunun gerçek dünya 

koşullarında uygulanabilir olduğunu göstermektedir. 

Çizelge 4.2. Çoklu doğrusal regresyon grafiği  

 

4.2. Şırnak İli Tahmin Sonuçları  

Şırnak ilinde yapılan saha analizleri sonucunda güneş enerjisi santrallerinde 

elde edilen veriler, 01.01.2020 tarihinden itibaren üretime başlayan Silopi GES e ait 

elde edilen veriler eşleştirilmiş ve 3301 adet veri elde edilmiştir. 

 

Şekil 3. Şırnak Silopi GES 
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 Elde edilen verilerin işlenmesi sonucunda Şırnak ili verilerinin makine 

öğrenmeye göre karşılaştırılması aşağıdaki tabloda gösterilmektedir. 

Çizelge 4.3. Şırnak iline ait CatBoost algoritması verileri 

CatBoost 

Metrikler Train Test 

NRMSE %8,84 %14,23 

RMSE 7,50 9,09 

MAE 5,22 6,62 

MAPE 129,92 248,86 

R2 0,82 0,82 

 

Çizelge 4.3'te sunulan sonuçlar incelendiğinde, MAPE değerinin test değeri 

%100'ün çok üzerinde olduğu görülmektedir. Bu da modelin doğruluk oranına sahip 

olmadığını gösterir. Bu nedenle önyargılı bir ölçü olduğu anlamına gelir. NRMSE, 

RMSE ve MAE değerlerinin düşük olması verilerle ilgili bir uyum içinde olduğunu 

gösterir. Ancak bu durum bir çelişki olduğunu göstermektedir. Ayrıca Çoklu Doğrusal 

Regresyon grafiği incelendiğinde gerçek ve tahmin değerlerinin birbiri ile uyumsuz 

olduğu görülmektedir. Bunun birçok sebebi olabilir. Sapmaların olduğu yerlerde veri 

setindeki eşleşen verilerin beklenen oranda olmamasından yani yetersiz olmasından 

kaynaklandığı ya da iklim koşullarının sert olmasından kaynaklanmış olabileceği 

düşünülebilir. 

Çizelge 4.4. Çoklu doğrusal regresyon grafiği 
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4.3. Malatya İli Tahmin Sonuçları 

Malatya ilinde yapılan saha analizleri sonucunda güneş enerjisi santrallerinde 

elde edilen veriler, 14.08.2020 tarihinden itibaren üretime başlamış İOTA M. Fırıncı 

GES e ait elde edilen veriler eşleştirilmiş ve 3487 adet veri elde edilmiştir. 

 

Şekil 4. Malatya İOTA Fırıncı GES 

 Elde edilen verilerin işlenmesi sonucunda Malatya ili verilerinin makine 

öğrenmeye göre karşılaştırılması aşağıdaki tabloda gösterilmektedir. 

Çizelge 4.5. Malatya iline ait CatBoost algoritması verileri 

CatBoost 

Metrikler Train Test 

NRMSE %8,74 %9,55 

RMSE 7,95 8,42 

MAE 5,08 5,35 

MAPE 19,28 19,86 

R2 0,96 0,96 

 

Çizelge 4.5'te Malatya ili için sonuçlar incelendiğinde, MAPE değerinin test 

değeri %20'nin altında olması modelin tahminle ilgili yüksek bir doğruluk oranına 

sahip olduğunu gösterir. NRMSE, RMSE ve MAE değerlerinin düşük olması verilerle 

ilgili bir uyum içinde olduğunu gösterir. Bu durumda çoklu doğrusal regresyon grafiği 

incelendiğinde gerçek ve tahmin değerlerinin birbiri ile uyumlu olduğu görülmektedir. 

Bu bağlamda, analiz edilen yöntem Malatya ili için doğru sonuçlar vermiştir. 
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Çizelge 4.6. Çoklu doğrusal regresyon grafiği 

 
 

4.4. Elazığ İli Tahmin Sonuçları  

Elazığ ilinde yapılan saha analizleri sonucunda güneş enerjisi santrallerinde 

elde edilen veriler, 20.10.2016 tarihinden itibaren üretime başlamış Solentegre GES e 

ait elde edilen veriler eşleştirilmiş ve 3571 adet veri elde edilmiştir.  

 

Şekil 5. Elazığ Solentegre GES 

Elde edilen verilerin işlenmesi sonucunda Elazığ ili verilerinin makine 

öğrenmeye göre karşılaştırılması aşağıdaki tabloda gösterilmektedir. 

Çizelge 4.7. Elazığ iline ait CatBoost algoritması verileri 

CatBoost 

Metrikler Train Test 

NRMSE %9,45 %10,73 

RMSE 6,25 6,77 

MAE 4,47 4,92 

MAPE 31,52 49,89 

R2 0,90 0,90 
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Çizelge 4.7'de Elazığ ili için sonuçlar incelendiğinde, MAPE değerinin test 

değeri %20 <MAPE< %50 aralığında olması modelin tahminle ilgili doğruluk oranına 

sahip olduğunu gösterir. NRMSE, RMSE ve MAE değerlerinin düşük olması verilerle 

ilgili bir uyum içinde olduğunu gösterir. Ancak çoklu doğrusal regresyon grafiği 

incelendiğinde gerçek ve tahmin değerlerinin bazı yerlerde uyumsuz olduğu 

görülmektedir. Sapmaların olduğu yerlerde veri setindeki eşleşen verilerin beklenen 

oranda olmamasından yani yetersiz olmasından kaynaklandığı söylenebilir. 

Çizelge 4.8. Çoklu doğrusal regresyon grafiği 

 

 

4.5. Van İli Tahmin Sonuçları  

Van ilinde yapılan saha analizleri sonucunda güneş enerjisi santrallerinde elde 

edilen veriler, 30.10.2020 tarihinden itibaren üretime başlamış Gün Güneş Van Arısu 

GES’e ait, 21.09.2018 tarihinden itibaren üretime başlamış Omicron Engil GES ile 

Omicron Erciş GES ait elde edilen veriler ve 27.07.2019 tarihinden itibaren üretime 

başlamış PSİ Engil 207 GES’e ait elde edilen veriler eşleştirilmiş ve 3559 adet veri 

elde edilmiştir. 

 

Şekil 6. Van Omicron Engil GES 
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Elde edilen verilerin işlenmesi sonucunda Van ili verilerinin makine 

öğrenmeye göre karşılaştırılması aşağıdaki tabloda gösterilmektedir. 

Çizelge 4.9. Van iline ait CatBoost algoritması verileri 

CatBoost 

Metrikler Train Test 

NRMSE %12,47 %14,64 

RMSE 101,32 117,56 

MAE 80,84 96,72 

MAPE 137,24 104,63 

R2 0,81 0,81 

 

Çizelge 4.9’da sunulan sonuçlar incelendiğinde, MAPE değerinin test değeri 

%100'ün çok üzerinde olduğu görülmektedir. Bu da modelin doğruluk oranına sahip 

olmadığını gösterir. Bu nedenle önyargılı bir ölçü olduğu anlamına gelir. RMSE değeri 

düşük olması verilerle ilgili bir uyum içinde olduğunu gösterir Ancak bu durum bir 

çelişki olduğunu göstermektedir. Ayrıca Çoklu Doğrusal Regresyon grafiği 

incelendiğinde gerçek ve tahmin değerlerinin birbiri ile uyumsuz olduğu 

görülmektedir. Bunun birçok sebebi olabilir. Sapmaların olduğu yerlerde veri 

setindeki eşleşen verilerin beklenen oranda olmamasından yani yetersiz olmasından 

kaynaklandığı ya da iklim koşullarının sert olmasından kaynaklanmış olabileceği 

düşünülebilir. 

Çizelge 4.10. Çoklu doğrusal regresyon grafiği 

 



42 

 

4.6. Antalya İli Tahmin Sonuçları  

Antalya ilinde yapılan saha analizleri sonucunda güneş enerjisi santrallerinde 

elde edilen veriler, 02.10.2020 tarihinden itibaren üretime başlamış Serra GES e ait 

elde edilen veriler eşleştirilmiş ve 3215 adet veri elde edilmiştir. 

 

Şekil 7. Antalya Serra GES 

Elde edilen verilerin işlenmesi sonucunda Antalya ili verilerinin makine 

öğrenmeye göre karşılaştırılması aşağıdaki tabloda gösterilmektedir. 

Çizelge 4.11. Antalya iline ait CatBoost algoritması verileri 

CatBoost 

Metrikler Train Test 

NRMSE %9,76 %11,14 

RMSE 9,73 10,04 

MAE 4,07 4,19 

MAPE 17,52 18,24 

R2 0,88 0,88 

 

Çizelge 4.11'de Antalya ili için sonuçlar incelendiğinde, MAPE değerinin test 

değeri %20'nin altında olması modelin tahminle ilgili yüksek bir doğruluk oranına 

sahip olduğunu gösterir. NRMSE, RMSE ve MAE değerlerinin düşük olması verilerle 

ilgili bir uyum içinde olduğunu gösterir. Bu durumda çoklu doğrusal regresyon grafiği 

incelendiğinde gerçek ve tahmin değerlerinin birbiri ile uyumlu olduğu görülmektedir. 

Bu bağlamda, analiz edilen yöntem Antalya ili için doğru sonuçlar vermiştir. 
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Çizelge 4.12. Çoklu doğrusal regresyon grafiği 

 
 

4.7. Denizli İli Tahmin Sonuçları  

Denizli ilinde yapılan saha analizleri sonucunda güneş enerjisi santrallerinde 

elde edilen veriler, 21.04.2016 tarihinden itibaren üretime başlamış Renoe GES e ait 

elde edilen veriler eşleştirilmiş ve 3254 adet veri elde edilmiştir. 

 

Şekil 8. Denizli Renoe GES  

Elde edilen verilerin işlenmesi sonucunda Denizli ili verilerinin makine 

öğrenmeye göre karşılaştırılması aşağıdaki tabloda gösterilmektedir. 

Çizelge 4.13. Denizli iline ait CatBoost algoritması verileri 

CatBoost 

Metrikler Train Test 

NRMSE %9,04 %10,32 

RMSE 9,01 9,30 

MAE 4,12 4,24 

MAPE 17,73 18,45 

R2 0,96 0,96 
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Çizelge 4.13'te Denizli ili için sonuçlar incelendiğinde, MAPE değerinin test 

değeri %20'nin altında olması modelin tahminle ilgili yüksek bir doğruluk oranına 

sahip olduğunu gösterir. NRMSE, RMSE ve MAE değerlerinin düşük olması verilerle 

ilgili bir uyum içinde olduğunu gösterir. Bu durumda çoklu doğrusal regresyon grafiği 

incelendiğinde gerçek ve tahmin değerlerinin birbiri ile uyumlu olduğu görülmektedir. 

Bu bağlamda, analiz edilen yöntem Denizli ili için doğru sonuçlar vermiştir. 

Çizelge 4.14. Çoklu doğrusal regresyon grafiği 

 

4.8. Muğla İli Tahmin Sonuçları  

Muğla ilinde yapılan saha analizleri sonucunda güneş enerjisi santrallerinde 

elde edilen veriler, 24.03.2017 tarihinden itibaren üretime başlamış Özmen-1 GES e 

ait elde edilen veriler eşleştirilmiş ve 3110 adet veri elde edilmiştir. 

 

Şekil 9. Muğla Özmen-1 GES 
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Elde edilen verilerin işlenmesi sonucunda Muğla ili verilerinin makine 

öğrenmeye göre karşılaştırılması aşağıdaki tabloda gösterilmektedir. 

Çizelge 4.15. Muğla iline ait CatBoost algoritması verileri 

CatBoost 

Metrikler Train Test 

NRMSE %9,73 %11,12 

RMSE 9,71 10,02 

MAE 4,47 4,60 

MAPE 19,26 19,99 

R2 0,90 0,90 

 

 

Çizelge 4.15'te Muğla ili için sonuçlar incelendiğinde, MAPE değerinin test 

değeri %20'nin altında olması modelin tahminle ilgili yüksek bir doğruluk oranına 

sahip olduğunu gösterir. NRMSE, RMSE ve MAE değerlerinin düşük olması verilerle 

ilgili bir uyum içinde olduğunu gösterir. Bu durumda çoklu doğrusal regresyon grafiği 

incelendiğinde gerçek ve tahmin değerlerinin birbiri ile uyumlu olduğu görülmektedir. 

Bu bağlamda, analiz edilen yöntem Muğla ili için doğru sonuçlar vermiştir. 

Çizelge 4.16. Çoklu doğrusal regresyon grafiği 

 

 

 

 



46 

 

5. SONUÇ 

Bu çalışmada güneş enerjisinden elektrik üretiminde iklim koşullarının üretim 

sürecine etkisine odaklanılmıştır. Güneş enerjisinde üretilen elektrik miktarı birçok 

parametreye bağlı olarak değişmektedir. Çalışma, illerde kurulu olan GES’ler 

üzerinden yapıldığı için panel özellikleri, arazi şartları, panelin konumu, montaj açısı 

gibi parametreler ihmal edilmiştir. Bu yüzden sadece iklimsel veriler baz alınarak 

sahada elde edilen verilerle elektrik üretim miktarının tahminin yapılması için 12 adet 

makine öğrenmesi algoritması ile test edilmiştir. Bu algoritmalar 6 adet doğrusal olan 

ve 6 adet doğrusal olmayan algoritmalardır. Deneysel çalışmada Mardin ili 12 adet 

algoritma üzerinden test edilmiştir. Mardin ili için en doğru sonuçlar CatBoost 

algoritmasından elde edildiği görülmüştür. Bu yüzden diğer iller için CatBoost 

algoritmasıyla modelleme yapılmış ve bu modeller üzerinden sonuçlar 

yorumlanmıştır. Mardin ili için modelimizin yüksek oranda doğruluğa sahip olduğu 

görülmektedir.  Antalya, Muğla, Denizli, Malatya ve Elazığ illeri için de modelimiz 

doğruluk oranına sahiptir ancak Şırnak ve Van illeri için metrik değerleri arasında 

sapmalar olduğu görülmektedir. Bu sapmalar eşleşen verilerin beklenen oranda 

yetersiz olmasından kaynaklandığı ya da iklimsel şartların sert olmasından 

kaynaklandığı düşünülebilir. Güneydoğu Anadolu Bölgesinde Mardin ili güneş enerji 

santrallerinin kurulumuna daha uygun olduğu, Ege ilinde Denizli ilinin, Akdeniz’de 

Antalya ilinin ve Doğu Anadolu Bölgesi için de Malatya ilinin uygun olduğu 

görülmüştür. Elazığ ili de Malatya iline göre yaklaşık değerler göstermiş olup bu iller 

de güneş enerjisi santrali kurulumuna uygun olduğu görülmektedir. Bu çalışmanın 

sonucunda elde edilen veriler doğrultusunda tüm iller içerisinde Mardin ilinin %99 

tahmin değeri ile en doğru sonucu vermesinde Akdeniz ikliminin etkisi altında olması, 

güneşlenme süresi ve radyasyon değerinin diğer bölgelere göre daha fazla olması ile 

güneş ışınlarının daha dik gelmesinin etkili olduğu görülmektedir. 

Bu çalışma ile elde edilen sonuçlar ışığında, gelecekte güneş santrallerinin 

elektrik üretiminde verimliliğin düşüşünü azaltmak amacıyla, düzenli olarak 

genişletilip güncellenerek modellerin iyileştirilmesine olanak tanındığı takdirde, 

gelecekteki üretim değerlerini tahmin ederek güneş santrallerinin bakımını zamanında 

ve düşük maliyetle gerçekleştirmek için bir fırsat sunabilir. İlerleyen yıllarda, 

tahminleme altyapısı aylık periyodlara kadar indirgenerek, geçmiş yıllarda aynı 

aylarda karşılaşılan sorunların hızlı bir şekilde tespit edilmesinde kullanılabilir.  Bu 
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çalışma aynı zamanda, güneş enerji santrallerinden elde edilen elektrik verilerinin 

temel alındığı aylık üretimin, elektrik dağıtım şirketlerince hedeflenen aylık üretimle 

karşılaştırılması sonucu ortaya çıkabilecek hataları minimize etmek amacıyla aylık 

üretim tahminleriyle önlem alınmasına yönelik bir sistem sunabilir. Güneş enerji 

santrallerinin standart ömürlerinin genellikle 30 yıl civarında olduğu ve geçmişe dönük 

5 yıllık verilerin en iyi çalışma için yeterli olduğu düşünüldüğünde, bu tür çalışmaların 

GES'ler için önemli bir rol oynadığı açıkça görülmektedir. 
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