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Glniimiizde niifus artis1 ve teknolojik gelismelerin bir sonucu olarak enerjiye olan
ihtiyag her gegen giin artmaktadir. Artan enerji ihtiyaci insanlari alternatif enerji kaynaklarma
yoneltmistir. Bu baglamda ¢evre dostu gilines enerjisi glinlimiizde 6nem kazanmaktadir.
Glines enerjisi teknolojisinin gelismesiyle birlikte; Giines 1sinlar1 fotovoltaik paneller
tarafindan toplanarak elektrik enerjisine doniistiiriiliir. Bu sayede enerji ihtiyacimizin biiyiik
bir kismini ¢evre dostu bir sekilde karsilayabiliyoruz. Calismamizda Tiirkiye’de belirli illerin
farkli giinlerde degisen iklim kosullarina bagli olarak iiretilen elektrik miktarlari, giines
enerjisi santrallerinden saha calismalar1 sonucunda yapilan Sl¢ctimlerden elde edilmistir.
Gelecege 151k tutacak bir model olusturmak ve alinan 6l¢iimlerin dogrulugunu belirlemek
amaciyla fotovoltaik panellerin iiretecegi giicii sicaklik, nem, riizgar ve 1s1nim degeri gibi
parametrelere bagli olarak tahmin etmek {izere yapay zeka algoritmasi egitildi.

Bu aragtirmalar sonucunda Tiirkiye’deki giines enerjisi santralleri arasinda sahadan
alman ol¢iimler ve olusturulan modeller agisindan en iyi sonuglar Mardin ilinde elde
edilmigtir. Model, Mardin ilindeki giinliik verilerin %98'ine yaklasti. Calismamizda iklim
degiskenliginin giines enerjisinin faydali ve verimli kullanimina etkisi, giines enerjisi
santrallerinde saha ¢aligmalar1 sonucunda yapilan 6l¢iimlerin verimini etkileyen faktorler ve
iiretilen enerji verilerinin yapay zeka ile modellenmesi konular1 ele alinmistir. Caligmamizda
bunlarin birlestirilmesi ve yorumlanmasi, bolgedeki giines enerjisi santrallerinin kapasiteleri
ile ilgili literatiire biiylik katki saglayacaktir.

ANAHTAR KELIMELER: Fotovoltaik panel, Yapay zekd, Makine 6grenmesi, Verim, Enerji



ABSTRACT
M.Sc.Thesis

INVESTIGATION OF ELECTRICITY PRODUCTION IN SOLAR POWER
PLANTS IN TURKEY AND MODELING IT IN ARTIFICIAL INTELLIGENCE

Omer Osman ORHAN

Malatya Turgut Ozal University
Institute of Graduate Studies
Interdisciplinary Department of Biomedical Engineering

57+X pages

2025

Supervisor: Dog. Dr. Ahmet Beyzade DEMIRPOLAT

Today, as a result of population growth and technological developments, the need for
energy is increasing day by day. The increasing need for energy has led people to alternative
energy sources. In this context, environmentally friendly solar energy is gaining importance
today. With the development of solar energy technology; Sun rays are collected by
photovoltaic panels and converted into electrical energy. In this way, we can meet a large part
of our energy needs in an environmentally friendly way. In our study, the amount of electricity
produced depending on the changing climatic conditions of certain provinces in Turkey on
different days was obtained from the measurements made as a result of field studies from
solar power plants. In order to create a model that will shed light on the future and to determine
the accuracy of the measurements taken, an artificial intelligence algorithm was trained to
predict the power generated by photovoltaic panels depending on parameters such as
temperature, humidity, wind and radiation value.

As a result of these studies, the best results were obtained in Mardin province in terms
of measurements taken from the field and the models created among the solar power plants in
Turkey. The model approached 98% of the daily data in Mardin province. In our study, the
effect of climate variability on the beneficial and efficient use of solar energy, factors affecting
the efficiency of measurements made as a result of field studies in solar power plants and
modeling of energy data produced with artificial intelligence are discussed. Combining and
interpreting these in our study will make a great contribution to the literature on the capacities
of solar power plants in the region.

KEYWORDS: Photovoltaic panel, Artificial intelligence, Machine learning, Efficiency,
Energy.
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1. GIRIS

Enerji, bir iilkenin gelismislik seviyesini belirleyen temel faktorlerden biridir.
Enerji sadece sanayi kullanimi i¢in degil, ayn1 zamanda insanlarin giinliik ihtiyaclarini
kargilamak ag¢isindan da kritik bir dneme sahiptir. Enerji, fosil kokenli kaynaklar olan
komiir, petrol, dogalgaz gibi unsurlardan veya giines, riizgar, su gibi yenilenebilir
enerji kaynaklarindan elde edilebilir [1]. Ancak, fosil kaynaklarin azalmasi, bu
kaynaklarin maliyetinin artmasi, c¢evresel etkileri ve gelecekte tliikenme riski gibi
faktorler, enerji talebinin artmasina ragmen ekonomik, temiz ve siirdiiriilebilir enerji
kaynaklarma olan ilgiyi artirarak, enerji sektoriinde doniisiimii tesvik etmektedir [2].
Ithal edilen fosil yakitlar, iilkemizde enerji yeterliligi konusunda énemli bir engel
olusturmaktadir. Ancak Tiirkiye, 6zellikle yenilenebilir ener;ji kaynaklarini daha etkin
bir sekilde kullanarak kendi kendine yetebilirlik potansiyeline sahiptir. Yapilan
arastirmalara gore, Tirkiye'nin elektrik iiretimindeki kendi kendine yetme orani,
1980'de %77 iken 2014'te %37'ye diismiistiir. Bu degisimdeki ana faktorler arasinda
artan enerji talebi, ithal dogal gaz ve tag komiiriine olan bagimliligin artmasidir. Ayni
zamanda yenilenebilir enerji kaynaklarmnin yeterince kullanilamamasi da énemli bir
rol oynamaktadir [3]. 2016 yil1 "Yenilenebilir Enerji Kapasitesi Istatistikleri “ne gore,
diinya genelinde kullanilan yenilenebilir enerji kapasitesi gecen yilla kiyaslandiginda
%8.72 artmustir. Bu artig oranina katkida bulunan kaynaklar ve katki oranlar1 su
sekildedir: Biyoenerjide 8.6 GW, Hidroelektrik enerjisinde 35.1 GW, Rizgar
enerjisinde 51.2 GW ve katki pay1r en yiiksek 70.8 GW ile giines enerjisinde
saglanmustir [4].

Ulkemiz, cografi konumunun avantajiyla 6nemli bir giines enerjisi
potansiyeline sahip bulunmaktadir. Tiirkiye Giines Enerjisi Potansiyeli Atlasi (GEPA)
tarafindan yapilan degerlendirmelere gore, ortalama yillik toplam giineslenme siiresi
2741 saat olarak kaydedilmis ve ortalama yillik toplam 1s1n1m degeri ise 1527,46 kWh/

m?2 olarak hesaplanmustir (Url 1).

Giines enerjisi potansiyelinin bolgelere gore dagilimini inceledigimizde,
Tiirkiye'deki farkli bolgelerin yillik ortalama gilines 1smim siddetlerinin farklilik
gosterdigi gdzlemlenmektedir. Dogu Anadolu bdlgesinde 1365 kWh/ m?* Giineydogu
Anadolu Bolgesinde 1460 kWh/ m?, i¢ Anadolu Bélgesinde 1314 kWh/ m?, Ege
Bolgesinde 1304 kWh/m?, Akdeniz Bélgesinde 1390 kwWh/ m?, Marmara Bolgesinde
1168 kWh/ m? oldugu gozlemlenmektedir. En diisiik giines 1smim siddeti ise
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Karadeniz de olup giines 1smim siddeti 1120 kWh/ m?'dir. Bu siireleri dikkate
aldigimizda Giineydogu Anadolu Bolgesi yilda 3015 saat giineslenme siiresi ile en
yuksek bolgemiz oldugu goriilmektedir. Akdeniz Bdlgesinde 2956 saat, Ege
bolgesinde 2738 saat, i¢ Anadolu Bolgesinde 2628 saat giineslenme siiresi goriiliirken,
Dogu Anadolu Bolgesinde 2664 saat, Marmara Bolgesinde 2409 saat Karadeniz
Bolgesinde 1971 saat olarak saptanmistir. Tiirkiye, cografi konumu sayesinde giines

enerji potansiyeli bakimidan bir¢ok tilkeye gore avantajli bir konumda bulunmaktadir
(Url 2).

Gilineslenme siireleri bdlgesel farkliliklar gosterdigi  gibi, fotovoltaik
sistemlerin konumlarina gore de degismektedir. Dogru konumlandirilmis bir
fotovoltaik panelden, cevresel kosullar g6z Oniine almarak en yiiksek verim elde
edilebilir. Ayrica, fotovoltaik panellerin performansmni etkileyen faktorler arasinda
iklim kosullar1 da bulunmaktadir. Sicaklik, riizgar, nem gibi faktorlerin, panelin
performansini giines radyasyonuyla birlikte etkiledigi bilinmektedir. Fotovoltaik
sistemlerinden elde edilecek faydanin saglanabilmesi i¢in sistem en ylksek verime

ulasacak sekilde tasarlanmalidir.

Fotovoltaik hicreler giines radyasyonunu direkt elektrik enerjisine
doniistiirmesinin  sagladigi birgok avantajin oldugu goriilmektedir. Ancak, bu
avantajlarm yam sira iki onemli detay bulunmaktadir: Ilk olarak, elektrik enerjisi
Uretimindeki dontisimln verimliligindeki diistiklik; ikinci olarak da panellerin
iretmis oldugu elektrik enerjisi miktarmin hava kosullariyla birlikte degiskenlik

gOstermesidir.

Bu calismada Tirkiye’de belirli illerin farkli giinlerde degisen iklim
kosullarina bagl olarak firetilen elektrik miktarlari, glines enerjisi santrallerinden saha
caligmalar1 sonucunda yapilan Olgiimlerden elde edilmistir. Model olusturmak ve
alinan dl¢iimlerin dogrulugunu belirlemek amaciyla fotovoltaik panellerin iiretecegi
giicii sicaklik, nem, riizgar ve 1smim degeri gibi parametrelere bagli olarak tahmin
etmek iizere yapay zeka algoritmas: egitildi. iklim degiskenliginin giines enerjisinin
faydali ve verimli kullanimina etkisi, giines enerjisi santrallerinde saha ¢aligmalar1
sonucunda yapilan 6lgiimlerin verimini etkileyen faktorler ve tiretilen enerji verilerinin

yapay zeka ile modellenmesi konular1 ele alinmustir.



1.1. Tiirkiye’de Giines Enerjisinin Durumu

Giines, diinyamizin baslica enerji kaynaklarindan biridir. Bunun yani sira
birgok enerji tiirliniin kokenini olusturur. Giines enerjisi, 1sitma Ve elektrik tretimi gibi
cesitli amagclar i¢in kullanilmaktadir. Giines enerjisi, ¢evre dostu bir enerji kaynagi
olarak degerlendirilir ve fosil yakitlarin yerine gegebilecek dnemli bir alternatif sunar
[5]. Ulkemiz, jeopolitik konumu nedeniyle bircok Ulkeye gore giines enerjisi
potansiyeli bakimindan avantajli bir konumda bulunmaktadir. Diinya genelinde
giinesten saniyede yaklasik 170 milyon MW enerji aldigimiz bilinmektedir.
Tiirkiye'nin yillik enerji tiretiminin 100 milyon MW oldugu disiiniildiigiinde, bir
saniyede diinyaya gelen giines enerjisi miktari, Tiirkiye'nin yillik enerji Gretiminin tam
1700 katina denk gelmektedir [13]. Tiirkiye Giines Enerjisi Potansiyeli Atlasi
(GEPA)na gore, ortalama yillik toplam giineslenme siiresi 2741 saat olarak
belirlenmis, ayrica ortalama yillik toplam 1smim degeri ise 1527,46 kWh/m? olarak
hesaplanmistir (Url 3).
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Sekil 1.1. Tiirkiye’nin gilines enerjisi potansiyel atlasi (GEPA, Url 4)

Turkiye'de 2024 yili itibar1 ile giines enerjisinden elde edilen elektrik kurulu
gict 11.707 MW'dir. Bu gucun, kurulmus olan toplam gii¢ i¢indeki oran1 %8.35'tir.
Asagidaki grafiklerde, yillara gbre gilines enerjisi giiciindeki degisim ile toplam

elektrik kapasitesi icindeki oran gosterilmektedir (Url 5).
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Sekil 1.2. Tiirkiye’de yillara gore giines enerjisi kurulu giicii degisimi (GEPA)
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Sekil 1.3. Tiirkiye’de yillara gore giines enerjisinin toplam kurulu gii¢ i¢indeki orani

(GEPA)

Tirkiye'nin farkl bolgelerinde giines enerjisi potansiyeli analizi yapildiginda,

en yiuksek potansiyele sahip bdlgenin Giineydogu Anadolu oldugu belirlenmistir. Ege,

Akdeniz, Dogu Anadolu ve I¢ Anadolu bélgeleri sirasiyla bu potansiyelde

izlenmektedir. Karadeniz bolgesi ise gilines enerjisi bakimindan daha diisiikk bir

potansiyele sahiptir. Ulke genelinde giines enerjisi ve giineslenme siireleri {izerinden

yapilan incelemede, toplam giineslenme siiresinin ortalama olarak 1527 kWh/m?,

toplam giineslenme siiresinin ise ortalama olarak 2741 saat oldugu tespit edilmistir [6].



Cizelge 1.1. Bolgelere gore giines enerjisi potansiyeli (YEGM)

Toplam yillik giines Giineslenme siiresi yillik

Cografi bélge enerjisi (KWh/ m?) (saat)

Giliney Dogu Anadolu 1460 2993
Akdeniz 1390 1959

Dogu Anadolu 1365 2664

I¢ Anadolu 1314 2628

Ege 1304 2738
Marmara 1168 2409
Karadeniz 1120 1971

GEPA verilerinin analizine gore, Tiirkiye genelinde giines 1simnimi1 degerlerinin
en yiksek oldugu donemlerin genellikle Haziran ve Temmuz aylari oldugu

g6zlemlenmektedir. (Url 6).
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Sekil 1.4. Tiirkiye’deki giinlik global radyasyon degerleri (kWh/ M?)(GEPA)

GEPA verilerine baktigimizda Turkiye'deki giineslenme siirelerine ait grafik
incelendiginde, Haziran ve Temmuz aylarinda biitiin bolgelerde giin igerisinde saatlik
olarak daha yiiksek potansiyele sahip oldugu agik¢a goriilmektedir. Bu aylar,
giineslenme siireleri agisindan diger aylara kiyasla belirgin bir artis gdstermekte ve
Tiirkiye genelinde giines enerjisi potansiyelinin en yiiksek oldugu donemi

olusturmaktadir (Url 6).
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Sekil 1.5. Tirkiye Giineslenme Siireleri (Saat) (GEPA)

1.2. Fotovoltaik Sistemler

Giines enerjisinden yenilenebilir enerji kaynagi olarak yararlanmak ig¢in
fotovoltaik sistemlerin kullanildig1 goriilmektedir. Bu sistemler, giines enerjisini
elektrik enerjisine doniistiirme amaciyla tasarlanmis olup, diinya genelinde alternatif
enerji kaynaklari arasinda hizla popiilerlik kazanmaktadir. Giinesten gelen 15181
elektrige doniistliren fotovoltaik sistemler, yaygin olarak bilinen diger adiyla giines
pilleri olarak anilmaktadir. Fotovoltaik terimi, kdkenini Yunanca'dan alir; "photo"
kelimesi 151k anlamina gelirken, "voltaic" kelimesi de elektrik akimini gelistiren
makinayi tasarlayan Alessandra Volt'un isminden tiiretilerek voltaji ifade eder. Bu iki
kelimenin birlesiminden olusan "fotovoltaik" ifadesi genellikle FV olarak kisaltilarak

da kullanilmaktadir [7].
1.2.1. Fotovoltaik sistemlerde hiicre yapisi

Fotovoltaik (FV), fotovoltaik etki sergileyen yari iletkenleri kullanarak giines
1smimin1 dogru akim elektrigine doniistiirerek elektrik enerjisi tiretme yontemidir. FV
enerji liretiminde kullanilan giines panelleri ¢ok sayida hiicrelerden olusur. Bu hiicreler
mono kristalin silikon, silikon, polikristalin. amorf silikon, kadmiyum tellir ile bakir

indiyum selenit/stilfit malzemelerden olusur [8].

Giines pilleri, ylizeyleri genellikle dikdortgen, kare veya daire biciminde olan,
yaklasik 100 cm? alaninda ince tabakalardan olusur. Bu tabakalarin kalinlig1 genel

olarak 0.2 mm veya 0.4 mm seviyesindedir.

Giinesli bir giinde deniz seviyesinde giines 1smim siddeti 1000W/m?'dir. Bu,
gunes 1s1g1n1n bir metrekareye diisen enerji miktarini ifade eder. Bolgelere gore, yilda

her bir metrekareye diisen enerjinin miktar1 800 ile 2600 kilovatsaat (kWh)
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seviyesinde degisebilir. Bu deger, giines enerjisi potansiyelinin cografi konuma bagh

olarak farklilik gosterebilecegini gosterir.

FV sistemler, glinesten gelen enerjiyi pilin yapisina ve ¢esidine gore %5 ile
%30 arasindaki bir oranla enerjiye gevirebilirler. Cikis giliciinii artirmak i¢in, bir dizi
hicrenin paralel ve ya seri baglanmasi ile "solar modil" olusturulur; modiiller bir araya
getirilerek paneller ve paneller bir araya getirilerek "solar dizisi" elde edilir. Sekil
1.6'da gosterildigi gibi, cok sayida panelin entegrasyonuyla daha biiyiik yiizeyli diziler
elde edilebilir. Bu modiiller sadece dogrudan giinesten degil, ayn1 zamanda bulutlu
hava kosullarinda ve genis 1sinimm kosullarinda da bir miktar daha az gicte elektrik
uretebilirler [9].

Sekil 1.6. Fotovoltaik hiicre, modl, panel ve dizi [9]
1.2.2. Fotovoltaik sistemlerde hiicre cesitleri

FV hiicreler, farkli malzemeler ile 0Oretimi yapilabilmektedir. FV giines
pillerinin Gretim asamasinda en yaygin tercih edilen malzemenin silisyum oldugunu
goriyoruz. Silisyum, dogada oldukg¢a bol bulunan ve kumdan elde edilen yar1 iletken
bir maddedir. Kumun genis bulunabilirligi, silisyumun giines enerjisi teknolojilerinde
yaygin ve ekonomik bir secenek olmasini saglar. Bu durum, hammadde temini
konusunda herhangi bir sikint1 yasanmamasina katkida bulunur. Cesitli teknikler ve
farkli ilave maddeler kullanilarak birbirinden farkli FV moduller Gretilebilmektedir
[10].

1.2.2.1. Kristal yapih silisyum hiicreler

Silisyum elektriksel, yapisal ve sogurma 6zelliklerini koruyan yar1 iletken bir
madde olup, ayn1 zamanda kullanim agamasinda kararliligini siirdiirebilen bir yapiya

sahiptir. Bu 6zelliklere gore, silisyum materyali izerinde detayli ¢aligmalarin yapildigi
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ve Uretim teknolojisinin yenilenip gelistirildigi goriilmektedir. Farkli yontemlerle
Uretimi yapilan bu hiicrelerin, son zamanlarm poptler olan FV hicreleri arasinda yer
almaktadir [10-12].

1.2.2.2. ince filmden yapilan giines pilleri

Ince film teknolojisiyle iiretilen giines pilleri, kullamlan malzeme ve iscilik
maliyetlerini diiglirerek daha cazip bir enerji ¢oziimii sunmaktadir. Ayrica, teknolojinin daha
basit hale getirilmesi ve genis yiizeylerde yari iletken malzemeyi kullanabilmek igin
ince bir film kaplama gelistirilmistir. Bu sayede, daha biiyiik agiklikli hiicrelerin
iretimi daha ucuz maliyetle gergeklestirilebilmektedir. Ancak, ince film pillerin
%18'lere kadar c¢ikabilen verimlilik oranlarina sahip olmasma ragmen, en biiyiik
dezavantaji malzemenin kararhiligin1 koruyamamasindan kaynaklanmaktadir. Bu
sebeplerle, ince film pillerle ilgili yapilan yatirmmlar sinirli kalmistir. Bu piller igin
kullanilan ince filmden yapilan bu malzemeler arasinda kadmiyum tellir, amorf

silisyum ve bakir indiyum-diselenid bulunmaktadir [13,14].
1.2.2.3. Grup I11-V bilesik fotovoltaik hiicreleri

Grup -V bilesik FV hiicreleri, periyodik cetvelin {i¢iinci ve besinci
gruplarindaki elementlerin bir araya gelmesiyle meydana gelir. Elde edilen yeni
bilesik, yiiksek derecede sogurma yetenegine sahiptir. Bu hiicreler i¢in en iyi 6rnek,
genellikle galyum arsenitten (GaAs) iiretilen giines pilleridir. Bu pillerin verimliliginin
(%24) en ylksek olmas1 ve maliyetlerinin yiksek olmasindan dolay1 genellikle uzay

arastirmalarinda kullanilmaktadir [14].
1.2.2.4. Cok eklemli (tandem) fotovoltaik hiicreler

Farkli malzeme tiirleri, glinesten gelen 15181 farkh sekillerde sogurdugu i¢in,
giines 1smimindan en yliksek verimi elde etmek amaciyla farkli malzemeleri igeren
¢ok katmanli hiicreler olan "tandem" hiicreleri tiretilmistir [15]. Bu hiicrelerde en Ustte
yer alan tabakada bulunan malzeme, giines 151811 en iyi sekilde sogurmakta olan
kisimdir. Bu malzeme 15181 soguramadiginda, alt tabakada yer alan malzeme giines
1sinimini absorbe eder. Bu tlr hiicrelerde yapim asamasinda genellikle amorf silisyum,
galyum arsenit, galyum indiyum fosfat ve bakir indiyum diselenid gibi malzemeler
kullanilmaktadir [14].



1.2.2.5. Organik ve polimer fotovoltaik hiicreler

Inorganik FV hiicreler iiretim teknolojisi agisindan her ne kadar ilerlese de,
maliyet bakimidan hala yiksek seviyededir. Bu nedenle, bu tlr hucreler icin alternatif
olmas1 adina organik ve polimer hiicre {iretim teknikleri gelistirilmektedir. Ancak,
organik ve polimer hucrelerde verim %2,5 gibi oldukca disiik seviyelerde
kalgidigindan, henliz organik olamayan hicrelerle rekabet edebilecek seviyede
degillerdir. Bu olumsuzluklara ragmen, iiretim sirasinda az miktar toksik madde agiga
cikarmasi ve maliyetlerin diger malzemelere karsin diisiik olmasi gibi nedenlerle,

gelecekte kullanilmasi diisiiniilerek ¢aligmalar devam etmektedir [16].
1.2.3. Fotovoltaik sistem cesitleri
FV modiiller haricinde sistemde farkli bilesenler de vardir. Bu bilesenlerden;

Déniistiiriicii  olarak ~ bilinen  Invertdr, enerjiyi doniistiirmek igin
kullanilmaktadir. FV bir hiicre dogru akim {iretir ve enerjiyi kullanilabilir hale
getirmesi i¢in alternatif akima doniistiirtir. Bu doniistiiriiciiler sebekeye bagli bir sistem
ise 110V ve st yiksek gerilimli ve sebekeden bagimsiz ise 12V-48V araliginda

diisiik gerilimli olarak kullanilir.

Akiler, enerjinin depolanmasi i¢in kullanilir. Elektrik tiretiminde kullanilan
enerjinin artan kismi, tliketilmedigi durumlarda depolanarak muhafaza edilmelidir.
Giines 15181 bulundugu siirece, bu enerjiler akiilerde toplanarak depolanir. Herhangi bir
sistem kurmadan ©nce, gerekli hesaplamalarla ihtiyac duyulacak akii kapasitesi
belirlenmelidir. Ginimuzde FV sistemlerinde genellikle nikel kadmiyum ve kursun-
asit tipi akuler tercih edilmektedir [17].

Sarj Denetim Birimleri olarak bilinen bilesenler, hiicrelerin iirettigi elektrik
dogrudan akiiye geldiginde akiiniin zarar gdrmemesi icin koruyucu gorevi

iistlenmektedir. Diger bir ifadeyle akiiniin sarj ve desarj olmasini engellemis olur [17].

Diger Sistem Bilesenleri ise devrede kullanilan kablolama, topraklama, sigorta,

diyot gibi elemanlardir [17].
1.2.3.1. Off Grid (sebekeden bagimsiz) sistemler

Sebeke ulagiminin kisitl oldugu durumlarda, bu tip sistemler 6zellikle enerjiye
olan ihtiyaci karsilamak {izere tasarlanmistir. Bagimsiz ¢alisabilen bu sistemler, yeterli

sayida fotovoltaik modiil kullanildiginda enerji ihtiyacini karsilayacak kapasitede



olabilirler. Giines enerjisi, akiiler gibi depolama birimlerinde saklanabilir ve ihtiyag
aninda kullanilabilir. Ayrica, gece saatlerinde sebeke olmadan depolanan enerji,
kullanima uygun hale getirilebilir. Depolanan DC elektrik, AC'ye doniistiiriiliip sebeke
baglantistyla uyumlu hale getirildiginde kullanilabilir [17].
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Sekil 1.7. Sebekeden bagimsiz sistemler (Url 7)

Ancak, bazen sebekeye baglanmak i¢in yapilan maliyet, fotovoltaik sistemin
kurulum maliyetini asabilmektedir. Ilk yatirim maliyetinin ardindan bakim ve gideri
olmayacak olan bu sistemler, genelde kirsal bolgelerde tercih edilir. Sekil 1.7'de
goriildigii gibi, bu sistemlerde akuler kullanildigr icin depolama ihtiyaci

bulunmaktadir, bu da sistemlerin maliyetini artirmaktadir [17].

Sebekeden bagimsiz sistemler, fotovoltaik teknolojisinin en eski uygulamalar1
arasinda yer almaktadir. Bu sistemler, sebekeden bagimsiz olduklar i¢in yalnizca
belirli birimlerde elektrik ihtiyacimi karsilayabilen tek kaynak olarak bilinirler.
Genelde evlerin aydmlatilmasi, 1siklandirma, kara yolu, demiryolu, botlar, yaya
gecidi 1s1klar1 ve giinesi stirekli goren kiigiik konut gibi yerlerde kullanilmaktadirlar.
Akii destegi ile elektrik kesintisi durumunda uzak bolgelerde avantaj saglar. Ayrica,

ekonomik ve gevreci olarak da tanimlanir [18].
1.2.3.2. On Grid (sebekeye bagh) sistemler

Sebekeye bagli olan sistemler, giinesten elde edilen enerjinin depolama
birimine kaydedilmeden dogrudan sebekeye beslendigi ve anmda kullanildig:
sistemlerdir. Bu sistemler, iki yonlii bir sayag araciligiyla sebekeye baglanarak, o anda
tiretilen enerjinin sebekeye verildigi ve fazla elektrigin uygun tarifelerle satilabilmesi
icin gereken diizenlemelerin yapildig: sistemlerdir. Bu tiir sistemler, ilgili kanunlara

uygun oldugu siirece fazla iiretilen elektrigin satisina izin verilebilmektedir.

10



Sekil 1.8’de, sistemde akii kullanilmadigindan depolama igin ek maliyet
gerekmez. Yalnizca iiretilen DC akimmnin AC'ye doniistiiriiliip sebekeye uyumlu bir
hale getirilmesi yeterlidir. Dontigiim kayiplar1 ¢cok diistiktiir. Sebekeye bagl sistemde,

enerji yetersiz oldugunda sebeke devreye girer ve kesintisiz elektrik saglar [19].

Ayn1 zamanda, elektrik lireterek sebekeye satan biiyiik gii¢ liretim merkezleri
de mevcuttur. Bu tir gic Ureten merkezlerin kapasitesi genellikle 600-700 kW'lardan
baslayip daha ylksek megavat seviyelerine kadar ¢ikabilmektedir [20].
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Sekil 1.8. Sebekeye baglh sistemler (Url 8)
1.2.3.3. Hibrid sistemler

Hibrit sistem, iki veya daha fazla yenilenebilir/yenilenemez enerji kaynaginin
birlesimi olarak tanimlanmaktadir. Hibrit sistemin temel bilesenleri, enerji
kaynaklarin1 (AC/DC), AC/DC gii¢ elektronigi doniistiiriictilerini ve yiikleri igerir.
Farkli tipte DC-DC doniistiiriiciiler vardir, ancak en yaygm kullanilanlar disiiriicii,
yukseltici  ve dlstriicii-ylikseltici  dontistiirticiilerdir.  Hibrit sistemin  olas1
konfigiirasyonlart DC kuplajli, AC kuplajli ve Hibrit kuplajli sistemlerdir. Ornegin,
DC baglantili sistemler, DC kaynaklarimdan ve DC yiiklerinden olusur; buradaki ana
avantaj, DC mikro sebeke i¢in kullanilabilecek sistemi senkronize etmeye gerek
olmamasidir. AC baglantili sistemler ayrica AC mikro sebeke ve savunma
uygulamalar1 i¢in kullanilabilen gii¢ frekansli AC bagh sistem ve yliksek frekansli AC
bagl sistem olmak iizere iki tiire ayrilir. Gii¢ frekansli AC kuplajli sistemde hem
kaynaklarm hem de yiiklerin AC olmasi sistemin korunmasini kolaylastirirken, ytiksek
frekanslt AC kuplajli sistem farkli frekanslarda ¢alisan AC kaynaklardan ve yiiksek

frekansli yiiklerden olusur ve bu da sistemin yiiksek verimliligini saglar. Hibrit kuplajli
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sistemler hem AC hem de DC olabilen kaynak ve yiiklerden olusur, bu da en yiiksek

verimliligi saglar [21].

Hibrid sistemler igin dezavantajlardan en onemlisi, ruzgéar turbinleri veya
giines panellerinin maliyeti, tekil kullanima gore biraz daha yiiksektir. Ancak, bu fark
olduk¢a minimaldir, ¢iinkii kullanilmis olan bilesenler, Sekil 1.9'da yer aldig1 gibi
glines ve rizgar enerjisi sistemleri ile ayn1 temel bilesenlere sahiptir (pil, inverter,

kontrol ve giivenlik birimleri gibi).

‘t sy~ i ‘"I Bu sayede dretiien

Wind generator

Sodar (PV) Panels

e

Controller l
T Battery Bank

------ P .

@ ............ { Tmmmm””m

faverter ile 220 volta cevrilir

J

Sekil 1.9. Hibrit sistemler (Url 9)
1.3. Yapay Zeka

Yapay zeké alaninda ¢alismalar, 1943 yilinda McCulloch ve Pitts tarafindan
gerceklestirilmistir. Yapay zekd, zekd ve diisiinme temelli islemlerin bilgisayarlar
yardimi ile daha etkili sekilde gerceklestirilmesini ve bu basarili sonuglarin elde
edilerek gelistirilmekte olan bir bilim dahidir. Yapay zeka, diisiinerek, anlayarak,
yorumlayarak ve ogrenerek insan zekasina ait sirecleri, programlama yoluyla taklit

ederek problemlerin ¢dzlimiine uygulamasi olarak da ifade edilebilir [22].

Gunlimuz bilgisayarlari, yapay zeka ile yapilan ¢aligmalar1 kullanarak, olaylar
arasinda bag kurabilme yetenegi sayesinde karar verme Yyetenegine Sahiptir.
Matematiksel iligkilerin kurulamadig1 problemlerde, geleneksel bilgisayar sistemleri
zorlanirken, yapay zek& yontemleri sezgisel yaklagimlari sayesinde ¢ozimleme
yapabilmektedir. Bir problem i¢in gelistirilmis formiil veya algoritmalar genellikle
geleneksel bilgisayar sistemleriyle basa ¢ikabilir, ancak 6nemli olan, ¢éziimiiniin
bulunamadigi durumlarda yapay zek& yontemlerini kullanarak problemlerin ¢6zimd
hizlandirilmaktadir [23].
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Yapay zeka, bilgisayar veya bilgisayar tarafindan kontrol edilen bir makinenin,
insan benzeri davraniglar1 sergileyebilme yetenegini igeren akil yliriitme, anlam
cikartma, genelleme ve ge¢mis deneyimlerden Ogrenme gibi zihinsel gorevleri
bagarma yetenegidir [22]. Yapay zeka ile ilgili caligmalarin sayist hizla artmakta ve
cesitli sektorlerde yaygin olarak kullanilmaktadir. Yapay zekd uygulamalarinda
baslangigta belirli tekniklere odaklanilmigken, kullanim alanlar1 genisledikge farkli
yaklagimlar da gelistirilmektedir. Yapay zeka kavrami sadece tek bir teknolojiyi degil;
makine 6grenme, dogal dil isleme, veri madenciligi, sinir aglar1 ve ¢esitli algoritmalar
gibi bir dizi teknoloji ve yontemi ifade eden genel bir terimdir. Temel yapay zeka
teknikleri arasinda uzman sistemler, bulanik mantik, genetik algoritmalar, yapay sinir

aglar1 ve zeki etmenler 6n plana ¢ikmaktadir [24].

Makine Ogrenmesi, bilgisayarlarn gozlemledikleri ve gergekte olan
deneyimlerinden elde ettikleri verileri isleyerek zaman i¢inde 6grenmelerini, insanlar

gibi davranis gostermeleri ve devamli gelismelerini saglayan bir alandir [25].

Uzman sistemler, belirli bir alanda uzmanlagmis bireylerin bilgi ve
deneyimlerinin bilgisayar ortamina aktarilmasiyla olusturulan, bu birikimi kullanarak
sistem ic¢inde ortaya cikan sorunlara uzman bir kigsiye basvurmadan c¢oziimler
sunabilen bilgi tabanli sistemlerdir [26]. Uzman sistemler, insanlarla bilgisayarlarin
birlikte kararlar aldigi durumlarda teshis ve tavsiye niteliginde bilgiler sunar.
Olusturulan kapsamli bilgi tabanini kullanarak, uzman sistemler karar verme siirecinde

olusabilecek belirsizlikleri en aza indirmeye yardimci olur [27].

Bulanik Mantik, tanimlamada ortaya c¢ikan belirsizlikleri telafi etmek
maksadiyla matematiksel ifadeler yerine sozel ifadelerin kullanilmasma dayanan bir
metodolojidir. Gergek diinyadaki olaylar genellikle karmasik bir yapiya sahiptir.
Ornegin, hava sicakligindan bahsederken soguk, serin, 1lik, sicak, cok sicak gibi cesitli
ifadeler kullanilabilir. Bu durumlarm yazilim gelistirme asamasinda matematiksel
ifadelerle kesin bir sekilde tanimlanamaz. Inceleme yapilan bir konuda sayisal
verilerle tam olarak ifade edilememesi ve belirsizlik icermesi, bulaniklik kavramini
ortaya koymaktadir [28].

Genetik algoritmalar, evrimsel hesaplama teknigini temel alarak calisir. Bu
algoritmalarim mantig1, bir probleme ait mevcut ¢oziimler arasindan en iyisinin

secilmesi ve uygun olmayan verilerin elenmesi tizerine kuruludur [29].
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Zeki etmenler, siirekli degisen bir ¢evrede kosullarin degisimine es zamanl
olarak tepki gosteren, durumu algilama, diistinme ve verdigi karar1 eyleme doniistiirme
gorevlerini yerine getiren sistemlerdir. Zeki etmenler, mevcut davranis segenekleri
icinden ama¢ dogrultusunda en uygun olanini segerek kullaniciya tepki verme veya

kullaniciyla iletisim kurma yetenegine sahiptir [30].

Yapay sinir aglari, insan sinir sisteminden esinlenerek tasarlanmistir. Bu yapay
sinir hiicreleri, dis ¢gevreden gelen verileri toplar, aktivasyon fonksiyonlar1 kullanarak
ciktilar tiretir ve bu ¢iktilar1 diger hiicrelere ileterek agda yayar. Yapay sinir aglari,
veriler arasindaki gizli ve zor fark edilen iliskileri kesfetme kapasitesine sahiptir [31].
Yapay sinir aglari, ornek olaylar1 analiz edip genellemeler yaparak bilgi toplar.
Kargilasilan yeni bir ornekte, 6grenilen bilgileri kullanarak yeni sorunlar1 ¢ézme

konusunda karar verebilme yetenegine sahiptir [22].
Yapay Zeka teknolojisi kullanarak yapilabilecek ¢alismalarin ortak hedefleri,

> Insan beyni, zihinsel fonksiyonlarmi &grenme, analiz ve sentez yapma

sireclerinde izlemekte oldugu teknikleri arastirmak,
Yontemleri bilgisayarlarda uygulamak,
Programlar icin gerekli ara yiiz gelistirmek,

Geligmis sistemleri kullanarak genel bir bilgi sistemi olusturmak,

YV V VvV V

Yapay zeka destekli teknolojileri uyarlayarak zeki sistemleri gelistirmek gibi

siralanabilir [32].
1.3.1. Yapay sinir aglar

Yapay sinir aglar1 konusunda bilim adamlar1 tarafindan ¢ok sayida

tanimlamalar yapilmistir. Bu tanimlamalar:

Yapay Sinir Aglar1 (YSA), biyolojik sinir aglarmin yap1 ve igleyisinden ilham
alinarak olusturulmus olan modeldir. YSA, yapay néronlarin birbirine baglanmasiyla
olusan bir grup igerir ve bilgiyi islemek amaciyla baglantili yaklasim kullanir.
Genellikle, YSA, 6grenme sirasinda ag lizerinden gegen dahili veya harici bilgilere

bagli olarak yapilandirilabilen uyarlanabilir sistemdir [33].

YSA insan beyninin 6grenme yetenegini taklit edebilen bilgisayar sistemleri

olarak tasarlanmistir. Ogrenme siirecini gerceklestirebilmek igin bu yapay sinir aglari,
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ornek verilerle beslenmeye ihtiya¢ duyarlar. Yapay sinir aglari, baglantili islem
birimlerinden olusur ve her bir baglanti belirli bir agirlik degeri tasir. Agdaki bilgi, bu

agirhiklar araciligiyla agin her yerine yayilir.

YSA, geleneksel hesaplama yontemlerinden farkli yaklasim sunan bir
sistemdir. Eksik bilgiyle calisabilme, bulundugu yere uyum saglama, belirsizlik
durumlarinda karar verebilme ve hatalara karsi tolerans gosterme gibi 6zellikleriyle
birgok alanda basarili sonuglar elde edilmistir. YSA ile ¢oziilebilecek problemlerde,
ag yapisi veya parametrelerin se¢imi icin belirli bir standart yoktur ve ¢ogu zaman
problemler sadece sayisal ifadelerle gosterilir. Egitim siirecinin sonlandirilmasi veya
agin davraniglarinin agiklanamamasi gibi zorluklara ragmen, YSA'ya olan ilgi
yiiksektir. YSA'nin giiclii kullanildig1 alanlara 6rnek olarak veri sikistirma, oruntd

tanima, optimizasyon, sinyal filtreleme gibi alanlar gosterilebilir [34].

Yapay Sinir Aglari, mihendislik, matematik, tip, meteoroloji, ekonomi,
noroloji, psikoloji ve bir¢cok baska alanda uygulanmis ve hala uygulanmaktadir. Bu
alanlardaki 6nemli uygulamalardan bazilar1 sunlardir: elektromiyografi ve diger tibbi
isaretlerin analizi, askeri hedef belirleme, yolcu c¢antalarindaki patlayicilar1 tanima,
desen, ses ve konusmanin tanima, mineral arama tahminleri, elektriksel ve termal ytik
tahminleri, robotik ve adaptif kontroller, hava tahminleri, ticari amagh pazar

trendlerinin analizi gibi bir¢ok alanda basariyla kullanilmaktadir [35].
1.3.2. Yapay sinir aglarimin 6zellikleri

Yapay sinir aglari, bilimin bir¢ok alaninda yapilan ¢alismalara Onemli
katkilarda bulunmaktadir. Literatlire kazandirilan ¢alismalar incelendiginde, Yapay
sinir aglarmin pek cok alanda kullanilmakta olan bazi ortak 6zellikleri oldugu

gorilmektedir. Bu 6zellikler su sekilde siralanmustir:

Dogrusal Olmama, Yapay sinir aglarinin dogrusal veya dogrusal olmayan
problemleri ele alabilme yetenegini belirleyen aktivasyon fonksiyonu tercihi
sayesinde, etkili ¢dzlimlere ulasabilme olanagini saglar. Bu baglamda, tercih edilen

aktivasyon fonksiyonunun dogru se¢ilmesi 6nemlidir [36].

Ogrenme, Yapay sinir aglarmin insan beyninin grenme tarzindan esinlenerek
gelistirdigi bir siirectir. YSA'lar, kendilerine sunulan orneklerle 6grenme islemini

gerceklestirebilirler [31].
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Genelleme, ag yapis1 egitim esnasinda sayisal verileri eslestirip, gereksiz veya

kullanilmayan 6zellikleri ayirt ederek anlamli sonuglar ¢ikarabilme yetenegidir [37].

Uyarlanabilirlik, belirli bir problemi ¢ozmek i¢in egitilen Yapay Sinir
Aglariin, problemdeki degisimlere gore tekrar egitilebilme yetenegini ifade eder. Bu,
degisimler siirekli bir sekilde devam ediyorsa, YSA'nin ger¢ek zamanli kontrol gibi

alanlarda etkili bir sekilde kullanilabilmesini saglar [38].

Paralellik, yapay sinir aglar1 bir aradayken ¢ok sayida hiicre olusturmasi ve bu
hiicrelerin birlikte ¢alismasi anlamina gelir. Bilgisayar sistemleri, insan beynine
kiyasla daha hizli olmalarina ragmen, beyinin toplam hiz kapasitesi bilgisayarlarin
kapasitelerine oranla daha yiiksektir. Yapay Sinir Aglar1 da tiim sistemini ayn1 anda ve
hizli bir sekilde calistirabilme ozelligine sahiptir. Bu 6zellik, dogrusal olmayan

problemlerin etkili bir sekilde ¢6ziilmesine olanak tanir [39].

Eksik verilerle c¢alisabilme yetenegi, yapay sinir aglarmin geleneksel
sistemlerden farkli olarak eksik bilgilerle de basa cikabilme ve sonug iiretebilme
kabiliyetine sahip olmasini ifade eder. Modelin performansi, eksik olan bilgilerin ne

kadar etkili oldugu ile iliskilidir [40].

Hata Toleransi, yapay sinir aglarinin ¢ok sayida hiicrenin baglanmasiyla olusan
ve paralel bir ¢alisma sekline sahip olan yapisindan kaynaklanir. Aga giren bilgiler,
tim baglantilar {izerinde dagilarak islenir. Bu nedenle, Yapay Sinir Agmim egitimi
sirasinda bazi hiicrelerdeki eksiklik veya etkisizligi, yine de agm bilgi iiretebilme
yetenegini onemli 6l¢iide etkilememektedir. Bu 6zellik, klasik yontemlere kiyasla

hatalar1 daha yliksek oranda tolere ettigini soyleyebiliriz [41].

Uyum, yapay sinir aglari, degisken parametreler ve problemlere uygun
coziimler iiretebilmek i¢in her seferinde egitilebilir; bu egitimleri ger¢ek zamanlh

olarak yapilabilir [22].
1.3.3. Yapay sinir aglarinin siniflandirilmasi

Yapay sinir aglari, ¢esitli dlglitler dikkate alinarak siniflandirilabilir. Yapay
Sinir Aglar1 genellikle 6grenme yontemleri, katman sayilari, tipleri ve yapilarina gore
farkli siniflandirmalara tabi tutulabilir [31]. YSA’nin smiflandirilmast Sekil 1.10°da

gosterilmistir.
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Sekil 1.10. Yapay sinir aglarmin simniflandirilmasi [31]
1.3.3.1. Tleri beslemeli ag

Ileri beslemeli bir ag yapisinda, yapay sinir hiicreleri genellikle katmanlara
ayrilmistir. Giris katmanindaki nodronlar, yapay sinir hiicreleri tarafindan c¢ikis
katmanina dogru tek yonlii baglantilarla iletilir. Genel olarak bir katmandaki yapay
sinir hicreleri, bir 6nceki katmandaki yapay sinir hiicreleri tarafindan beslenmektedir
ve Sekil 1.11°de gosterilmistir. Yapay sinir hiicreleri, bir katmandan digerine baglanti
kurabilir, ancak aym katman iginde birbirleriyle baglant1 yapamazlar. Ileri besleme
yapabilen aglarda, Cok Katmanli Algilayict (MLP) ve Dogrusal Vektor Parcalama
(LVQ) aglar1 bu kisitlamaya 6rnek olarak gosterilebilir [22].

Sekil 1.11. fleri beslemeli sinir ag1 blok gdsterimi [29]
1.3.3.2. Geri beslemeli ag

Geri beslemeli aglarda, ara ve ¢ikis katmanlarindaki ¢iktinin, giris birimlerine
ya da onceki katmanlara geri dondiigii bir ag yapis1 olarak tanimlanir. Bu sayede, Sekil
1.12'de goriildigii tizere; girislerin hem ileriye dogru hem de geriye dogru
aktarilabilmektedir. Geri beslemeli aglar, dinamik hafizalariyla bilinir; bir katmandan
digerine yapilan ¢ikislar, o anki girigleri ve onceki girigleri yansitma yetenegine
sahiptir. Bu nedenle, genellikle geri beslemeli sinir aglari, tahmin odakl
uygulamalarda tercih edilir ve bu aglar, ¢esitli tiirdeki zaman serilerini basarili bir
sekilde tahmin etmek i¢in kullanilir. Hopfield, Elman, Jordan, Narmax gibi ¢esitli ag

tipleri, geri beslemeli aglara 6rnek olarak gosterilebilir [22].
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Sekil 1.12. Geri beslemeli sinir ag1 blok gdsterimi [29]
1.3.4. Tek katmanh sinir aglar

Bu aglar sadece girdi ve ¢ikt1 katmanlarindan olusur. Agda bir ya da daha fazla
girdi ve ¢ikt1 bulunabilir. Sekil 1.13'te tek katmanli yapay sinir aglarina ait model

gosterilmektedir. Girdiler, herhangi bir islem yapilmadan ¢ikt1 katmanina iletilir [42].

Esik girdisi=1

Lan
A
4 = ‘ |
Vv THKA ———
) 2
| -

Sekil 1.13. Tek katmanli yapa sinir ag1 modeli [23]
X:Giris degeri
W:Agirhk
o:Esik girdisi
C: Cikis degerini ifade eder.
Cikis degerlert,
C=X1.W1+X2.Wo+X3.W3a+....+Xn.Wnt0O
ile hesaplanur.

Tek katmanli yapay sinir ag1 yapisinda, ¢iktilar, girdilerin agirliklarla ¢arpilip
esik degeri ile toplandiktan sonra, aktivasyon fonksiyonuna tabi tutularak hesaplanir.
Ancak, tek katmanli yapay sinir aglari, dogrusal olmayan problemlerin ¢éziimiinde

yeterli olmayabilir [42].
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1.3.5. Cok katmanh sinir aglar

Tek katmanli Yapay sinir aglarinin ¢6zemedigi problemlere karsi gelistirilen
cok katmanli YSA, 1986'da Rumelhart ve arkadaslar1 tarafindan ortaya konmustur. Bu
model, yaygim olarak "hatay1 geri yayma" veya "backpropagation™ olarak bilinir. Cok
katmanli aglar, 6grenme siirecinde Delta Ogrenme Kural’in1 kullanir. Bu 6grenme
yontemi, agm iretmis oldugu sonug ile beklenen deger arasindaki hatayr en diisiik
seviyeye indirmeyi amacglar ve bu islemler hata geri yayilarak gerceklestirilir. Cok
katmanli aglar, 6gretmenli 6grenme prensibine dayandigi i¢cin baslangi¢ asamasinda
girdiler ve bu girdilere bagl olarak iiretilen ciktilar sisteme verilir. Calisan bu aglar
Delta Kurali'na gore, ileri ve geri hesaplama olmak iizere iki asamadan olusur. Ileri
hesaplama, agin ¢iktisim1 belirleme siirecini kapsarken, geri hesaplama ise agirliklar
ayarlama surecini ifade eder. Geriye hata hesaplama stireci, ileri dogru hesaplamalarin
ardindan gergeklestirilir. Bu nedenle bu aglara ayn1 zamanda ileri beslemeli aglar da
denir. Bu sistem cesitli teknik ve muhendislik problemlerin ¢oziimlerinde etkili bir
yontem olarak kabul edilir. Sekil 1.14'de goriildiigii gibi, ¢ok katmanli yapay sinir ag1
yapisinda, girdi katmanlar1 ile ¢ikt1 katmanlar1 arasinda bulunan ara katmanlar yer
almaktadir. Bu ara katmanlarin gorevi, girdi katmalarindan aldiklar1 bilgileri isleyerek
¢iktr katmanlarina iletmektir. Ayn1 zamanda bu ara katmanlar, gizli katmanlar olarak

da adlandirilir ve bu katmanlarin sayis1 degisebilir [23].

Cok Katmanli Ag Modelinin Yapisi

Ara
Katman
Girdi Cikt1
Katmani Katmani

Sekil 1.14. Cok katmanl yapay sinir ag1 modeli [30]
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1.3.6. Geriye yayihm algoritmasi

Bu model yapay sinir aglarinda yaygin olarak kullanilmakta olan bir 6grenme
algoritmasidir ve degiskenlerin giincellenmesi i¢in sik¢a tercih edilir. Bu algoritmanin
basarili bir sekilde kullanildig1 birgok uygulama arasinda ses tanima problemleri ve
dogrusal olmayan sistem problemleri bulunmaktadir. Algoritmanin ag i¢inde olusan
hatayr geri yonde azaltma yetenegi nedeniyle, bu algoritmaya geriye yayilim adi

verilmistir [43].
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2. LITERATUR ARASTIRMASI

Glinlimiizde yapilan arastirmalar, Yapay Sinir Aglari'nin (YSA) bir¢ok alanda
tahmin yapma amaciyla kullanildigin1 gostermektedir. YSA'nin gelecekteki potansiyel
kullanim alanlarindan biri de enerji sektoriidiir. Son birka¢ yilda yapilan ¢aligmalara
baktigimizda, YSA'nin enerji lretimi, tiiketimi ve bu faktorleri direkt etkileyen
unsurlarin tahmin edilmesinde etkili bir sekilde kullanilabilecegini ortaya koymustur.

Bu alanda yapilan bazi ¢aligmalardan 6rnekler asagida verilmistir.

Farkl bir iilkede, 6zellikle Adrar Colii'nde gergeklestirilen bir arastirmada,
sebekeye bagli bir fotovoltaik istasyonun performansinin meteorolojik degiskenler
tarafindan onemli Olciide etkilendigi belirtilmistir. Bu meteorolojik degiskenlerin
kullanilmasiyla, gii¢ liretimini tahmin etmek i¢in bilesenlerin analizi gelistirilmistir.
Tahmin modelleri, hesaplama siiresi, dogruluk ve cesitli istatistiksel gostergeler
acisindan degerlendirilmistir. Ozellikle 15mim ve hava sicakligmm, performans
degerlendirmesi ve liretim tahmini agisindan belirgin bir etkisi oldugu ifade edilmistir

[44].

Fotovoltaik enerji santralleri i¢in guic tahmini, FV giictiniin degisken 6zellikleri
nedeniyle geleneksel dogrusal veya zaman serisi modellerine dayali yontemlerden
farkli olarak, dalgacik ayristrma (WD) ve Yapay sinir aglarinin avantajlarini
birlestiren bir yontem gelistirilmistir. YSA'nin dogrusal olmayan iliskileri modelleme
yetenegi sayesinde, teorik glines 1sinim1 ve meteorolojik degiskenler, WD ve YSA
tabanli hibrit modelin girdileri olarak se¢ilmistir. Calismada, WD ve YSA kullanarak
FV enerji santrallerinin gii¢ ¢ikisini tahmin etmek i¢in bir yontem Onerilmistir. FV
cikis serisinin periyodik ve duragan olmayan 6zellikleri nedeniyle, santral ¢ikisinin
cok Olgekli ayristirilmasi amaciyla dalgacik analizi teknigi kullanilmistir. YSA
araciligiyla farkli sinyal katmanlarinda tahmin modelleri olusturulmus ve FV

santralinin gii¢ ¢ikig1 tahmin edilmistir [45].

Bir diger arastirmada, FV panellerin alt1 farkli agiyla yerlestirildigi bir
kurulumdan elde edilen gili¢ degerlerini tahmin etmek icin pargacik siirii
optimizasyonu (PSO), geri yayilimli yapay sinir ag1 (GY) ve klonal se¢im algoritmast
(KSA) gibi yontemler gelistirilmistir. U¢ modelin dogrulama sonuglar1 incelendiginde,
PSO algoritmasinin diger yontemlere gore daha basarili sonuglar verdigi belirlenmistir
[46]. Harran Universitesi Gapyenev merkezindeki meteorolojik veriler kullanilarak,

kayip giines 151n1m1 degerlerinin ¢esitli veri madenciligi teknikleriyle tahmin edilmesi
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amaclanmistir. Yapay sinir ag1 modelleri ve diger veri madenciligi yaklasimlariyla
elde edilen tahmin sonuglari karsilastirildiginda, eksik verilerin en dogru sekilde
tahmin edilmesinde 'En Yakin Komsu YOntemi'nin en yiiksek basariyr sagladigi

goriilmiistiir [47].

Yapay sinir aglar1 disinda, ¢esitli yapay zeka tekniklerinin de tahminleme
problemlerini ¢dzmek icin kullanmis oldugu ¢alismalar da vardir. Bu tekniklerden biri
icin yapilan arastirmada, Li ile arkadaslari, kisa slreli giines isiniminin tahmin
algoritmalarini, Avustralya Meteoroloji Biirosu'ndan elde ettikleri verileri kullanarak,
Makine Ogrenme metodolojileri, Gizli Markov Modeli ve SVM regresyonunu temel
alan bir tahmin platformu gelistirmislerdir. Deney sonuglarina gore, makine 6grenme
temelli tahmin algoritmalarinin, farkli hava kosullarinda gelecek 5-30 dakika iginde

glines 1sintmini basarili bir sekilde tahmin edebildigini ortaya koymuslardir [48].

Gergek bir santral iizerinde yapilan bir ¢alismada, FV santralde Uretilen
enerjinin tahmin edilmesi i¢in bir yapay sinir ag1 Onerilmistir. Bu Oneri, giris veri
setlerine dayali hassasiyet, yontemin dogrulugu, egitim veri setlerinin ve hata
tanimlarinin fonksiyonlarini kapsayan ayrintili bir inceleme igermektedir. Santralde
gerceklestirilen deneysel ¢alismalar dogrultusunda yapilan analiz, 48 saatlik hava
tahminlerine dayanarak ertesi giiniin tiim giin 15181 saatleri i¢in saatlik enerji tahminini
ele almaktadir. Bu yaklasim, akilli sebeke uygulamalarmnin talep ettigi ongdriisel
ozellikler dikkate alindiginda, yenilenebilir enerji kaynaklarinin planlanmasinda,
Ozellikle depolama sistemlerinin boyutlandirilmas1 ve FV ¢ikis giiciiniin 24 saat
oncesinden Yapay Sinir Ag1 tahminlerinin analizi agisindan 6nemli bir rol

oynamaktadir [49].

Coskun ve arkadaslar1 calismalarinda, yapay sinir aglar1 yontemi kullanilarak
bir FV panelin ylizey sicakligimin tahmin edilmesini amaglamislardir. Deneysel olarak
elde edilen FV verileri kullanilarak YSA'nin  modelleme dogrulugu
degerlendirmislerdir. Yapay sinir aglarini egitmek i¢in dis sicaklik, giines radyasyonu
ve riizgar hiz1 degerleri girdi olarak kullanilmiglar ve ¢ikis olarak FV panel yizey
sicaklig1 belirlemiglerdir. Yapay sinir aglari, FV panel yiizey sicakligmin tahmininde
kullanmiglardir. Levenberg-Marquardt (LM) algoritmalar1 kullanilarak ileri besleme
tipi yapay sinir aglar1 egitmislerdir. Ayrica, iki farkli geri yayilim (backpropagation)
ag tipi YSA algoritmas: da kullanmiglar ve bu algoritmalarin performanslar1 LM

algoritmasinin tahmini ile karsilastirmislardir. En iyi tahmini LM algoritmasi verdigini
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gormiigler ve ylizey sicakligit tespitinde yapay sinir agmm etkili oldugunu

gostermislerdir [50].

Bu calismada, FV gii¢ iiretimini tahmin etmek amaciyla, FV sahasinin
kiimelenme iglemi, temsili FV sahalarinin secimi ve geleneksel bulanik modelin
gelistirilmesi siirecini iceren bulanik model dnerilmektedir. Tk adimda, eksik verilerin
tamamlanmasinda K-en yakin komsu (KNN) algoritmasi kullanilmaktadir. Ardindan,
FV sahalar, iki farkli kiimeleme algoritmasiyla gruplanmaktadir. Her kiime i¢in, tek
bir FV sahasmin gii¢ iiretimi ile ayni1 kiimedeki diger tiim sahalarmn toplam iiretimi
arasindaki iliski incelenir ve temsili FV sahalar1 belirlenir. Son olarak, FV gii¢
iiretimini tahmin etmek i¢in gelistirilmis bulanik bir model uygulanir. Bu ¢alismada,
tahmin dogrulama ve karsilastrma amaciyla Tayvan'daki gercek FV sahalarmmdan
alinan veriler kullanilmistir. Sayisal sonuglar, 6nerilen modelin, FV sahalarindan elde
edilen sinirh verilerle yaklasik %7'lik bir tahmin hatast sagladigin1 ve yiiksek
verimlilik ile uygulanabilirlik gosterdigini ortaya koymaktadir [51].

Bu makalede, FV giig iiretimini tahmin etmek amaciyla YSA ve ANFIS tabanh
bir tahmin modeli Onerilmistir. Gelistirilen model, ge¢cmis verilere dayali olarak
egitilmis ve FV gii¢ liretim istasyonunun veri seti kullanilarak sonuglar dogrulanip
karsilagtirilmigtir. Sistem performansmi degerlendirmek i¢in, MATLAB ortaminda

onerilen modelin similasyonuna yonelik bir model gelistirilmistir [52].

Bu arastirmada, FV gii¢ iiretimini tahmin etmek amaciyla ¢ok katmanli
algilayict (MLP) ve uyarlanabilir ag tabanli bulanik ¢ikarim sistemi (ANFIS)
modelleri kullanilmistir. Gelistirilen tahmin modeli, Ekim 2011 ile Subat 2022
arasmdaki gegmis verilere dayanarak egitilmistir. Onerilen modelin ¢iktilari, dogruluk
acisindan kontrol edilip, FV gii¢ liretim istasyonundan aliman veri kiimesi ile
karsilastirilmistir. Modelin giivenilirligini degerlendirmek icin ii¢ farkli hata dl¢ctimii
(ortalama kare hatasi, kok-ortalama-kare hatasi ve Pearson korelasyon katsayisi)
kullanilmistir. Sonuglar, dnerilen yontemlerin, en yeni ve gelismis modellerden daha
iyi performans sergiledigini gostermektedir. MLP ve ANFIS modelleri, daha az tahmin
hatast (MSE =1,1116 x 10® ve MSE = 1,3521 x 107®) ile en yiiksek performans1 (R =
%100) elde etmistir. Ayrica, bu ¢alisma, onceki toplanilan FV gucu Uretimine ait

veriler kullanilarak gelecekte FV gii¢ tiretimi degerlerini tahminde bulunmaktadir [53].

Bu makale, Vietnam’in Thua Thien Hue Eyaleti'nde yer alan Phong Dien giines

enerjisi santralinin (48 MWp - 35 MWAC) kisa siireli iiretilen kapasitesinin
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meteorolojik parametrelerle tahmin etmek i¢in tekrarlayan sinir ag1 modellerinden
Uzun Kisa Siireli Bellek (LSTM) ag1 kullanilmaktadir. Yazarlar, santralin kosullarina
uygun ve veri toplama siireclerine dayali olarak modelin en verimli yapisini belirlemek
amaciyla cesitli deneyler gerceklestirmistir. Bu model, ticari tedarikgilerden alinan
meteorolojik tahmin verilerini kullanarak, santralin ¢ikis giiciinii tahmin etmek igin
gelistirilmistir. Elde edilen sonuglar dogrultusunda, yorumlar yapilmig ve ileriye

doniik arastirmalar i¢in 6nerilerde bulunulmustur [54].

Bu makalede, yenilenebilir enerjinin ekonomik olarak uygulanabilirlik
derecesini artirmak igin, gii¢ sistemlerindeki kesintileri (6zellikle riizgar ve giines
enerjisi kesintilerini - WSPC'ler) dogru bir sekilde tahmin etmek amaciyla yapay zeka
tabanli modeller onerilmektedir. Gii¢ sistemindeki kesintiler, yenilenebilir enerjinin
etkin kullanimimi engelledigi i¢in, bu kesintilerin tahmin edilmesi biiylik 6nem
tagimaktadir. Calismada, farkli makine 6grenimi (ML) yontemleri kullanilarak bir
tahmin metodolojisi gelistirilmis ve bu metodoloji hem tutma (HO) hem de capraz
dogrulama (CV) yaklasimlarma dayali olarak degerlendirilmistir. Ele alinan makine
O0grenimi yoOntemleri arasinda regresyon agaclari (RT), gradyan artirma agaglari
(GBT), rastgele orman (RF), ileri beslemeli yapay sinir aglar1 (ANN), uzun kisa sureli
bellek (LSTM) ve destek vektor makineleri (SVR) bulunmaktadir. Tahmin modelleri,
yiik talepleri, termik santrallerin ¢ikis giicli, niikleer tiniteler, glines giftlikleri, riizgar
turbinleri, biyokutle/jeotermal Uniteler, biylk hidro Uniteler, enerji ithalat1 ve WSPC
olmak tizere sekiz farkli girdi Ozelligine dayali olarak egitilmistir. Modeller,
Kaliforniya Bagimsiz Sistem Operatori'niin (ISO) saatlik verilerine dayanarak
dogrulanmis ve her model icin Bayesian optimizasyonu kullanilarak optimum
hiperparametreler seg¢ilmistir. Sonuglar, rastgele orman (RF) modelinin, Onerilen
capraz dogrulama yaklasimiyla en diisiik tahmin hatalariyla ve dolayisiyla en yiiksek
performansla sonuglandigmi gostermektedir. Elde edilen bulgular, WSPC'lerin
tahmininde Onerilen yapay zeka tabanli modellerin etkinligini ortaya koymaktadir
[55].

Bu calisma, iran’m Meshed kentinde yer alan elektrik tiiketim miktarmnmn
makine 6grenme yontemleri kullanarak analiz etmeyi ve vatandaslarin yenilenebilir
enerji tretimine yonelik istekliligini artrmak i¢in dinamik stratejileri gelistirmeyi
amaglamaktadir. Arastirmanin temel yeniligi, bir Karar Destek Sistemi (KDS)

olusturmak amaciyla Yapay Sinir Ag1 ve istatistiksel analizlerin eszamanli olarak
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uygulanmasidir. Ayrica, glines enerjisi potansiyeli, Meshed’deki vaka ¢aligmasinda bir
yil boyunca FV sistem simiilasyon araciyla degerlendirilmistir. Motivasyon stratejileri
ve daha ileri TP uygulamalar1 i¢in Klasik Delphi (CD) yontemi de uygulanmistir. Bu
yontemle, 45 uzman tarafindan Onerilen motivasyon stratejileri, sirali uzman
toplantilarinda onceliklendirilmistir. Arastirmanin sonuglari, YSA modelinin yaz ve
kis aylarinda elektrik enerjisi tiikketimini %99 dogrulukla basarili bir sekilde tahmin
edebildigini ortaya koymaktadir. Ayrica, FV sistemindeki gilines enerjisi
hesaplamalarina dayanarak, en sicak ve soguk aylarda elektrik enerjisi tikketimindeki
zirveler kontrol edilebilir. Son olarak, uzmanlar ve vatandaslar arasindaki goriislerin
birlesimi, kisa, orta ve uzun vadeli planlama ufuklarinda giines enerjisi iiretimi i¢in
ana motivasyon stratejilerini belirlemistir. Bu stratejiler arasinda A4 (gilines enerjisi
iiretiminin optimizasyonu ile maliyet faydalarmin vatandaslarla paylasilmasi), B2
(6zellikle yogun donemlerde giines enerjisi iiretimi icin elektrik maliyetlerinin
diistiriilmesi) ve C1 (gilines enerjisi iretimine uygun kentsel faaliyetlerde para

harcamak yerine kredilerle enerji parasi yaratilmasi) 6n plana ¢ikmaktadir [56].

Degisken enerji kaynaklar1 (VER) arasinda giines enerjisinin yayginlagmasiyla
birlikte, giines FV enerji Uretimi blyuk 6lgekli enerji endustrilerinde hizla artmaktadir.
Ancak, FV sistemlerinin gii¢ ¢ikisi, hava durumu kosullarina biiyiik 6l¢tide baghdir ve
bu nedenle gii¢ ¢ikisindaki ani degisimler, giic sisteminin isletme maliyetlerini
artrrabilir. Ayrica, bu tiir enerji kaynaklarinin sebekeye entegrasyonu, sabit bir ¢ikt1
garanti edilememesi nedeniyle Ongoriilemezlik nedeniyle onemli bir engel teskil
etmektedir. Bu durum, sebeke planlamasini ve genel dengelenmeyi son derece zor hale
getirdigi ig¢in enerji kuruluglari, FV giiciniin kullanimina kars1 temkinli
yaklagsmaktadir. Giines enerjisinin sebekeye verimli bir sekilde entegrasyonu igin,
yakin gelecekteki FV enerji liretimini daha dogru bir sekilde tahmin edebilecek
giivenilir bir algoritmanin gelistirilmesi biiyiik 6nem tasimaktadir. Bu makale, giines
radyasyonu ve sicaklik verilerini iceren FV sistemlerinin bir saatlik gili¢ ¢ikis
tahminini, dalgacik doniisimii (WT) ve yapay zeka (AI) tekniklerinin bir
kombinasyonunu kullanarak sunmaktadir. Onerilen yontemde, WT, FV glic zaman
serisi verilerindeki duzensizlikleri daha etkili bir sekilde ele almak i¢in uygulanirken,
Al teknikleri, dogrusal olmayan FV dalgalanmalarini daha iyi bir sekilde
yakalamaktadir [57].
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3. MATERYAL VE YONTEM

Calisma, Yyapay zek& algoritmalar1 kullanilarak bilgisayar {izerinden
gerceklestirilmistir. Derin 6grenme ve istatistiksel analiz i¢in gerekli olan materyaller,
kullanilan uygulamalar ve yazilim kiitiiphanelerinde mevcuttur. Bu materyaller,
yaygm kullanimlari, ¢esitli 6rnek uygulamalar1 ve kolay erisim imkanlar1 nedeniyle

tercih edilmistir.

Python, 1990 yilinda Guido van Rossum tarafindan tasarlanarak gelistirilen,
nesne yonelimli, modiiler yapida ve etkilesimli bir yiliksek seviyeli programlama

dilidir. Gelistirilmesi Python Yazilim Vakfi tarafindan siirdiiriilmektedir.

Bu dilin modiiler yapisi, ¢esitli veri alanlarina rahat bir sekilde entegre olmasini
saglar. Donat'm ifadesine gore, Python'un esnekligi sayesinde hemen her tiirlii

platformda sorunsuz bir sekilde ¢alisabilir [58].

Numpy (Numerical Python), bilimsel hesaplamalarin yapilmasina ve yuksek
seviyeli matematiksel fonksiyonlarin daha az kod yazimi ile olusturulmasina yardimci
olmak amaciyla Python tarafindan desteklenen bir agik kaynak kiitiiphanedir. Bu
kiitliphane, arastirmacilar ve bilim insanlar1 tarafindan siklikla tercih edilen, ¢ok

boyutlu dizilerin ve matrislerin hizli bir sekilde olusturulmasini saglayan bir aragtir.

Bu Python Kuituphanesi, veri gorsellestirmesi (Data visualization) amaciyla
kullanilmakta olan agik bir kaynak aractir. Iki ya da ti¢ boyutlu grafik gizimlerinde
kullanigsh olmakla beraber ve Numpy Kutiphanesi ile de uyumlu galisabilmektedir.
Ayni1 zamanda cesitli grafik tiirlerini destekler, bu grafik tiirleri arasinda ¢izgi
grafikleri, siitun grafikleri, daire grafikleri, goriintii isleme ve daha bir¢cok segenek

bulunmaktadir.

Bu kiitiiphane, Python dilinde yazilmis ve veri analizi ile manipiilasyon i¢in
kullanilan bir agik kaynak aragtir. Proje icerisine veri aktarimini kolaylastirmak iizere
tasarlanmig olup, csv, txt, xls gibi ¢esitli formatlar1 destekler. "Dataframe" ve "Series"
tiirleriyle calisir. Ozellikle makine 6grenimi uygulamalarinda sikga kullamlan
"Dataframe" yapilari, iliskisel veri tabani sistemlerindeki tablolar1 andirir. Pandas,
"Dataframe" yapilar1 lizerinde cesitli veri islemleri gergeklestirmek icin kullanilir;
ornegin, siitun veya satir ekleme/silme, tablolar1 birlestirme, ayirma gibi islemler bu

kiitiiphane araciligryla kolaylikla gergeklestirilebilir.
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3.1. Veri Setleri

Bu caligmada Tiirkiye’de belirlenen illerin son 10 yillik meteoroloji verileri ile
saha calismalar1 sonucu elde edilen ginlik Uretilen elektrik miktarlar1 veri setleri
kullanilmistir. Bu veri setlerinde giinlik meteorolojik veriler ile giinliikk iiretilen
elektrik miktarlar1 eslestirilmistir. Eslesen degerler model egitmek i¢in kullanilmistir.

Eslesen veriler asagida belirtilmistir.

Malatya ilinin son 10 yilina ait 3941 meteorolojik veri ile 14.08.2020
tarihinden itibaren iiretime baslamis IOTA M. Firinci GES e ait elde edilen veriler

eslestirilmis ve 3487 adet veri elde edilmistir.

Elazig ilinin son 10 yilina ait 3951 meteorolojik verileri ile 20.10.2016
tarihinden itibaren {iretime baslamis Solentegre GES’e ait elde edilen veriler

eslestirilmis ve 3571 adet veri elde edilmistir.

Van ilinin son 10 yilina ait 3943 meteorolojik verileri ile 30.10.2020 tarihinden
itibaren iiretime baslamis Giin Giines Van Arisu GES’e ait, 21.09.2018 tarihinden
itibaren tiretime baslamis Omicron Engil GES ile Omicron Ercis GES ait elde edilen
veriler ve 27.07.2019 tarihinden itibaren iiretime baslams PSI Engil 207 GES’e ait

elde edilen veriler eslestirilmis ve 3559 adet veri elde edilmistir.

Mardin ilinin son 10 yilina ait 3946 meteorolojik verileri ile 07.11.2019
tarihinden itibaren iiretime baslamis Ra Giines Mardin GES e ait elde edilen veriler

eslestirilmis ve 3573 adet veri elde edilmistir.

Sirnak ilinin son 10 yilina ait 3706 meteorolojik verileri ile 01.01.2020
tarihinden itibaren tiretime baslamis Silopi GES e ait elde edilen veriler eslestirilmis

ve 3301 adet veri elde edilmistir.

Antalya ilinin son 10 yilina ait 3929 meteorolojik verileri ile 02.10.2020
tarihinden itibaren iiretime baslamis Serra GES e ait elde edilen veriler eslestirilmis ve

3215 adet veri elde edilmistir.

Mugla ilinin son 10 yilmma ait 3956 meteorolojik verileri ile 24.03.2017
tarihinden itibaren Uretime baslamis Ozmen-1 GES e ait elde edilen veriler

eslestirilmis ve 3110 adet veri elde edilmistir.
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Denizli ilinin son 10 yilina ait 3956 meteorolojik verileri 21.04.2016 tarihinden
itibaren tiretime baslamis Renoe GES e ait elde edilen veriler eslestirilmis ve 3254 adet

veri elde edilmistir.
3.2. Modelin Segilmesi ve Degerlendirme

Makine 6grenimi prosediirleri, verilerden O0grenme saglayarak modeller
olusturur (fit) ve bu modellerle tahminler yapar. Ancak, her veri i¢in tek bir evrensel
model bulunmamakta ve veri 6zelliklerine bagh olarak farkli makine &grenmesi
teknikleri birbirlerine {istiinliik saglayabilmektedir. Bu nedenle, tipik bir veri
analizinde kritik bir adim, bir dizi aday modeli degerlendirmek ve ardindan en uygun
olanin1 se¢mektir [59]. Kisacasi, model se¢imi, bir egitim veri kiimesi igin gesitli aday
makine Ogrenimi modelleri arasindan en uygun olanmni belirleme siirecidir. Bu
asamada, farkli modellerin performansi degerlendirilir ve en etkili sonuglar1 saglayan

model segilir. Ardindan, segilen model test edilir ve uygulanir [60].

Bu ¢aligmada tiretilecek olan giiciin tahmin edilmesi i¢in regresyon analizinden
faydalanilmistir. Bu tahmin igin gerekli olan iklimsel veriler (sicaklik, riizgar, nem,
radyasyon degeri, giineslenme siddeti) Meteoroloji Genel Midiirliigii’nden alinmustir.
Uretilen elektrik miktar1 ise Enerji Piyasalar1 Isletme Anonim Sirketi’nden alinmustir.
Iklimsel verilerin iiretilen giice olan etkisini incelemek igin regresyon algoritmalar
kullanilmistir. Makine 6grenmesi algoritmalari, haritalama fonksiyonunun formuyla
ilgili giiglii varsayimlarina bagli olarak dogrusal ve dogrusal olmayan olmak tizere iki
ana kategoriye ayrilabilir. Dogrusal yontemler, 6zelliklerin nihai sonucu yalnizca
dogrusal bir model araciligiyla etkiledigini varsayar. Diger taraftan, dogrusal olmayan
yontemler daha genel bir perspektife sahiptir ve performanslart model varsayimina
daha az bagimhdir [61]. Bu kisimda, ¢alisma sirasinda kullanilan makine 6grenimi
regresyon algoritmalar1 (6 adet dogrusal ve 6 adet dogrusal olmayan) ile performans

metrikleri kisaca ag¢iklanmustir.
3.2.1. Dogrusal regresyon algoritmalar
3.2.1.1. Coklu dogrusal regresyon (Multiple Linear Regression - MLR)

Coklu dogrusal regresyon modeli, n gdézlem birimine sahip birden fazla
ongoriicti degiskeni ve tek ¢ikt1 degiskenini igeren veriler igin basit dogrusal regresyon
modelinin genisletilmis bir versiyonu olarak agiklanir. Bu model, xil, xi2,...xip-1

ongoriicti degiskenleri ile birlikte ¢ikt1 degiskeni yi'yi (i=1,2,...,n) igerir [62].
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3.2.1.2. Temel bilesen regresyonu (Principal Component Regression - PCR)

Temel Bilesen Regresyonu, yaygin bir boyut azaltma teknigi olup coklu
baglant1 problemlerini ¢6zmek amaciyla kullanilmaktadir. Bu teknik, bagimsiz
degiskenler arasindaki dogrusal iligkileri azaltmak icin bagimsiz degiskenlerin
dogrusal kombinasyonlarini olusturarak degisken sayisini azaltir. Temel bilesen
regresyonu, yanli bir regresyon teknigi olup, bagimli degiskeni dogrudan bagimsiz
degiskenlere regresyonlamak yerine, bagimsiz degiskenleri temel bilesenlere

indirgeyerek regresyon modeli olusturma fikrine dayanir [63].

3.2.1.3. Kismi en kiiciik kareler regresyon (Partial Least Squares Regression -

PLSR)

1960'larda Herman Wold tarafindan bir ekonometri teknigi olarak
gelistirilmistir [64]. Kismi en kiiciik kareler regresyonu, ¢cok sayida faktoriin ve yiiksek
diizeyde ¢oklu baglantinin bulundugu durumlarda, yanitlar1 tahmin etmeye odaklanan
bir yontemdir. Bu yontem, degiskenler arasindaki temel iliskiyi anlamak yerine,
yanitlarin tahmin edilmesine odaklanarak model olusturur. Amag, regresyon
problemindeki coklu baglant1 sorununu azaltirken, tahmin i¢in yararli olan bagimsiz

degiskenlerdeki bilgileri yakalayan bilesenler olusturmaktir [65].
3.2.1.4. Ridge regresyon (RR)

Ridge regresyon yontemi, ¢oklu baglanti problemlerini ele almak igin en
yaygm yontemlerden biridir ve 6zellikle 6rneklem boyutu kii¢iik oldugunda diger
yaklasimlardan daha iyi performans gosterir [66-67]. Onceki iki teknik olan PCR ve
PLCR, c¢oklu baglant1 problemini asmak i¢in var olan bagimsiz degiskenlerin
kombinasyonlarindan olusan daha az sayida degisken seti ile tahmin modeli
olusturmay1 amaglayan bir prensibe dayaniyordu. Ancak ridge, lasso regresyonu ve
elasticNet, cezalandirma prensibine dayanmaktadir. Bu modeller, genellikle kiiciiltme

veya daraltma modelleri olarak adlandirilir [68].
3.2.1.5. Lasso regresyonu (LR)

Yiksek boyutlu verilerin regresyonu icin uygun bir yontem olan Ridge
Regresyonu (RR), nihai modeldeki tiim bagimsiz degiskenleri icermektedir. Buna
karsin, Lasso regresyonu en az onemli 6zelliklerin agirliklarin1 tamamen ortadan

kaldirma egilimindedir, yani onlar1 sifira ayarlama. Baska bir deyisle, Lasso
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regresyonu ayni zamanda oOzellik secimi yapmaktadir. Bu nedenle Lasso, asiri

Ogrenmeyi Onleyen yorumlanabilir modeller vermektedir [69].
3.2.1.6. ElasticNet

Ridge ve Lasso regresyonu arasinda bir koprii saglayan bir yaklasim olan
ElasticNet, katsayilarin ve her iki algoritmanin diizenlilestirme normu ile egitilmesine

dayanir [70]. Biiylik baliklar1 kagirmayan bir ag gibi davranarak bu ad1 almistir [ 71].
3.2.2. Dogrusal olamayan regresyon algoritmalar
3.2.2.1. K-en yakin komsu (K Nearest Neighbors - KNN)

Egitim setindeki en yakin k 6rnegi kullanarak tahminlerde bulunur [72]. KNN
algoritmasi, smiflandirma ve regresyon icin parametrik olmayan bir yaklagimi temsil
eder [73]. KNN algoritmasi, tek bir hiperparametreye, yani k degerine baghdir. Bu
deger cok diistikse asir1 uyarlanma (overfitting) riski olusturabilirken, ¢ok yiiksekse
yetersiz uyum (underfitting) durumu meydana gelebilir. Ayrica, KNN algoritmasinin
dezavantajlarindan biri, veri miktar1 arttikca mesafe hesaplama islemlerinden

kaynaklanan islem yiikiiniin artma egilimindedir [74].
3.2.2.2. Cok katmanh algilayic1 (Multilayer Perceptron - MLP)

MLP'ler, evrensel tahminciler olarak islev géren sinir ag1 modelleridir; yani,
herhangi bir siirekli fonksiyona yaklasabilirler [75]. ileri beslemeli algoritmalara ait
olan ¢ok katmanli algilayicilar, giris ve ¢ikis katmanlarma ek olarak bir veya birden
fazla gizli katman igeren yapilar1 temsil ederler. Bu gizli katmanlar, bilgileri giristen

baslayarak ¢ikisa dogru aktaran bir akisa sahiptir [76].
3.2.2.3. Regresyon agaclari (Regression Trees - RT)

RT (Random Forest), basit (if/then/else) karar kurallariyla ¢alisan ve genellikle
denetimli 6grenme baglaminda tercih edilen bir algoritmadir [77]. RT, smiflandirma
veya regresyon modelleri olusturmak i¢in agac yapisi biciminde kullanilan bir
algoritmadir. Temel amaci, veri setindeki karmasik yapilar1 basit karar yapilarmna
dontistiirmektir. Veri seti, belirli bir hedef degiskene goére homojen alt gruplara
ayrilarak agaclar olusturulur [78]. Algoritmanin sonucu, karar diigiimleri i¢eren bir

agac yapisidir. RT'ler, kategorik ve sayisal verileri isleyebilme yetenegine sahiptirler
[79].
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3.2.2.4. Rastsal orman (Random Forest - RF)

Rastgele Orman (Random Forest), torbali (bagged) regresyon agaclariin 6zel
bir durumudur. Korelasyonu azaltmak amaciyla agac¢ olusturma siirecinde yalnizca
rastgele secilen tahmin edicilerin kullanildig: bir yontemdir [80]. RF, birgok Rastgele
Agag'tan olusan bir orman seklinde tasarlanmistir. Topluluk yontemleri grubundan
olan RF, (ensemble methods) genellikle yorumlanmasi kolaydir ve degiskenler
arasinda dogrusal olmayan korelasyonlar1 yakalama yetenegine sahiptir [81]. Ancak

egitim verilerine agir1 uyum saglama egilimindedir [82].
3.2.2.5. LightGBM

Agag tabanli 6grenme algoritmalarmi kullanan bir gradyan artrma yontemidir
[83]. Microsoft tarafindan gelistirilen bu algoritma, bellek tiiketimini azaltmak ve
egitim silirecini hizlandirmak amaciyla histogram tabanli bir yaklagimi benimser [84].
Hesaplama maliyetini azaltmak amaciyla, bu algoritma siirekli degere sahip olan
degiskenleri kesikli hale getirir [85]. Ke ve arkadaslar1 yaptigi bir ¢alismada bu

modelin diger modellere gére 20 kat daha hizli oldugu sonucuna varilmistir [86].
3.2.2.6. CatBoost

Yandex miihendis ve arastirmacilari tarafindan gelistirilen yeni bir gradyan
artirma algoritmasi olan bu algoritma, acik kaynakli olarak sunulmustur. Bu algoritma,
kategorik oOzellikleri diisiik bilgi kaybiyla isleyebilme yetenegine sahiptir [87].
CatBoost, egitim i¢in tiim veri setini kullanma olanag1 taniyan daha etkin bir strateji
kullanir [88]. Ayrica, CatBoost, geleneksel gradyan artirma algoritmalarinin neden
oldugu asir1 6grenmeyi ele almak i¢in agag¢ yapisi ve yaprak degerlerini tahmin etmek
icin rastgele permiitasyonlar gerceklestirir [89]. CatBoost'un sundugu bir diger
avantaj, varsayilan parametrelerle bile mitkemmel sonuclar elde edebilmesi nedeniyle

parametre ayarlama suresini minimize etmesidir [90].
3.3. Performans Metrikleri

Tahmin yontemlerinin performansini degerlendirmek i¢in kullanilan metrikler
genellikle tahmin hatalar1 tizerinden 6lgiiliir. Yiiksek hata degerleri, genellikle diisiik
tahmin dogruluguyla iligkilidir. Bu boliimde, genellikle kullanilan bazi performans
dlciimleri ele alinacaktir. Onemli bir not, "x" ile gosterilen deger X gdzlemlenen degeri,

nen

y" ile gosterilen deger tahmin edilen degeri ve "n" ise toplam 6rnek sayismi temsil

eder [91].
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3.3.1. RMSE (Ko6k ortalama kare hata)

Kok Ortalama Kare Hata (RMSE - Root Mean Square Error), MSE degerinin
karekokii ile elde edilir (Denklem 3.1). Bu 6lgiit, makine 6grenimi modelinin tahminde
bulunma mekanizmasiin gergek degerlerle arasindaki uzakligi 6lgen bir kuadratik
Olgidir. RMSE, yapilan tahminlerdeki hatalarin standart sapmasini agiklar, yani
regresyon ¢izgisinin gergek veri noktalarmdan uzaklagsma seviyesini gosterir. Bu
Ol¢tim, kalintilarin (residuals) regresyon ¢izgisinden ne kadar sapma gosterdigini ifade
eder. RMSE, matematiksel hesaplamalarda istenmeyen mutlak degerlerin
kullanilmasini engeller [92]. RMSE, sifira yaklastikca, verilerle o kadar mikemmel
bir uyum gosterdi denir. Ancak, pratikte asla tam olarak 0 degerini almaz. Genelde,
RMSE degerinin diisiikk olmasi, yuksek olan bir degerden daha iyidir. RMSE'nin
kullanimi, 6l¢tim olarak kullanilan sayilarin 6lcegine bagli oldugu i¢in (biz giinlik
kWh cinsinden kullanacagiz, bu baglamda sekillenecek), farkli veri tiirleri arasinda
karsilastirmalarm genel gegerliligi olmayabilir. Yine de, model karsilastirmalarinda

sik¢a kullanilir.

RMSE= |2 (31L,) & - x)? (3.1)
3.3.2. NRMSE (Normalize edilmis kok ortalama kare hata)

Normalize edilmis kok ortalama kare hata (NRMSE — Normalized root mean
square error), RMSE degerinin normalize edilmis versiyonudur [92]. (Denklem 3.2).
(=) (&—x)?

NRMSE =
%(Z{]=1) Xj

(3.2)

3.3.3. MAE (Ortalama mutlak hata)

Ortalama Mutlak Hata (MAE - Mean Absolute Error), siirekli olan iki degisken
arasindaki farki olgen bir degerlendirme Olgiitiidiir (Denklem 3.3). MAE, her bir
gercek deger ile veriye en uygun olan ¢izgi arasindaki ortalama dikey ve yatay
mesafeyi ifade eder. Bu deger ne kadar diisiikse, modelin basaris1 o kadar yiiksek

demektir.

MAE, anlasilmas1 kolay bir sonu¢ sunar ve genellikle regresyon ve zaman

serisi analizlerinde yaygin olarak kullanilir [92].

MAE = = (Z1L,)I%; — x| (3.3)
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3.3.4. MAPE (Ortalama mutlak ytzde hata)

Ortalama mutlak yuzde hata (MAPE — Mean absolute percentage error),
denklem 3.4’de gosterilmistir.

MAPE = —(3,) x 100% (3.4)

Xi—Xj
Xj

MAPE (Mean Absolute Percentage Error), regresyon ve zaman serileri
modellerinde tahmin dogrulugunu degerlendirmek i¢in siklikla kullanilan bir 6l¢tidiir.
MAPE<%10 oldugunda yiiksek dogruluk oranmna, %10<MAPE<%20 oldugunda
dogru tahmin ve %50<MAPE oldugunda yanlis hatali model oldugu anlamina
gelmektedir. Ancak, gercek degerler i¢inde sifir (0) bulunuyorsa, MAPE
hesaplanamaz ¢iinkii sifira boliinme durumu s6z konusu olup yanlis sonuglar ortaya
cikar. Ayrica, ¢ok diisiikk tahmin degerleri i¢cin yiizde hata %100 asamaz. Ancak,
tahmin degerleri ¢ok yiiksek oldugunda, yiizde hata i¢in {ist limit bulunmamaktadir.
Bu durum, MAPE'nin 6zellikle tahminleri diisiik olan bir modeli sistematik olarak
secme egiliminde oldugu ve bu nedenle onyargili bir 6l¢ii oldugu anlamma gelir. Bu

durumu g6z 6niinde bulundurarak MAPE'nin kullanilmasi, model karsilastirmalarinda

dikkatli bir sekilde yapilmalidir [92].
3.3.5. Belirleme katsayis1 (R?)

R? metrigi modelimizin yaptig1 tahminlerinin ne kadar iyi oldugunun bir
gostergesidir. En fazla 1 degerini alabilir, en diisiik olarak eksi degerlere diisebilir.
Cikan deger 1’e ne kadar yakin olursa modelimizin veriler lizerindeki basarisi da bir o

derece yuksek olur [92].
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4. DENEYSEL SONUCLAR VE TARTISMA

Bu kisimda Tiirkiye’de belirlenen illerin verileri ile egitilen modellerin
incelenmesi i¢in metrik degerler ve tablo iizerinden karsilastirma yapilacaktir. Mardin
ili icin dretilen elektrik miktarmin tahmin edilmesi igin 12 ¢esit makine 6grenmesi
algoritmasi ile test yapilmustir. Mardin ili iklimsel olarak Akdeniz ile Karasal iklimin
ortak Ozelliklerine sahip olmast ve mevsimsel gecislerin diger illere gore daha az
degiskenlik gostermesinden dolay1 se¢ilmistir. Mardin ili i¢in bu tim algoritmalar
icerisinde en iyi sonug¢ veren CatBoost algoritmasi ile diger iller test edilmis ve tim
iller icin 5 adet farkli metrik ile karsilastirma yapilmistir. Bu tahminde scikit-learn

kitaplig1 ve Google Colaboratory (Colab) notebookdan faydalanilmistir.
4.1. Mardin ili Tahmin Sonuclar

Mardin ilinde yapilan saha analizleri sonucunda giines enerjisi santrallerinde
elde edilen veriler, 07.11.2019 tarihinden itibaren iiretime baslamis Ra Giines Mardin

GES ¢ ait elde edilen veriler eslestirilmis ve 3573 adet veri elde edilmistir.

Sekil 2. Mardin Ra GES

Elde edilen verilerin islenmesi sonucunda Mardin ili verilerinin makine

O0grenmeye gore karsilagtirilmas: asagidaki tabloda gosterilmektedir.
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Cizelge 4.1. Mardin iline ait makine grenmesi modellerinin karsilagtirmasi

Dogrusal Regresyon Algoritmalari

MLR PCR PLSR Ridge Lasso ElasticNet
Train Test Train Test Train Test Train Test Train Test Train Test

NRMSE %6,38 %6,47 %6,38 %6,47 %6,89 %6,91 %6,56 %6,77 %6,94 %7,08 %6,96 %7,02
RMSE 633 652 633 652 683 693 6,32 6,34 6,80 7,14 690 7,07
MAE 3,72 380 372 414 435 438 3,76 3,80 405 411 4,05 4,08
MAPE 13,22 13,44 13,11 13,44 1526 1536 13,59 13,68 14,36 14,56 14,35 14,78

RZ

09 09 09 098 097 097 098 0,98 098 098 098 0,98

Dogrusal Olmayan Regresyon Algoritmalari

KNN RT MLP Random Forest LightGBM CatBoost
Train Test Train Test Train Test Train Test Train Test Train Test

NRMSE %7,63 %7,67 %7,55 %7,77 %7,21 %7,40 %6,88 %7,11 %6,78 %6,91 %6,45 %6,71
RMSE 757 766 749 680 715 7,39 6,83 6,86 6,73 6,96 640 6,76
MAE 482 487 426 468 438 4,67 4,04 4,26 422 459 391 445
MAPE 16,00 16,12 14,27 1556 17,35 17,40 14,33 1596 1532 15,46 14,54 1541

09% 09 097 097 097 097 098 0,98 098 098 099 0,99

Calismada kullanilan biitiin algoritmalar, egitim seti ve test seti iizerinden
degerlendirilmis ve bu degerlendirmeler Cizelge 4.1'de karsilastrmali bir bigimde
sunulmustur. Bu yaklasim, makine 6grenmesinin en temel sorunlarindan biri olan asir1
o0grenme durumunun var olup olmadigmi goézlemlenmeye calismaktadir. Bir
algoritmanin egitim setinde yiiksek, ancak test setinde diisiik performans sergilemesi,
asir1 6grenme durumuna isaret eder. Bu durum, olusturulan modelin genelleme
yeteneginin diisiik oldugunu ve yeni veriler i¢in basarili sonuglar vermeyecegini
gosterir. Cizelge 4.1'de sunulan sonuglar arasinda, MLP algoritmasi ile elde edilen
sonuglardaki kiigiik farklilik disinda, tiim algoritmalarin egitim ve test setleri igin
benzer bir performans sergiledigi gézlemlenmistir. MAPE degerinin %20"in altinda
olmasi, modelin tahminle ilgili yiiksek bir dogruluk oranina sahip oldugunu gdosterir.
Bu baglamda, analiz edilen tiim yontemlerin dogru sonuglar elde etme yetenegi oldugu
ve her birinin gercek diinya kosullarinda uygulanabilir oldugu goézlemlenmektedir.
Tiim performans 0Olciitleri agisindan digerlerine siirekli olarak iistiin olan tek bir model
bulunmamakla birlikte, genel olarak dogrusal olmayan makine Ogrenmesi
algoritmalarinm tiim metriklerde daha iyi sonuglar verdigi goriilmiistiir. Ozellikle
boosting machine algoritmalari, etkileyici sonuglar gostermistir. CatBoost ve
LightGBM yontemleri, RMSE ve NRMSE degerleri agisindan hemen hemen esit
performans sergilemistir. Ancak, MAPE ve MAE acisindan degerlendirildiginde
LightGBM iistiinliik saglamistir. MLP algoritmasi, MAPE haricinde tiim metriklerde
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en diisiik performansi sergilemistir. En diisiik NRMSE degeri ise KNN algoritmasi ile

elde edilmistir.

Mardin iline ait Coklu Dogrusal Regresyon (Multiple linear regression - MLR)
grafigi incelendiginde tahmin ve gercek degerlerin birbirine yakin oldugu
gorulmektedir. Bu da modelimizin tahmin giiciiniin ve dogrulugunun gercgek diinya

kosullarinda uygulanabilir oldugunu gostermektedir.
Cizelge 4.2. Coklu dogrusal regresyon grafigi

Actual and Predict Values (MARDIN)
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4.2. Sirnak Ili Tahmin Sonuclar

Sirnak ilinde yapilan saha analizleri sonucunda giines enerjisi santrallerinde

elde edilen veriler, 01.01.2020 tarihinden itibaren iiretime baglayan Silopi GES e ait

elde edilen veriler eslestirilmis ve 3301 adet veri elde edilmistir.

Sekil 3. Sirnak Silopi GES
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Elde edilen verilerin islenmesi sonucunda Sirnak ili verilerinin makine

O0grenmeye gore karsilagtirilmasi asagidaki tabloda gosterilmektedir.

Cizelge 4.3. Sirnak iline ait CatBoost algoritmasi verileri

CatBoost
Metrikler Train Test
NRMSE %8,84 %14,23
RMSE 7,50 9,09
MAE 5,22 6,62
MAPE 129,92 248,86
R? 0,82 0,82

Cizelge 4.3'te sunulan sonuglar incelendiginde, MAPE degerinin test degeri
%100'Un ¢ok iizerinde oldugu goriilmektedir. Bu da modelin dogruluk oranina sahip
olmadigin1 gosterir. Bu nedenle dnyargili bir 6l¢ii oldugu anlamina gelir. NRMSE,
RMSE ve MAE degerlerinin diisiik olmasi1 verilerle ilgili bir uyum i¢inde oldugunu
gosterir. Ancak bu durum bir ¢eliski oldugunu gostermektedir. Ayrica Coklu Dogrusal
Regresyon grafigi incelendiginde gercek ve tahmin degerlerinin birbiri ile uyumsuz
oldugu goriilmektedir. Bunun bir¢cok sebebi olabilir. Sapmalarin oldugu yerlerde veri
setindeki eslesen verilerin beklenen oranda olmamasindan yani yetersiz olmasindan
kaynaklandig1 ya da iklim kosullarinin sert olmasindan kaynaklanmis olabilecegi

diistiniilebilir.
Cizelge 4.4. Coklu dogrusal regresyon grafigi

Actual and Predict Values (SIRNAK)
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4.3. Malatya Ili Tahmin Sonuglar

Malatya ilinde yapilan saha analizleri sonucunda giines enerjisi santrallerinde
elde edilen veriler, 14.08.2020 tarihinden itibaren iiretime baslamis IOTA M. Firmc1
GES e ait elde edilen veriler eslestirilmis ve 3487 adet veri elde edilmistir.

Sekil 4. Malatya IOTA Firmci GES

Elde edilen verilerin islenmesi sonucunda Malatya ili verilerinin makine

O0grenmeye gore karsilastirilmasi asagidaki tabloda gosterilmektedir.

Cizelge 4.5. Malatya iline ait CatBoost algoritmasi verileri

CatBoost
Metrikler Train Test
NRMSE %8,74 %9,55
RMSE 7,95 8,42
MAE 5,08 5,35
MAPE 19,28 19,86
R? 0,96 0,96

Cizelge 4.5'te Malatya ili i¢in sonuglar incelendiginde, MAPE degerinin test
degeri %20'nin altinda olmas1 modelin tahminle ilgili yiiksek bir dogruluk oranina
sahip oldugunu gosterir. NRMSE, RMSE ve MAE degerlerinin diisiik olmasi verilerle
ilgili bir uyum i¢inde oldugunu gdsterir. Bu durumda ¢oklu dogrusal regresyon grafigi
incelendiginde ger¢ek ve tahmin degerlerinin birbiri ile uyumlu oldugu goriilmektedir.

Bu baglamda, analiz edilen yontem Malatya ili i¢in dogru sonuglar vermistir.
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Cizelge 4.6. Coklu dogrusal regresyon grafigi

Actual and Predict Values (MALATYA)
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4.4, Elazig Ili Tahmin Sonuclan

Elazig ilinde yapilan saha analizleri sonucunda giines enerjisi santrallerinde

elde edilen veriler, 20.10.2016 tarihinden itibaren {iretime baslamis Solentegre GES ¢

ait elde edilen veriler eslestirilmis ve 3571 adet veri elde edilmistir.

Sekil 5. Elazig Solentegre GES

Elde edilen verilerin islenmesi sonucunda Elazig ili verilerinin makine

O0grenmeye gore karsilastirilmasi asagidaki tabloda gosterilmektedir.

Cizelge 4.7. Elazig iline ait CatBoost algoritmas1 verileri

CatBoost
Metrikler Train Test
NRMSE %9,45 %10,73
RMSE 6,25 6,77
MAE 4,47 4,92
MAPE 31,52 49,89
R? 0,90 0,90

39



Cizelge 4.7'de Elazig ili i¢in sonuglar incelendiginde, MAPE degerinin test
degeri %20 <MAPE< %50 araliginda olmas1 modelin tahminle ilgili dogruluk oranina
sahip oldugunu gosterir. NRMSE, RMSE ve MAE degerlerinin diisiik olmasi verilerle
ilgili bir uyum i¢inde oldugunu gosterir. Ancak c¢oklu dogrusal regresyon grafigi
incelendiginde gercek ve tahmin degerlerinin bazi yerlerde uyumsuz oldugu
gorulmektedir. Sapmalarin oldugu yerlerde veri setindeki eslesen verilerin beklenen

oranda olmamasindan yani yetersiz olmasindan kaynaklandigi soylenebilir.

Cizelge 4.8. Coklu dogrusal regresyon grafigi

Actual and Predict Values (ELAZIG)
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4.5. Van ili Tahmin Sonuclar

Van ilinde yapilan saha analizleri sonucunda giines enerjisi santrallerinde elde
edilen veriler, 30.10.2020 tarihinden itibaren iiretime baglamis Giin Glines Van Arisu
GES’e ait, 21.09.2018 tarihinden itibaren iiretime baslamis Omicron Engil GES ile
Omicron Ercis GES ait elde edilen veriler ve 27.07.2019 tarihinden itibaren iiretime
baslamms PSI Engil 207 GES’e ait elde edilen veriler eslestirilmis ve 3559 adet veri

elde edilmistir.

Sekil 6. Van Omicron Engil GES
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Elde edilen verilerin islenmesi sonucunda Van ili verilerinin makine

O0grenmeye gore karsilastirilmasi asagidaki tabloda gosterilmektedir.

Cizelge 4.9. Van iline ait CatBoost algoritmasi verileri

CatBoost
Metrikler Train Test
NRMSE %12,47 %14,64
RMSE 101,32 117,56
MAE 80,84 96,72
MAPE 137,24 104,63
R? 0,81 0,81

Cizelge 4.9’da sunulan sonuglar incelendiginde, MAPE degerinin test degeri
%100'n ¢ok tizerinde oldugu goriilmektedir. Bu da modelin dogruluk oranina sahip
olmadigmi gosterir. Bu nedenle 6nyargili bir 6l¢ii oldugu anlamina gelir. RMSE degeri
diisiik olmasi verilerle ilgili bir uyum i¢inde oldugunu gosterir Ancak bu durum bir
celiski oldugunu gostermektedir. Ayrica Coklu Dogrusal Regresyon grafigi
incelendiginde gercek ve tahmin degerlerinin birbiri ile uyumsuz oldugu
gorulmektedir. Bunun bircok sebebi olabilir. Sapmalarin oldugu yerlerde veri
setindeki eslesen verilerin beklenen oranda olmamasindan yani yetersiz olmasindan
kaynaklandig1 ya da iklim kosullarinin sert olmasindan kaynaklanmis olabilecegi

diistiniilebilir.
Cizelge 4.10. Coklu dogrusal regresyon grafigi

Actual and Predict Values (VAN)
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4.6. Antalya ili Tahmin Sonuclan

Antalya ilinde yapilan saha analizleri sonucunda giines enerjisi santrallerinde

elde edilen veriler, 02.10.2020 tarihinden itibaren tiretime baslamis Serra GES e ait

elde edilen veriler eslestirilmis ve 3215 adet veri elde edilmistir.

Sekil 7. Antalya Serra GES

Elde edilen verilerin islenmesi sonucunda Antalya ili verilerinin makine

ogrenmeye gore karsilastirilmasi asagidaki tabloda gosterilmektedir.

Cizelge 4.11. Antalya iline ait CatBoost algoritmasi verileri

CatBoost
Metrikler Train Test
NRMSE %09,76 %11,14
RMSE 9,73 10,04
MAE 4,07 4,19
MAPE 17,52 18,24
R? 0,88 0,88

Cizelge 4.11'de Antalya ili i¢in sonuglar incelendiginde, MAPE degerinin test
degeri %20'nin altinda olmas1 modelin tahminle ilgili yliksek bir dogruluk oranina
sahip oldugunu gosterir. NRMSE, RMSE ve MAE degerlerinin diisiik olmasi verilerle
ilgili bir uyum i¢inde oldugunu gosterir. Bu durumda ¢oklu dogrusal regresyon grafigi
incelendiginde gergek ve tahmin degerlerinin birbiri ile uyumlu oldugu gérilmektedir.

Bu baglamda, analiz edilen yontem Antalya ili i¢in dogru sonuglar vermistir.
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Cizelge 4.12. Coklu dogrusal regresyon grafigi

Actual and Predict Values (ANTALYA)
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4.7. Denizli ili Tahmin Sonuclar:

Denizli ilinde yapilan saha analizleri sonucunda giines enerjisi santrallerinde

elde edilen veriler, 21.04.2016 tarihinden itibaren tiretime baslamis Renoe GES e ait

elde edilen veriler eslestirilmis ve 3254 adet veri elde edilmistir.

Sekil 8. Denizli Renoe GES

Elde edilen verilerin islenmesi sonucunda Denizli ili verilerinin makine

O0grenmeye gore karsilastirilmasi asagidaki tabloda gosterilmektedir.

Cizelge 4.13. Denizli iline ait CatBoost algoritmasi verileri

CatBoost
Metrikler Train Test
NRMSE %9,04 %10,32
RMSE 9,01 9,30
MAE 4,12 4,24
MAPE 17,73 18,45
R? 0,96 0,96
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degeri %20'nin altinda olmas1 modelin tahminle ilgili yliksek bir dogruluk oranina
sahip oldugunu gosterir. NRMSE, RMSE ve MAE degerlerinin diisiik olmasi verilerle
ilgili bir uyum i¢inde oldugunu gosterir. Bu durumda ¢oklu dogrusal regresyon grafigi

incelendiginde gercek ve tahmin degerlerinin birbiri ile uyumlu oldugu goériilmektedir.

Cizelge 4.14. Coklu dogrusal regresyon grafigi

Actual and Predict Values (DENMNIZLI)
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4.8. Mugla ili Tahmin Sonuclan

Mugla ilinde yapilan saha analizleri sonucunda gilines enerjisi santrallerinde
elde edilen veriler, 24.03.2017 tarihinden itibaren iiretime baslamis Ozmen-1 GES e

ait elde edilen veriler eslestirilmis ve 3110 adet veri elde edilmistir.

T

Sekil 9. Mugla Ozmen-1 GES
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Elde edilen verilerin islenmesi sonucunda Mugla ili verilerinin makine

O0grenmeye gore karsilastirilmasi asagidaki tabloda gosterilmektedir.

Cizelge 4.15. Mugla iline ait CatBoost algoritmasi verileri

CatBoost
Metrikler Train Test
NRMSE %9,73 %11,12
RMSE 9,71 10,02
MAE 4,47 4,60
MAPE 19,26 19,99
R? 0,90 0,90

Cizelge 4.15'te Mugla ili i¢in sonuglar incelendiginde, MAPE degerinin test
degeri %20'nin altinda olmas1 modelin tahminle ilgili yiiksek bir dogruluk oranina
sahip oldugunu gosterir. NRMSE, RMSE ve MAE degerlerinin diisiik olmasi verilerle
ilgili bir uyum i¢inde oldugunu goésterir. Bu durumda ¢oklu dogrusal regresyon grafigi
incelendiginde ger¢ek ve tahmin degerlerinin birbiri ile uyumlu oldugu goriilmektedir.

Bu baglamda, analiz edilen yontem Mugla ili i¢in dogru sonuglar vermistir.

Cizelge 4.16. Coklu dogrusal regresyon grafigi

Actual and Predict Values (MUGLA)
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5. SONUC

Bu caligsmada giines enerjisinden elektrik tiretiminde iklim kosullarinin tiretim
stirecine etkisine odaklanilmistir. Giines enerjisinde iiretilen elektrik miktar1 birgok
parametreye bagli olarak degismektedir. Calisma, illerde kurulu olan GES’ler
Uzerinden yapildigi i¢in panel 6zellikleri, arazi sartlari, panelin konumu, montaj agisi
gibi parametreler ihmal edilmistir. Bu yiizden sadece iklimsel veriler baz alinarak
sahada elde edilen verilerle elektrik iiretim miktarmin tahminin yapilmasi i¢in 12 adet
makine 6grenmesi algoritmasi ile test edilmistir. Bu algoritmalar 6 adet dogrusal olan
ve 6 adet dogrusal olmayan algoritmalardir. Deneysel calismada Mardin ili 12 adet
algoritma tizerinden test edilmistir. Mardin ili i¢cin en dogru sonuglar CatBoost
algoritmasindan elde edildigi goriilmiistiir. Bu yiizden diger iller i¢in CatBoost
algoritmasiyla modelleme yapilmis ve bu modeller (zerinden sonuglar
yorumlanmustir. Mardin ili i¢in modelimizin yiiksek oranda dogruluga sahip oldugu
gorilmektedir. Antalya, Mugla, Denizli, Malatya ve Elazig illeri i¢in de modelimiz
dogruluk oranmna sahiptir ancak Swrnak ve Van illeri i¢in metrik degerleri arasinda
sapmalar oldugu goriilmektedir. Bu sapmalar eslesen verilerin beklenen oranda
yetersiz olmasindan kaynaklandigi ya da iklimsel sartlarin sert olmasindan
kaynaklandig1 diistiniilebilir. Giineydogu Anadolu Bélgesinde Mardin ili gilines enerji
santrallerinin kurulumuna daha uygun oldugu, Ege ilinde Denizli ilinin, Akdeniz’de
Antalya ilinin ve Dogu Anadolu Bolgesi i¢in de Malatya ilinin uygun oldugu
goriilmiistiir. Elazig ili de Malatya iline gore yaklasik degerler gostermis olup bu iller
de gilines enerjisi santrali kurulumuna uygun oldugu goriilmektedir. Bu ¢alismanin
sonucunda elde edilen veriler dogrultusunda tiim iller igerisinde Mardin ilinin %99
tahmin degeri ile en dogru sonucu vermesinde Akdeniz ikliminin etkisi altinda olmast,
giineslenme siiresi ve radyasyon degerinin diger bolgelere gére daha fazla olmasi ile
giines 1sinlarmin daha dik gelmesinin etkili oldugu goriilmektedir.

Bu calisma ile elde edilen sonuglar 1s1¢inda, gelecekte giines santrallerinin
elektrik tiretiminde verimliligin diisiisind azaltmak amaciyla, diizenli olarak
genisletilip giincellenerek modellerin iyilestirilmesine olanak tanindig: takdirde,
gelecekteki liretim degerlerini tahmin ederek giines santrallerinin bakimini zamaninda
ve diisik maliyetle gerceklestirmek icin bir firsat sunabilir. ilerleyen yillarda,
tahminleme altyapis1 aylik periyodlara kadar indirgenerek, gecmis yillarda aym

aylarda karsilasilan sorunlarm hizli bir sekilde tespit edilmesinde kullanilabilir. Bu
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caligma ayni zamanda, giines enerji santrallerinden elde edilen elektrik verilerinin
temel alindig1 aylik iiretimin, elektrik dagitim sirketlerince hedeflenen aylik tiretimle
karsilastirilmasi sonucu ortaya ¢ikabilecek hatalar1 minimize etmek amaciyla aylik
tiretim tahminleriyle 6nlem alinmasina yonelik bir sistem sunabilir. Giines enerji
santrallerinin standart omiirlerinin genellikle 30 y1l civarinda oldugu ve ge¢mise donik
5 yillik verilerin en iyi ¢alisma i¢in yeterli oldugu diisiiniildiigiinde, bu tiir ¢alismalarin

GES'ler i¢in 6nemli bir rol oynadig1 agik¢a goriilmektedir.
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