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DEPREM SONRASINDA BiNALARIN HASAR TESPIiTINDE
KULLANILAN YAPAY OGRENME ALGORITMALARININ ANALIZi

OZET

Afet durumlarinda 6zellikle deprem sonrasinda bir kentte hangi binalarin hasar
aldiginin tespit edilebilmesi ve bu binalarin hasar diizeylerinin belirlenebilmesi hem
afet aninda gergeklestirilen arama kurtarma caligmalari i¢in hem de afet sonrasinda
kent yasaminin yeniden baslayabilmesi i¢in hayati dSneme sahip bir bilgidir. Ozellikle
siddetli bir depremin ger¢eklesmesinden sonraki kisa zaman igerisinde bu bilginin
uretilebilmesi, afet alanindaki kaotik durum g6z 6niinde bulunduruldugunda arama-
kurtarma ve planlama galigmalar1 icin ne kadar hayati bir éneme sahip oldugu
anlasilacaktir. Ayrica s6z konusu bilginin afet sirasinda afet bolgesinde bulunan kurum
ve kuruluslarin yani sira afetzedeler tarafindan iiretilmesi pek olasi olmadigr gibi
gercekei de degildir. Bu durumda afetten gorece daha az etkilenen bolgelerdeki
uzmanlar ve kaynaklar yardimiyla havadan ve uzaydan elde edilen goriintiiler
kullanilarak hasar tespit calismalar1 yapilmaktadir. Bu calismalarda 6zellikle afet
alanina ulagimi saglayan yollar ve kopriiler ile afet alanindaki binalarin afet sonrasi
durumlar belirlenmeye ve afet soras1 bolgenin mevcut durumunun haritasi liretilmeye
calisilmaktadir. Bu bilgiler iiretildikten sonra da duruma ile iligkin diger tiim bilglerle
birlikte bir Uzamsal Bilgi Sistemi (Mekénsal Bilgi Sistemi/Cografi Bilgi Sistemi)
uygulamasi Gzerinden arama-kurtarma, yardim ve lojistik ¢aligmalar1 planlanmakta ve
gerceklestirilmektedir.

Ugak, insansiz hava araci, uydu gibi platformlarda bulunan farkli sensorlerden elde
edilen goriintiiler lizerinde binalarin hasar tespitleri geleneksel olarak insanlar
tarafindan manuel bi¢imde vektor veri yapisinda veya yine insan tarafindan goriintii
isleme yazilimlariyla raster veri yapisinda gerceklestirilmektedir. S6zii edilen her iki
geleneksel yaklasimin gergeklestirilmesi belirli bir zaman almaktadir. Afet aninda her
gecen zamanin hayati oldugu g6z Oniinde bulunduruldugunda bu sirecin
hizlandirilmasi gerekmektedir. Burada devreye daha yenilikci bir yontem olan yapay
o0grenme yaklasimi devreye girmektedir. Bu yenilik¢i yaklagimda makine 6grenmesi,
onun bir alt kiimesi olan derin 6grenme yontemleri ve onun da bir alt kiimesi olan
transformer mimarlileri s6zi edilen go6runtiler UGzerinde hasar tespiti icin
kullanilabilmektedir.

Her ne kadar s6z konusu yenilikci yontemler geleneksel ydntemlere gore afet
alanindaki hasar tespit hizini arttirsa da farkli mimarilere ve hiper parametrelere sahip
farkli yapay 6grenme yontemleri, dogruluk, kesinlik, duyarlilik gibi 6l¢Utler Gzerinden
farkli basarimlar sergilemektedir. Yapay 6grenme modellerinin bagarimlarinin farkh
olmast deprem sonrasindaki arama-kurtarma ve yardim faaliyetlerinin basarimini da
etkileyebilecegi ongorilmelidir. Ornegin basarimi diisiik bir yapay 6grenme modelinin
hasarsiz veya az hasarli binay1 agir hasarli olarak siniflandirmasi ya da tam tersi
durumda arama-kurtarma faaliyetleri yanlis binalara yonlendirilerek zaman ve can
kaybina neden olunabilir. Bu ve benzeri durumlarin ortaya ¢ikmamasi igin bugiine
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kadar depremlerde hasar tespiti i¢cin kullanilan yapay o6grenme yaklagimlarinin
karsilastirilmali bir analizinin yapilmasi gerekliligi ortaya ¢ikmaktadir.

Bu nedenle ¢alisma kapsaminda deprem sonrasi hasar tespiti i¢in uydulardan ve
insansiz hava araglarindan elde edilen goriintiilerin girdi verisi olarak kullanildig1 ve
yapay Ogrenme yonteminin uygulandigi 35 akademik calisma incelenmistir. S6z
konusu 35 makalede kullanilan yapay o6grenme algoritmalarinin, algoritmalarin
kullanim stratejilerinin ve algoritmalarinin basarim o6l¢iitlerinin bir karsilastirmali
analizi yapilmistir. S6zii edilen modellerin egitimi sirasinda uygulanan tahmin
basarimini arttirict yontemler ve ayarlamalar da irdelenmistir.

Ayrica calismalarda egitim ve test verisi olarak kullanilan veri kiimeleri de analiz
kapsaminda incelenmistir. Ornegin bazi calismalar dogrudan hava veya uydu
platformlarindan elde edilen goriintiileri dogrudan kullanirken diger calismalar egitim
verisi olarak Onceden hazirlanmis hasarli binalar egitim veri kimelerini de
kullanmistir. Buna ek olarak ¢alisma kapsaminda egitim verisi kimesinin
hazirlanmasindaki veri zenginlestirme/cogaltma amaciyla uygulanan islemler de goz
Ontinde bulundurulmustur.

Caligsma sonucunda 35 makaleye iliskin yapilan karsilastirmali analize dayali olarak
bundan sonra gergeklesebilecek olasi depremlerde hasar tespitine iliskin nasil bir
yapay 0grenme altyapisi, mimarisi ve modeli kullanilabilecegine iliskin kavramsal bir
tasarim yapilmistir. Bu tasarimla bina segmentasyonu ve hasar siniflandirma
stireglerinde yaganilan sorunlara ¢6ziim sunulmaya calisilmigtir.
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ANALYSIS OF MACHINE LEARNING ALGORITHMS USED IN POST-
EARTHQUAKE BUILDING DAMAGE ASSESSMENT

SUMMARY

After a disaster, especially after an earthquake, information about the location and
damage level of buildings is a crucial data source for both search and rescue efforts
during the disaster and the subsequent redesign of the city. Considering the chaotic
conditions in the affected area immediately after the event, such information resources
are vital for planning rescue and relief operations. It is highly unlikely that this
information could be produced by people on the ground during the earthquake.
Therefore, following an earthquake, damage assessments for objects like buildings,
roads, and bridges are conducted using satellite and photogrammetric imagery
acquired from the air, enabling the production of thematic maps that depict the current
situation. Subsequently, this information can be integrated with other datasets in
“Geospatial Information Systems” (Geographical Information Systems, GIS) to carry
out search and rescue and relief planning efforts.

In addition to conducting damage assessments on aerial and satellite images through
manual human labor and/or image processing software, artificial learning (machine
learning, deep learning, artificial intelligence) approaches can be employed to
accelerate the work.

Within the scope of this study, several academic research projects employing artificial
learning approaches on high-resolution optical satellite imagery and optical imagery
obtained from unmanned aerial vehicles (UAVs) were examined to determine the
effects of the earthquake on urban areas. The methods applied in these studies were
compared. This comparison generally covers the artificial learning algorithms used,
the methods of applying these algorithms, and the performance metrics of these
algorithms. Performance measures such as accuracy, precision, recall, F1 score, and
Intersection over Union (loU) were utilized.

In the studies compared in this work, some used only post-earthquake images as a
dataset, while others used both pre- and post-earthquake images. During the training
phase, some studies employed the xBD dataset, which contains both damaged and
undamaged building data, while others used building and collapsed building images
from the ImageNet dataset. The xBD dataset is a publicly available, large-scale
satellite image dataset for building segmentation and damage assessment. It provides
pairs of high-resolution global images of buildings before and after disasters, along
with their annotations. Each image is 1,024 x 1,024 pixels in size, containing three
RGB bands at 0.8 m resolution. ImageNet, on the other hand, is a massive visual
dataset widely used in computer vision and deep learning domains, created in 2009. It
is commonly employed as training data for classifying and recognizing various objects
and includes millions of labeled images. ImageNet is especially popular for training
deep learning models for object recognition, image classification, and image
processing projects.
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Moreover, some studies generated their own training datasets by extracting image
patches from satellite imagery—either post-disaster or pre-disaster—that did or did
not contain buildings. Since many neural networks expect input data of similar
dimensions, images were, for example, prepared at 128x128 pixel sizes to create
training sets. These images were produced for each of the RGB channels as well.

In order to enhance the learning capability of machine learning algorithms and prevent
overfitting (i.e., excessive adaptation to the training data), raster-type datasets obtained
from satellite imagery were subjected to various formatting operations for data
diversification and enrichment. When the dataset is insufficient, these operations also
aim to prevent the model from becoming biased toward the training data. For data
augmentation and diversification, transformations like cropping, rotating, and blurring
were applied to the satellite images. In a study titled “A Deep Learning Application
for Building Damage Assessment Using Ultra-High-Resolution Remote Sensing
Imagery in Turkey Earthquake,” conducted after the Kahramanmaras earthquakes of
February 6, 2023, the Cutmix technique was used for dataset diversification. Cutmix
involves combining two different images by cutting a portion of one image and pasting
it onto another.

Parts of the satellite images containing damaged buildings were resized for use in
machine learning models. This resizing step was applied to adjust the satellite images
to be suitable for the training process. The images were standardized to a fixed
resolution (e.g., 512x512 pixels) to allow consistent processing by the models. This
step is critical for ensuring uniform handling of images with different resolutions and
is also important as a data preprocessing step to improve model performance.
Afterward, the dataset was generally randomly divided into about 70% training and
30% testing. In some studies, an additional 10% was allocated for validation.

In machine learning algorithms, training data is used to optimize model parameters to
uncover relationships and patterns within the data. These parameters are considered
the weight values in artificial neural networks. The validation data, on the other hand,
1s used for “fine-tuning” these parameters during the learning process. It measures how
successful the model is on data it hasn’t seen before. It also checks if the model is
overfitting—performing poorly on unseen data. Finally, the test data is used after the
model is trained and validated to evaluate how the model performs on a completely
unseen dataset.

The studies also address problems that can occur when using artificial learning
methods and propose solutions. For example, issues like a high number of
misclassified areas or the transferability of tested models to different types of disasters
were examined. Various methods were discussed for detecting objects like buildings
or other structures at different altitudes or scales.

The studies also mention various feature extraction methods to improve detection
performance in segmentation and damage classification tasks. For instance, by
analyzing building edges, corners, changes in pixel spectral reflectance values, and
various vegetation indices, feature maps were generated for training the models.

Different artificial learning models are used in the compared studies. However, it was
observed that U-Net-based models generally perform well. Moreover, the choice of
encoder accompanying the model significantly impacts performance. For example, in
the study titled “Using Satellite Imagery to Automate Building Damage Assessment:
A Case Study of the xBD dataset,” the VGG16 bn (VGG16 with Batch Normalization)
encoder, a variant of the VGG16 deep learning model proposed by Oxford University's
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Visual Geometry Group in 2014, achieved the best building segmentation performance
when used with the U-Net deep learning model.

In the comparison conducted within this study, it was observed that deep learning
algorithms were more successful in building segmentation tasks. High segmentation
performance levels were identified.

In studies with similar accuracy values, those with lower recall or F1 scores were found
to have been trained with smaller datasets.

It was also determined that hyperparameter adjustments, such as the number of training
epochs and the batch size used in each epoch, as well as optimization approaches, play
a role in improving model performance. Normalization, which involves bringing
various data into a standard range, was also applied as part of data preprocessing to
improve model performance. For example, in the article titled “Earthquake building
damage detection based on synthetic-aperture-radar imagery and machine learning,”
data normalization was implemented to balance parameters used in damage
classification. By scaling different measured data—such as SAR (synthetic aperture
radar) reflectance values—into a standard range, the classification model aims to yield
more accurate and balanced results.

With this study, by comparing the performances of artificial learning techniques that
contribute to rapid intervention planning in the detection of building debris following
earthquakes, an attempt was made to determine how the most efficient and fastest
evaluation system should be. In particular, taking regional factors into account, a
solution proposal was presented to address the challenges encountered in this field,
specifically within the context of Turkiye.
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1. GIRIS

Biiyiik bir deprem sonrasi hasar alan binalarin hangileri oldugunun ve yikilan binalarin
nerede oldugunun tespit edilmesi ve binalarin hasar diizeylerinin belirlenmesi afet
bolgesindeki ¢alismalarin planlanmasinda ve hizli eyleme ge¢mede biiyiikk oneme
sahiptir. Depremin siddetine bagli olarak afet bolgesindeki hasarli binalarin saha
caligmalariyla teker teker tespiti 6nemli bir insan giicii kullanimini gerektirmektedir.
Buna ek olarak deprem sonrasi hasar alan yollar ve kopriiler nedeniyle ulasimin olasi
olmadig: afet alanlarinda da bu tiir saha ¢alismalar1 miimkiin olmayabilir. Bu nedenle
afet sonrasinda havadan ve/veya uzaydan elde edilen uzaktan algilama veri kiimeleri
kullanilarak hizli bir sekilde hasar tespiti yapilabilir. Hasar goren binalarin yerlerinin
ve hasar diizeylerinin belirlenmesinden sonra Uzamsal Bilgi Sistemi (Mekansal Bilgi
Sistemi/Cografi Bilgi Sistemi) uygulamalar: kullanilarak arama-kurtarma ve yardim
faaliyetleri hizlica planlanabilir. Bu uygulamalarda kentin iist yapisina iliskin veri
kiimeleri, kentin altyapisina iligkin dogalgaz, elektrik, su, kanalizasyon gibi sebeke
verileri ile biitlinlestirilip patlama, yangin, su baskini gibi olas1 diger olaylarin etki
analizi yapilabilir. Bununla birlikte afet sonrasindaki sigorta siirecleri igin afet

anindaki hasar tespit bilgileri kullanilabilir.

Havadan elde edilen fotogrametrik gortntiler ile uzaydan elde edilen uydu ve radar
gortintiileri kullanilarak hasarli binalarin yerleri tespit edilebilir (Rao vd., 2023). Afet
bolgesinin afet dncesi ve sonrast durumuna iliskin goriintiiler kullanilarak goriintiideki
degisimlerin analizi ile hasar tespiti yapilabilir. Yalmz afet sonrasi uydu
goriintiilerinden c¢ikarilan 6zellikler kullanilarak da hasar diizeyine iliskin tahmin

islemi yapilabilmektedir (Naito vd., 2020).

Depremin etki alaninin genis olmast durumunda hasarli binalarin belirlenmesi isinin
goruntdler Gzerinden insan gozlyle manuel olarak yapilmasi yerine, yapay 6grenme
algoritmalar1 kullanilarak daha hizli ve etkin bicimde gerceklestirilmesi diistiniilebilir.
Yapay 6grenmenin bilgisayarli gorii alaninda gelisen teknikler kullanilarak, havadan
ve uzaydan elde edilen gorlntiler (zerinde hasar tespiti ve hasar dizeyinin

belirlenmesi isleri gergeklestirilebilmektedir. Boylece deprem aninda afetle



mucadelenin hizli ve etkin bi¢gimde yapilabilmesi i¢in 6nemli bir bilgi kaynagi ortaya

¢ikarilmis olacaktir.

Diri fay hatlarinin yogu olarak bulundugu Anadolu’da yillar igerisinde siirekli olarak
farkli biiytikliiklerde depremler meydana gelmektedir. Tiirkiye’de yasanan biiyiik
depremlerden sonra afet aninda genelde orgiitlenme temelli sorunlar gozlenmektedir.
Afet bolgesinde yasayan ilgili personelin de afetzede olmasi nedeniyle afet aninda afet
bolgesindeki caligmalara disaridan gorevli personel getirilmektedir. Disaridan gelen
gorevliler bolgeyi tanimadiklari igin arama-kurtarma, planlama ve lojistik ¢alismalara
katk1 verebilmeleri sinirh diizeyde olabilmektedir. Bu durumda afet bolgesinde kentin

iist yapisinin durumuna iliskin hizli bilgi elde edilmesi miimkiin olmamaktadir.

Afet aninda afet bolgesinde karsilasilabilen bir diger sorun da yardim dagitiminin etkin
bicimde planlanip gerceklestirilememesidir. Yardim dagitiminin planlamasindaki en
O6nemli konu nerede, ne tur, ne kadar yardima gereksinim oldugu bilgisinin
uretilebilmesidir. Hemen arkasindan da bu bilgiye dayali olarak belirlenen yardimin
ilgilisine zamaninda ulastirilabilmesidir. Afet bolgesinin nerelerinde ne kadar binanin
yikildig1 veya hasar aldigi bilgisi, o bolgeye ne tiir yardimlarin ne miktarda
ulastirilmasi gerektigi bilgisinin tretimiyle dogrudan iligkilidir. Ayn1 zamanda yikilan
binalarin enkazlarinin bolgeye ulagim yollarin1 kapayip kapamadigi da iizerinde
durulmas1 gereken bir diger konudur. Bununla birlikte yardim i¢in kullanilmasi
gereken yollarin bina enkazi diginda baska bir nedenle kapali olmasi durumunda bu
bilginin de hizlica iiretilip afet haritasina ve bilgi sistemine eklenmesi gerekmektedir.
Diger bir konu da kurtarma ve yardim ¢alismalarinin yapilabilmesi igin binalarin hasar
derecelerine gore smiflandirilmasidir. Boylece kurtarma ekipleri dogru ekipman ile

yardim bolgelerine yonlendirilebilir.

Bunlarin disinda yine havadan ve uzaydan elde edebilecek goriintiiler kullanilarak

¢Oziim gelistirilebilecek ilgili diger sorunlar asagida maddeler halinde verilmistir:
e Afet aninda ig¢inde ¢adir kentlerinin kurulacagi yerlerin belirlenmesi
e Asevi, saglik merkezi, morg gibi hizmetlerin verilecegi yerlerin belirlenmesi

e Kent i¢i disinda afet bolgesinde yer alan ancak kirsal alanda bulunan binalarin

durumunun tespit edilmesi

e Mezarlik alan yerlerinin belirlenmesi



Deprem ve benzeri afetler sonrasi yaganabilecek sorunlarin temelinde yer alan birlikte
calisma, es giidim saglama ve Orgiitlenme sorunsali hizli bilgi iiretimi ve etkin
planlama yaklasimi ile onlenebilir. Bu noktada Kent Bilgi Sistemi, Altyap1 Bilgi
Sistemleri, Bina Bilgi Sistemi, Mezarlik Bilgi Sistemi gibi uzamsal bilgi sistemi
uygulamalari yararlanilabilecek onemli araglar arasindadir. Kentlerin afet 6ncesinde
sahip oldugu uzamsal bilgi sistemi uygulamalarindaki veri kiimeleri ile afet sonrasi
iiretilen uzamsal veri kiimeleri biitiinlestirildiginde afetle miicadelede etkin bir arag

elde edilmis olacaktir.

1.1 Tezin Amaci

Deprem sonrast hizli miidahale i¢in etkin bir planlamaya ve bu tiir planlama igin de
hizli tretilmis dogru bilgiye gereksinim bulunmaktadir. Buradan hareketle tez
calismasinin amaci; afet alaninda acil miidahale i¢in yapilacak planlamada
kullanilmak tizere binalarin ve yollarin durumunu, havadan ve uzaydan elde edilen
goriintiilerden yapay 0grenme yontemleri kullanarak belirlenmesine iliskin etkin bir

yol haritasinin olusturmasi bi¢iminde belirlenmistir.
Tez kapsaminda olusturulan arastirma sorular1 asagida belirtilmistir:

1. Ugak, insansiz hava araci ve uydu platformlarindan elde edilen goriintiilerden
yapay Ogrenme yoOntemleriyle yapilan bina segmentasyonun deprem

bolgelerindeki bagarimi yeterli midir?

2. Ugak, insansiz hava arac1 ve uydu platformlarindan elde edilen goriintiilerden
yapay 6grenme yontemleriyle yapilan hasar siniflandirmasinin bagarimi yeterli
midir?

3. Calisma kapsaminda yararlanilan 35 akademik calismada kullanilan yapay

o0grenme yaklasimlari, yapay 6grenme modelleri deprem bdlgesinde afetle

miicadeleye yonelik yukarida belirtilen amaglari kargilamakta midir?

4. Calisma kapsaminda yararlanilan 35 akademik c¢alismada kullanilan yapay
ogrenme yaklasimlarinin, yapay Ogrenme modellerinin karsilagtirmali
analizlerine dayali olarak Tiirkiye’deki olasi depremler i¢in bir yapay 6grenme

altyapis1 olusturulabilir mi?



1.2 Literatlr Arastirmasi

Bu tezin hazirlanmasinda literatiir ¢aligmasi kapsaminda uzaktan algilama verileri
kullanilarak bilgisayar sistemleri yardimi ve makine 6grenmesi yontemleriyle deprem
sonras1 meydana gelen bina yikintilarinin yerlerinin tespiti ve hasar degerlendirmesi

islemlerini iceren akademik caligsmalar incelenmistir.

Y. Wang vd., (2023) ¢alismalarinda, uydu goriintiilerinden bina yikinti tespiti i¢in
YOLO derin 8grenme modeli tabanli yeni bir model gelistirerek, IHA iizerinde diisiik
gli¢ tikketimine sahip islemci giiclinde ger¢ek zamanli olarak calisacak sekilde yeni
modeli optimize etmislerdir. Calismada YOLO’nun 5. versiyonunda yer alan odak
modili ¢ikartilarak modelin gémiilii cihazlarda calisabilecek verimlilige erigsmesi
saglanmigtir. Xia vd., (2023) c¢alismalarinda, 6 Subat 2023 Kahramanmaras
depremlerine ait yiksek ¢ozunurlukli WorldView uydu goruntileri ile test edilen
BDANet isimli derin 6grenme modeli gelistirmislerdir. iki asamali olan derin grenme
modeli xBD metre alt1 bina veri seti kullanilarak egitilmistir. Modelin ilk asamas1 U-
net tabanli bir yapidadir ve bu asamada bina yerlerinin tespiti lizerine ¢alisilmigtir ve
model egitilmistir. ikinci asamada ise Cok Olgekli Ozellik Birlestirme Modiilii dahil
edilmis ve ¢esitli boyutlardaki binalarin 6zelliklerinin tespiti i¢in modelin verimliligi
arttirtlmistir. Rao vd., (2023) calismalarinda, uzaktan algilama verisinden bina hasar
tespiti i¢in makine Ogrenmesi algoritmalar1 ve SAR (Syntetic Apreture Radar)
verisinden faydalanmislardir. 4 farkli biiytik ¢apli deprem sonrasinda bina hasar tespiti
yapilmak tizere Random Forest ve Support Vector Machines (SVM) algoritmalari
degerlendirilmistir. Gelistirilen makine 6grenmesi modeli SAR verisi, deprem siddet
haritalar1 ve bina envanter verilerini kullanarak binalarin hasarli-hasarsiz ve farkl
seviyelerde hasar smiflandirmasi yapilmasini saglamigtir. Abdi vd., (2021)
calismalarinda afet sonrasi yliksek ¢oziiniirliiklii uydu goriintiistinden derin 6grenme
algoritmasi yardimiyla bina hasar tespiti yapmislardir. Onceden ImageNet bina hasar
veri seti ile egitilmis ResNet34 modeli ince ayar (fine-tune) islemine tabi tutularak
farkli afet tiirlerinde hasar tespiti amaciyla test edilmistir. Aswitha vd., (2024)
caligmalarinda uydu goriintiisii lizerinde denetimli 6grenme 0grenme algoritmalari
kullanilarak bina hasar tespiti konusunu ele almislardir. Denetimli makine 6grenmesi
algoritmalarindan dogrusal regresyon ve K En Yakin Komsu algoritmalar1 ayr1 ayri
kullanilarak kiyaslama yapilmis ve K-En Yakin Komsu hasar derecesi belirlemede

daha iyi verim saglamistir. Makine Ogrenmesi algoritmalari ve xBD veri seti



kullanilarak yapilan bir diger calismada Chen, (2021) bina yeri ve hasar tespiti
islemleri i¢in farkli derin 6grenme algoritmalarini kiyaslamistir. U-net, FPN (Feature
Pyramid Networks), PAN (Pyramid Attention Networks), ResNetl8 modelleri
VGG16 bn, ResNet50, SE ResNeXt50 32x4d ve DenseNetl21 gibi kodlayicilar
kullanilarak test edilmistir. Burada da U-net ve VGG16 bn kodlayicist bir arada
kullanildiginda bina segmentasyonunda en iyi veriminin alindig1 goériilmiistiir. Zhao
vd., (2024) ¢alismalarinda, kodlayici ve ¢oziicii dzelliklerine sahip U-net mimarisini
kullanan bir derin 6grenme algoritmasi gelistirmistir. Bina segmentasyonu ve hasar
tespiti amaciyla gelistirilen model, xBD veri setinin bir kism1 kullanilarak egitilmistir.
Siamese yapay sinir ag1 kullanilarak afet 6ncesi ve sonrast uydu gortintiileri arasindaki
farklar tespit edilerek hasar siniflandirmasi yapilmis. Naito vd., (2020) ¢alismalarinda
Kumamoto depreminde elde edilen hava fotograflarindan bina hasar tespiti ve
derecelendirmesi yapmistir. Bu ¢alismada Bag-of —Visual-Words makine 6grenmesi
modeli ile VGG tabanli bir derin 6grenme modeli karsilastirilmistir. Derin 6grenme
yontemi hiz ve dogruluk anlaminda daha iyi verim saglamistir. Haciefendioglu vd.,
(2024) 6 Subat 2023 Kahramanmaras depremleri sonrasi elde edilen uydu goriintiileri
kullanilarak yapilan ¢alismalarinda, derin Ogrenme tabanli 4 farkli model
kullanmiglardir. U-Net, LinkNet, FPN, PSPNet modellerinin kullanildig1 ¢aligmada
FPN en yiiksek dogrulugu, U-net en iyi duyarlilik (recall) oranini saglamistir. Bu
calisma kullanilan modelle beraber secilen kodlayicinin modelin verimine katki
sagladigimi gostermistir. Virtriana vd., (2023) c¢alismalarinda uydu goriintiileri
kullanarak random forest makine 6grenmesi algoritmasi ve geometrik, doku, istatistik,
bitki Ortlsu indisi parametreleri ile tahmin senaryolari olusturmuslardir. 14 farkli
tahmin senaryou kombinasyonu denenerek en iyi hasar tespitinin hangisiyle
saglandig1 tespit edilmeye calisilmistir. Bitki ortiisti indisi ve doku 6zellikleri (gri
tonlama ve pikseller arasi kontrast) kullanilarak egitilen modelde en iyi verim
alinmigtir. Mangalraj vd., (2022) ¢aligsmalarinda deprem Oncesi ve sonrasi elde edilen
uydu ile IHA goriintiileri kullanarak derin 6grenme modeliyle bina hasar tespitini ele
almiglardir. Jaccard index’i ve Dice katsayis1 gibi iki farkli 6l¢iim degeri kullanarak
modelin egitim performansi degerlendirilmis Jaccard index’i kullaniminin model
egitiminde daha iyi verim alinmasina olanak sagladigi goriilmiistiir. Diger bir ¢alisma
(Gomroki vd., 2025) U-Net tabanli UNet-GCViT modeli kullanilarak uydu
goruntulerinden bina hasar tespitine yonelik bir ¢ati sunmaktadir. DDFormer

modelinin gelistirildigi baska bir yayinda bina hasarlarini tespit etmek igin (T. Li vd.,



2023) SAR verileri kullanilarak g¢ift alanli Transformer tabanli CNN yaklagimi
uygulanmistir. Bir diger yaymnda (Kalantar vd., 2020) deprem &ncesi ve sonrasi
ortofoto verisi kullanilarak farkli CNN mimarilerinin bina hasar tespiti tizerindeki
performansin1  degerlendirilmektedir.  Gelistirilen vision transformer tabanl
EfficientViTB isimli model ile YOLOvVS tabanli bir encoder-decoder mimarisi
kullanildig1 ¢alisma (Gomroki vd., 2024) ise uydu goriintiilerinden bina hasarlarini
tespit etmeye odaklanmaktadir. Bir diger yayinda (Abdi & Jabari, 2021) ise ¢oklu
Ozelliklerin flizyon yontemiyle ele alinarak, derin transfer 6grenme teknikleriyle hava
fotograflarindan deprem kaynakli bina hasar tespitini gerceklestirilmektedir. Baska bir
¢alismada (Seydi vd., 2023a) CoatNet tabanli bir CNN modeli olan BDD-Net+ modeli
gelistirilerek uydu goruntilerinden bina hasar tespitine galisilmistir. Denetimli derin
ogrenme yonteminin kullanildigi baska bir yayinda (Takhtkeshha vd., 2022), deprem
sonrast IHA gériintiileri kullanilarak bina hasarlarinin hizli bir sekilde tespit edilmesi
amaclanmistir. Bir diger makalede (Ghahrloo & Mokhtarzade, 2025), optik ve SAR
verileri birlestirilerek bina hasar tespiti igin CNN tabanli bir model gelistirilmistir.
INCR isimli modelin kullanildigi baska bir ¢aligmada (Tasci vd., 2023), uydu
goruntdleri kullanilarak bina hasar tespiti i¢in derin 6grenme tabanli bir yaklagim
sunulmustur. Bir diger yaymda (Tilon vd., 2020), IHA ve uydu goriintiilerinden
yararlanilarak anomali tespitine dayali GAN modeli ile bina hasarlari
belirlenmektedir. xBDSet veri seti ve uydu goruntilerinin kullanildigi baska bir
calisgmada (Wiguna vd., 2024), bina hasar haritalamasi ic¢in derin O6grenme
modellerinin performansi degerlendirilmektedir. Bir diger ¢alisma (Seydi vd., 2023Db),
dinamik (involution) ve sabit (convolution) katman filtreleri kullanilan teknikleri
iceren bir CNN modeli ile deprem sonrasi elde edilen uydu géruntilerinden bina hasar
tespiti gerceklestirmektedir ve agiklanabilir AT (XAI) kullanilmistir. XBD veri setinin
kullanildig1 bir diger yayinda (Sodeinde vd., 2024) ise ¢oklu afet ve ¢ok sinifli bina
hasar tespiti lizerine derin 6grenme tabanli bir model sunulmaktadir. Bir diger
calismada (Rashidian vd., 2021) da yiksek c¢ozunurlukli uydu goéruntdlerini
kullanarak yiklimig bina tespiti i¢in degistirilmis bir U-Net CNN modeli
uygulanmaktadir. Bir diger yayinda (Shao vd., 2020) cesitli afet tiirleri igin
kullanilmasi amaglanan, afet 6ncesi ve sonrast uydu goruntilerinin kullanildig1 bir

BDD-Net modeli gelistirilmistir.



Bir diger ¢alisma (L. Wang vd., 2024), uydu gorunttleriyle afetler sonucu olusan bina
hasarlarin1 tespit etmek i¢in ¢esitli derin 6grenme modellerinin kullanimini kapsamli
bir sekilde incelemektedir. Yiiksek ¢Ozlniirliiklii uzaktan algilama goriintiilerinin
kullanildig: diger ¢alismada (Qiao vd., 2024) bina hasar tespiti icin sinirli denetimli
yeni bir CNN modeli denenmistir. Baska bir ¢alismada (Liu vd., 2022), yer
seviyesinden ¢ekilen fotograflar kullanilarak YOLOV5 algoritmasi tabanli, hafif ve
hassas bir model ile bina hasarlarinin ger¢cek zamanli olarak tespit edilmesi
hedeflenmektedir. Bir diger makalede (H. Du vd., 2024), PCA ve SVM
smiflandiricilart kullanilarak uydu ve IHA gériintiileri ile tekil bina hasar tespitine
calistlmistir. Bir diger ¢alismada (Qing vd., 2022), CNN tabanli bir model ile stiper
piksel seviyesinde degisim tespiti yontemiyle uydu ve IHA gériintiileri kullanilarak
deprem kaynakli bina hasarlar1 belirlenmektedir. USADA isimli bir modelin 6nerildigi
diger bir calismada (Y. Li vd., 2020) ¢esitli kasirgalarda elde edilen hava
fotograflarindan binalarda hasar tespitine ¢alisilmistir. Self-attention mekanizmasi
kullanilarak GAN temelli bir model gelistirilmistir. Bir diger ¢alismada (Hu vd.,
2023), hava video goruntulerini kullanarak CNN modeli ile bina hasar tespiti yaparak
drone rota planlamasim optimize etmek amagclanmaktadir. THA gériintiilerinden
olusan bir veri seti ile model egitilmistir. Bayes smiflandirict kullanilan bagka bir
yaymda (Jozi vd., 2024) ise deprem sonrasit IHA gériintiilerinden, goriintiiniin
dokusundaki homojenlik, kenar gibi 0Ozelliklerinden binalarin  hizli  hasar
degerlendirmesi iizerine ¢alisilmistir. Diger bir yaymda (Wu vd., 2021) ise Siamese
sinir ag1 ile afet oncesi ve sonrast uydu goriintiilerinden hasarli bina tespiti yapilan bir
model gelistirilmistir. U-net tabanli odaklanma mekanizmalar1 (attention mechanism)

sayesinde goriintiiden 6zellik ¢ikarimu iyilestirilmistir.






2. YAPAY OGRENME

Yapay 0grenme veya makine 6grenmesi, yapay zeka sistemlerinin bir parcasi olan ve
bilgisayar sistemlerinin insan zekasini taklit edilerek insanin yapabildigi zeka
gerektiren isleri yapabilmesi i¢in uygulanan yontemlerdir (“Machine learning,
explained”, 2024). Makine Ogrenmesi sayesinde bilgisayar sistemleri insanin
zekasinin yapabildigi karmasik isleri yerine getirebilir. Bu sekilde bilgisayar sistemleri
goriintiideki detaylar1 ayirt edebilme, konusma dilini anlayabilme gibi yeteneklere

sahip olabilir.

Bilgisayar sistemleri geleneksel prosedirel programlama yontemleriyle girilen
komutlara gore islem adimlarin1 gergeklestirebilir. Belirli bir algoritmada, her adimda
yapilacak islemler tanimlanabilir veya belirli bir olay gerceklestiginde farkli
prosedirler devreye sokulabilir. Fakat daha karmasik problemlerde geleneksel adim
adim programlama etkili olmayabilir. Bilgisayar sisteminin, bir gorintt verisindeki
rakamlar1 ve harfleri tanimasi gibi bir Ornek ele alinirsa, goriintiideki piksel
degerlerinden daha Once tanimlanmis piksel koordinatlar1 ve RGB renk degerleri
ancak mutlak veya yakin degerlerde olmasi gibi bir kosulda harf ve rakamlar
tanimlanabilir. Bu sekilde bir algoritma tasarimimnin basarili olmasi igin yeterince
etiketlenmis ornek veri setiyle desteklenmesi gerekmektedir. El yazisi gibi bir yazinin
tanimlanmasi, geleneksel algoritma tasarimlari ve biytk bir kural kiimesi kullanilsa

dahi basarili olmayabilir (Rebala vd., 2019).

Makine 6grenmesi yontemleri, geleneksel programlama ve detayli algoritma tasarim
yontemlerinden farkli olarak, bir oto-programlama ornegi gibi, saglanan veri setinden
cikarim yaparak beklenen islemi yapar. Makine 6grenmesi yontemleri yardimiyla
algoritma, girdi olarak saglanan veriden 6grenir, sonrasinda veri setinden farkli olan

bir veri ile karsilagtiginda hesaplanan parametreleri kullanarak tahmin sonucu Uretir.

Makine 6grenmesi algoritmalari, girdi olarak aldig1 verileri egitim, dogrulama ve test
adimlarinda kullanir. Egitim verisi etiketlenmis ya da etiketlenmemis veriler olabilir.

Veri seti, belirli bir konuyla ilgili olarak etiketlenir ve egitim verisi olarak makine



Ogrenmesi algoritmalarina verilir. Bu makine 6grenme yaklasimi denetimli 6grenme
(supervised learning) olarak tanimlanir. Verilen konut 6zelliklerinden fiyat tahmini
yapma algoritmasi buna 6rnek olarak verilebilir. Etiketleme olmadan kullanilan veri
ile egitilen makine Ogrenmesi algoritmasi yaklasimi ise denetimsiz Ogrenme
(unsupervised learning) olarak tanimlanir. Denetimsiz 0grenme yaklagiminda
algoritma, veri setinin i¢indeki Oriintlileri kesfederek bir ¢ikarim yapmay1 hedefler.
Denetimsiz 08renme yaklasimina ise bir miisteri verisinden miisterileri farkl

Ozelliklerdeki gruplara ayirma ornegi verilebilir.
Makine 6grenmesi egitimi asamalari su sekildedir:
1. Verilerin toplanmasi: Biiylik miktarda veri toplanir.

2. Ogzellik ¢ikarimi: Elde edilen verilerden, modelin anlamlandirilmasi icin

ozellikler ¢ikarilir.

3. Modelin egitilmesi: Makine Ogrenme algoritmasi veri setinden Ogrenme

yaparak bir model olusturur. Bu siire¢te model oriintiileri ve iligkileri 6grenir.

4. Model test ve dogrulama: Model daha 6nce gérmedigi veriyle test edilir ve

performansi olg¢iiliir.

5. Tahmin ve uygulama: Olusan model yeni veriler iizerinden tahminlerde

bulunarak gorevleri yerine getirir.

2.1 Makine Ogrenmesi Algoritmalari

2.1.1 Dogrusal regresyon

Bir denetimli 6grenme yaklagimi olan dogrusal regresyon (lineer regression)
algoritmasi, siirekli degiskenleri modellemek ve buna bagli tahminleme yapmak tizere
calisir. Giris degisken ile hedef degisken arasinda dogrusal iliski oldugunu varsayar.
x degiskenlerinden y degiskeni tahmin edilmeye ¢aligilir (Sarker, 2021). Denklem 2.1
ile y degeri hesaplanir. Burada katsayilar (), yitim fonksiyonunu en aza indirilerek
bulunur. Yitim fonksiyonu olarak genellikle ortalama kare hata (minimum squared
error) kullanilir. Stirekli degiskenleri tahmin (konut, hisse senedi tahmini), satis

tahmini gibi 6rneklerde kullanilir.
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y= Bot+ Bixy+ Brxz+ -+ Buxy (2.1)

e y: Tahmin edilen ¢ikt1.
e [: Kesim noktasi.
e X: Bagimsiz degisken.

Model egitildikten sonra denklem 2.2°de yer alan ortalama mutlak hata (mean
absolute error-MAE), denklem 2.3’de yer alan ortalama kare hata (mean squared
error) ve denklem 2.4’de yer alan R-kare (R?) metrikleriyle degerlendirilebilir
(Jumin vd., 2020). Dogrusal regresyon algoritmasinda hangi x degiskeninin 6nemli
oldugu katsayilarin degiskeni arttirici ve azaltict olmasindan anlasilabilir. Dogrusal
regresyon, makine 6grenmesi alaninda sadelik ve verimlilik agisindan sikg¢a tercih

edilen bir algoritmadir.
n
1 N
MAE = |y, - % 22)
c=1

e MAE : Mean absolute error (ortalama mutlak hata)
e Yc: Gergek deger.
e ) : Tahmin edilen deger.

e N : Veri noktalarinin sayisi.

1 n
MSE == (. = 5.)° (23)
c=1

e MSE : Mean squared error (ortalama kare hata)

e Yc: Gergek deger.

¥ : Tahmin edilen deger.

N : Veri noktalarinin sayisi.

SSI'ES

R?=1-
SStot

(2.4)

SSres : Artik toplamlar kareleri (Residual Sum of Squares), yani modelin tahmin

hatalarz:
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n
SSres = Z(}’c - }/’\c)z (2-5)
c=1

SSiot Toplam kareler toplami1 (Total Sum of Squares), yani gercek degerlerin

ortalamadan sapmalart:
n
SStot = Z(YC —¥)? (2.6)
c=1

e Vc: Gergek degerler.
e : Tahmin edilen degerler.

e ¥ Gergek degerlerin ortalamas:.

2.1.2 Lojistik regresyon

Lojistik regresyon (logistic regression), ikili siniflandirma problemlerinde kullanilan,
denetimli 6grenme yaklasimini kullanan bir algoritmadir. Girdi degiskenlerine gore
sonucun gerceklesip gerceklesmeyecegine yonelik ikili bir tahmin sonucu iiretir.
Ornek olarak égrencinin ilk sinavdan aldig1 not ve ders galisma siiresi birer degisken
ve sinavda alabilecegi not tahmin edilmeye ¢alisirsa, buradaki degiskenler bir lojistik
regresyon modeline (denklem 2.7) girer ve buradan ¢ikan sonug¢ sigmoid fonksiyonda
(denklem 2.8) kullanilir (Sarker, 2021). Sonrasinda tanimlanan esik degere gore
(mesela 0.5 istii gegmis anlamindadir) 0 ile 1 arasi bir ylzdelik bir tahminle sonug
elde edilmis olur (Saidi vd., 2021).

z = Bo + B1xy + Baxy (2.7)
1
P(y=1|x)=m (2.8)

Z. Olasilik hesaplamadan 6nceki ara deger
X1: Ogrencinin ders ¢alisma siiresi degiskeni.
X2: Ogrencinin dnceki sinavdan aldig1 not degiskeni.

Lo: Sabit terim.
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ﬁz: X1 katsayisi.
ﬂg: X2 katsayisi.

Y: sinav gegme durumu. (gegti-ge¢cemedi: 0,1)

Lojistik regresyon algoritmasinin temel amaci kategorik bir sinifi tahmin etmektir. Her
Ozelligin tahmin iizerinde etkisini gosteren katsayilar bulunmaktadir. Algoritmanin
anlasilmas1 ve karsilasilan problemlerin giderilmesi diger algoritmalara nazaran
kolaydir. Kiigiik ve orta dlgekli veri setlerinde iyi performans gosterir. Ozellikle seyrek
girdilerde iyi ¢aligir. Karmasik ve dogrusal olmayan verilerde daha diisiik performans

sergileyebilir.

2.1.3 Destek vektor makineleri

Destek vektor makineleri (support vector machines — SVM) algoritmast, Siniflandirma
ve regresyon problemlerinde siklikla kullanilan geleneksel bir makine 6grenmesi
algoritmasidir. En 6nemli avantaji basit olmasi ile az bir veriyle ve diislik islem
giiciiyle egitilebilir olmasidir (Shammi vd., 2023). Bu algoritmada bir karar sinir
degeri tanimlanir. Verileri ayrim diizlemleriyle siniflara ayirir. Bir denetimli 6grenme
yaklasimidir. Cok boyutlu 6zellige sahip az egitim verisiyle egitilebilir. Onceleri ikili
siniflandirma i¢in gelistirilmis olsa da artitk ¢ok smifli verilerde de basariyla
calisabilmektedir (C. J. Du & Sun, 2008). Farkli smiflar1 birbirinden ayiran optimum
diizlemi bulmaya ¢alisir. iki sinif arasindaki diizlemin en uzak hale gelmesi amaglanir.
SVM dogrusal olarak ayrilamayan girdi verilerini c¢ekirdek (kernel) fonksiyonlar
kullanarak daha yiiksek boyutlara dontistiiriir (Scholkopf, 1998). Bu boyutlarda
dogrusal bir diizlemle ayrim yapilabilir. Yaygin cekirdek (kernel) fonksiyonlar;

dogrusal, polinom, radyal tabanli ve sigmoid’tir (Goswami vd., 2019).

Bu algoritma egitim verisinin yalnizca bir boliimiinii kullanarak bilgisayar hafizasini
verimli kullanir. Cok boyutlu matrisler gibi yiksek boyutlu 6zellik iceren verilerde
etkilidir. Giiriiltiilii ve birbirine karismis 6rneklerin bulundugu verilerde performansi
diisebilir. Nesne goriintiilerinden siniflandirma, metinden duygu analizi, makalelerin
kategorize edilmesi, protein yapist tespiti ve gen siniflandirmasi kullanim

orneklerindendir.
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2.1.4 Karar agaclari

Karar agaclar1 (decision trees) denetimli 6grenme yaklasimina sahip bir makine
O0grenmesi algoritmasidir. Deterministik cevaplarla siiflandirma yapan bir agac tiirii
veri yapist kullanilir. Siniflandirilmak istenen olgunun &zelliklerine gore dallar ve
diigiimlere ayrilir. Nihai diigiim tahmin edilmek istenen siniflardan biridir (Rebala vd.,
2019). Regresyon ve smiflandirma islemlerinde kullanilabilir. Ornek olarak finans

sektdrinde kredi risk analizi, miisteri siniflandirma kullanimlari verilebilir.

Oncelikle hangi &zelligin karar isleminde kullanilacagina karar verilir. Bilgi kazanci
(information gain) veya gini saflik kriteri 6l¢iimleriyle hangi 6zelligin karar isleminde
kullanilacag1 belirlenir. Bilgi kazanci 6l¢egi, smiflara veya kategorilere ayrilan
verilerde kullanilir. Gini saflik kriteri ise kisinin yas1 gibi sayisal degerler igeren
verilerde kullanilir. Karar agacinin her bir diigiimiinde “Kredi Puan1 >= 650" gibi bir
karar kurali uygulanir. Karar islemi durma kriterinin oldugu seviyeye kadar devam
eder. Karar agacinin yaprak kisimlarinda ise tahmin sonuglari yer alir. Asagida veri
Uzerinde yas ve gelir seviyesine goére siniflandirma yapan ornek bir karar agaci

sunulmustur:
Yas?
— 30 > Geng:
| — Gelir Seviyesi?
| — Diisiik: Hayr
| — Orta: Evet
| — Yiiksek: Evet
— 30 < Orta < 61: Evet
— Yasi>60:
| — Gelir Seviyesi?

| |— Orta: Evet

| I—— Yuksek: Hayir
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2.1.5 Rastgele ormanlar

Denetimli 6grenme yaklagimi Ornegi olan rastgele ormanlar (random forests)
algoritmasi, birden fazla karar agacindan olusur ve bu sekilde tek bir karar agacindan
daha iyi tahmin performansi saglar. Tek agacta varyans degeri nedeniyle sebep
olabilecek hatali sonucgtan yerine, agaglarin tahmin ortalamasi alinarak sonug elde
edilir. Siniflandirma ve regresyon problemlerinde kullanilir. Topluluk 6grenmesi
yontemiyle her aga¢ bagimsiz olarak egitilir ve siniflandirma veya ortalama alma
yoluyla bir topluluk tahmini elde edilir. Bootstrapping yontemiyle egitim veri setinden
her agacin ayri ayri egitilmesi igin farkli veriler alinir. Bu sekilde modelde asiri
o6grenme (overfitting) sorunu engellenmis olur. Her agag icin 6zelliklerin yalnizca bir
alt kiimesi kullanilir ve model ¢esitliligi artmis olur. Tahminleme yaparken ¢ogunluk

agacin verdigi sonuglar ya da ortalama deger kullanilir (Belyadi & Haghighat, 2021).

Rastgele ormanlar, diger siniflandirici algoritmalara nazaran yiiksek dogrulukla
calisir (Speiser vd., 2019) ve asir1 6grenemeye karsit dayaniklidir (Hastie vd., 2009).
Hem kategorik hem sayisal verilerle galisabilir. Ornek olarak hem cinsiyet hem de
miisteri harcamasi gibi verilerdir. Hangi 6zelligin 6nemli oldugu belirlenebilir. Biiyiik
veri setlerinde ve c¢ok 0Ozellik igeren verilerde yavas c¢alisabilir. Misteri
segmentasyonu, tibbi teshis, dogal dil isleme gibi Ornek c¢alisma alanlari

bulunmaktadir.

2.1.6 K- en yakin komsu

K - en yakin komsu (k-nearest neighbour), siniflandirma ve regresyon problemlerinde
kullanilan bir denetimli 6grenme algoritmasidir. Temel prensibi birbirine yakin olan
nesnelerin birbirine benzer olmasi fikrine dayamr. Ornek uzayindaki noktalarin
birbirine 6klit mesafesindeki yakinlig1 dikkate alinir. Bir 6rnek uzayindaki veriler test
verisine yakin mesafedeyse, test verisinin dahil oldugu sinifta bulunduguna karar verir.
Ayrica mesafeye gore agirlik/puan atamasi yapilarak yakin mesafede olana yiiksek
puan verilip dahil oldugu sinif bulunabilmektedir (Cunningham & Delany, 2021). En
yakin k adet 6rnek secilerek bunlarin bulundugu siniflara gore 6rnegin dahil oldugu
siif tahmin edilir. Tibbi veriler kullanilarak hastalik teshisinde siniflandirma gibi

kullanim 6rnekleri bulunmaktadir.
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2.1.7 Naive bayes

Bayes teoremine (denklem 2.9) dayanan olasilik temelli bir smiflandirma
algoritmasidir. Bayes teoremi bir olayin gergeklesme olasiligini hesaplamada
kullanilir. Naive bayes de etiketli veri kullandig1 i¢in denetimli 6grenme yaklasimina
sahiptir. Makine Ogrenmesinde kullanilan oldukga basit etkili bir smiflandirma
algoritmasidir.

P(B|1A)-P(A)

P(A|IB) = P(B) (2.9)

o P(A/B) B olaymnin ger¢eklesmesi durumunda A'nin gerceklesme olasiligi
(posterior probability).

o P(B /A) A olaymin gerceklesmesi durumunda B'nin gergeklesme olasiligi
(likelihood).

. P(A) A olaymin gergeklesme olasilig (prior probability).

. P(B) B olayinin ger¢eklesme olasiligi (normalizasyon faktorii).

Naive Bayes algoritmasi bir veri noktasinin belirli bir sinifa ait olup olmama olasiligini
Bayes teoremiyle hesaplar. Egitim verisi analiz edilerek 6zellik dagilimi hesaplanir.
Yeni veri noktasinin her bir sinifa goére dahil olma olasiligi Bayes teoremiyle
hesaplanir. En yiiksek sonuca sahip sinifin orani o sinifa dahil olma olasilig1 olarak

bulunur ve tahmin edilen sinif olarak belirlenir.

Naive Bayes kolay uygulanabilir bir algoritmadir. Egitim ve tahmin islemleri hizli
yapilabilir. Kiigiik veri setlerinde bile iyi sonug verebilir. Ozellik sayisinin fazla
oldugu durumlarda da basarilidir. Normal dagilim olmayan verilerde iyi performans
saglayamamasi ise dezavantajlar1 arasindadir. Metin siniflandirmasi, metinden duygu

analizi, spam e-posta filtrelemesi gibi problemlerde kullanilir.
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2.1.8 Yapay sinir aglari

Yapay sinir aglar1 (artificial neural networs) gercek sinir hiicrelerinin c¢alisma
prensibine dayanan bir makine 6grenme algoritmasidir. Sinir hiicreleri olan néronlarin
birbirleriyle kurdugu gibi baglant1 katmanlarindan olusur. Her bir katmanda farkl
agirlik katsayilarina sahip olup gelen bilgi burada bu agirlikla yeniden hesaplanarak
bir sonraki katmana aktarilir. Bu sekilde birbirine bagli katmanlara bilgi girisi ve ¢ikisi
gerceklesmis olur (Kang vd., 2015).

Yapay sinir aglar1 dogrusal olmayan karmasik problemlerin ¢oziimiinde siklikla
kullanilan yontemlerdendir. Kullanim alanlarina oriintii tanimla, goriintii isleme,

siiflandirma gibi 6rnekler verilebilir

Bir sinir ag1 konuyla ilgili 6zellikleri iceren verilerin sunuldugu giris katmanindan
(input layer), ortada bu giris verisi ve ¢ikis arasinda sinaptik agirliklar yardimiyla
baglantilarin 6nem tanimlamasinin yapilmasi ile iligki sisteminin kuruldugu gizli
katmanlardan (hidden layer) ve hesaplamalarin neticesinde elde edilen verilerin
sunuldugu ¢ikis katmanindan (output layer) olusmaktadir. Sekil 2.1’de katmanli yap1
sema halinde gosterilmistir. Bu yapida, sinaptik agirliklarla tanimlanmis sinaps
baglantilari, girig verisini birlestiren operator, ¢ikis verisini belirli bir deger araligina
indirgeyen aktivasyon fonksiyonu yer alir. Aktivasyon fonksiyonu girdi degerinin sifir
olmasi durumunda, sinaps agirliklarini iceren ndronlar aktive olmazlar. Noronlar1 bu
durumda aktive etmek amaciyla bias degeri kullanilir. Bias degeri sayesinde
aktivasyon fonksiyonu giris verisi arttirilir veya azaltilir. Sonug olarak eklenen sabit
bias degeri sayesinde biitlin ndronlar islevsel kalir ve agin 6grenme yetenegi

iyilestirilmis olur

Yapay sinir aglarinin 6grenme iglemleri sirasinda her bir adimda firetilen ¢ikt1 ile
beklenen ¢ikt1 arasindaki fark hata degeri olarak hesaplanir. Agin 6grenme siirecinin
bir parcasi olarak bu hata degerinin kabul edilebilir bir degere indirgenmesi amaciyla

parametre iyilestirme adimlar1 uygulanir.
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N
Hidden layer

Sekil 2.1 : Yapay sinir ag1 katmanlari.
2.2 Derin Ogrenme

Derin 6grenme de bir makine 6grenmesi yontemidir. Ayni zamanda bir yapay sinir
agidir. Ag yapisinda birden fazla gizli katman bulunur. Her bir gizli katman verideki
oruintiileri ve dzellikleri otomatik olarak ¢ikarir. Ornegin bir goriintiideki kenarlari,
nesneleri otomatik olarak ¢ikarir. Agin ¢ok fazla parametreye sahip olmasi ve gelismis

bir yapida olmasi sayesinde biiyiik veri setleri iizerinde ¢alisabilmesine imkan verir.

Derin 0grenme sinir aglari, yapay sinir aglarina nazaran birden daha fazla gizli
katmana sahiptir, i¢ ige ge¢mis ag yapilarindan olusur. Ayrica gelismis yapay
noronlara sahiptirler. Noron yapilarinda birden fazla aktivasyon fonksiyonlari
bulunabilmektedir. Bu tiir geligsmis 6zellikler sayesinde, derin 6grenme modelleri ham
veri ic¢indeki Orilintiileri otomatik olarak tanmiyip hedeflenen 6grenme modelini

gergeklestirebilirler.

Derin 6grenme yontemi biiylik boyutlu ve ¢ok miktarda verinin kullanildig1 islemlerde
derin olmayan makine Ogrenmesi yontemlerinden daha iyi performans sergiler.
Islenmemis haldeki belirli bir formatta olusturulmayan metin, gorsel, video, ses gibi

veri setlerinde kullanilabilir.
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Sekil 2.2 : Makine 6grenmesi algoritma tiirleri.

2.2.1 Derin 6grenme turleri

Derin 6grenme farkli problemler i¢in 6zellesmis yapilar bulundurabilir. Sekil 2.2°de
makine Ogrenmesi ve onun alt kimesi olarak derin 6grenme yontemlerinin
siniflandirmasi gosterilmistir. Temelde her yontem her uygulama i¢in kullanilabilir
olsa da baz1 yapilar bazi veri tipindeki uygulamalar icin daha uyumludur. Ornek olarak
zaman serisinden olusan veriler ya da gorselden olusan veriler verilebilir. Derin
O0grenme yontemleri; katman yapilari, sinir ag1 birimleri ve kullanilan baglantilar

anlaminda yapisal olarak siniflandirilabilir.

2.2.1.1 Convolutional neural network (CNN)

Daha ¢ok bilgisayarli gorii ve konugma tanima gibi uygulamalarda kullanilan derin
o0grenme mimarisidir. Girdi verisi olarak iginde birbiriyle iliskisi olan ve yerleri
degistirilemeyen veri parcalarinin bulundugu veri setleri kullanilir. Goriintii tanima
gibi bir gérevde basitten karmasiga dogru goriintii algilama siireci isler. Oncelikle
goriintiideki kenarlar koseler ¢ikarilir. Sonraki katmanlarda ¢ikarilan bu 6zellikler
birlestirilir ve daha kompleks nesneler (insan yiizil, hayvan gorintisu gibi) goriintiden
cikarilacak hale gelisir. VGGNet, ResNet gibi algoritmalar CNN derin 6grenme

mimarilerine drnek olarak sunulabilir (J. Wang vd., 2021).
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2.2.1.2 Recurrent neural network (RNN) (yinelemeli sinir agr)

Zaman serisi, olay dizisi veya dogal dil gibi veriler i¢in gelistirilmis derin 6grenme
yapisidir. Girdi olarak kullanilan veriler kendi i¢inde birbiriyle alakali verilerdir. Agin
yapisinda bulunan hafiza sayesinde birbiriyle baglantili verileri sirali bir bigimde
ogrenir. Fakat basit RNN mimarileri kaybolan gradyan (vanishing gradient) problemi
nedeniyle, erken katmanlarda ¢ikarilan bilgiler kaybolur ve sonraki katmanlarda
kullanilamaz. Bu nedenle yeni gelismis RNN yapilarinda Uzun Siireli Kisa Hafiza
(Long Term Short Memory - LSTM) kullanilarak bu sorunun oniine gegilmistir. Hisse
senedi tahmini veya hava durumu tahmini gibi gergek dinya orneklerinde
kullanilabilir. Ya da dogal dil isleme (NLP) yetenegine sahip oldugu icin konusma

dilinde makine cevirisi yapabilmeyi saglar.

2.2.1.3 Distributed representation (dagitik temsil)

Ozellikle dogal dil isleme uygulamalarinda, veri i¢indeki anlami ¢ikarma amaciyla
kullanilan bir yapidir. Dildeki metinler, ifadeler ve kelimeler word embedding ad1
verilen vektor matrislerine doniistiiriiliir. Ayrik kelimeler bir arada anlamli olacak
sekilde yogun 6zellik vektorlerine kodlanir. Benzer kategorideki kelimelerin vektor
uzayinda birbirine yakin konumlanmasi saglanir. Soru cevaplama ve duygu analizi

gibi gorevlerde kullanilabilir. Modern NLP’nin (dogal dil isleme) temelini olusturur.

2.2.1.4 Autoencoders (oto kodlayicilar)

Girdi verisini, diisiik boyutlu vektorlere indirgeyip doniistiirerek tekrar benzer ¢ikis
verisini lireten bir derin 6grenme mimarisidir. Encoder ve decoder yapilarindan olusur.
Girdi verisi 6zelliklerinin benzer kisimlarini 6zet haline getirerek kiigiiltiir ve decoder

kismu ile yeniden orijinal veriyi elde eder.

Girdi verisi ile ¢ikt1 verisi arasinda farkliliklar hata hesaplamasiyla tespit edilir. Bu
Ozellik sayesinde anomali tespiti, finansal piyasalarda sahtecilik tespiti gibi

uygulamalarda kullanilir (Said Elsayed vd., 2020).
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2.2.2 Derin 6grenme adimlar:

Derin 6grenmenin otomatik 6grenme safhasinda, algoritma girdi verisindeki iliskileri
ve Oriintlileri 6grenmeye calisir. Derin 6grenme harici algoritmalarda 6grenme islemi
1yi belirlenmis siirecleri kapsar. Derin 6grenme algoritmalari ise ugtan uca bir sistem

olarak ham veri lizerinden otomatik veri ¢ikarimi yapabilirler.

Derin dgrenmede egitim epoch adi verilen dongiilerden olusur. ilk dongiide rastgele

agirlik parametreleri ve bias degeri atanarak model egitimi baglar.
Derin 6grenme algoritmalarinda egitim adimlari su sekildedir:

e Veri setinin olusturulmasi

e Verinin girdi olarak modele sunulmasi

e Rastgele agirlik ve bias degerlerinin tanimlanmasi

e Katmanlardaki néronlarda bulunan aktivasyon fonksiyonunun ¢alisarak veriyi

sonraki katmanlara aktarmasi

e (ikt1 katmanina ulasan verinin gercek veriyle karsilastirilip test edilmesi ve

aradaki farkin hesaplanmasi (yitim varyansi)

o Kayip degerine gore agirlik ve bias degerlerinin yeniden hesaplanip 6nceki

katmanlardaki ndronlarin agirlik degerlerin gilincellenmesi (backpropagation)

e Dongiiniin yeni degerlerle devam edip, kayip degerini azaltarak modelin

dogrulugunun arttirilmasi

2.2.3 Egitim adimlari ile ilgili terimler

Derin 6grenme modellerinde egitim siirecini ve model performansini iyilestirmek i¢in

kullanilan parametreler bulunur. Bunlar hiperparametre olarak tanimlanir.
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2.2.3.1 Yitim (hata) (loss)

Yitim (loss) makine 6grenme modellerinde, modelin tahminlerinin ne kadar hatal
oldugunu tespit etmeyi saglayan fonksiyondur. Yitim fonksiyonu gercek bulunmak
istenen deger ile tahmin edilen deger arasinda mesafeyi bulur. Bir makine 6grenmesi
modelinin egitim siireci, yitim fonksiyonu sonucunu minimize etmek {izerinedir.
Mutlak fark ortalamasi (mean absolute error-MAE) (denklem 2.2) ile fark degerlerinin
ortalama karesi (mean squared error-MSE) (denklem 2.3) gibi fonksiyonlar
kullanilmaktadir (“Linear regression: Loss”, 2025). Regresyon ve smiflandirma

islemleri i¢in farkli yitim fonksiyonlar1 kullanilabilmektedir (Q. Wang vd., 2022).

2.2.3.2 Optimizator (optimizers)

Optimizatorler (optimizer) derin 6grenme modelindeki agirlik ve yatkinlik (bias)
degerlerinin hangilerinin azaltilip hangilerinin artirilmasi gerektigini, modeldeki hata-
yitim degerini azaltacak sekilde belirler. Yaygin olarak kullanilan optimizasyon
algoritmalar1 arasinda Stokastik Gradyan Inisi (Stochastic Gradient Descent-SGD),
Uyarlanabilir Ogrenme Oran1 (Adaptive Learning Rate-ADADELTA), Uyarlanabilir

Momentum Tahmini (Adaptive Momentum Estimation-ADAM) ve digerleri bulunur.

2.2.3.3 Ogrenme oram

Derin 6grenme modelinin egitimi sirasinda agirlik ve yatkinlik (bias) degerlerinin
gincellenmesi isleminde bu degerlerin ne kadar degiseceginin belirlenmesinde
ogrenme orani (learning rate) denen bir deger kullanilir. Hata/yitim degerini minimum
seviyede tutmaya ¢alisilir. Ogrenme oraniin yiiksek olmasi durumunda, her bir egitim
adim1 daha hizli ilerler ve yitim degerinin optimum noktas: kagirilabilir. Ogrenme
oraninin diigiik olmasi durumunda ise egitim siiresi uzar fakat minimum kayip

degerine ulagsmak daha miimkiindiir (“Deep neural network concepts”, 2024).
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2.3 Makine Ogrenmesi Model Degerlendirmesi

Makine 6grenmesi algoritmalarinda gelistirilen modelin test edilerek beklenen verimi
saglayip saglamadigir cesitli Ol¢lim birimleriyle belirlenir. Regresyon modelleri
tahminden dogan hatalarin hesaplanmasi i¢in ortalama kare hata degeri (root mean
square error - RMSE) veya ortalama mutlak hata ylzdesi (mean absolute percentage
error - MAPE) yontemleri kullanilir. Siniflandirma modelleri ise dogru ve yanlis
tahminlerin orantilarinin  kullanildigi  dogruluk (accuracy), duyarlilik/hassasiyet
(recall), kesinlik (precision), and F1 skoru ve loU (Intersection over Union - Kesisim

Birlesim Orani) vb. metrikler kullanilarak basarimlari degerlendirilebilir.

Siniflandirma modelleri i¢in kullanilan degerlendirme yontemi igin bir karigiklik
matrisi (confusion matrix) tanimlanir. Bu matriste dogru tahmin edilen dogrular, yanlis

bilinen dogrular gibi tanimlamalar bulunur.

Bunun i¢in Oncelikle yapay o6grenmede siniflandirma problemlerinde kullanilan,
gercek degerlerle (actual values) tahmin edilen degerler (predictive values) arasindaki
iliskileri gosteren ‘Gergek Pozitif (True Positive, TP)’, ‘Sahte Pozitif (True Negative,
TN)’, ‘Gergek Negatif (True Negative, TN)’, ‘Sahte Negatif (False Negative, FN)’

metriklerinden olusan bir karigiklik matrisi (confusion matrix) olusturulmaktadir.

True label
Positive Negative

_ D+ D—
Lo

2
Szs TP FP
= o
Q
- g
IE 'E |
TS5 FN TN
E =

Sekil 2.3 : Makine 6grenmesi model degerlendirme matrisi.
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Sekil 2.3°de yer alan matrise gore TP: True-Positive, FP: False-Positive, FN: False-
Negative, TN: True-Negative olarak belirtilir (D+,D- gergek sinif, T+,T- tahmin edilen
sinif). Ornek olarak TN degeri bu matrise gore 6rneklerin kendisi mevcut ve tahmin
degerleri negatiftir. Bu durumda bir saglam bir bireyin hasta olmadigini tahmin etmek

gibi bir 6rnekle ifade edilebilir.

Bu matris tanimlamalar1 kullanilarak performans hesaplamalari su sekilde tanimlanir

(Varoquaux & Colliot, 2023):

e Dogruluk (accuracy): Dogru sekilde tahmin edilen tiim 6rnekler. Denklem

2.10’da gosterilmistir.

TP+TN

Dogruluk = ———~
TP+FP+TN+FN

(2.10)

e Duyarlilik (sensitivity / recall): Modelin gergek pozitifleri ne kadar iyi

buldugunu 6lger. Denklem 2.11°de duyarlilik formiilii sunulmustur.

TP

- 2.11
Duyarlilik TP T FN (2.11)

e Kaesinlik (precision): Modelin pozitif tahminlerinin ne kadar dogru oldugunu
Olcer. Denklem 2.12°de kesinlik formiilii sunulmustur.
Kesinlik v (2.12)
esmmlikKk = —m— .
TP + FP

e F1 Skoru: Kesinlik ve duyarliligin harmonik ortalamasidir. Denklem 2.13’de

F1 skoru formiilii sunulmustur.
Kesinlik - Duyarhlik

F1=2- 2.13
Kesinlik + Duyarlilik 213)

e Kesisim Birlesim Orani (IoU- Intersection over Union): Ozellikle nesne tespiti
ve boliitleme (segmentasyon) uygulamalarinda tespit edilen alanin tiim alana
oraninin ne kadar oldugu ile ilgili bir 6l¢iimdiir. Denklem 2.14°de loU formalu

sunulmustur.
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Kesisim Alani (Intersection)
IoU =

2.14
Birlesim Alan1 (Union) 214)

2.4 Makine Ogrenmesi Yontemlerinde Veri Setleri

Makine 6grenmesi modellerinin egitimi sirasinda kullanilan veri egitim verisi olarak
tanimlanir. Bu veri sayesinde model parametreleri en iyi verimi saglayacak sekilde
tanimlanmaya c¢alisilir. Model parametrelerinin  en iyi sekilde tanimlanip
tanimlanmadigin1 ve modelin ne kadar iyi calistigini anlamak i¢in modelin test

edilmesi gerekir.

FULL DATA SPLIT TESTING
SET DATA
SPLIT
TRAINING sl
APPLICATION
Fa / VALIDATION
mmm&
ALGORITHM MODEL

Sekil 2.4 : Makine 6grenmesi algoritmalarinda veri seti kullanimi (Bangert, 2021).

Bu agamada model daha 6nce karsilasmadig bir veri ile test edilir. Bu veri test verisi
olarak tanimlanir. Bazi algoritmalar model egitim siirecinin ne zaman durmasi
gerektigini belirleme ic¢in fazladan bir veri seti daha kullanir. Egitim ve test siirecinde
kullanilmayan bu benzersiz veri seti ise dogrulama veri seti olarak tanimlanir. Genel
olarak model egitimlerinde veri seti %70 ile %85 arasi egitim verisi ve kalan kismi test
verisi olarak ayrilir (Bangert, 2021). Veri setinin model egitimi sirasinda kullanim

semasi Sekil 2.4°de gosterilmistir.
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Makine 6grenmesi algoritmalarinda model egitimi i¢in kullanilan girdi veri setleri
daha verimli c¢alismasi ic¢in c¢esitli diizeltmelerden gegirilirler. Bu islemler veri
zenginlestirme (data augmentation) veya iyilestirme, veri normalizasyonu gibi
diizeltme islemleridir. Veri zenginlestirme islemi makine 6grenmesi modelinin asiri
o0grenme (over-fitting) ve modelin daha farkli veri tiirlerinde de performansinin iyi
olabilmesi amaciyla, verinin farkli yontemlerle zenginlestirilmesi islemidir. Ornek
olarak veri seti gorsellerden olustugunda, gorsellerin bicimsel olarak farkl tiirleri
olusturulur. Gorsel veri setleri iizerinde, dondiirme, kirpma, ters g¢evirme,
bulaniklastirma, birlestirme gibi islemler uygulanabilir. Sekil 2.5°de veri

zenginlestirme yontemleri 6rneklenmistir.

Makine 6grenmesi algoritmalarinda kullanilan veri setlerinde veri setleri belirli bir
ornek i¢in daha az orantida bulunabilir boyle bir durumda da girdi veri seti dengeli bir
orantida olmaz. Bu durumda ise model performansi saglikli ¢ikarim yapmay1 engeller
ve belirli bir sinifa yatkin sonu¢ vermeye egilimli olur. Boyle bir durum i¢in yapay
azinlik verisi 6rnekleme (Synthetic Minority Over-sampling Technique (SMOTE))
kullanilir. Bu yontemle var olan azinliktaki 6rnekler iizerinden yapay olarak farkli
versiyonlar iiretilir. Bu sekilde veri setinin daha dengeli hale gelmesi saglanir ve model

performansi iyilestirilir.

Gorilintii simiflandirmasinda veri zenginlestirme islemi bir temel adim olarak yer
almaktadir. Egitim veri setinin zenginlestirilmesi, modelin genellestirme ve tahmin
performansimnin  arttirilmasina  yardimci  olmak acisindan Onemlidir.  Veri
zenginlestirme islemindeki yeni gelismeler sayesinde geometrik doniisiimler, renk
parametre  ayarlamalar1 ve  giirilti  ekleme gibi farkli  tekniklerden

faydalanilabilmektedir (“Data augmentation”, 2024).
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Sekil 2.5 : Veri zenginlestirme / gogaltma yontemleri.

2.5 Makine Ogrenmesi Algoritmalarinda Ozellik Cikarim

Makine 6grenme algoritmalarinda model olusturma siirecinde girdi verisinden anlamli
cikarimlar yapabilmesi, bu iligkileri saglayacak uygun baglantilarin kurulmasi ile
mimkunddr. Ham veri icerisinden elde edilen 6zellik veriye ait hedeflenen duruma
yonelik tanimla ilgili driintiidiir. Ozellik ¢ikarma ile veri icerisindeki anlamli bilgiyi

elde etme ve verideki karmasik ve giiriiltii gibi varyasyonlar1 uzaklastirmak hedeflenir.

Ornegin bir satis platformundaki kullanici yorumlarinin faydalilig: smiflandirilirken
yararli Ozellikler tanimlanirken kullanilan kelimeler, yorumun uzunlugu, metin

dilbilgisi 6zellikleri kullanilabilir.

Farkl1 veri tiirleri igin farkl: tiirde 6zellik ¢ikarma teknikleri gelistirilmistir. Ornek
olarak goriintii analizi i¢in histogram bazli egimler (Histogram Oriented Gradients -
HOG), 6lgek bagimsiz 6zellik doniisiimii (Scale-Invariant Feature Transform - SIFT);
dogal dil isleme i¢in TF-IDF vektorleri, sozcuk turt (POS) etiketleme ve sozciik sekli
ozellikleri kullanilir (Janiesch vd., 2021).
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2.6 Makine Ogrenmesi Model Egitiminde Kullanilan Bilgi Sistemleri

Makine 6grenmesi model egitiminde kullanilacak bilgi islem altyapisi egitim siirecinin
karmasikligina, veri setinin boyutuna ve model tiirtine baglidir. Makine 6grenmesi ile
bir sorunu ¢6zme siireci sorunla ilgili veri toplamayla baslar. Ardindan elde edilen veri
tizerinde analiz islemleri yapilir. Bu asamada standart diizeyde bir bilgisayarda Jupyter
notebook, Python veya R dilleri kullanilarak veri {izerinde islem yapilabilir. Bu
asamada bilgisayar donaniminin islemci (CPU), RAM ve hard disk kapasitesi
onemlidir ve grafik islemci iinitesi (GPU) gereksinimi olmayabilir. Veri hazirlig
asamasinda veri tlzerinde gesitli diizeltme, bigimlendirme, temizleme islemleri
yapilabilir. Bu islemler islemci, giris-¢ikis (I/O) yogun islemlerdir ve ¢ogunlukla
matris hesaplamasi gibi matematiksel islem gerektirmez. Veri hazirlama islemlerinin

ardindan modelin egitim siirecine gegilir.

Model egitimi stirecinde grafik islemci {initelerine (GPU) ihtiya¢ duyulmaktadir. Bu
noktada modelin iyilestirme adimlarinda kiyaslama amaciyla bir temel (baseline)
model belirlenir. Bu yolla performans ¢iktilari baseline modelle kiyaslanabilir. Model
egitimi siirecinde basit modeller ve kiiciik veri setlerinde yalnizca islemci (CPU)
yeterli olabilmekle beraber biiyiik 6l¢ekli makine 6grenmesi ve derin 6grenme egitim
ve tahminleme (inference) islemleri i¢in yalnizca CPU kullanimi yeterli olmayabilir,
gelismis paralel islem yetenekleri olan GPU veya 6zel hizlandiricilar kullanmak

gerekir.

Makine 6grenmesi yontemleri temelinde matris hesaplama islemleri bulunmakta ve
makine 6grenmesi yontemleri, biiyiik boyutlu matrislerin isleme girmesi, matrislerle
carpma islemi yapilmasina dayanmaktadir. Bu islemler ise grafik kartlar {izerinde
rahatlikla yapilabilmektedir. Grafik kartlarindaki paralel islem birimleri sayesinde
biiyiik boyutlu islemler gergeklestirilebilmektedir. Bununla beraber modern
altyapilarda Ozellikle makine oOgrenmesi islemleri i¢in gelistirilmis sistemler
bulunmaktadir. Ayrica egitilen modelin egitildigi donanim ile ¢alistigr donanim farkl
olabilir. Ornek olarak egitilen model bir mobil uygulama ise mobil donanimda
calisabilecek uyuma sahip olmalidir. Bugiin mobil cihazlarda ¢alisabilecek yapay zeka

islemcileri de gelistirilmistir.
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Bazi makine 6grenmesi tabanli uygulamalar bulut ortaminda grafik kart1 (GPU) ile
model egitimine tabi tutulup, islemci (CPU) ile ¢ikarim (inference) yaparak maliyeti
diisiirme yoluna gidebilmektedir. Bulut platformlarinda bazi biiyiik teknoloji sirketleri
kendi yapay zekaya 6zel islemcilerini gelistirmistir. Google Tensor Processing Unit
(TPU), Amazon’un Tranium olmak {izere her biri kendi i¢inde ¢esitli yetenek avantaji

ve dezavantajlar1 barindirmaktadir (Palat, 2022).
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3. INCELENEN YAYINLAR

Deprem sonrasi binalarin yerlerinin belirlenmesi ve hasar tespitinde kullanilan makine
O0grenmesi yontemleri ve bu yontemlerin performanslari ile ilgili akademik ¢alismalar
incelenmistir. Bu boliimde incelenen ¢alismalarda kullanilan algoritmalar ve makine
Ogrenmesi modeli gelistirme siirecleri ile uygulanan iyilestirme yontemleri yer
almaktadir. Bu kapsamda incelenen makaleler numaralandirilarak baslik, yazar ve

yayinlandig1 dergilerle birlikte ekler bolumiinde ¢izelge A.1°de sunulmustur.

Deprem sorast binalarin yerlerinin belirlenmesi ve hasar tespiti ile ilgili makalelerin
bulunmasi stirecinde Web of Science portalinda “building damage detection” ve
“machine learning” ifadeleri AND baglaci ile birlestirilip makale filtresi kullanilarak
tarama yapilmistir. Tarama sonucu 2020 ve 2025 yillar1 arasinda bulunan makale
(article) tiirtindeki calismalarin ¢ogunlugu 2024 yilinda yaymnlanmis ve “Remote
Sensing” kategorisinde yer almaktadir. Yaymnlanan aragtirmalarin  bulundugu
kategorilerin siralamasina iliskin liste Cizelge 3.1’de gosterilmistir; ayrica Sekil 3.1°de
grafik gosterimi bulunmaktadir. Yillara gore yayinlanan makale sayilari ise Sekil
3.2°deki grafikte gosterilmistir. Sekil 3.3’te ise arastirma sonucu bulunan makalelerin
yayimlandigi alanlarin gosterildigi VOSviewer araci kullanilarak elde edilen co-

occurrence analizi semasi bulunmaktadir.

Cizelge 3.1 : Yayinlara ait aragtirma kategorileri ve makale sayilari.

Web of Science Kategorisi Makale Sayis1
Remote Sensing 33

Imaging Science Photographic Technology 24
Geosciences Multidisciplinary 20
Environmental Sciences 14
Engineering Electrical Electronic 10

Geography Physical 10
Engineering Civil 9

Construction Building Technology 5
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Sekil 3.1 : Tarama sonucu bulunan yayinlarin kategorilere gore dagilim grafigi.
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Sekil 3.2 : Tarama sonucu bulunan yayinlarin yillara gore dagilimi.
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& VOSviewer

Sekil 3.3 : Calismalarin yayinlandigi alanlar1 gésteren VOSviewer co-occurence analizi semast
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3.1 Yayin 1: Ger¢cek Zamanh Derin Ogrenme Modeli ile Hasar Tespiti

3.1.1 Amag

Bu yayinda (Y. Wang vd., 2023) bir derin 6grenme modeli gelistirilerek bu derin
dgrenme modelinin insansiz hava arac1 (IHA) iizerinde gercek zamanli bir sekilde
caligarak, deprem sonrasi yikilan binalarin konumunun tespit edilmesi amaciyla yeni

bir derin 6grenme modeli Onerilmistir.

3.1.2 Kullanilan algoritmalar

Bu makalede derin 6§renme tabanli bir algortima degistirilerek Sekil 3.5’deki
mimariye sahip DBYOLOVS5 isminde yeni bir model gelistirilmistir. Bu ¢alismada
kullanilan model U-net tabanl1 bir derin 6grenme modeli olan YOLO’nun 5.

Sarimadar (YOLOV5).

3.1.3 Yontemler

Bu calismada oncelikle gelistirilmek istenen modelin THA iizerinde ¢alismasi
hedeflendigi i¢in diisiik gii¢ gerektiren bir islemci lizerinde ¢alisabilmesi
amaclanmistir. Bu nedenle varolan YOLOvVS modelinin {izerinde ¢esitli diizenlemeler

yapilarak modelin amaca uygun bir yapiya ulagsmasina ¢alisilmistir.

Input
(dlaxdl6ad)

CBL

-

CBL I

k | ||

Concat l—-| BottleneckCSP H—:—~| Detect |
N
|

Backbone MNeck Head

Sekil 3.4 : YOLOvV5 mimarisi.
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Burada yapilan iyilestirmeler; YOLOvV5’in mimarisi (Sekil 3.4’de gosterilmistir),
Hibrit Artik Genisletilmis Evrisim (Residual Dilated Convolution - Res-DConv)
modiili eklenerek degistirilmis ve orijinal YOLOvS5'te bulunan odak modiilii
cikartlmistir. Bu sayede, modelin karmagiklig1 azaltilarak gomiilii cihazlarda daha
verimli bir sekilde ¢alisabilmesi saglanmistir. Modelde, uzamsal ve kanal (yani
goruntudeki x-y koordinatlar1 ve RGB renk kanallarinin 6ne ¢ikarilmasiyla ilgili)
dikkat mekanizmasina dayali bir 6zellik birlestirme yontemi kullanilmistir. Bu
yontem, IHA ugusu sirasinda farkli dlgeklerdeki -farkl yiikseklikteki ve farkli
yiiksekliklerden alinan goriintiilerdeki binalara ait goriintiilerin islenmesini - daha
verimli hale getirmistir.

Hasarl1 bina siiflandirmast i¢in tam baglh (fully connected - fc-head) ve sinirlayici
kutu regresyonu (bounding box regression-modelin hedef pikseldeki gorintiyu
diktortgen i¢ine alarak bina olan yerin tahmin edilmesine dayanan regresyon islemi)
icin evrisimsel baslik (conv-head (CNN katmanlari) kullanilmistir. Bu degisiklikler,

hasarl1 bina bolgelerinin siniflandirma ve konumlandirma dogrulugunu artirmistir.

Modeli degerlendirme amaciyla deprem sonras1 IHA gériintiilerinden olusan bir veri

seti kullanilmistir.
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Sekil 3.5 : Degistirilmis DB-YOLOvV5 mimarisi.
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3.1.4 Sonugclar

YOLOvV5 mimarisi Gzerinde duzenlemelerle modelin amaca uygun olarak daha az
karmagsik ve dislik islemci giicii gerektirecek sekilde caligmasi saglanmistir.
YOLOVS5’te bulunan bazi modiiller ¢ikarilip modelin karmasiklig azaltilmis. Ayrica
IHA ucusu sirasinda elde edilen goriintiilerde daha verimli calismas1 amaciyla farkl
irtifalardan alinan goriintiilerdeki nesnelerin tespitini iyilestirecek 6zellik birlestirme
yonteminden faydalanilmistir. Yapilan diizenlemeler ve iyilestirmeler sayesinde
modelin yiiksek verimle ¢aligmasi saglanabilmistir. Test sonuglarinda %96 kesinlik
(precision), %94 dogruluk (accuracy) sonucuna ulasilmis. Gelistirilen modelin diger

YOLO versiyonlarla kiyaslandigi tablo cizelge 3.2°de verilmistir. Sekil 3.6°da

yontemin uygulamali olarak hasar tespit performansi gosterilmistir.

Sekil 3.6 : Yontemin uygulama performansi. (a: Afet oncesi, b: Afet sonrasi, c:
ground truth, d: yontemin tespit ettikleri (kirmizilar dogru tespit edilenler))
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Cizelge 3.2 : DB-YOLOVS5 modelinin ve diger YOLO versiyonlariin performans

kiyaslamasi.

Kesinlik Duyarlilik
YOLO Versiyonu (Precision) (Recall) F1 Skoru mAP

(%) (%) o)
YOLOvV3 84.62 90.67 87.54 98.00
YOLOv4 75.96 70.54 73.15 81.00
YOLOv4-tiny 93.10 98.18 95.58 99.00
YOLOV5s 92.75 91.47 94.08 99.50
DB-YOLOV5s 96.36 94.38 95.34 99.50

3.2 Yayin 2: Derin Ogrenme ile Bina Hasar Degerlendirmesi

3.2.1 Amag

Bu c¢alismada (Xia vd., 2023) deprem sonrasi bina konumlarinin tespiti ve hasar
derecesinin elde edilmesi amaciyla deprem Oncesi ve sonrasi yiiksek ¢oziniirlikli
uydu gériintiileri kullanilarak yeni bir derin 6grenme modeli dnerilmistir. Onerilen
BDANet isimli CNN (Convolution Neural Network) modeli, bina konumlarinin tespiti

ve bina hasar derecelerinin bulunmasi iizerine egitilmistir.

3.2.2 Kullanilan algoritmalar

Bu makalede CNN tabanli Sekil 3.8’de gorilebilen BDANet isimli iki asamali bir
derin 6grenme modeli kullanilmustir. Tki asamali ¢alisan modelde ilk asamada bina
konumu tespit edilir. Bu agamada U-net derin §grenme mimarisinden faydalanilmistir.
U-net goriintii segmentasyon islerinde kullanilmak tizere gelistirilmis bir derin
6grenme mimarisidir (Siddique vd., 2021). Ikinci asamada ise afet dncesi ve sonrasi
gorintilerin analiz edilerek bina hasar derecesi Uzerine CNN tabanli farkli modiiller

dahil ediliyor. Bu sayede modelin veriminin arttirilmasi miimkiin olmustur.

3.2.3 Yontemler

Bu calismada Kahramanmaras depremlerinde Islahiye bolgesinden elde edilen afet
oncesi ve sonrasi yiiksek ¢oziiniirliiklii WorldView?2 uydu gériintiileri kullanilmus. ki
asamali BDAnet CNN (Convolutional Neural Network) makine d6grenmesi modeli
kullanilarak xBD metre alt1 bina hasar veri seti kullanilarak egitilmistir. xBD veri seti,

bina segmentasyonu ve hasar degerlendirmesi i¢in halka acik, biiyiik 6l¢ekli bir uydu
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goriintii veri setidir. Bu veri seti, felaketlerden 6nce ve sonra binalarin yiiksek
¢OzUnUrltkIG kuresel goriintii ¢iftlerini ve bunlara ait anotasyonlar1 sunar. Her bir
goriintii 1.024 x 1.024 piksel boyutunda olup, 0.8 m ¢oziiniirliikte tic RGB bandi igerir.
Veri seti, 19 farkli felaket Orneginden olusmaktadir. Veri setinin dengeli hale
getirilmesi igcin Cutmix teknigi kullanilarak veri zenginlestirme ve ¢esitlendirme
yapilmistir. Cutmix, iki farkli goriintiiyli birlestirerek, bir goriintiiniin belirli bir
kismini kesip, diger goriintiiye yapistirmak {lizerine kuruludur. Bu yontem, modelin
daha genel Ozellikler 6grenmesine ve asir1 08renmeyi (overfitting) azaltmasina
yardimci olur.

Iki asamali olarak gerceklesen model egitiminde ilk asamada U-net mimarisi
kullanilarak afet oncesi binalarin tanimlamasina ¢alisiilmistir. Bu mimaride bulunan
ziplama baglanti katmani (jump connection layer), orijinal gorinti o6zelliklerini
koruyarak bunlar1 sonraki katmanlarda ¢ikarilan 6zelliklerle birlestirebilir. Bu 6zellik
sayesinde, gradient explosion (gradyan patlamalar1 gibi sorunlari etkili bir sekilde
Onler. Bu katman (ziplama baglanti katman1 (jump connection layer)), derin 6grenme
katmanlarinda, agin erken katmanlarindan (genellikle daha yiizeysel o6zelliklerin
cikarildig1 yerlerden) gelen bilgilerin, daha derin katmanlara dogrudan iletilmesini
saglar. Bu sekilde 6onemli ayrintilarin kaybinin dnlenmesi saglanabilir.

Ikinci asamada afet dncesi ve sonrasi goriintiilerden olusan veri setleri kullanilmus.
Ikinci asamada, birinci asamada elde edilen model egitim agirlik parametreleri
kullanilmistir. Bu kisimda BDANet modeline Cok Olcekli Ozellik Birlestirme
Modulu-Multi-Scale Feature Fusion (MFF) dahil edilerek ¢esitli boyutlardaki
binalarin karakteristiklerini ve 6zelliklerini anlayarak modelin dayanikliligini artirmak
amaglanmistir.  MFF modiilii farklt boyutlardaki nesnelerin taninmasmni ve
segmentasyonunun basarili bir bi¢imde yapilabilmesi i¢in kullanilir. Bu modiil
egitimde kullanilacak goriintiiniin orijinal, %50 kiigiiltiilmis ve %25’e kiigiiltiilmis 3
farkli boyutunun bir CNN katmanindan gecirilerek, goriintiiye ait nesne kenarlar
renkleri ve daha detaylara ait 6zellik haritasi matrislerinin ¢ikarilmasi saglanir. Bu
sekilde farkl 6l¢iilerde modelin 6grenme kabiliyeti gelistirilmis olur.

Sonraki safhada BDANet modelinin ikinci asamasinda, afet Oncesi ve sonrasi
goriintiiler arasindaki iliskileri daha derinlemesine incelemek i¢in kullanilan bir
optimizasyon yontemi kullaniliyor. Model, Sikistirma Uyarimi (SE) yoOntemine
dayanan bir CDA (Channel and Spatial Dimension Attention) modiilii kullaniyor. Bu
modul, goruntilerin hem kanal (channel) hem de uzaysal (spatial) boyutlardaki
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Ozelliklerini yeniden diizenleyerek, daha zengin bir bilgi akisi sagliyor. Bu sayede, afet
oncesi ve sonrasi goriintiilerdeki 6zellikler birlestirilip modelin dogrulugu artiriliyor.
Bu modiildeki kanal yani RGB renk kanallarindan hangisinin 6nemli oldugunu ya da
uzaysal Ozellikler yani Onemli goriilen bolgeye ait piksel konumlarinin
agirliklandirilmasi ile hassasiyetin arttirilmasi igin kullaniliyor. Ornek olarak hasarli
bolgenin belirli bir 6zelligine ait RGB kanal bilgisi ve X-Y koordinat bilgileri

agirliklandiriliyor.

3.2.4 Sonuglar

Bu ¢aligmada 6nerilen modelin bina konumlandirma dogrulugunu optimize edilerek
bina hasar analizlerinde yiiksek duyarlilikla sonuglar tiretilmistir. Sekil 3.7°de 6rnek
hasarli bina sonu¢ gorseli bulunmaktadir. Cizelge 3.3’deki gibi diger modellerle de
kiyaslandiginda benzeri sonuglarin elde edildigi goriilebilir. Degerlendirme
sonuclarina gore %80,43 dogruluk (accuracy) ve %84,17 duyarlilik (recall) elde

edilmistir.

(al)

Raw result Post-disaster Pre-disaster

Masked result

Background Minor damage Destroyed

Sekil 3.7 : BDANet hasarli bina tespit sonug gorseli.
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Sekil 3.8 : iki asamali BDANet derin 6grenme modeli mimarisi.

Cizelge 3.3 : BDANet modeli kesinlik (precision) ve hassasiyet (recall) oranlarinin
diger derin 6grenme modellerine ait sonuglarla kiyaslamasi.

. Kesinlik Duyarlilik
Derin Ogrenme Y Ontemi .
(Precision) (%) (Recall) (%)
VGG16-UNet++ 81.53 86.19
ResNet50-UNet++ 84.43 88.65
InceptionV3-UNet++ 85.14 90.50
BDANEet Stagel (bu ¢alisma) 80.43 84.17
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3.3 Yayin 3: SAR Verisi ve Makine Ogrenmesi Kullanilarak Hasar Tespiti

3.3.1 Amag

Bu ¢alismada (Rao vd., 2023) yiiksek ¢oziiniirliikliic SAR (sentetik agiklikli radar)
verisi ve makine 6grenmesi yontemleri kullanarak bina hasar derecesi tespiti
yapilmaya caligilmistir. SAR goriintiileri, deprem siddet haritalar1 ve bina envanteri
verilerini birlestirerek hem ikili (hasarli/hasarsiz) hem de ¢ok sinifli hasar tahmini
yapilmis. Sonuclar, saha anket verileriyle karsilastirilarak modelin dogrulugu

degerlendirilmis.

3.3.2 Kullanilan algoritmalar

Calismada, dort biiylik deprem incelenerek binalarin hasar seviyelerini belirlemek i¢in

Random Forest (RF) ve Support Vector Machines (SVM) algoritmalar kullanilmas.

3.3.3 Yontemler

Bu makalede makine 6grenmesi modellerinin performansini artirmak igin ¢esitli
optimizasyonlar yapilmistir. Ozellikle, modelin dogrulugunu artirmak icin ozellik
secimi gerceklestirilmis, onemli olan SAR goriintli parametreleri 6ne ¢ikarilmistir.
Ayrica, simiflandirmada kullanilan parametrelerin  dengelenmesi amaciyla veri
normalizasyonu (yani farkli 6l¢iilmiis verilerin -mesela SAR yansima degeri- standart
bir araliga indirgenmesiyle siiflandirma modelinin daha dogru ve dengeli sonug
vermesi) uygulanmis ve farkli smiflandiricilar (Random Forest ve SVM)
karsilagtirilarak en iyi performans veren model segilmistir. Capraz dogrulama-cross
validation teknikleri kullanilarak (test verisinin farkli katmanlara ayrilarak modelin
egitilmesi - K-kath ¢apraz dogrulama) modelin genellenebilirligi de artirilmistir, asiri

O0grenmenin (overfit) oniline gegilmesi saglanir.

3.3.4 Sonuclar

Makalede Random Forest (RF) algoritmasi, bina hasar tespitinde en iyi performansi
gosteren algoritma olarak one ¢ikmistir. RF, 6zellikle ¢coklu siniflandirma gorevlerinde
daha yiiksek dogruluk ve daha iyi genellenebilirlik saglamistir. Destek Vektor
Makineleri (SVM) de incelenmis olsa da, RF daha basarili sonuglar vermistir.

Sonu¢ olarak farkli depremlerde test edildiginde Ornek olarak 2020 Zagreb

depreminde modelin dogrulugu (accuracy) %73, makro ortalama F1 skoru %33, ve
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agirlikli ortalama F1 skoru %79 olarak hesaplanmistir. Hasar siniflandirma gorseli de
Sekil 3.9’da bulunmaktadir. Buradaki makro ortalama dengesiz siniflandirilmig veri
setlerinde nadir goriilen siniflarin tahminlerine yonelik performanst da anlama
amactyla kullanilir. Her sinifin (yani hasarsiz, az hasarli vs) gibi F1 skorunun

ortalamasi alinarak hesaplanir.

Source: University of Zagreb Faculty of Ol Engineening
Notes: 20 model of buiidings regresented by the usabiity classifcations color (green, yellow, and red)

Sekil 3.9 : Modelin Zagreb depremi sonrasi 3 boyutlu hasarli bina siniflandirma
haritast.

3.4 Yayn 4: Uydu Goruntileri ve Derin Ogrenme ile Hasar Tespiti

3.4.1 Amag

Deprem sonrast yiiksek ¢oziiniirliiklii uydu goriintiilerinin kullanildigr bu makalede
(Abdi vd., 2021) 6nceden egitilmis ve ozellestirilmis bir ResNet-34 derin 6grenme
mimarisi kullanarak hasar goren binalarin tespitine caligilmistir. Deprem Oncesi
goriintiilerin elde edilmesinin zor olmas1 ve deprem Oncesi ile sonrasit goriintiiler
arasindaki hatalar nedeniyle deprem sonrasi goriintiiler iizerinden tespit yapilmasi

amaglanmstir.
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3.4.2 Kullanilan algoritmalar

Bu makalede ImageNet veri setiyle egitilmis ResNet 34 (34 katmanli residual network

- artik baglantili sinir ag1) mimarisi 6zellestirilerek kullanilmistir.

3.4.3 Yontemler

Makalede, ResNet-34 modelinin son {i¢ katmani ¢ikarilmis ve yerine yeni bir
simiflandirict bashigi eklenmistir. Bu baglik, hasar tespiti icin yliksek seviyeli
ozellikleri 6grenmek iizere transfer 6grenme yontemleriyle egitilmistir.

ResNet-34, derin 6grenme modellerinde sik¢a karsilagilan "gradyan kaybolmasi"
problemini ¢6zmek i¢in katmanlar arasinda kimlik kisayolu baglantis1 (identity
shortcut connection) kullanir.

Yayinda kullanilan modelin performansini artirmak igin ¢esitli yontemler ve
optimizasyonlar uygulanmis. Bu ¢alismalardan bazilar1 sunlardir:

e Veri ¢ogaltma (data augmentation): Modelin 6grenme kapasitesini artirmak
icin veri ¢ogaltma teknikleri kullanilmis. Bu teknikler, egitim verisinin
genellestirilmesine yardimci olur. Makalede su veri ¢ogaltma yontemleri
uygulanmistir:

o Goriintiilerin sifir dolgusu ve dlgeklendirilmesi.

o Rastgele doniisiim (doniis agis1 -10 ile +10 derece arasinda, verinin
%75°1ik kisminda).

o Gorintulerin dikey ve yatay olarak rastgele ¢evrilmesi (verinin %50 lik
kisminda).

o Parlaklik ve kontrastin rastgele degistirilmesi (verinin %75 lik
kisminda, maksimum 0.2 parlaklik degisikligi).

e Transfer 6grenme: Sekil 3.10°da goriilebilecegi gibi ResNet-34 modelinin
onceden ImageNet veri seti lizerinde egitilmis versiyonu kullanilarak transfer
ogrenme uygulanmistir. Bu, modelin 6nceden 6grendigi 6zelliklerin, felaket
sonras1 hasar tespiti gibi yeni bir goreve uyarlanmasimi saglar. Ozellikle,
modelin govdesi dondurulmus (egitim sirasinda degistirilmemis) ve sadece
yeni eklenen siiflandirici baglik sifirdan egitilmistir. Bu sayede, daha hizli ve

verimli bir egitim siireci gergeklestirilmistir.
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Sekil 3.10 : Onceden egitilmis ResNet-34 mimarisi ile bina hasar tespit modeli.

e Siiper yakinsama (super-convergence) yontemi: Modelin egitimi sirasinda,
stiper yakinsama adi verilen bir yontem kullanilarak egitimin daha hizh
tamamlanmas1 saglanmig. Bu yontem, O0grenme oranlarinin dongtisel bir
sekilde degistirilmesini icerir ve daha kisa slirede modelin optimum
performansa ulagsmasina yardimeci olur.

e Kisith veriyle modelin genelleme yetenegini test etme: Model, farkli afet
tiirlerine ve sinurli egitim verisiyle nasil genelleme yapabildigini test etmek icin
Woolsey yangimni verileriyle de test edilmistir. 2010 Haiti depreminden elde
edilen egitim verileri kullanilarak, sinirli bir miktarda Woolsey yangini
verisiyle ince ayar yapilmis ve modelin diger felaket tiirlerinde ne kadar iyi

genelleme yaptig1 degerlendirilmistir.

3.4.4 Sonugclar

Calismada modelin degerlendirilmesi sonucunda, model yikilmis ve yikilmamis bina
tespitinde dikkate deger bir avantaj sunmustur. Calismada kullanilan 6nceden egitilmis
ResNet-34 mimarisi ile 2010 Havai depremi goriintiileri {izerinde yapilan testlerde
%90’ lizerinde dogruluk (accuracy) elde edilmistir. Sekil 3.11°de modelin

performansina iligkin gdrsel bulunmaktadir.
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Sekil 3.11 : ResNet-34 yontemin hasar sinflandirma performansi: Yesil renk hasarsiz
yapilari, sar1 renk hasarli yapilar: gosteriyor.

3.5 Yayin 5: Denetimli Ogrenme Kullamlarak Hasarh Bina Tespiti

3.5.1 Amag

Bu yaymda (Aswitha vd., 2024) denetimli 6grenme yontemiyle makine 6grenmesi
algoritmalar1 ve deprem sonras1 uydu goriintiileri kullanilarak hasarli binalarin tespit
edilmesine ¢alisilmistir. Bu kapsamda kullanilan farkli makine 6grenmesi yontemleri

kullanilarak bina hasar derecelendirmesi yapilmasinda kiyas yapilmstir.

3.5.2 Kullanilan algoritmalar

Bu caligmada denetimli 68renme (supervised learning) yaklasiminin yer aldigi
Dogrusal Regresyon (Linear Regression) ve K-En Yakin Komsu (K-Nearest
Neighbors, KNN) algoritmalar1 kullanilmistir.

3.5.3 Yontemler

Uydu gorintilerinden PCA (Principal Component Analysis), wavelet transform,
spatial filtering yontemleriyle; elektromanyetik spektrum, sekil ve doku dzellikleri,
geometrik ozellikler ve piksellerin yakinlarindaki piksellerle iliskileri gibi 6zellikler

cikartlmistir.
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Dogrusal Regresyon modeli, uydu goriintiilerinden elde edilen 6zellikler ile binalarin
hasar yiizdesi arasindaki iliskiyi modellemek icin kullanilmigtir. Model, hasar
ylizdesini siirekli bir degisken olarak tahmin eder. Yani 6nceden belirlenmis hasar
sinirlandirma yapmaz; 6rnek olarak %20 hasarli gibi bir sonug verir. KNN Algoritmasi
ise smiflandirma tabanli hasar tespiti i¢in kullanilmistir. Bu algoritma, benzer
ozelliklere sahip komsu veriler arasinda en ¢ok tekrar eden siniflamay1 yaparak hasar
derecesini belirler.

Her iki model de uydu goruntilerinden binalarin hasar durumlarini tespit etmek ve
hasar yiizdesini tahmin etmek amaciyla uygulanmistir.

Modellerden daha iyi performans elde etmek i¢in uygulanan yontemler arasinda, veri
hazirlama islemleri, gereksiz verilerden kaynakli giiriiltiiler giderilerek 6zellik ¢ikarma
calismalari, KNN ve dogrusal regresyon algoritmalarinda model parametre

ayarlamalari, veri setinin dengel bir hale getirilmesi gibi islemler bulunmaktadir.

3.5.4 Sonuglar

Bu ¢alismada K-En Yakin Komsu (KNN) algoritmasi en iyi performansi vermistir.
Ozellikle dogrusal olmayan karar smirlarina sahip veri kiimelerinde ve karmasik
desenlerde KNN algoritmasi, siniflandirma goérevlerinde dogrusal regresyona kiyasla
daha iyi sonuclar gdstermistir. KNN Algoritmast; dogruluk (accuracy): %85.7,
kesinlik (precision): %81.2, duyarlilik (recall): %87.4, F1-skoru: %84.2 sonuglarini
verirken dogrusal regresyon; dogruluk (accuracy): %82.3 regresyon modeli
6l¢timiinde kullanilan ortalama kare hatasi (mean squared error) degeri %15.4, R-kare

degeri %78.6 olarak ol¢iilmiistiir.

3.6 Yaymn 6: xBD Veri Seti ile Uydu Goriintiilerinden Hasarh Bina Tespiti

3.6.1 Amag

Uydu goriintiileri kullanilarak deprem sonrasi hasarli bina konumlarin1 ve hasar
derecelerini tespit etme islemini, 6zellikle genis bir bolge i¢in otomatiklestirmenin
hedeflendigi bu ¢alismada (Chen, t.y.) derin 6grenme tabanli bir model dnerilerek, bu

modelin ¢esitli afet tiirlerinde de kullanilabilirliginin saglanmas1 amaglanmustir.
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3.6.2 Kullanilan Algoritmalar

Bu c¢alismada derin 6grenme modelleri kullanilmis olup bina segmentasyonunda
kullanilan U-net, FPN (Feature Pyramid Networks), PAN (Pyramid Attention
Networks) algoritmalar1 birbiriyle kiyaslanmistir. Bununla beraber siniflandirma
sathas1 i¢cin VGG16_bn (VGG16 model with batchnorm,) ResNet50, SE ResNeXt50
32x4d ve DenseNet121 derin 6grenme tabanli kodlayicilar (encoder) kullanilmistir.

3.6.3 Yontemler

Bina tespiti ve hasar smiflandirilmasi iizerine xBDSet veri setinin kullanildigi bu
yaymda ise U-net, FPN (Feature Pyramid Networks), PAN (Pyramid Attention
Networks), ResNet18 modelleri VGG16 bn, ResNet50, SE ResNeXt50 32x4d ve
DenseNet121 gibi kodlayicilar kullanilarak test edilmistir. Kodlayicilar makine
O0grenmesi mimarilerinde giris gorsel verisinden Ozellik c¢ikarma islemlerinde
kullaniliyor, Ornek olarak binanin kenarlari, goélgeler gibi 0Ozellikleri, modele
aktarilacak hale getiriliyor. Bunu yaparken de verinin boyutunu kiigiiltiiyor ve
Ozetlenmis bir 6zellik haritasina indirgiyor. Bu ¢alismada da daha 6nceden egitilmis
VGG16 kodlayicist kullanilarak bina segmentasyonunda basar arttirilmais.

Bina segmentasyon-tespitinde en iyi performans, Unet + VGG16 bn
kombinasyonundan elde edilmistir. Cesitli hata fonksiyonlari (loss functions) da
denenerek segmentasyon islemlerindeki hatalarin optimize edilmesi amaglanmis,
burada da Combo loss fonksiyonu en iyi sonucu saglamigtir. Bunun yaninda yine veri
zenginlestirme islemleri yapilmis ardindan sinir agiin bekledigi olciilere goriintii
boyutu kirpilarak hazirlanmig (128x128 boyutunda ve her renk kanali i¢in) ve hasar
siiflandirmasi i¢in U-net’in kodlayict kismi ImageNet veri setinde egitilmis Resnet18

ile birlestirilerek hasar tespiti iyilestirilmistir.

3.6.4 Sonuclar

Sonug olarak bina segmentasyonunda U-net modeli ve VGG16 bn kodlayicisinin
kullanildig1 durumda, hassasiyet (precision) degeri %85.1, duyarhlik (recall) degeri

%83.2 ve F1 skoru %84.1 hesaplanmigtir. Hasar tespitinde ise ortalama hassasiyet
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%71, duyarlilik %58 ve F1 skoru %63 bulunmustur. Sekil 3.12°de yontemin tahmin

performansi gosterilmistir.
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Sekil 3.12 : Unet + vgg16 bn kombinasyonunda bina maskeleme performansi gorseli
(swrastyla uydu, tahmin edilen ve dogrulanmas).

3.7 Yayn 7: Derin Ogrenme Tabanh Bina Tespit ve Simflandirma

3.7.1 Amag

Afet sonrasi otomatik ve dogru bir bina hasar tespiti ve hasar siniflandirmasi
islemlerinde farkli afet bolgelerinde ve farkli afet tiirlerinde daha basarili sonug

alabilmek i¢in derin 6grenme tabanli yeni bir algoritma gelistirilmistir.

3.7.2 Kullanilan algoritmalar

Bu ¢alismada (Zhao vd., 2024) derin 6grenme yontemi olan ECADS-CNN isimli bir
model dneriliyor. U-Net mimarisini temel alan bu model, bina segmentasyonu ve hasar
siniflandirmasi i¢in Efficient Channel Attention (ECA) ve Depthwise Separable (DS)

modiillerini birlestiriyor.

3.7.3 YOntemler

Bu ¢alismada gelistirilen ECADS-CNN modeli Efficient Channel Attention (ECA) ve
Depthwise Separable (DS) modullerinden meydana geliyor. ECA modulu, kanallar

aras1 dikkat mekanizmasini (RGB renk kanallarindan 6nemli olan1 6ne c¢ikarma
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islemiyle modelin performansini arttirmak) gelistirirken, DS modiilii parametre
sayisini diistirerek hesaplama yiikiinii azaltiyor.

Bu modiiller, agin dogrulugunu artirmak ve islem siiresini kisaltmak i¢in kullaniliyor.
Ayrica, model, Siamese sinir ag1 ile ¢ift goriintii kullanarak; afet oncesi ve sonrasi
goriintiilerin 6zellikleri, ayn1 parametrelere sahip sinir agindan paralel bir bigimde

gegcirerek Ozellikler arasindaki farklar hesaplaniyor ve hasar siniflandirmasi yapiyor.

3.7.4 Sonuclar

ECADS-CNN modeli ResNet tabanli SE ResNeXt50 modeli temel alinarak
kiyaslanmis. Mevcut modellere gore daha hizli ve yiiksek dogrulukla ¢alismis. Farkli
afet senaryolarinda test edilmis ve genel yiiksek performans gostermistir.

ECADS-CNN modeli segmentasyon islemi i¢in F1 skoru %82.14, hassasiyet %84.26
ve duyarlilik %86.74 olarak hesaplanmistir. Hasar siniflandirmasinda ise F1 skoru
%75, hassasiyet %77 ve duyarlilik degeri yaklasik %75 olarak hesaplanmustir.
Yontemin performansi, diger yontemlerle karsilagtirmali olarak Sekil 3.13°de

gosterilmistir.

Pre-disaster Post-disaster

Baseline DPN92

Baseline DPN92 SE154 ECADS-CNN

Sekil 3.13 : ECADS-CNN ydntemi hasar tespit performansinin diger yontemlerle
kiyaslamasi.
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3.8 Yayin 8: Hava Fotograflar1 ve Makine Ogrenmesi ile Bina Hasar Tespiti

3.8.1 Amag

Deprem sonrasi elde edilen hava fotograflarinin kullanildigi bu ¢alismada (Naito vd.,
2020) 2 ayr1 makine 6grenmesi modeliyle hasarli binalarin hasarsiz, az hasarl, orta

hasarli, ¢ok hasarli olmak iizere 4 gruba siniflandirilmast amaglanmastir.

3.8.2 Kullanilan algoritmalar

Bu ¢alismada Bag-of-Visual-Words (BoVW) isimli makine 6grenmesi algoritmasi ile
yapay sinir ag1 tabanli (CNN - Convolutional Neural Network) iki ayr1 model
gelistirilmistir. Ayrica BoVW algoritmasiyla hasar siiflandirmasi igcin SVM (support

vector machines) algoritmasi kullanilmistir.

3.8.3 Yontemler

Calismada modellerin egitilmesi i¢in kullanilan veri setleri hava fotograflarindan elde
edilmis. Sonrasinda bu hava fotograflart 80x80 piksellik pargalara boliinerek icermis
olduklar1 bina ve ona ait g¢ati goOriintiisii veya bina olmayan yapilar seklinde
etiketlenerek egitim veri seti haline getirilmis. Ahsap binalar i¢in dnceden iiretilmis
bir desen listesi referans olarak alinarak, buradan hasar tespiti i¢in 6zellik ¢ikariminda
kullanilmistir.

Elde edilen hasar tespit modeli, sismik veriler ile iliskilendirilip gercek zamanli olarak
hasar tespiti i¢in de kullanilmasi planlanmus.

Burada Bag-of-visual-words (BoVW) makine 6grenmesi modeli ile Visual Geometry
Group (VGG) modeline dayanan bir Convolutional Neural Network (CNN) modeli
denenmistir.

Goriintiilerden 6zellik ¢ikarimi igin Scale-Invariant Feature Transform (SIFT)
algoritmasi kullanilmistir. Bu algoritma, goriintiilerin 6lgek, dondiirme ve aydinlatma
kosullarina karst dayaniklidir. Cikarilan 6zellikler, k-means kiimeleme yontemiyle
1000 kiimeli gorsel kelimelere doniistiiriilmiis ve bu kelimelerin frekanslar1 ile
siniflandirma yapilmistir. Hasar derecesi simiflandirmasi iginse Support Vector
Machine (SVM) algoritmas1 kullanilmas.

CNN modeli hem dogruluk orani hem de hiz agisindan Bag-of-visual-words’den daha
iyi performans gostermistir. CNN modelinde yeni katmanlar eklenerek, veri

zenginlestirme (data augmentation) islemleri yapilarak, asir1 6grenme (overfitting)
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engellenmesi, gradyan kaybolmasi (gradient vanishing) gibi sorunlarin Oniine

gecilmisgtir.

3.8.4 Sonuclar

Sonu¢ olarak Bag-of-visual-words modeline dayanan model igin, farkli hasar
seviyelerindeki duyarlilik (recall) oranlar1 yaklasik olarak %39 ile %60 arasinda
degismekte, kesinlik (precision) oranlari ise %45 ile %67 arasinda degismektedir ve
genel dogruluk (accuracy) orani yaklagik %57'dir. Diger yandan, CNN modeline
dayanan modelde, farkli hasar seviyelerindeki duyarlilik (recall) oranlar1 yaklasik
olarak %81 ile %92 arasinda, kesinlik (precision) oranlari ise %78 ile %92 arasinda
degismekte ve genel dogruluk (accuracy) orani yaklasik %88'dir. Sekil 3.14 ile Sekil
3.15’te sirasiyla gergekte tespit edilen hasarli yapilar ile CNN yOntemiyle tespit

edilmis yapilar gosterilmistir.

Damage classification
(visual judgement)
{ B LEVEL1
LEVEL2
B LEVEL3
I LEVEL4

Sekil 3.14 : Gergekte belirlenen hasarli yapilar.
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Damage classification
(CNN discrimination)

B LEVEL3
I L EVEL4

Sekil 3.15 : CNN yontemiyle yapilan hasar tespiti.
3.9 Yayin 9: Derin Ogrenme Tabanh Semantik Segmentasyon Modelleri

3.9.1 Amag

Derin 6grenme tabanli segmentasyon modellerinin uygulandigi bu c¢alismada
(Haciefendioglu vd., 2024) uydu goriintiileri iizerinden otomatik olarak 6 Subat
2023'te Tiirkiye’deki depremlerin ardindan yikilan binalarin tespitine ¢alisilmig. Farkli
derin Ogrenme modelleri denenerek bina konumlarmnin tespiti ve hasar

siiflandirilmasi isleminin hizli ve dogru bir bigimde yapilmas1 amaglanmgtir.

3.9.2 Kullanilan algoritmalar

Derin 6grenme tabanli semantik segmentasyon modellerinden dort farkli model U-
Net, LinkNet, FPN, PSPNet degerlendirilmistir.

3.9.3 Yontemler

Yaymnda yapilan makine Ogrenmesi optimizasyonlari, farkli modellerin
karsilastirilmas1 ve performanslarinin iyilestirilmesi {izerine odaklanmaktadir.
Optimizasyon siirecinde, veri 6n isleme adimlar1 (6rnegin, goriintii normalizasyonu)

uygulanmis ve farkli modellerin hiperparametre ayarlar1 optimize edilmistir. FPN
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modelinin, daha iyi dogruluk ve kesinlik sagladigi goriilmiistiir. U-Net ise recall
(duyarlilik) ve F1 skorlarinda 6ne ¢ikmistir. Ayrica, ¢cok sayida uydu goriintiisii
kullanilarak modelin performansi artirilmistir. Bu c¢alisma, kodlayici se¢iminin
modellerin performansinda 6nemli bir etkisi oldugunu gostermistir. ImageNet ile
egitilmis ResNetl8 gibi bir modelde, kodlayicinin model performansina énemli bir

katkis1 oldugu goriilmiistiir.

3.9.4 Sonuclar

Bu calismada FPN modeli sirastyla %97 ve %77 ile en yiiksek dogrulugu ve kesinligi
saglarken, U-Net modeli sirasiyla %46.6 ve %56.5 ile en iyi duyarlilik ve F1 skorlarini
elde etmistir. Sekil 3.16°da kiyaslamali olarak hasar tespit performanslar

gosterilmistir.

PSPNet

Images Ground truth U-Net LinkNet

0.490

0.322

™
0.360 0.376 0.345

0.267 0.559 0.159

0410 0.407 0.530 0422

Sekil 3.16 : U-net, LinkNet, FPN ve PSPNet yontemleriyle yapilmis hasar tespitleri
ve loU degerleri.
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3.10 Yayin 10: Random Forest Simiflandiricisi ile Hasarh Bina Tespiti

3.10.1 Amag

Volkan tsunamisi sonrasi random forest algoritmasi ve nesne tabanli teknikler
kullanilarak hasar goren binalarin tespiti amaglanmistir. Bu ¢alismada (Virtriana vd.,
2023) geometrik, istatistik, doku, bitki ortiisii indisi tiiriindeki tahmin siniflandiricilar

ile random forest algoritmas1 kombine edilerek degerlendirilmistir.

3.10.2 Kullamilan algoritmalar

Bu c¢alismada makine Ogrenmesi yoOntemi olarak random forest siniflandirici

algoritmasi kullanilmistir.

3.10.3 Yontemler

Arastirmada random forest siniflandiricis1 ve 14 farkli senaryo ile bina hasarlarim
tespit etmek i¢in uydu goriintiileri kullanilmistir. Bu sonuglar xBD, Copernicus ve saha
verileriyle karsilagtirilmig, random forest algoritmasinin dogrulugu olgiilmiistiir.
Geometrik  yontem tahmincileri, binalarin  sekil ozellikleri kompaktlik,
dikdortgensellik, cevresellik gibi parametreleri kullanarak binalarin sinirlarini belirler
ve hasar tespit edilmistir. Istatistiksel yontemle, goriintii piksellerindeki minimum,
maksimum, ortalama ve standart sapma gibi istatistiksel degerler iizerinden ¢alisarak
piksel yogunluklarina gore hasar tespiti yapilmistir. Doku tahmincileri; goriintliniin
dokusal 6zelliklerini, gri tonlama ve pikseller aras1 kontrast gibi parametrelerle analiz
ederek, yiizey yapisindaki degisikliklerle bina hasar1 siniflandirilmigtir. Bitki ortiisi
indisi ile de bitki ortiisii ve bina ayrimi yapilara hasar tespitinde kullanilmigtir. Ornek
olarak ele alinan bir poligonda, bitki Ortiisii indexi ile bitki Ortiisii veya bitki ortiisU
olmadig tespit edilebilir. Random forest algoritmasi dort tiir tahmin edici (geometrik,
istatistiksel, doku ve vejetasyon indeksi) kullanarak 14 farkli senaryoda bina hasarin
simiflandirmak icin egitilmistir. Her sinif igin veriler rastgele ayrilmis, %70'1 egitim,

%30'u test i¢in kullanilmistir.

3.10.4 Sonuglar

Ozellikle bitki ortiisii indeksi ve doku tahmincilerinin kombinasyonu kullanilarak
egitilen modelde Copernicus uzaktan algilama verileri ile karsilastirildiginda %95.9

dogruluk (accuracy) ve %78.3 F1 skoru elde etmistir. Bu kombinasyon, bina
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hasarlarini tespit etmede diger algoritmalar ve senaryolardan daha basarili olmustur.
Ayrica, geometrik, istatistiksel ve doku tahmincileri de bazi verilerle iyi sonuglar
saglamigtir, ancak en yiiksek performans bitki ortusi ve doku kombinasyonundan
gelmistir.  Sekil 3.17°de random forest ile hasar simiflandirmasi performansi

gosterilmistir.

Sekil 3.17 : Random forest ile hasar siniflandirmas1 performansi.
3.11 Yaymn 11: Derin Ogrenme Algoritmasi ile Deprem Sonrasi Hasar Tespiti

3.11.1 Amag

U-net tabanli bir derin 6grenme modelinin gelistirildigi bu ¢alismada (Mangalraj vd.,
2022) deprem sonrasi hasarli binalarin tespitinde hizli ve dogru sonuglar alinarak afet

sonrast miidahalenin iyilestirilmesi amaglanmuistir.
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3.11.2 Kullamilan algoritmalar

Bu c¢alismada degistirilmis bir U-net mimarisinden gelistirilen bir derin 6grenme

modeli kullanilmastir.

3.11.3 Yontemler

Yayinda deprem oncesi ve sonrasi elde edilen uydu ve insansiz hava araci goriintiileri
kullanilarak U-net mimarisinin 6zellestirilmis bir versiyonu ile hasar tespiti {izerine
calisiimustir.

U-Net, simetrik bir yapiya sahip olup, iki ana bodliimden olusur: daraltict yol
(contractive path) ve genisletici yol (expansive path). Daraltici yol, goriintiilerin
boyutlarini kiigiilterek 6nemli 6zelliklerin ¢ikarilmasini saglarken, genisletici yol ise
bu 6zellikleri kullanarak yeniden goriintii boyutlarini artirir ve hassas konumlandirma
saglar.

Calismada modelin performansini degerlendirmek igin iki farkli metrik kullanilmigtir:
Jaccard Index’i (Intersection over Union — loU) ve Dice Katsayis1 (F1 Skoru). Bu
metrikler, modelin dogruluk performansini artirmak i¢in kullanilmistir. Jaccard
Indeksi, segmentasyon islemlerinde sik¢a kullanilan bir metrik olup, modelin hangi
oranda dogru tahmin yaptigin1 Olger. Dice Katsayist (F1 Skoru); iki farkli
segmentasyon arasindaki ortiismeyi Olger ve genellikle siniflandirma problemlerinde
kullanilir.

Yapilan analizler sonucunda, Jaccard Indeksi kullamlarak egitilen modelin daha
giivenilir ve verimli sonuglar Uirettigi goriilmiistiir. Bu, daha iyi hasar tespiti ve bina
segmentasyonu saglamistir.

Bununla beraber model, 0.001 ve 0.01 olmak tiizere iki farkli 6grenme orani ile
egitilmistir. Deneyler sonucunda, daha diisiik 6grenme oran1 (0.001) kullanildiginda
modelin dogruluk oranmin arttig1 goézlemlenmistir. Bu durum, daha diisiik 6grenme
oraninin modelin kayip egrisinde daha dengeli ilerlemesini sagladigr ve optimum
sonuclara ulagsmasina yardimer oldugu anlamina gelir. 0.001 6grenme orani ile daha
yavas ve dengeli bir 6grenme saglayarak modelin daha dogru sonuglar {iretmesine
olanak tanimuistir.

Model, farkli batch boyutlar1 (16 ve 32) ve 15 epoch kullanilarak egitilmistir. Bu
parametreler, modelin 6grenme hizin1 ve dogrulugunu dogrudan etkileyen faktorlerdir.

Ayrica, egitim stirecinde callback fonksiyonu eklenmistir; bu fonksiyon, validasyon
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verisi dogrulugu sabit kaldiginda 6grenme oranini diisiirerek modelin performansini
artirmistir.

Modelin egitimi sirasinda agirliklarin gilincellenmesinde Adam (Adaptive Moment
Estimation) optimizatorii kullanilmistir. Adam optimizatorii, Ozellikle biiyik ve
karmasik veri setlerinde iyi performans gosteren bir optimizasyon algoritmasidir. Hizli
ve dengeli 6grenme saglamasiyla, 6zellikle giiriiltiilii goriintiilerle ¢alisirken basarili
sonuglar elde edilmesini saglamistir. Her oOgrenme adiminda Ogrenmenin

tyilestirilmesi maksadiyla agirlik parametrelerinin giincellemesinde kullanilir.

3.11.4 Sonuglar

Calismada test ve dogrulama verisi sonuglarinda Jaccard Index’i kullanildiginda en iyi
performansin elde edildigi goriilmiistiir. Bu durumda test verisinde %359.6 ve

dogrulama verisinde %61.18 dogruluk degerine ulagilmistir.

3.12 Yayin 12: UNet-GCViT: Transformer Tabanh Hasar Tespit Yontemi

3.12.1 Amag

Bu ¢alisma (Gomroki vd., 2025), dogal ve insan kaynakli afetlerden sonra binalarin
hasar tespiti i¢in yeni bir derin 6grenme tabanli yontem dnermektedir. Amag, yalnizca
afet sonrasi uydu gorintiilerini kullanarak hizli ve yiiksek dogrulukta bina hasar
haritalar tiretmektir. Bu yontem, dncesi-sonrasi goriintii eslestirmeye gerek kalmadan
calisarak mevcut yaklasimlardaki veri erisimi ve islem hatalarina ¢6ziim

getirmektedir.

3.12.2 Kullamilan yontemler

Onerilen ydntem, UNet mimarisi iizerine kurulu olup, encoder kisminda Global
Context Vision Transformer (GCViT) bloklar1 kullanilmistir. Bu yaklasim ii¢ ana

adimdan olusur:

1) Veri On Isleme Goériintii normalizasyonu, veri artirimi (rotasyon ile) ve

egitim/test ayrimi yapilir.

2) Ag Egitimi: UNet-GCViT modeli TensorFlow kullanilarak egitilir. Modelin

encoder kismi, ImageNet iizerinde dnceden egitilmis GCViT bloklaridir.
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3) Tahmin ve Degerlendirme: Egitilen model ile hasar haritalar iretilir ve

dogruluk, F1 skoru, IoU gibi metriklerle degerlendirilir.

Sekil 3.20’de oOnerilen modelin mimarisi goriilmektedir. (a) GCViT ag bloklarinin
mimarisi. Her asamada, bir sorgu iireteci, yerel anahtar ve deger temsiliyle etkilesime
girerek uzun menzilli bilgileri yakalayan kiiresel sorgu token'larini ¢ikarir. Yerel ve
kiiresel baglam 0z-dikkat katmanlarinin doniisiimlii olarak kullanildig1 bloklar
mevcuttur. (b) Tek bir akis ve dort asamadan olusan GCViT XTiny aginin yapisi
(farkli renklerle temsil edilmistir). LG-SA ve Conv, sirasiyla yerel, kiiresel 6z-dikkat
ve 3x3 evrisim katmanini ifade eder. (¢) GCViT ag bloklarini bir kodlayici olarak
kullanan 6nerilen yontemin yapisi. Kodlayici, bes farkli ¢oziiniirliikte (gévde, asamal,
asama2, asama3 ve asama4) kod ¢oziiciiyle birlestirilmistir. C-Transpose, ters evrigim

(transpose convolution), concat ise birlestirme (concatenation) islemidir.

3.12.3 Kullamilan algoritmalar

GCViT Bloklart: Global ve lokal self-attention modiilleriyle hem kisa hem de uzun
mesafeli uzamsal iligkileri yakalar. Fused-MBConv kullanilarak (downsampling
operator) veri boyutu kucultilir. Global Query Generator ile kiiresel baglam bilgisi
olusturur. U-net’in daha dogru hasar haritalar1 ¢ikarmasina yardimci olur. Adam

optimizasyon algoritmasi ve focal loss fonksiyonu model egitiminde kullanilmistir.
Veri setleri hasar etiketleme yapilarak kullanilmustir.

e 2023 Tiirkiye Depremi (Nurdag1)

e 2021 Bata Patlamas1 (Ekvator Ginesi)

e 2010 Haiti Depremi

3.12.4 Sonuglar

Onerilen yontemin performans metrikleri dogruluk (OA) %96.71 (Tirkiye), %98.74
(Bata), %98.75 (Haiti); kappa katsayis1 0.85 (Ttirkiye), 0.81 (Bata), 0.72 (Haiti) olarak
belirlenmistir. F1 skoru %99.48’e kadar ¢ikmaktadir.

Onerilen yontem, FastViT, TinyViT, EfficientFormer gibi diger derin dgrenme
modellerine gore daha yiiksek dogruluk ve daha hizli egitim siireleri sunmaktadir.

Ayrica GPU dostu olmasi sayesinde daha az hesaplama kaynag gerektirir.
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Bu yontem, yalnizca afet sonrasi goriintiilerle ¢alisabilmesi, yiiksek dogruluk ve hizli

sonuclar sunmastyla afet yonetimi i¢in pratik bir ¢6zliim saglamaktadir. Ayrica farkli

dogal afet tiirlerinde ve 3D hasar tespiti uygulamalarinda (lidar kullanilarak yapilacak

s Non-damage
Damage

Sekil 3.18 : GCVIT ground truth (dogrulanmis veri) bina maske gorseli.

Sekil 3.19 : GCVIiT yonteminin hasarli bina tahmin maskeleme performansi.
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tespitlerde) da kullanilabilecegi onerilmektedir. Sekil 3.18 ve Sekil 3.19’de sirasiyla

gercekte tespit edilen hasarli yapilar ve yontemin tespit ettigi yapilar gosterilmistir.

Global Token’ ‘Global Token Global Token
Generator ‘ Generator ' ‘ Generator '

Local MSA
Local MSA
Head

Local MSA
Global MSA

[ Global Msa
Downsample
Downsample

Downsample
2D Average poolin,

Conv, C:128, S:2, LN
[LG-SA, C:64, head:2]x3,
F-MBConv, C:128

| Conv, C:256, S:2, LN
8| [LG-SA, C:64, head:4]x4,
F-MBConv, C:256

Conv, C:64, S:2, LN
[F-MBConv C:64]x1

Conv, C:512, §:2, LN Conv, C:1024, S:2, LN
[LG-SA, C:64, head:8]%6, [LG-SA, C:64, head:16]x5,
F-MBConv, C:512 F-MBConv, C:1024

(b)

(©)

Sekil 3.20 : Unet-GCVit mimarisi.
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3.13 Yayin 13: SAR Goruntuleri Kullanarak Bina Hasar Tespiti Calismasi

3.13.1 Amag

Bu ¢alisma (T. Li vd., 2023), yalnizca deprem sonrasi yiiksek ¢ozinUrlikli Sentetik
Aciklikl1 Radar (SAR) goriintiilerini kullanarak bina hasar tespitini gerceklestirmek
icin Cift Alanli Transformer (Dual Domain Transformer-DDFormer) modelini
Oonermektedir. Mevcut bina hasar tespit yontemlerinin ¢ogu, Oncesi ve sonrasi
goriintiilere dayali degisim tespiti yapmaktadir. Ancak, oncesi goriintiilerin her zaman
mevcut olmamasi, klasik yontemlerin etkinligini sinirlamaktadir. Bu nedenle, Sekil
3.21°deki gibi yansima 6zellikleri analiz edilerek yalnizca tekil deprem sonrast SAR

goriintiilerinden hasar tespiti yapabilen bir model gelistirilmistir.

K — Backscattering from the Ground
F 4 - Backscattering from the Vertical Wall
~— Double Bounce in the Corner
\ / \ Backscattering from the Roof
/7 14 \
/ 4 h N
\ \ \
PR N
I I I
— | I
_ﬂ T
l‘Bright Area | Shadow Area '

Sekil 3.21 : SAR yansima yayilim 6zellikleri analizi.

3.13.2 Yontemler

DDFormer modeli, mekansal ve frekans alani bilgilerini birlestirerek c¢alisir ve

Transformer tabanli bir mimariye sahiptir. Modelin temel bilesenleri sunlardir:

e Mekansal Modil: Multi-head self-attention mekanizmasi kullanarak bina

konturlarimi belirginlestirir.

e Uyarlanabilir Frekans Modili: Yikilmis binalarin SAR yansima yayilim
Ozelliklerini (scattering features) iyilestirmek igin diisiik gecisli (low-pass) ve
yiiksek geg¢isli (high-pass) filtreler uygular. Daha hassas ve detayli bina hasar

tespiti yapmay1 saglar.
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e Birlestirme Katmani (Fusion Head): Mekansal ve frekans bilesenlerinden

gelen Ozellikleri birlestirerek bina hasar tespitini daha dogru hale getirir.

3.13.3 Deneyler ve sonuclar

2023 Tiirkiye Depremi'nden etkilenen bolgeler (islahiye ve Kahramanmaras) {izerinde
Capella ve GF-3 SAR goriintiileri kullanilarak test edilmistir. Toplamda 2840 SAR
goriintiisii ile olusturulan veri kiimesi, uzman gorisleri ve Maxar uydu goriintiileri
temel alinarak etiketlenmistir. Model, DeepLabv3, SegFormer ve AFFormer gibi
giincel derin O0grenme tabanli yontemlerle karsilagtirilmigtir. DDFormer modeli,
%81.81 ortalama kesisim-birlesim (mloU) ve %90 F-Skoru ile en yiiksek basariy
saglamigtir. Modelin tespit sonuglari, Microsoft'un Tiirkiye Deprem Raporu ile
karsilagtirildiginda 0.626 Pearson korelasyon katsayisi ile yiiksek bir tutarlilik

gostermistir.

3.13.4 Sonug

DDFormer modeli, sadece deprem sonrast SAR goriintiileri kullanarak bina hasar
tespiti yapabilen, yiiksek dogruluklu bir yontem sunmaktadir. Mekansal ve frekans
bilgilerini birlestiren yaklasimi, 6zellikle 6ncesi ve sonrasi goriintiiler bulunmadiginda
biiyiik avantaj saglamaktadir. Gelecekte, daha fazla SAR goriintiisii toplanarak
modelin farkli senaryolardaki basaris1 detayli olarak degerlendirilecektir. Sekil
3.22’de DDFormer ve diger yontemlerin iki farkli SAR goriintiisiinden performans

kiyaslamasi gosterilmistir.

3.14 Yayin 14: Afet Oncesi ve Sonrasi Ortofoto Kullanarak Hasar Tespiti

3.14.1 Amag

Bu calisma (Kalantar vd., 2020), deprem sonrasi binalarin hasar durumlarini tespit
etmek icin konvoliisyonel sinir aglari (CNNs) kullanarak pre- ve post-event ortofoto

goriintiileri izerinde hasar siniflandirmas1 yapmay1 amaglamaktadir.

3.14.2 Yontemler

Calismada 2016 Kumamoto Depremi (Japonya)’na ait pre- ve post-event ortofoto

goriintiileri kullanilmistir.
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Hasar tespiti otomasyonunda dogrulugu arttirmak i¢in farkli CNN modellerin bir arada
kullanilmas1 denenmistir. Ug farkli yontem CNN modeli ile test edilmistir. Sekil

3.23’de yontemlere ait semalar bulunmaktadir.

e Twin Model: Aynm1i CNN modeli ile pre- ve post-event goruntuler analiz
edilerek sonradan birlestirilir. Change detection {izerine ¢alismaya odaklidir.

Degisim algilamada daha hassas bir yontem oldugu vurgulanmaktadir.

e Fusion Model: iki farkli CNN modeli kullanilir, ancak énce ve sonra cekilen
goriintiiler farkli CNN aglan tarafindan islenir. Daha esnek bir yapidir. Bina
yiikselti verileri de girdi saglanarak daha yetenekli bir hasar tespit altyapisi

sunar.

e Composite Model: RGB bantlariin birlesimiyle 6 kanall1 goriintii olusturulur

ve tek bir CNN modeli ile analiz edilir.

SAR Image DeepLaby SeaFromer AFFormer [VFarmer

WitEL  wre WYL R Wi W UL WHTL NEI WP e ot wmm wors awemen REEEL NUTER WL MDA WL RITIGL WIGEL MRV WIEEL WEen
: ] A ] ] Tt

Capella

GF-3

£ s T T e svww s £y s v wme s

in iw (h} i) ii]

- Background Building - Damuged building

Sekil 3.22 : DDFormer ve diger yontemlerin iki farkli SAR goriintiisiinden
performans kiyaslamasi.
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Sekil 3.23 : 3 farkli yontemle CNN aginin kullanim semalari. (a) composite model,
(b) twin model, and (c) fusion model.
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3.14.3 Sonuglar

Genel dogruluk (OA), Uretici dogrulugu (PA), Kullanici dogrulugu (UA) ve F1 skoru
kullanilmistir.  Twin Model, diger modellere kiyasla en yiliksek dogruluga
(OA=76.86%) ve en yiiksek F1 skoruna (0.761) ulagsmistir.

Fusion Model ikinci sirada yer alirken (OA=72.27%, F1=0.714), Composite Model en
diisiik dogruluk degerine sahiptir (OA=69.24%, F1=0.682).

CNN’ler, manuel goriintii isleme yontemlerine kiyasla daha hizli ve verimli bir bina
hasar tespiti saglayabilir, ancak golge, 1s1k degisimleri gibi ¢evresel faktorler hata
paymi artirabilir. Sekil 3.24’de yontemlerin karsilagtirmali hasar tespiti tahmin

sonugclari gosterilmistir.

Composite Twin Fusion
Model Model Model

Pre-Event Post-Event GT

® @

I Background Minor Damage [ No Damage [ Debris
Sekil 3.24 : Hasar siniflandirma sonuglari: (a,g,m) afet 6ncesi, (b,h,n) afet sonrast,

(c,1,0) gergek degerler (GT), (d,j,p) birlesik model, (e,k,q) ikiz model, ve (f,1,r)
birlesim modelidir.
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3.15 Yayin 15: YOLOVS ile Afet Sonrasi Goriintiilerden Hasar Tespiti

3.15.1 Amag

Bu c¢alismada (Gomroki vd., 2024), post-event uzaktan algilama (RS) verileri
kullanilarak EfficientViTB ve Yolov8 tabanli bir encoder-decoder mimarisi
gelistirilmis ve bina hasar tespiti icin test edilmistir. *de gelistirilen modele iliskin akis

semasi1 bulunmaktadir.

3.15.2 Yontemler

Yalnizca post-event uzaktan algirlama goriintiileri kullanilmistir (&ncesi-sonrast

kiyaslamasi yerine yalnizca sonrasi goriintiiler).

Onceden (ImageNet ve MS-COCO verisetleriyle) egitilmis EfficientViTB ve Yolov8
aglarinin bulundugu bir encoder-decoder mimarisi kullanilmistir. Bu sekilde etkili bir
hasar tespit imkani saglamaktadir. EfficientViTB, Vision Transformer (ViT)
mimarisinin bir varyantidir ve goriintii smiflandirma gdrevlerinde etkilidir.
EfficientViTB, ViT'nin verimliligini artirmak i¢in optimize edilmistir ve encoder

kisminda kullanilir.

Yolov8, "You Only Look Once" (YOLO) algoritmasinin sekizinci versiyonudir; nesne
tespiti i¢in gelistirilmis bir derin 6grenme modelidir. Bu ¢alismada, Yolov8'in belirli

bloklari, decoder kisminda kullanilarak bina hasar tespiti yapilir.

Ug farkli dogal afet veri seti incelenmistir. Worldview 2 ve GeoEye-1 uydularindan
aliman goriintiiler, %60 egitim — dogrulama ve %40 test verisi seklinde
boliimlendirilmistir. Kullanim 6ncesinde veri zenginlestirme (data augmentation)

islemine tabi tutulmustur. Kullanilan veri setleri olaylart:
e 2023 Tiirkiye Depremi (Nurdag1)
e 2023 Fas Depremi

e 2023 Libya Sel Felaketi

3.15.3 Sonuglar

Performans metrikleri: Genel dogruluk (OA), Kappa katsayis1 (KC), Kesinlik
(Precision), Intersection over Union (loU), F1 Skoru.
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Tiirkiye Depremi veri setinde: OA=97.62%, KC=0.86 gibi yiiksek dogruluk oranlar

elde edilmistir.
Fas Depremi veri setinde: OA=98.63%, KC=0.85 ile basarili sonuglar elde edilmistir.
Libya Sel veri setinde: OA=96.43%, KC=0.84 seviyesine ulasilmistir.

Onerilen EMYNet-BDD modeli, énceki yontemlere gére daha yiiksek dogruluk

oranlar1 sunmaktadir.

CNN mimarilerinin birlestirilmesi (EfficientViTB + Yolov8), bina hasar tespitinde
onemli avantajlar saglamaktadir. Onerilen model farkli afet tiirlerinde basariyla
kullanilabilmistir. Sekil 3.25’de Onerilen yontemin performansinin ger¢ek durumla

kiyaslanmasi gosterilmistir.

W BT 145" W HE LW P
i A .

Sekil 3.25 : Onerilen yéntem (a) performansinin gergek verilerle (b) karsilastiriimast;
c ve d lstte sar1 isaretli yerler.

67



Turkey Earthquake Morocco Earthquake

STEP(1)
train
—  validation
EMY Net-BDD
optimized model
STEP(2)

— I ooewr T
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Sekil 3.26 : Efficient ViTB ve YOLOVS ile gelistirilen bina hasar tespit modelinin
akis semasi.

68



3.16 Yaymn 16: Coklu Ozellik Kullanimi ve Derin Ogrenme ile Hasar Tespiti

3.16.1 Amag

Bu ¢alisma (Abdi & Jabari, 2021), farkli goriintiileme agilarindan elde edilen nadir ve

off-nadir goriintiileri birlestirerek bina hasar tespiti yapmay1 hedeflemektedir.

3.16.2 Yontemler

Derin transfer 6grenme (Deep transfer learning - DTL) temelli ¢cok 6zellikli flizyon

(multi feature fusion) yontemi kullanilmistir. Bu g¢alismada 2010 Haiti Depremi

sonrasi bina hasar tespiti i¢in deprem Oncesi ve sonrasi, nadir ve off-nadir uydu

goruntuleri ile hava fotograflari kullanilmstir.

Derin 6grenme hasar tespit altyapisi gelistirilirken dort asamali bir yaklagim

uygulanmistir, bu yaklasimlara iliskin sema Sekil 3.27°de bulunmaktadir:

On isleme (veri temizleme ve hizalama), cesitli formattaki goriintiilerin

birlestirilmesi.

Derin 6zellik ¢ikarimi (CNN modelleri ile): ImageNet verisetiyle egitilmis
ResNetl8 sinir ag1 modeli kullanilarak bina hasar tespitine uygun

Ozellestirilmis.

Ogzellik fiizyonu (goklu &zellik katmanlarinin birlestirilmesi). Toplama
yontemiyle afet 6ncesi ve sonrasi 6zelliklerin birlestirilmesiyle derin 6zellikler
olusturulmus. Cikarma yontemiyle dncesi ve sonrasi arasindaki 6zellik farklar
hesaplanmis. Birlestirme yontemi ile de farkli veri kaynaklardan gelen
Ozellikler ayn1 agda birlestirilmistir. Burada en iyi yontem 6zellik farkinin

hesaplamasi olarak bulunmustur.

Ince ayar (fine tune) uygulamas: ile transfer 6grenme ile smiflandirmadan

faydalanilmistir.

2010 Haiti Depreminde elde edilen, deprem oncesi veri seti kullanilmustir.
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Sekil 3.27 : ResNet -18 kullanilarak gelistirilen 6zellik ¢ikarim stratejileri semast.

3.16.3 Sonuglar

%83’1lin tlizerinde genel dogruluk elde edilmistir. Off-nadir gorintilerin eklenmesi,
bina hasar tespitinde 6nemli avantajlar sunmustur. Geleneksel yontemlerin aksine
sadece nadir uydu gorlntuleri yerine hem ortofoto hem de off-nadir goriintiler
kullanilmistir. Bu sayede daha fazla veri kaynagindan yararlanilarak dogruluk
artirtlmistir.  Farkli ¢ozlintrliikteki goriintiilerle eslestirme yapilarak  hatalarin
azaltilmasi saglanmistir. Off-nadir agilar nedeniyle geleneksel yontemlerle zor olan
bina hizalamasi, Patch-Wise Co-Registration (PWCR) yontemiyle diizeltilmistir.
Geleneksel yontemlerle kiyaslandiginda (Change Vector Analysis, SVM, Random

Forest), onerilen model %98 dogruluk ile ¢ok daha basarili bulunmustur.

Homojen Veri Seti (aym uydu farkh acilar): En iyi dogruluk orani: %87

(Subtraction fusion, Fine-tuning ile)

Heterojen Veri Seti (uydu + ortofoto farkh sensorler): En 1yi dogruluk orani: %98

(Subtraction fusion, Fine-tuning ile)

Yo6ntemin performansina iliskin gorsel Sekil 3.28’de sunulmustur.
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Sekil 3.28 : Gergek durum ve uygulamanin hasar tespiti performans karsilagtirmasi.

3.17 Yayn 18: BDDNet+: Coat-Net Tabanh Hasar Tespit Catisi

3.17.1 Amag

Bu galisma (Seydi vd., 2023a), afet sonras1 goriintiilerle Coat-Net tabanli bir bina hasar
tespit ag1 (BDD-Net+) gelistirerek yiliksek dogruluklu ve yorumlanabilir sonuglar
tretmeyi hedeflemektedir. Coat-Net (Convolution and Self-Attention Network),
konvoliisyonel sinir aglart (CNN) ve transformer tabanli dikkat mekanizmalarini (self-

attention) birlestiren bir derin 6grenme mimarisidir.

3.17.2 Yontemler

CNN ve Transformer mimarileri birlestirilerek bir model tasarlanmistir. Yiksek

¢Oziiniirliiklii (VHR) afet sonrasi uydu goriintiileri kullanilmastir.

RGB ve yakin kizilotesi spektral bantlar ile 6zellik se¢imi ve 0n isleme yapilmistir.

Bina maskeleri olusturularak raster goriintiiler {izerinde birlestirilmistir.

Sekil 3.29°de goriilebilecegi gibi mimari agamalar1 veri hazirlama, model egitimi ve

hasar haritasi liretiminden olusmaktadir.
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BDDNet+ ile Coat-Net algoritmasindaki convolution katmaninin genellestirme ve
transformer katmanlarinin model kapasitesini arttirmasi gibi avantajlar1 kullanilarak

daha iyi performans elde edilmesi amaglanmaktadir.

BDDNet+, CoatNet’ten farkli olarak Klasik 3x3 veya 5x5 Kkare filtreler yerine asimetrik
CNN filtreler kullaniliyor. Bu sayede daha iyi 6grenme ve daha az parametre ile ayni

ya da daha iyi performans sagliyor. Ayrica daha az parametre de hesaplama ytiikiinii

azaltmis oluyor.
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Sekil 3.29 : BDDNet+ algoritma mimarisi semasi.

XAI (Explainable AI) kullanarak modelin yorumlanabilirligi artirilmistir. Bu sekilde
modelin kararlarinin gorsellestirilmesi saglanmistir. Yanlis pozitif ve yanlis negatif
hatalar1 analiz edilerek model gelistirilebiliyor. AI modelinin giivenilirligi artiyor,
clinkii tahminlerini nasil yaptigini agiklayabiliyor. BDD-Net+ modelinin hangi
bolgeleri hasarli olarak belirledigini gorsellestirmek i¢in Grad-CAM yOntemi
kullanilmigtir. Grad-CAM, modelin bir gorintt zerinde hangi bolgeleri dikkate
aldigin1 gosteren bir 1s1 haritast (heatmap) tiretir.Bu yontem sayesinde modelin neden

bir binay1 “hasarli” veya “hasarsi1z” olarak siiflandirdig: gorsel olarak incelenebilir.

Model Haiti Depremi ve Bata Patlamasi veri setleri ile test edilmistir. Farkli afet

tiirlerinde (deprem, patlama) modelin genellestirme yetenegi degerlendirilmistir.
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3.17.3 Sonuglar

BDD-Net+, mevcut yontemlere kiyasla daha yiiksek dogruluk saglamistir. Modelin
XAl (Grad-Cam ile modelin odaklandig1 yerler belirlenmis) ile yorumlanabilir olmasi,
sonuclar1 dogrulama sagladigi i¢in acil durum ekipleri i¢in avantaj sunmaktadir. BDD-
Net+ %94 genel dogruluk degerine ulasmistir. Coat-Net’e kiyasla daha iyi sonug
vermistir. Sekil 3.30°da gergek durum ve Coat-Netle kiyaslama gosterilmistir. Tespit
edilen ozellikler kenarlar, dokular CNN katmanlar1 sayesinde hizla 6grenilerek,
transformer tabanli katmanlara islem giicii ihtiyact azalir. Self attention

mekanizmasina gerek duyulmadigi icin yiiksek islem giicii kullanilmaz.
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Sekil 3.30 : Onerilen BDD-Net+ ve Coat-Net yontemlerinin gergek durumla
kiyaslamasi.
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3.18 Yayin 18: THA Verisi ve Denetimli Derin Ogrenme ile Hasar Tespiti

3.18.1 Amag

Bu ¢alisma (Takhtkeshha vd., 2022), insansiz hava arac1 (UAV) goriintiileri kullanarak
deprem sonrasi bina hasar tespiti i¢in hizli, kendi kendini denetleyen (self-supervised)
bir derin dgrenme yontemini Onermektedir. Yontemin temel amaci, manuel veri
etiketlemeye olan ihtiyaci azaltarak, hasar haritalarin1 hizli ve otomatik bir sekilde
olusturmak ve kriz yonetim siire¢lerini iyilestirmektir.

3.18.2 Kullanmilan yontemler

Makale, hasar tespiti i¢in li¢ asamali bir yaklasim sunmaktadir:

3.18.2.1 Ozellik cikarimi

Yontemde 3 farkli 6zellik ¢ikarimi (feature extraction) uygulanmais:
e Derin olmayan (non-deep) 6zellikler (NDF): RGB ortofoto bantlari, Triangular
Greenness Index (TGI), Laplacian of Gaussian (LOG), Local nDSM (yeni

Onerilen normalize edilmis dijital yiizey modeli).

e Derin ozellikler (DF): "One-Epoch Convolutional Autoencoder (OECAE)"

kullanilarak ¢ikarilan derin 6zellikler.

e Birlestirilmis 6zellikler (FF - fused features): Hem derin hem de derin olmayan

Ozelliklerin birlestirilmesi.

3.18.2.2 Otomatik egitim drneklerinin secilmesi:
EMS-98 hasar standardina dayali fiziksel kurallarla egitim verisi otomatik se¢imi.

Catlak tespiti i¢in yeni bir "Roof Crack Index" ve "Edge Index" kullanimu.

3.18.2.3 Makine 6grenmesi ve derin 6grenme algoritmalari ile simflandirma:
Kullanilan yontemler:

e Support Vector Machine (SVM)

e Random Forest (RF)

e Gradient Boosting (GB)

e Extreme Gradient Boosting (XGB)
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e Decision Tree (DT)
e k-Nearest Neighbors (KNN)
e AdaBoost (AB)

e Multi-Layer Perceptron (MLP)

3.18.3 Sonuglar

Otomatik egitim Ornekleri, manuel segilenlere kiyasla daha yiiksek dogruluk
saglamistir. Manuel etiketlemeye kiyasla genel dogruluk (Overall Accuracy - OA)
%22, kappa katsayis1 (KC) ise %33 artmustir.

En yiiksek dogruluk, derin ve derin olmayan &zelliklerin birlestirilmesiyle (FF) elde
edilmistir. FF yontemi, yalnizca NDF veya DF kullanimina goére sirasiyla ortalama
%6.75 ve %7.19 daha yiiksek OA saglamistir. Sekil 3.31°de farkli stratejilerin tespit

performansi kiyaslamasi gosterilmistir.

Siniflandiricilarin karsilastirmasi: SVM (%82 OA, %74.01 KC) ve MLP (%82 OA,
%73.98 KC) en basarili yontemler olmustur. AdaBoost (AB) en diisiik performansi
gostermistir.

Onerilen yontem, CPU iizerinde 4 dakika 20.6 saniye i¢inde ¢alisabilmektedir. GPU

kullanimiyla bu siire daha da kisaltilabilir.

EMS-98 hasar seviyelerinin UAV goriintiilerine uyarlanmasi, egitim o6rneklerinin
otomatik secimi igin yeni bir yontem Onerilmesi, UAV gorintilerinden hizli bir
sekilde normalize edilmis ylizey modeli (nDSM) iiretimi, derin ve derin olmayan

ozelliklerin birlestirilerek daha yiiksek dogruluk saglanmasi olarak belirtilebilir.

Bu ¢aligma, deprem sonrasi hasar tespiti i¢in yliksek dogruluklu, otomatik ve hizl bir

yontem sunarak afet yonetimi siireglerine dnemli katkilar saglamaktadir.
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Sekil 3.31 : Tespit stratejilerine gore yontemlerin maskeleme performanslari
kiyaslamasi.
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3.19 Yayin 19: Optik ve Radar Veri Kullanilarak Hasar Tespiti

3.19.1 Amag

Bu ¢alisma (Ghahrloo & Mokhtarzade, 2025), optik ve radar verilerini birlestirerek
deprem sonrasi bina hasarlarini tespit eden bir uzaktan algilama yontemi sunmaktadir.
Derin 6grenme, bulanik ¢ikarim sistemi ve gOruntl segmentasyonu tekniklerini

kullanarak bina hasar haritalar1 olusturulmustur.

3.19.2 Yontemler

Ug farkli yaklasimla CNN modeli uygulanmistir: CNN modeli ile dogrudan
smiflandirma, CNN modeli ile 6zellik ¢ikarimi yaparak siniflandirma ve CNN +
Destek Vektor Makineleri (SVM) + Bulanik Cikarim Sistemi (FIS) kullanilarak

siiflandirma.

Optik ve radar goriintiileri farkli modlarda kullanilmigtir. Sadece optik veya sadece
radar verisi, optik ve radar verilerinin piksel seviyesinde fuizyonu ile optik gorunttye

dayal1 karar seviyesinde fiizyon kullanilmistir.

Sarpol-e Zahab, Iran’da 2017°de gergeklesen 7.3 biiyiikliigiindeki deprem veri seti

olarak kullanilmistir.

3.19.3 Sonuglar

CNN + SVM + Bulanik Mantik Cikarim Sistemi, diger yontemlere kiyasla daha
yiiksek dogruluk saglamistir. Sekil 3.32°de denenen yodntemlerin piksel ve nesne
tabanli olarak dogruluk karsilagtirilmasi verilmistir. Optik ve radar verilerinin birlikte
kullanilmasi, tek basina optik verilere kiyasla daha iyi sonuglar vermistir. Nesne
tabanli analiz yontemleri %97.72 dogruluk oraniyla, piksel tabanli yontemlerden daha
yiksek dogruluk vermistir. Sekil 3.33’de farkli yoOntemlerin gorsel olarak

karsilastirilmasi sunulmustur.
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Sekil 3.32 : Uygulanan yonetem kombinasyonlarinin dogruluk karsilastiriimasi.

Intact buildings .

Damaged buildings |

ollapsed buildings

Others .

Sekil 3.33 : Gergek durum ve farkli siniflandirma yéntemlerinin tahmin
kasilastirmasi (a) CNN (piksel tabanli), (b) CNN + SVM (piksel tabanli), (C)
CNN + FIS (piksel tabanli), (d) CNN (nesne tabanli), (€) CNN + SVM (nesne

tabanli), (f) CNN + FIS (nesne tabanli).
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3.20 Yaymn 20: InCR: Derin Ogrenme Hasar Tespit Uygulamasi

3.20.1 Amag

Bu makalede (Tasci vd., 2023), uzaktan algilama goriintiilerini kullanarak deprem
sonrasi hasar gormiis binalarin tespitini otomatiklestiren yeni bir derin O0grenme
modeli gelistirilmistir. Subat 2023’te Tiirkiye’de meydana gelen depremler, yapilarin
hizli ve dogru bir sekilde degerlendirilmesinin 6nemini bir kez daha ortaya koymustur.
Bu ¢alismada, hasarli ve hasarsiz binalardan olusan yeni bir veri seti olusturulmus ve
bu veri seti kullanilarak “Inception and Concatenation Residual (InCR)” adl1 6zel bir
evrigimli sinir ag1 (CNN) modeli tasarlanmistir. Model, goriintiilerden derin 6zellikler
¢ikarmak icin global ortalama havuzlama (GAP-global average pooling) yontemiyle
egitilmis ve en iyi Ozellikleri se¢gmek i¢in iteratif komsuluk bilesen analizi (INCA)
uygulanmistir. Modelin performansi, sekiz farkli siniflandirict ile on kat ¢apraz
dogrulama (10-fold CV-cross validation) yontemi kullanilarak test edilmis ve tiim
siiflandiricilarin %98’in tizerinde dogruluk orani elde ettigi goriilmiistiir. Bu ¢aligma,
yapay zeka tabanli bina hasar tespitinde yeni bir yaklasim sunarak, afet sonrasi hizli

ve etkili miidahale siire¢lerine katki saglamay1 hedeflemektedir.

3.20.2 Yontemler

Deprem sonrasi bina hasar tespiti igin yeni bir derin 6grenme modeli olan InCR
(Inception and Concatenation Residual) CNN ag1 gelistirilmistir. Iki farkli CNN
bileseni kullanilmistir. Concatenation-based residual bloklar, modelin daha derin
O0grenmesini saglar. Sekil 3.34’deki inception bloklar, farkli olgeklerde ozellik

¢ikarimi yapar.
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Sekil 3.34 : Farkli boyutlu inception katmanlarinin kullanildig:1 InCR derin 6grenme
modeli.

[k olarak, uzaktan algilama gériintiilerinden olusan yeni bir veri seti toplanmis ve bu
veri seti hasarlt ve hasarsiz binalar olmak iizere iki kategoriye ayrilmistir. Modelin
egitimi i¢in InCR ag1 tasarlanmis ve bu ag, inception bloklari ile birlestirme tabanli
artik (residual) bloklar1 kullanarak performans: artiracak sekilde yapilandirilmstir.
Model, goriintiilerden 6zellik ¢ikarmak igin global ortalama havuzlama (GAP-global
average pooling) yontemiyle egitilmis, ardindan en 6nemli 6zellikleri belirlemek i¢in
iteratif mahalle bilesen analizi (INCA - Iterative Neighborhood Component Analysis)
uygulanmistir. Elde edilen 6zellikler, karar agaci (DT), lojistik regresyon (LR), destek
vektor makineleri (SVM), k-en yakin komsu (k-NN) gibi sekiz farkli siniflandirici ile
test edilmistir. Modelin performansi, on kat capraz dogrulama (10-fold CV) yontemi
kullanilarak degerlendirilmis ve en iyi sonucu veren siniflandirict tespit edilmistir. Bu

yontemler sayesinde, hasar tespitinde yiiksek dogruluk ve giivenilirlik saglanmaigtir.

3.20.3 Sonuglar

Bu ¢alismada 6nerilen Inception and Concatenation Residual (INCR) derin 6grenme
modeli, deprem sonrasi bina hasar tespitinde yiiksek dogruluk oranlar ile basarili

sonuclar elde etmistir. Modelin performansi sekiz farkli siniflandirici ile test edilmis
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ve en iyi sonucu veren destek vektor makineleri (SVM) siniflandiricist ile %99.82
dogruluk oranina ulasilmistir. Bunun yani sira, diger siniflandiricilar da %98’in
tizerinde dogruluk oranlar1 elde ederek modelin giivenilirligini kanitlamistir. INCR
modeli, geleneksel CNN mimarilerine kiyasla daha iy1 performans gostererek bina
hasar tespitinde derin 6grenme tabanli yaklagimlarin etkinligini ortaya koymustur.
Ayrica, modelin basarisi, farkli uzaktan algilama goriintiileriyle test edilerek
dogrulanmis ve bu yontemin afet yonetimi siire¢lerinde hizli ve otomatik bir hasar
tespit araci olarak kullanilabilecegi gosterilmistir. Calismanin sonuglari, yapay zeka
destekli afet miidahale sistemlerinin gelistirilmesine dnemli bir katki saglamaktadir.

Sekil 3.35’de modelin agiklanabilirligi i¢in GradCAM yontemine iligkin 6rnek gorsel

sunulmustur.

Heat-maps

(a) (b)

Sekil 3.35 : Modelin agiklanabilirligi grad cam heat map yontemiyle gosterilmistir.
3.21 Yayimn 21: GAN Mimarisi Kullanilarak Bina Hasar Tespit Uygulamasi

3.21.1 Amag

Bu makalenin (Tilon vd., 2020) amaci, afet sonrasi bina hasarlarinin tespit edilmesi
i¢in denetimsiz bir derin 6grenme yontemi sunmaktir. Calismada, yalnizca afet oncesi
goriintiilere ihtiya¢ duyan Anomali Algilayan Uretici Cekismeli Aglar (ADGAN -
Anomaly Detecting Generative Adversarial Network) kullanilarak, modelin farkli
cografi konumlara ve hasar tiplerine transfer edilebilirligi incelenmistir. Calisma,

biiyiik ol¢iide denetimli 6grenme yaklagimlarinin yeterli etiketli veri gereksinimi
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nedeniyle sinirlt kaldigint vurgulamakta ve modelin hizli bir sekilde afet sonrasi
kullanilabilmesi i¢in afet 6ncesinde egitilebilmesini saglamay1 hedeflemektedir. xBD
uydu goriintiileri ve 6zel bir insansiz hava araci (UAV) veri kiimesi kullanilarak
yapilan deneylerde, modelin farkli hasar tiirlerini tespit etme performansi
degerlendirilmistir. Sonuglar, egitim veri kiimesinin igerigine ve On isleme
tekniklerine bagli olarak modelin basari oraninin degistigini gostermistir. Makale
ayrica, modelin operasyonel olarak nasil uygulanabilecegine dair pratik kilavuzlar

sunmaktadir.

3.21.2 Yontemler

Bu makalede, afet sonrasi bina hasar tespiti icin Anomali Algilayan Uretici Cekismeli
Aglar (ADGAN - Anomaly Detecting Generative Adversarial Networks)
kullanilmistir. Sekil 3.36’daki Skip-GANomaly modeli tercih edilerek, yalnizca afet
oncesi goruntilerle egitilen, hasarli ve hasarsiz yapilari ayirt edebilen bir yaklagim
gelistirilmistir. Model, liretici (generator) ve ayristiric (discriminator) olmak tizere iki
bilesenden olusur ve goriintiilerdeki anomaliyi tespit etmek icin latan kayip (latent
loss), baglamsal kayip (contextual loss) ve cekismeli kayip (adversarial loss)
fonksiyonlarin1 kullanir. Calismada, xBD uydu gériintiileri ve UAV (insansiz Hava
Araci) verileri kullanilmis, farkli 6n isleme teknikleri (gblge ve bitki ortiisii temizleme,
farkli goriintii boyutlari, cografi bolgelere gore veri ayirma) ile modelin performansi
degerlendirilmistir. Sonuglar, modelin 6zellikle genis dlgekli hasar tespitinde basarili
oldugunu ve farkli cografi bolgeler veya afet tiirleri arasinda transfer edilebilirliginin

degiskenlik gosterdigini ortaya koymustur.
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Sekil 3.36 : Gelistirilen SkipGAN mimarisi.
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3.21.3 Sonuglar

Calismanin sonuglari, Skip-GANomaly tabanli ADGAN modelinin, 6zellikle genis
Olcekli afet hasarlarini tespit etmede basarili oldugunu gostermistir. Model, yangin ve
sel gibi biiyiik alanlar1 etkileyen felaketlerde yiiksek dogruluk saglarken (yangin
verisinde ornek olarak %87 F1 skoru elde edilmistir), deprem gibi kuguk Olgekli
hasarlar1 tespit etmede daha diisiik performans gostermistir (F1 skoru %17). On isleme
teknikleri (6rnegin, gdlge ve bitki Ortiistiniin kaldirilmasi) modelin basarisini artirmas,
ancak bu durum kullanilabilir veri miktarimi azaltmistir. Bu sekilde uydu
goruntulerinde F1 skoru degeri %44 olarak hesaplanmistir. UAV gdorintilerinde
modelin basar1 oran1 %73 F1 skoru ile daha yiiksek bulunmus ve farkli cografi
konumlara daha iyi transfer edilebildigi goézlemlenmistir. Uydu goriintiilerinde ise
modelin transfer edilebilirligi sinirh kalmis, farkli bolgelerde basari oran1 degiskenlik
gostermistir. Genel olarak, ¢alisma denetimsiz 6grenme yontemlerinin afet sonrasi
hizli miidahale siireglerinde pratik ve uygulanabilir bir alternatif sundugunu ortaya
koymustur, ancak modelin daha kiigiik 6l¢ekli ve detayli hasar tespiti icin gelistirilmesi

gerektigi sonucuna varilmistir.

3.22 Yayin 22: Hasar Tespitinde Derin Ogrenme Modellerinin Gelisimi

3.22.1 Amag

Bu c¢alisma (Wiguna vd., 2024), derin 6grenme modellerinin acil durum yanit
stireclerinde bina hasar tespiti i¢in nasil performans gosterdigini degerlendirmektedir.
Afet sonrast hizli karar alma siireclerinde etiketli egitim verilerinin eksikligi gibi

zorluklar1 gidermek i¢in transfer 6grenme tekniklerini inceler.

3.22.2 Yontemler ve algoritmalar

2011 Tohoku Tsunami ve 2023 Turkiye-Suriye Depremi'nden, bagimsiz olarak

toplanmis test verileri ile xBD veri seti model egitimi igin kullanilmustir.

Transformer tabanli model (Swin Transformer), Siamese ag yapilari, XView-2 kazanan
¢Oziimii ile karsilagtirma yapilmigtir. Sekil 3.37°de gelistirilen yontemin siirecleri
gosterilmistir. Afet oncesi ve sonrasi goriintiilerden bina veri seti oluguturulup farkl

algoritmalarla (ResNet tabanli modeller ile Swin Transformer modeli) egitilmis sonug
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olarak da en iyi sonucu veren Swin Transformer algorimali model 0.3 metre

¢OzUnarltklG Tarkiye-Suriye Deprem verisi ile test edilmistir.
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Sekil 3.37 : SwinTransformer model egitim siireci semasi.

Capraz entropi kaybi (Cross-Entropy Loss - CEL), focal loss kayip fonksiyonlari
kullanilmis ve CEL-Focal Loss kombinasyonu kayip fonksiyonu en iyi performansi

gostermistir.

3.22.3 Sonuglar

Transformer tabanlt model, hem piksel seviyesinde hem de bina seviyesinde yiiksek
genelleme  kapasitesine sahip olmustur. xView-2 kazanan ¢0zimu ile
karsilagtirildiginda, Swin Transformer modeli daha kararli siniflandirma yapmis ve
coklu ¢oziiniirliikte daha iyi ¢alismistir. Model, hasarsiz ve tamamen yikilmis binalar
1yi stniflandirirken, orta hasarli siniflarda performans diigmiistiir. Hava fotograflarinda
oncesi ve sonrasi veriler (bitemporal) birlikte kullanildiginda ortalama %33 F1 skoru
hesaplanmistir. Bitemporal uydu gorintulerinde ise ortalama %36 F1 skoru elde
edilmistir. Sekil 3.38’de yontemin afet oncesi ve sonrasi veriler kullanildiginda basari

performanslar1 gosterilmistir.
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Ground truth xView-2 Solution Ours: Uni-temporal Ours: Bi-temporal
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Sekil 3.38 : SwinTransformer yontemin afet Oncesi ve sonrasi veriler kullanilarak
elde edilmis basar1 performanslar1 kargilastirmasi.

3.23 Yayin 23: Dinamik ve Sabit Filtreli Derin Ogrenme Modeli Kullanim

3.23.1 Amag

Bu makalenin amaci (Seydi vd., 2023b), bina hasar tespitini daha agiklanabilir hale
getirmek i¢in involution (dinamik filtreler) ve convolution (sabit filtreler) yontemlerini
birlestiren yeni bir derin 6grenme modeli catis1 gelistirmektir. Geleneksel bina hasar
tespit yontemleri genellikle afet 6ncesi ve sonrasi uydu goriintiilerine dayanirken, bu
calisma yalnizca olay sonrasi (post-event) uzaktan algilama goriintiileri kullanarak
bina hasarlarini tespit etmeyi amaglamaktadir. Geleneksel yontemlerde manuel 6zellik
miithendisligi ve goriintli kayit siirecleri gerekliyken, bu calismada derin 6grenme
tabanli bir yoOntem Onerilerek slrecin tamamen otomatik hale getirilmesi

hedeflenmistir.

Bu ¢aligmanin en 6nemli katkilarindan biri, Explainable Al (XAI) yaklagimlarim
kullanarak modelin kararlarini agiklanabilir hale getirmesidir. Boylece, modelin hangi
Ozelliklere dayanarak karar verdigi anlagilabilir ve yanlis tahminlerin nedenleri daha

iyi analiz edilebilir.

Onerilen model, bina ayak izleri (footprints) ve yiiksek c¢ozunirlikli uydu
gortntiilerini kullanarak hasarli ve hasarsiz binalar1 siniflandirmay: hedeflemektedir.
Modelin  performansi, geleneksel derin Ogrenme yaklasimlarma kiyasla
degerlendirilmis ve Ozellikle daha yiiksek dogruluk ve islem siiresinde verimlilik

saglamasi amaglanmaistir.
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3.23.2 Yontemler

Onerilen cerceve, bes temel adimdan olusmaktadir: (1) Veri 6n isleme, (2) model
egitimi ve parametre optimizasyonu, (3) hasar haritasinin olusturulmasi (prediction),
(4) dogruluk degerlendirmesi ve (5) model tahminlerinin gorsel agiklamalari. Sekil
3.39’da modelin egitim ve uygulama silirecini gosteren bir sema bulunmaktadir.
Calismada, Haiti depremi ve Bata patlamasi olmak iizere iki ger¢ek diinya veri kiimesi
kullanilarak yontemin performans: test edilmistir. Sonuglar, Onerilen yontemin
%84’lin iizerinde bir genel dogruluk (OA) orani ile diger derin 6grenme tabanh

yontemlerden daha iistiin oldugunu gostermektedir.

Bu caligsma, derin 6grenme modellerinin agiklanabilirlik eksikligini gidermek igin
Explainable Al (XAI) yaklasimlarim1 da igermektedir. Bu baglamda, model
tahminlerinin ag¢iklanabilirligini artirmak i¢in Grad-CAM (Gradient-weighted Class
Activation Mapping) yontemi kullanilmistir. Bu yontem, modelin hangi 6zellikleri ve
boliimleri kullanarak hasarli binalar1 tespit ettigini gorsellestirmeye olanak

tanimaktadir.

Onerilen model, geleneksel convolution katmanlarinin yani sira, farkli lgeklerde
filtreler iceren multi-scale convolution katmanlar1 ve daha gelismis 6zellik ¢ikarimi
saglayan involution katmanlarini icermektedir. Ayrica, modelin hassasiyetini artirmak

icin odaklanma (attention) mekanizmalari entegre edilmistir.

Caligmada kullanilan metodoloji, modelin farkli parametre ayarlariyla optimize
edilmesini de kapsamaktadir. Model, bina ayak izleri (footprints) ve uzaktan algilama
goriintiilerini birlestirerek hasarli ve hasarsiz binalar1 siniflandirmaktadir. Modelin
performansi, farkli derin 6grenme modelleri (CNN, Res-CNN, Vision Transformer
gibi) ile karsilastirilmis ve Onerilen modelin daha yiiksek dogruluk ve genelleme

kapasitesine sahip oldugu belirlenmistir.
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Post-Event Vector Map Sample Data

Sekil 3.39 : Bina hasar siniflandirilmasi i¢in 6nerilen derin 6grenme modelli
yonteme ait akis semasi.
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3.23.3 Sonug

Sonug olarak, bu ¢aligma, bina hasar tespitinde daha verimli, yiiksek dogruluklu ve
aciklanabilir bir model dnermektedir. %84 ortalama dogruluk ile %85 F1 skoru degeri
elde edilmistir. Sekil 3.40’da modelin diger yontemlere gore performansi
gosterilmigtir. Geleneksel yontemlere kiyasla yalnizca olay sonrasi verilerle
calisabilmesi, islem stirecini hizlandirmakta ve operasyonel kullanim i¢in daha uygun
hale getirmektedir. Ayrica, modelin aciklanabilir olmasi, sonuglarin giivenilirligini
artirarak afet yonetimi ve sigorta gibi alanlarda daha etkin bir sekilde kullanilmasini

saglamaktadir.
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Sekil 3.40 : Onerilen derin 6grenme modelli yontemin diger algoritmalara gore
performans kiyaslamasi.

3.24 Yayn 24: Cesitli Afet Tiirleri icin Ortak Derin Ogrenme Modeli

3.24.1 Amag

Bu makale (Sodeinde vd., 2024), farkli dogal afetlerden kaynaklanan bina hasarlarini
tespit etmek i¢in derin Ogrenme modellerinin nasil optimize edilebilecegini
incelemektedir. Calisma, 6zellikle xBD veri setinin kalitesini degerlendirerek, farkli

afet tilirlerinden gelen wverileri birlestirmenin avantajlarini ve siniflandirma
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dogrulugunu artirmak i¢in veri isleme tekniklerini arastirmaktadir. Veri
dengesizliginin model performansina etkisi analiz edilmis ve siniflandirma

dogrulugunu artirmak i¢in oneriler sunulmustur.

3.24.2 Yontemler

Veri Seti ve Dengeleme: Calismada xBD veri seti kullanilmistir. Bu veri seti yedi farkli
dogal afet tiirii (deprem, yangin, sel, kasirga, hortum, tsunami, volkan patlamasi)
igeren 19 farkli olaydan olugsmaktadir. Ancak, veri dengesizligi nedeniyle belirli afet
tirleri (deprem ve volkan) yeterince temsil edilmemistir. Bu sorunu ¢6zmek igin
rastgele asirt Ornekleme (oversampling) ve eksik Ornekleme (undersampling)

yontemleri uygulanmistir.

Derin Ogrenme Modeli ve Modifikasyonlar: Calismada ResNet50 modeli temel
alinmis ve transfer 6grenme yontemi kullanilmistir. Model, baslangicta ImageNet
agirliklart ile egitilmis olup, ancak "hasarsiz" smifina asir1 uyum sagladig

goriilmiistiir. Bunu 6nlemek igin:

e Bes yeni konvoliisyon blogu, Batch Normalization ve Max Pooling katmanlari

eklenmistir.
e Dropout (0.5 oraninda) eklenerek asir1 6grenme engellenmistir.

e Erken durdurma (early stopping) ve uzun dénem egitim (80-100 epoch) ile

model iyilestirilmistir.

Siniflandirma Performansinin Degerlendirilmesi: Modelin basarimi F1 skoru ile
Olciilmistir. Cok smifli (multiclass) ve ikili (binary) siniflandirma modelleri
karsilastirilmistir. Cikan sonuglara gore, ¢ok simifli siniflandirma modeli 6zellikle
"hafif hasar" ve "biiyiik hasar" simflarinda diisiik performans gdstermistir. ikili
simniflandirma modelinde "hasarsiz" ve "hasarli" olarak iki kategori kullanilarak

dogruluk artirilmistir.

3.24.3 Sonuglar

Riizgar hasar1 (hortum ve kasirga) en iyi ¢ok sinifli modelle tespit edilmistir; %70 F1
skoru belirlenmistir. Yangin, sel ve tsunami hasarlar1 i¢in ikili siniflandirma modeli
daha iyi sonug vermistir; F1 skoru sirasiyla %81, %54, %75 belirlenmistir. Deprem ve

volkan hasart i¢in xBD veri seti yetersizdir ve daha fazla veri gereklidir. Modelin

89



egitimi sirasinda erken durdurma ve uzun donemli egitim teknikleri kullanilarak agiri
O0grenme Onlenmistir. Veri dengesizligi giderilmezse, ¢ok smifli yerine ikili
siniflandirma modeli tercih edilmelidir. Bu caligma, bina hasar tespiti i¢in derin
o6grenme modellerinin nasil gelistirilebilecegini kapsamli bir sekilde analiz etmis ve

farkli dogal afet tiirleri i¢in en uygun modelleme yaklasimlarini belirlemistir. Sekil

3.41°de modelin tespit performansi gdsterilmistir.

Prediction
~ no-damage
= minor-damage
~ major-damage
- destroyed

Labels
I destroyed
[ major-damage
minor-damage
[ no-damage

Sekil 3.41 : ResNet-50 temelli modelin tespit performansi.
3.25 Yayin 25: RGB Uydu Verisinden U-Net Modeli ile Hasar Tespiti

3.25.1 Amag

Bu ¢alisma (Rashidian vd., 2021), dogal afetler sonrasinda yikilmis binalarin tespit
edilmesini hizlandirmak amaciyla yiiksek ¢oziiniirliiklii uydu goriintiilerini ve derin
O0grenme yontemlerini kullanarak otomatik bir siniflandirma modeli gelistirmeyi

hedeflemektedir. Hizli ve dogru bir sekilde hasar tespiti yaparak arama-kurtarma
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operasyonlarint desteklemek ve afet yonetimini iyilestirmek amaglanmaktadir. Sekil

3.42’de modelin tespit performansi gosterilmistir.

3.25.2 Yontemler

Calismada, xView adli yiiksek ¢Oziiniirliiklii uydu goriintiileri iceren etiketli bir veri
seti kullanilmigtir. Yapilar, yikilmis ve saglam olarak etiketlenmis, bu veri seti
kullanilarak degistirilmis U-Net tabanli bir konvoliisyonel sinir ag1 (CNN) egitilmistir.
Veri seti, 30 cm mekansal c¢oziinlirliige sahip RGB uydu goriintiilerinden
olusmaktadir. Modelin performansi, 19 Eyliil 2017°de M7.1 biiyiikliiglindeki Puebla,
Meksika depremi sonrast Google Earth goriintiileri tizerinde test edilerek
degerlendirildi. Model egitimi sirasinda veri dengesizligi Onlenmis, veri artirma
(augmentation) teknikleri ve diizenleme ydntemleri (batch normalization ve dropout)

uygulanmistir.

3.25.3 Sonuglar

Onerilen model, xView veri setinde yikilmis binalar1 %76, saglam binalar1 %95
duyarlilikla tespit etmistir. Puebla depremi sonrasi yeni bir veri setinde test edildiginde
ise yikilmis binalar i¢in %60, saglam binalar i¢in %89 duyarlilik elde edilmistir.
Model, yikilmig binalar1 yanlislikla saglam olarak siiflandirma oranini diisiik
tutarken, baz1 yikilmis binalari tespit edememistir. Sonuglar, gelistirilen derin 6grenme
tabanli modelin yiiksek ¢oziiniirliklii uydu goriintiilerinden yararlanarak hizli ve dogru

bir sekilde yikilmig bina tespiti yapabilecegini gostermektedir.
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Sekil 3.42 : Uydu verisinden isaretlenen ve U-net modeli ile tahmin edilen hasarli
yapilar. Kirmizi ¢arpi ile isaretliler yanlis tahmin edilenler. (Kirmizi kutu i¢indekiler
yikilmig, mavi kutu olanlar saglam binalar1 gosteriyor.)

3.26 Yayn 26: Cesitli Afet Tiirleri icin Derin Ogrenme Model Onerisi

3.26.1 Amag

Bu ¢alisma (Shao vd., 2020), farkl: tiirdeki dogal afetlerden etkilenen binalarin hasar
tespitini otomatiklestirmek icin BDD-Net adli bir derin 6grenme tabanli model
onermektedir. Mevcut yontemlerin belirli afet tiirlerine odaklanmas1 nedeniyle, farkli
afet senaryolarinda etkili olabilecek genel bir model gelistirme ihtiyaci dogmustur.
BDD-Net, uzaktan algilama verileriyle her pikselin hasarli bina, hasarsiz bina veya

arka plan olarak siiflandirilmasini saglamay1 amaglamaktadir.

3.26.2 Yontemler ve Kullanilan Algoritmalar

Model, Maxar/DigitalGlobe Open Data Programi araciliiyla elde edilen, oncesi ve
sonrast yiksek ¢oziiniirliklii (VHR) uydu goriintiileri ile egitilmistir. XBD veri seti
kullanilarak, sel, deprem, volkanik patlama, kasirga ve yangin gibi bes afet tiirii i¢in

test edilmistir.

BDD-Net Modeli, U-Net mimarisine dayali olup EfficientNet-BO modeli temel
alimarak gelistirilmistir. Modelin girisine afet oncesi ve sonrasi goriintiiler birlikte

verilerek hasarin daha dogru tespit edilmesi saglandi. Mobil ters dar bogaz
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konvolisyonu (MBConv) gibi teknikler kullanilarak modelin 6grenme kapasitesi

artirilldi. Modelin semasi1 Sekil 3.43’de gosterilmistir.

_____ > - Prediction

Concatenate pre-and
post-disaster images

3" 4*4 feature |
L maps )

MBConv layer with downsampling
Concatenation

————————— >
- Convolutional layer with upsampling

Sekil 3.43 : BDD-Net modeli gemasi.

Veri artirma teknikleri (¢evirme, dondiirme, 61¢ekleme, renk kaydirma) uygulanmistir.
Girig verileri normalize edilerek model egitiminin daha hizli ve dengeli olmasi
saglanmistir. Sinif dengesizligi sorununu ¢6zmek icin Dice Loss ve Focal Loss kayip
fonksiyonu kombinasyonu kullanilmis; bdylece kiglk veya nadir hasar 6rneklerinin

model tarafindan daha iyi 6grenilmesi saglanmustir.

Model egitiminde stokastik gradyan inisi (SGD) ve ADAM optimizasyon yontemi
kullanilmistir. Onceden ImageNet veri seti {izerinde egitilmis EfficientNet ag1, transfer

O6grenme yontemiyle kullanilmistir.

3.26.3 Sonuglar

BDD-Net, farkli afet tiirleri i¢in yliksek dogrulukta hasar tespiti gerceklestirmistir.
Oncesi ve sonrasi goriintiilerin birlikte kullanilmasi, yalnizca sonrasi gdriintiilerin
kullanilmasina goére F1-skorunu 6nemli 6l¢iide artirmistir. Model, hurricane (kasirga)

senaryosunda en yuksek Fl-skoruna (87.9%) ulasmistir. Dice Loss ve Focal Loss
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kombinasyonu, diger kayip fonksiyonlarina kiyasla daha iyi sonuglar vermistir. BDD-
Net, binalarin yok oldugu veya biiyiik 0lclide zarar gordiigii senaryolarda bile etkili
sekilde hasar tespiti yapmustir. Sekil 3.44’de modelin afet 6ncesi ve sonrasi verisi

kullanimina gore performansi gosterilmistir.

(a) pre-event (b) post-event (c) ground truth

-

(d) post-disasterimage as input ‘ ’ (e) pre- and post-disasterimages
as input(ours)

Sekil 3.44 : Yontemin afet 6ncesi ve sonrasi goriintiilerin kullanimina gére hasar
tespit performansi.

3.27 Yayin 27: Hasar Tespitinde Kullanilan Cesitli Derin Ogrenme

Modellerinin incelemesi

3.27.1 Amag

Bu ¢alisma (L. Wang vd., 2024), uzaktan algilama verileri kullanilarak derin 6grenme
modelleriyle afet sonras1 bina hasar tespitine dair yapilan arastirmalari kapsamli bir
sekilde gozden gecirmektedir. Calisma, literatiirdeki 242 makaleyi analiz ederek
kullanilan veri kiimeleri, derin 6grenme modelleri ve uygulama alanlarini ele
almaktadir. Ayrica, hasar tespit modellerinin dogruluk seviyelerini ve karsilasilan

temel zorluklar tartisarak gelecekteki arastirmalara yonelik oneriler sunmaktadir.
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3.27.2 Yontemler

Veri Kiimesi Analizi: Caligma, bina hasar tespitinde kullanilan kamuya acik 13 veri

kiimesini belirlemis ve bunlar1 uydu, hava ve yer goriintiileri olarak siniflandirmistir.
Derin 6grenme modellerinde iki temel yaklasima odaklanilmistir:

e iki Zamanl (Bitemporal) Yaklasim: Afet &ncesi ve sonrasi goriintiiler

karsilastirilarak hasar tespiti yapilir.

e Tek Zamanl (Single-Temporal) Yaklasim: Sadece afet sonrasi goriintiiler

kullanilarak bina hasari belirlenir.

Calisma, bina hasar tespitinde yaygin olarak kullanilan dort ana derin 6grenme

modelini detayli sekilde incelemistir:

e Konvoliisyonel Sinir Aglar1 (CNN): Goriintii sin1flandirma ve 6zellik ¢ikarimi

i¢in kullanilmustir.

e DeconvNet: Goriintii segmentasyonu ve detayli rekonstriiksiyon igin tercih

edilmistir.

e Dikkat Mekanizmalar1 (Attention Mechanisms - AM): Modelin belirli alanlara

odaklanmasini saglayarak dogrulugu artirmistir.

e Uretken Karsit Aglar (Generative Adversarial Network - GAN): Hasarli bina
goriintiilerinin kalitesini artirmak ve egitim icin eksik veri olugturmak amaciyla

kullanilmistir.

Modeller, dogruluk, hassasiyet (precision), duyarlilik (recall) ve F1 skoru gibi

metrikler kullanilarak degerlendirilmistir.

3.27.3 Sonuglar

Hasarli bina tespiti i¢cin kamuya agik veri kiimelerinin azligi, model egitimi i¢in biiyiik
bir engeldir. Cift zamanl yontemler daha yiiksek dogruluk saglasa da veri isleme
acisindan zorluklar barindirmaktadir. Tek zamanli yontemler ise daha hizh
uygulanabilir ancak dogruluk acisindan smirlidir. CNN tabanli yontemler yaygin
sekilde kullanilmaktadir, ancak DeconvNet ve AM destekli modeller daha ytiksek
dogruluk seviyelerine ulasabilmektedir. Iki seviyeli smiflandirmada (hasarli/hasarsiz)
dogruluk %52.2 ile %95.82 arasinda degisirken, dort seviyeli siniflandirmada (hafif,
orta, agir hasar ve yikilmig) dogruluk %14 ile %86.5 arasinda degismektedir. Uydu,
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hava ve yer goriintiilerinin birlestirilmesi, model performansini artiran énemli bir

faktor olarak belirlenmisgtir.

3.28 Yayin 28: Hasar Tespiti icin Simirh Denetimli Derin Ogrenme Modeli

3.28.1 Amag

Bu makale (Qiao vd., 2024), yiiksek ¢oOziiniirlikli uzaktan algilama (HRRS)
goriintiilerini kullanarak afet sonrasi bina hasarin1 hizli ve dogru bir sekilde tespit
etmek i¢in zay1if denetimli (weakly supervised) yeni bir yontem énermektedir. Sekil
3.45’de modele iliskin sema bulunmaktadir. Geleneksel yontemlerin bina sinirlarinm
belirlemede zorlanmasi ve yanlis degisiklikleri tespit etme riskleri nedeniyle, hem afet

oncesi hem de sonrasi goriintiileri kullanan bir model gelistirilmistir.

3.28.2 Yontemler

Cift Zamanh (Pre/Post-Disaster) Goriintii Kullanimi: Afet oncesi goriintiilerden bina
siirlart belirlenerek, afet sonrasi hasar tespitinde daha hassas sonuglar elde

edilmektedir.

Tam Konvoliisyonel Ag (FCN-Fully Co) ve Siiperpiksel Segmentasyonu: Afet 6ncesi
bina bolgeleri, FCN modeli ve stiperpiksel segmentasyonu ile ince alt-bina seviyesine

kadar detaylandirilmaktadir.

Zayif Denetimli Yapay Zeka Yaklasimi: Afet sonrasi goriintillerde yalnizca
etiketlenmis gorilintli yama (patch) bilgisine dayanarak piksel seviyesinde bina hasari

haritas1 ¢ikarilmaktadir.

Genis Cok Olgekli (Wide Multi-Scale - WMS) Blogu: Cesitli genislik ve dlgeklerde
derin oOzellikleri Ogrenerek modelin bina hasarlarint daha 1yi taniyabilmesini

saglamaktadir.

CNN Modeli ile Giivenilirlik Vektorii Uretimi: Post-disaster gorintiler icin CNN
modeli kullanilarak her goriintii yamasi i¢in giivenilirlik vektorleri olusturulmus ve

nihai bina hasar haritas1 bir oylama mekanizmasi ile tiretilmistir.
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Sekil 3.45 : Onerilen zayif denetimli - weakly supervised model.
3.28.3 Sonuglar

2010 Haiti Depremi veri seti kullanilarak yapilan deneyler, 6nerilen yontemin mevcut
metodolojilere kiyasla daha yiiksek dogruluk sagladigini gostermektedir. %95.31
dogruluk (OA) ve %75.69 MloU skoru ile en iyi zayif denetimli yontem oldugu

kanitlanmustir.

U-Net gibi tam denetimli modeller ile karsilastirildiginda, dnerilen modelin yalnizca
az bir performans kaybi yasadigi ancak cok daha az etiketleme gerektirdigi
goriilmiistiir. Pre-disaster bina sinirlarinin kullanilmasi, sahte pozitiflerin azaltilmasina
ve daha hassas hasar tespiti yapilmasina onemli katki saglamistir. Sekil 3.46°de

yontemin hasar tespit performansi gosterilmistir.
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Sekil 3.46 : Yontemin hasar tespit performansi.
3.29 Yayin 29: Yerden Alinan Goriintiiler ve YOLOV5 ile Hasar Tespiti

3.29.1 Amag

Calismada onerilen yontem, deprem sonrasi bina hasar tespiti ve acil durum
miidahalelerinin zamaninda ve etkili bir sekilde gergeklestirilmesini saglamayi
amaclamaktadir. Uydu ve drone goruntlleri biyuk olgekli hasar tespiti igin
kullanighdir, ancak detayli kiigiik capli hasarlari tespit etmekte yetersiz kalir. Yer
seviyesinden cekilen yuksek ¢ozinurlukli goruntiler, bina yuzeyindeki catlaklar ve
dokiilmeler gibi ayrintili hasarlar1 tespit etmek i¢in uygun bir alternatif sunar. Bu
calismada (Liu vd., 2022), deprem sonrasi bina hasarlarini tespit etmek i¢in YOLOVS5

modelini optimize eden hafif ve hizli bir model 6nerilmistir.

3.29.2 Yontemler

Calismada YOLOv5s modeli temel alinarak optimize edilmis ve LA-YOLOvVS
(Lightweight and Accurate YOLOVS) modeli gelistirilmistir. Modelin iyilestirilmesi

i¢in su bilesenler eklenmistir:
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e Ghost Bottleneck: Modelin boyutunu kugcultmek ve gereksiz parametreleri
azaltmak i¢in YOLOvS5’in omurga (backbone) ve boyun (neck) katmanlarina

entegre edilmistir.

e CBAM (Convolutional Block Attention Module): Modelin bina hasarlarini

daha iyi 6grenmesini saglamak icin dikkat mekanizmasi eklenmistir.

e BIi-FPN (Bi-Directional Feature Pyramid Network): Farkli ol¢eklerdeki
hasarlar1 daha 1iyi algilayabilmek i¢in ¢ok oOlgekli oOzellik flizyonu
gergeklestirilmistir.

e DSCONV (Depthwise Separable Convolution): Hesaplama maliyetini
azaltmak ve modelin gomiilii sistemlerde calisabilirligini artirmak i¢in boyun

katmanina dahil edilmistir.

3.29.3 Sonuglar

Onerilen modelin hasar tespit dogrulugu %90’m iizerindedir ve 6nceki YOLOVS
tabanli modellerden daha hizli ve daha hafiftir. Model, diger hafif nesne tespit
algoritmalar1 (MobileNet-SSD, Nanodet, MobileDets) ile karsilastirildiginda daha
yiiksek dogruluk ve daha diisiik islem siiresi sunmustur. LA-YOLOvV5 modeli, bina
hasar tespiti i¢in hizli, dogru ve hafif bir ¢6ziim sunmaktadir. Model, diisiik donanim
gereksinimiyle akilli telefonlar ve gdmiilii cihazlara entegre edilebilir. Hirvatistan ve
Luxian deprem verileri iizerinde yapilan testlerde modelin farkli bolgelerde de iyi
performans gosterdigi gorilmiistiir. Sekil 3.47°de LA-YOLOV5 yonteminin hasar

tespit performansi gosterilmistir.
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Sekil 3.47 : LA-YOLOVS5 yonteminin hasar tespit performansi.

3.30 Yayn 30: Coklu Ozellik Kullanimi ile Hasar Tespiti

3.30.1 Amag

Cin'deki biiyiik sehirlerin ¢ogu yiiksek deprem riski altinda bulunuyor ve deprem
sonrasi hasar tespiti, kayiplarin degerlendirilmesi ve acil mudahale icin kritik dnem
tagiyor. Ancak goriintli tabanli degisim tespiti, bina disindaki ¢evresel faktorlerin ve
cesitli doku 6zelliklerinin neden oldugu karmasiklik nedeniyle zorluklarla karsilasiyor.
Bu baglamda, ¢oklu 6zellik flizyonuna dayali tek bina hasar tespiti i¢in yeni bir model
onerilmektedir. Model, normallestirilmis Dijital Yiizey Modeli (nDSM) kullanarak
bina konturlarin1 ¢ikarir ve goriintii verilerinden elde edilen optimum doku
Ozelliklerini birlestirerek daha dogru sonuglar elde etmeyi amaglar. Calismada (H. Du
vd., 2024), modelin performansi farkli yontemlerle karsilastirilarak Yangbi ve Honghe

depremlerinde test edilmistir.

3.30.2 Kullamilan yontemler

Makale, deprem sonrasi bina hasarlariin hizli ve dogru bir sekilde tespit edilmesi

amaciyla coklu ozellik fiizyonuna dayali bir model onermektedir. Bu modelin

100



olusturulmasi i¢in Oncelikle insansiz hava aract (UAV) ve uydu goriintiileri
kullanilarak deprem Oncesi ve sonrast yiiksek ¢oziintirliiklii veri toplanmistir. Hasarin
daha iyi tespit edilebilmesi i¢in Dijital Yiizey Modeli (DSM) islenerek, yiikseklik
degisimlerini belirleyen Normallestirilmis Dijital Yiizey Modeli (nDSM) elde
edilmistir. Bu stiregte iteratif filtreleme ve nokta bulutu seyreltme teknikleri
kullanilarak gereksiz bilgiler ayiklanmis, ardindan morfolojik islemler ve kiigiik alan

temizleme yontemleri ile bina konturlar1 netlestirilmistir.

Modelin dogrulugunu artirmak igin bina bolgesi bazli goriintii isleme (ROI — Region
of Interest) yontemi kullanilmistir. Bu yontemde nDSM'den elde edilen bina konturlari
referans alinarak farkli veri kaynaklarindan gelen goriintiilerde ilgili binalar
belirlenmis ve hassas eslestirme algoritmalariyla hizalanmistir. Binalardaki yapisal
degisiklikleri analiz etmek amaciyla gri-seviye ortaklik matrisi (GLCM) ile mean
(ortalama), entropy (entropi) ve dissimilarity (benzerlik farki) gibi 6nemli doku
ozellikleri ¢ikarilmigtir. Bu 6zelliklerin ¢oklu zamanli degisim analizi yapilmis ve bina

bazli hasar tespiti i¢in 6zellik flizyonu gergeklestirilmistir.

Modelin bilgi fazlaligin1 azaltarak daha dogru sonuglar iiretmesi i¢cin Ana Bilesen
Analizi (PCA) uygulanmistir. PCA sayesinde ¢ok sayida doku 6zelligi arasindaki
iliskiler optimize edilerek gereksiz bilgiler filtrelenmis ve goriintiideki giiriiltii
bastirilmistir. Daha sonra korelasyon degisim analizi kullanilarak deprem sonrasi
binalarda meydana gelen yapisal degisiklikler degerlendirilmeye alinmis ve binalar
“temel olarak saglam”, “orta derecede hasarli’” ve “agir hasarli” olarak

siniflandirilmastir.

3.30.3 Sonuglar

Onerilen model, deprem sonrasi bina hasarlarin tespit etmek igin gelistirilmis ve ¢oklu
ozellik flizyonu yaklasimiyla dogrulugu artirilmistir.  Modelin  uygulanmasi
sonucunda, nDSM kullanilarak bina konturlarinin hassas bir sekilde ¢ikarilabildigi,
doku 6zelliklerinin flizyonu sayesinde degisim tespitinin daha giivenilir hale getirildigi
ve PCA ile bilgi fazlaliginin azaltilarak giiriiltiiniin bastirildig1 goriilmiistiir. Modelin
farkli deprem bolgelerinde test edilmesi, yontemin genellenebilirligini ve
tagiabilirligini dogrulamis, uydu ve UAV goriintiilerinin birlestirilmesinin tespit
dogrulugunu artirdig1 belirlenmistir. Test degerlendirmesinde %88 {izerinde ortlama

dogruluk ve 0.8 kappa degeri elde edilmistir. Sekil 3.48’de uygulamanin performans
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kiyaslamasi gorsel olarak verilmistir. Yapilan karsilastirmalar, modelin makine
Ogrenmesi tabanli geleneksel yontemlerden daha yliksek basart sagladigini ve hasar
tespit siirecini hizlandirarak afet sonras1 miidahaleyi destekleyebilecegini gostermistir.
Sonug olarak, bu modelin, biiyiik 6lgekli deprem bolgelerinde tekil bina hasarlarini
dogru sekilde tespit etmek icin etkili bir ara¢ oldugu kanitlanmis ve acil durum

yOnetimi ile afet risk azaltma ¢aligmalarina katki saglayabilecegi vurgulanmaistir.
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Sekil 3.48 : Coklu 6zellik fiizyonuna dayanan modelin, yalnizca [HA goriintiisii
kullanarak ve uydu - IHA goruntdlerinin bir arada kullanilmasiyla yapilan
performans karsilastiriimasi.

3.31 Yayin 31: Derin Ogrenme ve Superpiksel Diizeyinde Degisim Tespiti ile
Hasar Tespiti

3.31.1 Amag

Makalenin (Qing vd., 2022) amac1, deprem sonrasi bina hasar degerlendirmesini hizli
ve dogru bir sekilde gergeklestirmek i¢cin CNN tabanli dogrudan uzaktan algilama
degisim tespiti yontemini kullanarak operasyonel bir degerlendirme cergevesi

onermektir. Mevcut yontemlerin diisiik verimlilik ve hassasiyet sorunlarina ¢éziim
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getirmek amaciyla, calisma, siiperpiksel dilizeyinde dogrudan degisim tespiti
stratejisini benimseyerek, hem bina lokalizasyonunu hem de hasar siiflandirmasini
entegre eden tek asamali bir siire¢ sunmaktadir. Onerilen yontem, Ludian depremi
sonrasi saha ¢alismalariyla dogrulanmis olup, gelecekteki afet yonetimi ve acil durum

midahalelerine katki saglamay1 hedeflemektedir.

3.31.2 Kullanilan yontemler

Makale, deprem sonrasi bina hasar tespiti igin CNN tabanli dogrudan degisim tespiti
yontemini kullanmaktadir. Calisma, Sekil 3.49’daki gibi ti¢ asamali bir hiyerarsik is
akist onermektedir. ilk asamada, Ekstra Ozellik Gelistirme Bantlar1 (EFEBs)
kullanilarak depremden etkilenme olasilig1 yiiksek bina bélgeleri belirlenir. Ikinci
asamada, siiperpiksel tabanli dogrudan degisim tespiti (PreSC - Pre-event Superpixel
Constraint) stratejisi ile bina hasar analizi gerceklestirilir. Son asamada ise, hizli
uzaktan algilama deprem hasar indeksi (rRSEDI) kullanilarak bdlgesel hasar
degerlendirmesi yapilir. Derin 6grenme tabanli CECNN modeli (Channel-Expanded
CNN) ile ¢ok bantl goriintii analizi gerceklestirilerek, bina sinirlarinin korunmasi ve
hasar derecesinin hassas bir sekilde belirlenmesi saglanmaktadir. Modelin dogrulugu,
saha calismalariyla kiyaslanarak degerlendirilmis ve Onerilen yontemin mevcut

yontemlerden daha hizli ve etkili oldugu gosterilmistir.

Seismic
intensity

Sekil 3.49 : CECNN modeli kullanilarak uygulanan bina hasar tespit adimlari semasi.
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3.31.3 Sonuglar

Onerilen CNN tabanli dogrudan degisim tespiti yontemi, deprem sonrasi bina
hasarlarin1 hizli ve dogru bir sekilde tespit etmede basarili bulunmustur. Deneysel
caligmalar, yontemin mevcut tek asamali ve iki asamali yontemlere kiyasla daha
yiiksek dogruluk ve daha az islem siiresi sundugunu gostermistir. CECNN modeli ve
EFEBs kullanimi, bina bdolgelerinin daha net belirlenmesini ve hata oranlarinin
azaltilmasii saglamistir. Degerlendirme sonucunda ortalama dogruluk %89 ve 0.78
kappa degeri belirlenmistir. PreSC stratejisi, binalarin orijinal sinirlarinin korunmasina
yardimct olarak, hasar siniflandirmasinin dogrulugunu artirmistir. Ludian depremi
sonrast elde edilen sonuglar, resmi hasar raporlariyla bityiik 6l¢iide ortiiserek yontemin
giivenilirligini kanitlamistir. Sekil 3.50’de yontemin performansi ve diger yontemlerle
kiyaslamasi verilmistir. Genel olarak, bu yaklasimin, afet yonetimi ve hizli miidahale

stireclerine etkin bir katki saglayabilecegi sonucuna varilmistir.
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Sekil 3.50 : PreSC stratejisi kullanilarak yapilan performans testi ve diger
yOntemlerle karsilagtirilmasi.
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3.32 Yayn 32: Denetimsiz Derin Ogrenme Yéntemiyle Hasar Tespiti

3.32.1 Amag

Makalenin (Y. Li vd., 2020) amaci, denetimsiz alan uyarlama (unsupervised domain
adaptation) yontemlerini kullanarak afet sonrasi bina hasar tespitini daha hizli ve dogru
bir sekilde gergeklestirmektir. Ozellikle, etiketlenmis veri eksikliginin biiyiik bir
problem oldugu bu tiir durumlar igin makale, Sekil 3.51°’de gosterilen Generative
Adversarial Networks (GAN) ve self-attention mekanizmasini birlestiren USADA
(Unsupervised Self-Attention Domain Adaptation) modelini 6nermektedir. Bu model,
kaynak alan gorintilerini hedef alan goruntulerine piksel duzeyinde uyarlayarak,
etiketlenmemis veriler iizerinde daha basarili bir hasar tespiti saglamay1
amaglamaktadir. USADA’nin, geleneksel piksel seviyesinde alan uyarlama
yontemlerine kiyasla bina hasar tespitinde daha iyi performans gdsterdigi deneysel

sonugclarla ortaya konulmustur.

Inference:
-—=—=>Llloss ¢~ ———- Target[d.nma.n data
X;
Self-Attention 1 Self-Attention 2
Classifier
Encoder 1 Encoder 2
Class Label
1 4
L X | | £ &
Source domain data Z ’EXB Discriminator -
(A —| & ®
Noise \ Real

Classifier

A

, [x]
( Class Label) Target domain data

Sekil 3.51 : USADA modeli semasi.

3.32.2 Yontemler

Makale, denetimsiz alan uyarlama icin Generative Adversarial Networks (GAN) ve
self-attention mekanizmasini Dbirlestiren USADA (Unsupervised Self-Attention

Domain Adaptation) modelini énermektedir. Model {i¢ bilesenden olusur: (1) GAN
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tabanli bir ¢evirici, kaynak alan goruntilerini hedef alan goruntulerine piksel
diizeyinde doniistiirerek, hedef alana daha iyi uyarlanmasini saglar, (2) self-attention
mekanizmasi, onemli yapisal bilgileri koruyarak modelin bina hasarlarini daha 1yi ayirt
etmesine yardime1 olur, (3) smiflandirici, hem kaynak hem de iiretilen goriintiilerden
Ogrenerek hasarli ve hasarsiz binalar1 ayirt etmek i¢in egitilir. Model, L1 diizenleme
kaybr ile orijinal goriintiilerin 6nemli yapilarini korurken, spektral normalizasyon gibi
tekniklerle GAN egitimini dengeli hale getirir. Yontemin etkinligi, farkli kasirga
afetlerine ait hava gorintileri Uzerinde test edilerek, geleneksel alan uyarlama

yontemlerine kiyasla daha yiiksek siniflandirma dogrulugu ile gosterilmistir.

3.32.3 Sonuglar

Makale sonuglarinda, 6nerilen USADA modelinin, bina hasar tespitinde geleneksel
denetimsiz alan uyarlama yontemlerine kiyasla daha yiliksek dogruluk sagladig:
gosterilmistir. Model, Hurricane Sandy, Maria ve Irma afetlerinden elde edilen hava
goriintiileri iizerinde test edilerek, USADA’ nin PixelDA gibi 6nceki yontemlere gore
%2.0 ila %3.6 arasinda daha 1yi simiflandirma dogrulugu elde ettigi tespit edilmistir.
Ortalama F1 skoru %72 ve dogruluk degeri %76 olarak hesaplanmistir. Ozellikle self-
attention mekanizmasinin, retilen gorintilerde bina 6n plan bilgisini koruyarak
modelin daha basarili sonuglar itiretmesini sagladig1 belirlenmistir. T-SNE ile yapilan
gorsellestirmeler, modelin 06zellik alaninda kaynak ve hedef verileri daha iyi
hizaladigin1 gostermistir. Genel olarak, USADA’nin, etiketlenmis veri ihtiyacini
ortadan kaldirarak afet sonrasi bina hasar tespitini daha hizli ve etkili hale getirdigi

sonucuna varilmistir.

3.33 Yayin 33: Afet Bolgesinde Dron Rota Planlamasinda Hasar Tespiti

Algoritmalarindan Faydalanilmasi

3.33.1 Amag

Bu makalenin (Hu vd., 2023) amaci, dogal afetler sonrasi bina hasar tespitini
hizlandirmak ve optimize etmek icin drone tabanli otomatik bir kesif yontemi
gelistirmektir. Caligma, dronlar tarafindan toplanan goriintiilerin derin 6grenme
yontemleriyle analiz edilerek bina hasarlarim tespit ve siniflandirmasini saglamayi
hedefler. Ayrica, elde edilen hasar bilgilerini drone gorev planlamasina entegre ederek

arama ve kurtarma operasyonlarinin etkinligini artirmay1 amaclamaktadir. Makale,
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Tennessee'de bir kasirga sonrasi gergeklestirilen vaka calismasiyla onerilen yontemin

dogrulugunu ve pratik uygulanabilirligini test etmektedir.

3.33.2 Yontemler

Bu calismada bina hasar tespiti ve smiflandirmasi i¢in Sekil 3.52’de semasi verilen
derin 6grenme tabanli bir yontem gelistirilmistir. YOLOVS (You Only Look Once)
mimarisi kullanilmigtir. YOLO, hizli ve dogruluk orani yiiksek bir nesne tespit
algoritmasi olup, bu ¢alismada YOLOvS5s (small) modeli tercih edilmistir. Ayrica
modelin performansini artirmak i¢in koordinat tabanli dikkat mekanizmasi
(Coordinate Attention) ve Alpha-loU loss (Alpha Intersection over Union Loss) gibi

optimizasyon teknikleri uygulanmaistir.

Step 1. Data collection Step 2. Building damage detection Step3. Drone mission planning

Video collection :
Deep learning model

l —> .. —> Damage map generation
training
Image extraction l l
1 Model evaluation Mission planning
Image annotation l l
l Model inference ~ +— Scenario analysis

Annotated dataset ¢

Sekil 3.52 : YOLOVS5s kullanilan yontem adimlar1 semas.

Bu c¢alismada Enhanced Fujita Scale Building Damage (EFSBD) veri seti
olusturulmus ve kullanilmistir. Veri seti, biliylik kasirgalar sonrasinda hasar goren

binalarin havadan ¢ekilmis goriintiilerini igerir ve su 6zelliklere sahiptir:

Toplam 3.045 hava goriintiisii icerir. Goriintiiler, ABD ve Kanada’daki 25 farkh
sehirde meydana gelen kasirgalardan toplanmistir. 34 farkli hava videosundan elde
edilen goriintiiler kullanilmistir. 32 video ¢evrimici kaynaklardan toplanmis, 2 video
ise arastirmacilar tarafindan 2020 Nashville kasirgasi sonrasinda g¢ekilmistir. Sekil

3.53’de EFBSD veri seti ile yapilan bir hasar tespit testi gorilmektedir.

Goriintiiler Federal Acil Durum Yonetim Ajansi (FEMA) ve Ulusal Hava Durumu

Servisi (NWS) tarafindan belirlenen Enhanced Fujita (EF) dlcegi ile etiketlenmistir.

24.496 bina hasar 6rnegi icermektedir. Hasar seviyeleri 7 farkli sinifa ayrilmistir:
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e Minor (Hafif)

e Moderate (Orta)

e Considerable (Onemli)

e Severe (Agr)

e Devastating (Yikici)

e Incredible (Felaket Boyutunda)

e Tarp (Cat1 Ortiisii ile Kapli — hasar seviyesi belirlenemeyen binalar)

Bu veri seti, drone goriintiilerinden binalarin hasar derecelerini tespit etmek i¢in

YOLOVS tabanli modelin egitilmesinde kullanilmstir.
Drone gorev planlamasi i¢in ise Optimizasyon Algoritmalari kullanilmistir:
e Genetik Algoritma (GA)

e Karinca Kolonisi Optimizasyonu (ACO)
e Pargacik Siirii Optimizasyonu (PSO)
e BITEOPT (BITmask Evolution OPTimization)

Deneyler sonucunda, bina hasar tespitinde YOLOvV5s modeli kullanilarak %71.9 mAP
(mean average precision) elde edilmistir. BITEOPT algoritmasi, drone gorev

planlamasi i¢in en iyi performansi gdsteren optimizasyon yontemi olmustur.

3.33.3 Sonugclar

Mevcut manuel degerlendirme yontemlerine kiyasla daha hizli ve daha dogru bina
hasar tespiti saglanmis. Drone gorev planlamasinda otomasyon ve optimizasyon
saglanarak operasyon verimliligi arttirillmistir. Derin 6grenme tabanli sistem,

geleneksel goriintii analiz yontemlerinden daha basarili sonuglar iiretmistir.

Daha genis ve ¢esitli bir veri seti ile modelin genel gegerliligi artirilabilir. Hasar
seviyelerinin daha detayli ayristirilmasi icin farkli derin 6grenme yaklagimlar
(6rnegin Transformer tabanlt modeller) test edilebilir. Drone gorev planlamasinda

gercek zamanli veri entegrasyonu saglanarak stirecler daha dinamik hale getirilebilir.

Sonug olarak, ¢alisma afet yonetimi siireclerinde drone ve yapay zeka tabanli otomatik

sistemlerin biiyiik bir potansiyele sahip oldugunu kanitlamaktadir. Ozellikle arama-
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kurtarma ekipleri ve afet miidahale birimleri i¢in zaman kazandirici ve hayat kurtarici

bir teknoloji sunmaktadir.

Sekil 3.53 : EFBSD veri seti kullanilarak yapilan test.

3.34 Yayin 34: Afet Sonrasi1 IHA Gériintiileriyle Hizlh Hasar Tespiti

3.34.1 Amag

Bu makalenin (Jozi vd., 2024) amaci, insansiz hava araglari (UAV) kullanarak afet
sonrasi hasar gormiis konutlarin hizli bir sekilde degerlendirilmesini saglamaktir.
Geleneksel yontemlerin yavas ve erisim agisindan kisitli olmasi nedeniyle, bu ¢alisma,
UAYV ile elde edilen gorintileri kullanarak otomatik hasar tespitine yonelik bir
goriintli isleme tabanli yaklasim 6nermektedir. Yontemin galisma semasi Sekil 3.54’de
sunulmustur. Calisma, doku analizi (dilizensizlik ve homojenlik) ve kenar analizi
(Canny kenar tespiti ile duzensizlik ve a¢1 dagilimi) gibi 6zellikleri ¢ikararak, bu
verileri Naive Bayes Siniflandiricisi ile isleyerek binalar1 hasarli veya hasarsiz olarak
siniflandirmaktadir. Gergek afet sonrasi goriintiiler lizerinde test edilen bu yontem,
%89.3 dogruluk oranina ulasarak UAV goriintiilerinin ve geligsmis goriintii isleme
tekniklerinin hizli ve giivenilir hasar tespiti i¢in biiyiik bir potansiyele sahip oldugunu

gostermektedir.
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3.34.2 Kullanmilan yontemler

Makale, afet sonrasit bina hasar tespiti i¢in goriintii isleme teknikleri ve Makine

Ogrenmesi (ML) algoritmalarii bir araya getiren bir yontem dnermektedir.

Image Processing

Texture

Homogeneity 10
Texture
Analysis
J Texture n
Dissimilarity ¢
) Naive Building
Building Image ; . Bayesian [~ Damage
’ . | Classification Probability
» Edge Entropy [+ I
Edge
Analysis —
Angle 7
Distribution o

Sekil 3.54 : Naive Bayes kullanilanilarak gelistirilen yontemin iglem adimlari.

Doku ve kenar analizi gibi goriintii isleme teknikleri kullanilarak cesitli 6zellik

cikarimi islemleri uygulanmistir.

Gri Diizey Es Olabilirlik Matrisi (GLCM) kullanilarak benzemezlik (dissimilarity) ve

homojenlik (homogeneity) 6zellikleri ¢ikarilmistir.

Kenar analizi i¢in, Canny Kenar Algilama yontemi ile kenar entropisi hesaplanarak
diizensizlik tespiti yapilmistir. Hough Dontisiimii ile kenar ¢izgileri belirlenmis ve

kenar a¢1 dagilimi incelenmistir.

Naive Bayes smniflandiricist ile hasarli ve hasarsiz binalari siniflandirmak igin
olasiliksal bir model gelistirilmistir. Doku ve kenar analizlerinden elde edilen dort
ozellik (diizensizlik, homojenlik, kenar entropisi, ac1 dagilimi) siiflandiriciya girdi
olarak verilmistir. Normal dagilima uygun olasilik fonksiyonlar1 olusturulmus ve

Bayes Teoremi kullanilarak olasilik hesaplanmustir.

Derin 6grenme (CNN, GAN, Transformer gibi modeller) yerine daha az hesaplama
giicii gerektiren bir Ozellik tabanli simiflandirma yontemi kullanilmistir. GOrlntl
isleme tabanli model, 6grenme siireci gerektirmeden dogrudan o6zellik cikarimi

yaparak hizli karar almay1 saglamaktadir.
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Onerilen Naive Bayes siniflandirma modeli, %89.3 dogruluk orania ulasarak gercek

afet sonras1 goriintiilerde basarili bir sekilde hasarli binalar1 tespit etmistir.

Sonug olarak, calisma, goriintli isleme teknikleriyle 6zellik ¢ikarimi ve Naive Bayes
modeliyle olasiliksal siniflandirma yaparak, hizli ve hesaplamasi diisiik bir hasar tespit

sistemi gelistirmistir.

3.34.3 Sonuglar

Bu calisma, insansiz hava araclar1 (UAV) ile elde edilen goriintiiler izerinden hizli ve
otomatik afet sonrasi bina hasar tespiti i¢in goriintii isleme tabanli bir yontem
gelistirmistir. Doku analizi (benzemezlik ve homojenlik) ve kenar analizi (kenar
entropisi ve ag¢t dagilimi) kullanilarak belirlenen o6zellikler, Naive Bayes
siiflandiricist ile islenerek hasarli ve hasarsiz binalarin tespiti saglanmistir. Gergek
afet sonras1 goriintiiler lizerinde yapilan testlerde %89.3 dogruluk orani elde edilerek
yontemin etkinligi kanitlanmistir. Sekil 3.55de &nerilen yontem kullanilarak THA
goriintiisiinden hasar tespiti yapilmasi gosterilmistir. Geleneksel yontemlere kiyasla
daha hizli, erisilebilir ve diisiik maliyetli bir degerlendirme sunan bu model, afet
sonrasi acil miidahale ve kaynak yonetimi siire¢lerinde 6nemli bir katki saglayabilir.
Gelecekte daha biiyiik ve cesitli veri setleriyle test edilerek hasarin derecesini

belirleyebilen daha kapsamli bir sistem haline getirilebilir.

Sekil 3.55 : Yontem kullanilarak yapilan hasar tespit uygulamasi: U: Undamaged ve
D: Damaged.
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3.35 Yayn 35: U-Net Kullanilarak Afet Oncesi ve Sonrasi Verilerle Hasar
Tespiti

3.35.1 Amag

Bu ¢alismanin (Wu vd., 2021) amaci, afet sonrasi bina hasar tespitinde U-Net tabanli
bir derin 6grenme modelinin performansini degerlendirmektir. Calisma, afet dncesi ve
sonrast uydu goriintiilerini kullanarak bina hasarlarinin konumlandirilmas: ve hasar
derecelerinin siniflandirilmasini hedeflemektedir. Geleneksel yontemlerin genellikle
ikili smiflandirmaya (hasarli/hasarsiz) odaklandigr goéz Oniine alindiginda, bu
arastirma, birden fazla hasar seviyesini tespit edebilen ve modelin odak mekanizmasini
optimize eden bir Siamese U-Net mimarisi 6nermektedir. Cesitli geri besleme
(backbone) aglar ile deneyler yapilarak en iyi performansi veren model belirlenmistir.
Sekil 3.56’da modelin islem adimlari sunulmustur. Model, xBD veri kiimesiyle
egitilmis ve farkli felaket senaryolari tizerinde test edilmistir. Sonuglar, odak
mekanizmasinin modelin dogrulugunu artirdigini ve SEresNeXt tabanli modelin en iyi
F1 skoru ile en basarili performans: sergiledigini gostermektedir. Ayrica modelin
taginabilirligi ve saglamligi, Beyrut patlamasi ve Laura Kasirgasi gibi yeni afet olaylari

tizerinde test edilerek dogrulanmistir.

3.35.2 Kullanilan yontemler

Afet dncesi ve sonrasi goriintiileri karsilagtirmak i¢in ¢ift agirlik paylasan bir Siamese
sinir ag1 kullamilmistir. Bina hasarlarmi tespit etmek icin U-Net tabanli tam
konvoliisyonel ag (FCN) kullanilmistir. U-Net, yiiksek seviye bilgileri konumlandirma

ile birlestirerek ayrintili segmentasyon saglar.

Pre-disaster Seed 0.1,2 Post-disaster Fusion result Result
Location
Localize result check
: 1 Localization =
i U-net Threshold
i ‘vl‘ Weighted
! nitialize y
Data Augmentation 5 ‘ Data Augmentation 3 gyelace
1 1
y e 2
Zeer §
. . . . »
Localization Shared Classification M &
. >
U-net weight U-net W =
w
Siamese neural network M =
2 |8

Sekil 3.56 : Onerilen U-Net tabanl1 yontemin asamalari.
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Modelin 6nemli o6zelliklere odaklanmasin1 saglamak i¢in dikkat mekanizmasi
eklenmistir. Spatial attention (mekansal dikkat), gérintide 6nemli alanlara daha fazla
odaklanarak gereksiz bilgilerin etkisini azaltmak i¢in kullanilmistir. Channel-wise
attention (kanal bazli dikkat), farkli kanal 6zelliklerini segici olarak vurgulamak icin

kullanilmistir (SE-Net yapisinda uygulanmastir).

Calismada gesitli CNN (Convolutional Neural Network) tabanli mimariler kullanilmig
ve karsilastinlmistir. ResNet-34, SE-ResNeXt, SENet, DPN (Dual Path Network)

mimarileri denenmistir.

Veri setinde dengeleme uygulanmasi amaciyla biiyiik siniflardan veri azaltilarak
dengesizlik 6nlenmistir. Hata-yitim fonksiyonu farkli siiflar i¢in agirliklandirarak
modelin 6grenme dengesini 1iyilestirmeye calisilmistir. Veri zenginlestirme
uygulanarak goriintii gevirme, dondiirme, kaydirma, dlgekleme, renk degisimi, giiriiltii

ekleme gibi yontemler ile modelin genelleme yetenegi artirilmistir.

Transfer 6grenme (Transfer Learning) ile xBD veri kiimesi ile dnceden egitilmis
model agirliklar1 kullanilmistir. Adam optimizasyonu (Adaptive Moment Estimation
- Adam) kullanilarak modelin verimli 6grenmesi saglanmistir. Siniflandirma kaybini
azaltmak i¢in F1 skoru bazli 6zel bir yitim fonksiyonu kullanilmistir. Farkli modellerin

ciktilar1 agirliklandirilarak birlestirilmis ve genel dogruluk artirilmigtir.

3.35.3 Sonuglar

Sonug olarak, bina hasar tespiti igcin Onerilen Siamese U-Net modeli, dikkat
mekanizmasi (attention mechanism) ve ¢esitli derin 6grenme mimarileri (ResNet, SE-
ResNeXt, SENet, DPN) ile test edilmistir. SE-ResNeXt tabanli model, F1 skoru 0.787
ile en 1y1 performansi gostermistir. Farkli modellerin sonuglart birlestirilerek (fusion)
genel dogruluk artirilmis ve en iyi toplam F1 skoru 0.792 olarak elde edilmistir. Sekil
3.57°de fiizyon yonteminin test sonuglari gosterilmistir. Modelin transfer edilebilirligi
ve saglamligi, Beyrut Patlamasi ve Laura Kasirgasi gibi yeni afetler iizerinde test
edilerek dogrulanmistir. Dikkat mekanizmasinin 6zellikle siniflandirma dogrulugunu
artirdig1 gézlemlenmis, ancak kiigiik hasarli binalarin tespitinde hala bazi1 zorluklar
oldugu belirlenmistir. Gelecekte, farkli afet tiirlerine 6zel modeller gelistirilerek

dogrulugun daha da artirilmasi hedeflenmektedir.
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Sekil 3.57 : Dogruluk performansinm arttiran model fiizyonu yontemi ile elde edilen

test sonuclari. (a: Kasirga verisi ground truth, b,c: attention mekanizmasini igeren ve
icermeyen sonuclar)
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4. DEGERLENDIRMELER

4.1 Cahsmalarin Degerlendirilmesi

Yikici 6zellikteki deprem afetlerine donem dénem maruz kalan Glkemizde, deprem
sonrasi acil miidahale planlanmasi amaciyla uzaktan algilama verileri ve yapay
O0grenme yontemlerinin  birlikte  kullanilmas1  6nemlidir. Yapay Ogrenme
yontemlerinden faydalanilarak, uydu goriintileri ve hava fotograflarindan bina
segmentasyonu ve hasar siiflandirmasi yapilir, bdylece en az ¢aba ile hizli ve dogru

acil midahale planlamasi yapilabilir.

3. boliimde degerlendirilen akademik ¢alismalarda, uydu verisi ve hava goruntuleri ile
yapay Ogrenme yaklasimlar1 kullanilarak 6nerilen hasar tespit yontemlerinde, yillar
icinde farkli afetler lizerinde yapilan denemelerin olumlu sonuglar sundugu ve zamanla
yapay Ogrenme yOntemlerinin basarim oOlgiitleri (performance metrics) agisindan da
giderek iyilesen dogruluk, kesinlik, F1 ve IoU skoru verdigi goriilmiistiir. Cizelge
4.1’de yayinlarda kullanilan yapay O6grenme yoOntemlerinin mevcut basari Olgiit
degerleri sunulmustur. Degerlendirilen ¢alismalarda kullanilan yapay Ogrenme
yontemlerinin basariminin arttirilmasi hususunda cesitli algoritma iyilestirmelerinin
yani sira, egitim verisi olarak kullanilan veri setleri tizerinde veri zenginlestirme (data
augmentation) islemleri yapilmistir. Ayrica genellestirme problemi olarak tanimlanan
ve modelin farkli afetler i¢in de kullanilabilirligi i¢in de ¢alismalar yapilmistir. Yapay
O0grenme yontemlerinin egitim siiresi ve ihtiya¢ duyulan islem giicii de model
verimliligi konusunda degerlendirilen 6nemli noktalardandir. Bu konularda yapay
ogrenme yonteminde belirlenen hiperparametreler ve kullanilan optimizasyon
algoritmalar1 etkili olmustur. Derin 6grenme modellerinin kullanildigi modellerde,
modelin bilesiminde tercih edilen kodlayicilarin se¢iminin de model verimini arttiran

diger bir olgu oldugu goriilmiistiir.

Tiirkiye’deki deprem afetlerini degerlendirme amaciyla afet sonrasi hasar tespitinde

kullanilmak iizere gelistirilecek yapay Ogrenme yontemleri, belirlenecek makine

117



O0grenme algoritmasi ve tercih edilen bu algoritmanin egitim siirecinde kullanilacak

veri setlerinin belirlenmesi asamalarindan olugmalidir.

Degerlendirilen ¢aligmalarda degerlendirilen afet alanina gore segilen yapay 6grenme
algoritmalar1 degisebilmektedir. Uydu veya hava platformlarindan elde edilen
gorlintiilerden  yapilacak  degerlendirmelerde  derin  O6grenme  algoritmalar
kullanilmasinin basarim sagladig1 goriilmiistiir. Ayrica bu sekilde daha kisa bir egitim

stireci ile daha genis alandaki afet bolgesinde hasar tespiti yapilabilmistir.

Derin 6greme algoritmalarinda CNN tabanli mimariler kullanilarak farkli boyutlardaki
katmanlarla verideki 6zelliklerin detayli olarak islenmesi ve saklanmasi saglanmaistir.
Degerlendirilen c¢alismalarda farkli boyut ve oOlgeklerdeki goriintiilerden 6zellik
¢ikarimi problemine yonelik 6neriler de 6n plana ¢ikmaktadir. Makale 20°de (Tasci
vd., 2023) deginildigi gibi derin 6grenme modelinde, GoogleNet ve DenseNet gibi
aglarda kullanilan inception katmanlar1 kullanlarak detayli 6zelliklerin ¢ikarilmasi ve
modelin vanishing gradient problemine karsi dayanikliliginin artmasi saglanmaistir.
Makale 23’de (Seydi vd., 2023b) de ¢ok dlgekli convolution katmanlari (3x3, 5x5, 7x7
gibi) kullanilmastir.

Gelistirilebilecek modelde vanishing gradient ve exploding gradient gibi problemler
gdz Oniinde bulundurularak sunulan orneklerdeki inception ve residual tabanl

mimariler tasarlanabilir.

[HA gibi kaynaklardan elde edilen optik gériintiilerde yikinti tespiti yaparken binalarin
farkli boyutlarda olmasi1 ve alinan goriintiiniin irtifasinin degisebilmesi durumlari igin
segmentasyon basarisini iyilestirecek modiiller eklenmistir. Makale 2’de (Xia vd.,
2023) deginildigi gibi farkli boyutlardaki nesneler lizerinde basarimin arttirtlmast igin
Multi-Feature Fusion (MFF) modiilii sayesinde goriintiiniin ¢esitli boyutlarinin CNN
ag1 lzerinden gegcirilerek nesne karakteristiklerinin ¢ikarilmasina calisilmistir. Bu

sekilde modelin 6grenme kabiliyetinin arttirilmas: saglanmistir.

Bununla beraber farkli boyutlardaki nesneleri tanimak {izere, makale 33’de (Hu vd.,
2023) YOLOvV5 modeline Feature Pyramide Network tabanli PANet modiilii dahil
edilmistir. Deprem sonrasi afet verilerinde, I[HA goriintiileri veya farkli dlgeklerdeki
uydu goriintiilerinin kullanilmasi durumunda, bina boyutlarindaki farkliliklar 6nemli
bir sorun olusturabilir. Bu problemi dikkate alarak yapilan bir algoritma tasarimu,

modelin basarimini artiracaktir.
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Deprem sonrasi gelistirilmesi planlanan bina hasari tespit uygulamalarinda 6ne ¢ikan
diger bir husus ise transfer 6grenmedir. Makale 4 (Abdi vd., 2021) ve makale 24
(Sodeinde vd., 2024) yaymlarinda deginildigi gibi onceden egitilmis sinir aglari
kullanilarak modelin egitim siiresinin hizlandirilmas1 ve daha etkili egitim
yapilabildigi goriilmiistiir. ResNet tabanli sinir aglar1, ImageNet veya xBDSet gibi veri
setleriyle onceden egitilerek kullanilmistir. Degerlendirilen yayinlarda ekseriyetle bu
uygulamanin, encoding islemlerinin yapildig1 katmanlarda kullanildigr gorilmistiir.
Gelistirilecek bir derin 6grenme modelinde etiketli veri eksikligi gibi durumunda bu

yonteme basvurulmasi uygun olacaktir.

Degerlendirilen c¢alismalarda afet sonrasi goriintiiler iizerinde Ozellik ¢ikarimi
yapilarak bina ve hasar tespiti yontemlerinin iyilestirilmesine odaklanilmigtir. Bu
kapsamda baz1 ¢calismalarda uydu goriintiisiinden RGB ve spektral 6zellikler islenerek
NDVI gibi indisler kullanilarak goriintiideki bitki ortiisii, arkaplan detay1 ve diger bina
harici yapilar ayirt edilmeye calisilmig ve Sonug olarak binalarin segmentasyonu
yapilabilmistir. Bazi calismalarda semantik segmentasyon sayesinde daha iyi sonug
alindig1 goriilmistiir. Catt ve cati harici olan goriintiiler kullanilarak veri seti
olusturulmus ve bu goriintiiler kullanilarak segmentasyon modeli gelistirilmistir.
Makale 8 (Naito vd., 2020) yayininda deginildigi gibi ahsap yapilarin tespiti i¢in daha
once gelistirilen, ahsap yap1 goriintii indisinden faydalanilmigtir. Makale 10’da
(Virtriana vd., 2023) degindikleri gibi farkli 6zellik ¢ikarimi senaryolariyla da
goruntinin analizinde, bina sinirlart i¢in diktortgensellik, dairesellik incelemesi,
gorinttnun piksellerinde gri tonlama, kontrast degerlendirmeleri de yapay 6grenme
modeli gelistirilmesinde etkili olabilmektedir. Ayrica makale 13’de (T. Li vd., 2023)
deginildigi gibi elde edilen radar goriintiilerinden de yansima 6zellikleri incelenerek,
yansimanin miktarina gore yikilmis bina tespiti ile basariyla hasar siniflandirmasi

yapilmasina olanak saglamaktadir.

Incelenen yayinlarda yapay 6grenme yontemlerinin e@itim siireglerinde kullanilan
hiperparametrelerin belirlenmesinde kullanilan yontemler de etkin model gelistirme
konusunda dikkate alinmasi gereken bir unsurdur. Bir¢ok yapay 6grenme yonteminde
karsilasilan asir1 6grenme (overfitting) sorununun ¢dziimii i¢in de modelin katman ve
noron sayisi ile dropout orani gibi parametreler bu sorunun giderilmesi ig¢in
kullanilmaktadir. Ayrica model egitimi sirasinda ¢apraz dogrulama (cross validation)

uygulanmasi da asir1 6grenme sorununu bertaraf etmek i¢in bagvurulan yontemlerden
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biridir. Model gelistirilmesi sirasinda secilen optimizasyon algoritmalart dogru
agirliklarin belirlenmesinde ve modelin egitim siirecinin iyilestirilmesinde etkili
olmustur. Makale 11°deki (Mangalraj vd., 2022) gibi bir cok ¢alismada biyik ve
karmasik veri setlerinde etkili olan ADAM en iyileyicisi (optimizer) kullaniimstir.
Deginilen ¢aligsmalarda hasar siniflandirma islemleri sirasinda kullanilan veri seti hasar
derecesi siniflar1 dengesiz olabilmektedir. Bu nedenle modelin hasar siniflandirma
islemi sirasinda bazi hasar gruplarinda daha az basarili oldugu goriilmektedir.
Ozellikle tam yikilmis bina tespitlerinde ¢ok daha az basarili sonuglar elde
edilebilmistir. Bu sorunun giderilmesi amaciyla ¢esitli ¢aligmalarda bu soruna uygun
hata fonksiyonlar1 kullanilmistir. (Sha vd., 2024) yayininda, veri setinlerindeki sinif

dengesizligi sorunu gidermek igin focal loss fonksiyonundan faydalanilmistir.

Sekil 4.1’de afet sonrasi bina hasar tespiti icin kullanilabilecek otomatik yapay

O0grenme yontemi gelistirme adimlart semas1 gosterilmistir.

4.2 Tiirkiye I¢in Oneriler

Tiirkiye Ozelinde deprem afeti sonrasi bina segmentasyonu ve hasar tespiti icin
gelistirilmesi diistintilen modeller, incelenen yayinlarda deginilen sorunlar goz 6niinde
bulundurularak belirlenmeli ve gerekli optimizasyonlar uygulanmalidir. Cogunlukla
CNN tabanli modeller gelistirilmesiyle beraber son donemde yapilan yayinlarda
transformer mimarisi tabanli (vision transformer) modellerin kullanimi da goéze
carpmaktadir. Bu mimari, gunimizde Biyuk Dil Modellerinin (Large Language
Models) temelini olusturmaktadir. Tansformer mimarisine dayali modeller, blyUk veri
setlerinde gok fazla parametreyle calisabilmektedir. Bu sayede goriintude, yuksek
kapasitede bilgisayarli gorii gorevlerini gerceklestirmek mimkiin olmaktadir.
Dezavantaji ¢ok fazla islem giicii gerektirmesidir. Bununla beraber Makale 12°de
(Gomroki vd., 2025) deginildigi gibi vision transformer tabanli encoder ile U-net
mimarisinin bir arada kullanildigi verimli ¢alisan yapilar da gelistirilmistir. Bu nedenle
gelistirilmesi diisiiniilen modelde vision transoformer tabanli mimari de 1yi bir segenek

olarak goriinmektedir.

Incelenen calismalarin birgogunda yapay ogrenme ydntemlerinin egitilmesinde
kullanilan veri setleri, 6nceden iiretilmis ImageNet veya xBDset veri setleridir. Bazi
yayinlarda elde edilen hava goriintiilerinden poligonlar ¢ikarilarak da veri setleri

tiretilmistir. Her ne kadar kullanilan algoritmalar farklilik gosterse de xBDset veya
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ImageNet kullanmadan arastirmacilarin kendilerinin iirettigi veri setleri ile egitilen
modellerde basarim daha yiiksek goziikmektedir. Yalnizca kodlayici kisminin hazir
veri setleri kullanilarak egitildigi durumlarda da normalden daha iyi basar

gorulmektedir.

Degerlendirilen yayinlarda egitim verisi ve test verisi orani sirastyla; %60, %40 veya
%70, %30 goriilmektedir. Baz1 yayinlarda nadir de olsa dogruluk verisi de eklenerek

strastyla egitim, dogruluk ve test verileri %80, %10, %10 ayrilmistir.

Veri setlerinin gelistirilmesi i¢in biiylik c¢ogunlukla data augmentation islemi
uygulanmistir. Veri setlerinde bulunan goriintiilerin geometrik ve piksel tabanl
rastlantisal (random) degisikliklerle gesitlendirilmesi saglanmistir. Ornek olarak veri
setinin rastlantisal bigimde; %50’sine dondiirme, %25’ine ¢evirme gibi islemler ile;
kirpma, blur, kontrast degisimi gibi islemlerden gecirilerek veri setinin 6rnek sayisi
arttirtlmistir. Bu sayede gelistirilen modelin daha iyi egitilmesi ve farkli goriintiilerde
basariminin artmasinin saglanmast amaglanmistir. Tirkiye’de deprem sonrasi
uygulanan yapay 6grenme yoOntemlerinde zaman zaman 0Ozellikle kirsal bolgelerde
yasanan yikinlarimn tespitinde sorunlar yasanmistir. Ornek olarak, cati rengi beklenen
turuncu tonda renkte olmayan koy evlerinin yikildiklarinda tespiti miimkiin olamamius,
toprak rengi olarak atlandigi durumlar olmustur. Bununla beraber bir kismi agagla
kapli binalarin goriintiilerinden tespit de zaman zaman miimkiin olamamaktadir. Boyle
durumlar icin de veri zenginlestirme isleminde mozaikleme yani birden fazla
goruntinin bir araya getirilerek benzer yeni ornekler elde edilmesi, basarimi
arttirabilecektir. Ayrica incelenen galismalarda SAR verisi kullaniminin ¢esitli analiz
yontemleriyle hasarli bina tespitinde, 6zellikle gece ve bulut kapli bolgelerde acil bir

veri kaynagi olarak tercih edilmesi de 6nemlidir.

Incelenen yayinlarda elde edilen uydu gériintiilerinin elde edilis acilarinin (nadir/off-
nadir) segmentasyon ve hasar tespitinde basarimi etkiledigi 6ne siiriilmiistiir. Makale
16’da (Abdi & Jabari, 2021) off-nadir gorintiler de kullanilarak dogruluk
arttirtlmistir. Bununla beraber yine ayni yayinda ortofoto ve uydu goriintiilerinin bir
arada kullanildig1 durumlarda ise ¢ok daha yiiksek bir dogruluk yakalanmistir. Bazi
yaymlarda da kullamlan IHA goriintiilerinin, farkli agilardan elde edilebilmesi

sayesinde iyi bir veri kaynagi oldugu goriilmiistiir.
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Ulkemizde afet sonrasi hasar tespiti amagl bir yapay 6grenme sistemi gelistirilmesi
icin genis kapsamli bir veri seti iiretilmelidir. Uretilen veri seti, hem kirsalda hem de
sehir merkezinde yer alan yap1 drneklerini icermelidir. Farkli veri kaynaklarindan elde
edilen verilerle hibrit bir hasar degerlendirme gatis1 gelistirilmelidir. Siamese network
kullanilan ¢alismalarda afet Oncesi ve sonrasi veriler de kullanilarak daha etkin bir

model gelistirilmesi saglanmistir.

Gelistirilecek modelin ¢alistirilmas:  i¢in deprem Oncesi ve sonrasi yiiksek
¢OzUnarltkIG uydu goérintalerinin temin edilmesi gerekmektedir. Tiirkiye’de yerel
veya uluslararasi uydu operatdrlerinden (6rnegin, Tiirkiye Uzay Ajansi, NASA veya
ESA) veri aliabilir. Bu goriintiiler, genis alanlarin ilk taramasi i¢in kullanilarak hasar
yogunlugunu belirlemede yardimci olur. Hasarin detayli incelenebilmesi i¢in bolgesel
IHA goriintiilerinin elde edilmesi 6nemlidir. IHAlar, dzellikle erisilmesi giic veya
yogun hasarl1 bélgelerde yiiksek ¢ozlintirliiklii goriintii saglamaktadir. GOrintilerdeki
binalarin durumlar (6rnegin, hasarsiz, hafif hasarli, agir hasarli, yikilmis) belirlenip
etiketlenmelidir. Bu asamada, insaat ve afet yonetimi konusunda uzmanlarin katkisi,

dogru etiketlemenin saglanmasi i¢in kritik 6neme sahiptir.

Farkli kaynaklardan (uydu ve IHA) gelen verilerin geometrik ve radyometrik
Uyumunu saglamak i¢in on igleme teknikleri uygulanmalidir. Bu islemler, goriintii
kayit (image registration) ve normalizasyon adimlarindan olusur. Farkli kaynaklardan
veya farkli zamanlarda elde edilen goriintiilerin, ayni jeodezik koordinat sistemi icinde
dogru sekilde hizalanmasi (registration and alignment) gereklidir. Ornegin, uydu ve
[HA goriintiileri farkli agilardan veya farkli zamanlarda iiretildiginden, ayn1 bdlgeyi
karsilastirabilmek i¢in bu goriintiilerdeki ortak referans noktalarinin belirlenip
hizalanmas: gerekir. Bu sayede, her iki veri seti de ayni cografi konumda birlesir ve
detayli analiz, hasar tespiti gibi islemler daha dogru sekilde gergeklestirilebilir. Uydu
ve IHA verileri zaman ve konum koordinasyonuyla birlestirilerek, modelin hem genis

alan taramasinda hem de yerel detaylarda etkin sonuglar iiretmesi saglanabilir.

Afet sonras1 hasar tespiti altyapisi i¢in, bulut tabanli ¢ézlimler ve yliksek performansl
hesaplama kaynaklar1 kullanilarak, modelin ger¢ek zamanli veya hizli analiz
yapabilmesi saglanmalidir. Model ¢iktilarinin, acil miidahale planlamas1 ve kaynak
dagilimi i¢in kullanilabilecegi bir arayiiz veya raporlama sistemi gelistirilmelidir. Afet
yonetimi, insaat miihendisligi, geomatik miihendisligi ve yer bilimi uzmanlarinin

birbirleriyle isbirligi yaparak, hem veri etiketlemesi hem de model dogrulamasi
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stirecleri desteklenmelidir. Afet sonras1 hasar tespiti i¢in gelistirilen model, yeni veri
setleri geldik¢e giincellenmeli ve performansi artiracak gerekli iyilestirmeler
yapilmalidir. Gelistirilen modelin AFAD ve belediyelerin cografi bilgi sistemi

entegrasyonunda kullanilmak iizere web servis ve API arayiizleri iiretilmelidir.
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Sekil 4.1 : Afet sonrasi bina hasar tespiti i¢in yapay 6grenme islemleri akis semasi.




Cizelge 4.1 : incelenen yaymlarda kullanilan yapay 6grenme ydntemlerinin hesaplanmis ve sunulmus performans metrikleri.

MAI\'TS‘LE KES&I,}:)LIK DUYA(‘(;)')" LLS (E/i) DOC(I;SLUK loU KAPPA KATSAYISI  AFET ONCESi VERI  AFET SONRASI VERI BE&EEEUTGIU
1 96.36 94.38 95.34 SONRA 3784
2 - 84.17 80.43 ONCE SONRA
3 87 73 79 ONCE SONRA 83675
4 SONRA 1900
5 71 58 63 ONCE SONRA 5598
6 SONRA
7 77 76 76 0.65 ONCE SONRA 5598
8 78.4 SONRA 132574
9 77 46 55 97 SONRA 377
10 78 95 ONCE SONRA
11 60 ONCE SONRA
12 99 99 97 0.99 0.85 SONRA
13 90 0.81 SONRA 2840
14 71 72 ONCE SONRA
15 08 0.86 SONRA 2233
16 98 0.91 ONCE SONRA
17 92 91 91 94 0.84 0.87 SONRA 645
18 82 0.74 SONRA
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Cizelge 4.1 (devamm) : Incelenen yayinlarda kullanilan yapay dgrenme ydntemlerinin hesaplanmis ve sunulmus performans metrikleri.

MA,\'TOALE KES&E}:)LIK DUYA(‘; ')" LA (';/i) DOC(I;SLUK loU KAPPA KATSAYISI  AFET ONCESIi VERI AFETVSE%Ni RASI BzgﬁleL%TéU
19 93 0.89 SONRA 12200
20 99 SONRA 2735
21 11 33 17 ONCE SONRA 162787
22 77 ONCE SONRA 181254
23 86 91 0.79 SONRA 2085
24 70 SONRA 22068
25 85 SONRA 19318
26 83 ONCE SONRA 2283
27 14-86 ONCE SONRA
28 71 73 72 95 0.76 ONCE SONRA 2000
29 91 91 91 92 SONRA 8192
30 88 0.8 ONCE SONRA
31 89 0.78 ONCE SONRA 2000
32 72 76 SONRA 10000
33 72 SONRA 24496
34 89 SONRA 315
35 79 0.55 ONCE SONRA 15890
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5. SONUCLAR

Bu tez kapsaminda uzaktan algilama verileri ve makine 6grenmesi yOntemleri
kullanilarak deprem sonrasi afet planlamasinda ihtiya¢ duyulan, hasarli binalarin
otomatik tespitinin hizli ve dogru bigimde yapilmasi amaciyla kullanilan yapay
O0grenme yaklasimlart arastirilmistir. Bu alanda yapilan akademik c¢alismalar
incelenerek bina segmentasyonu ve hasar tespiti islemleri i¢in kullanilan makine
Oogrenmesi mimarileri, uygulanan yontemler, makine Ogrenmesi modelleri

olusturulurken yapilan iyilestirmeler ve sonuglar analiz edilmistir.

Incelenen ¢alismalarda, dogruluk, kesinlik, duyarlilik, F1 skoru gibi basarim &lgiitleri
karsilastirilmistir. Bu ¢alismalarda yapay 6grenme yontemleri kullanilarak uygulanan
bina segmentasyon islemlerinde genel olarak yiiksek basarim gozlenmektedir. Hasar
tespitinde belirli hasar siniflarinda (az hasarli, orta hasarli vb.) bina hasarinin tespiti
de basarili bir sekilde yapilabilmektedir. Bu noktada derin 6grenme yontemlerinin
dogruluk, duyarilik gibi oranlar agisindan daha verimli ve hizli oldugu goriilmektedir.
Birbirine yakin dogruluk degerlerine sahip olan g¢alismalarda, duyarlilik veya F1
skorunun diisiik oldugu sonu¢larin oldugu modellerde, modelin yetersiz veri seti ile
egitilmesi nedeniyle boyle bir sonu¢ alindigi gorilmistir. Veri setinin yeterli
olmadigi, farkli siniflara ait 6rnek sayisinin dengeli olmadigi durumlarda ¢ogunlukla
veri zenginlestirme (data augmentation) islemine bagvurulmustur. Eldeki bina
gorintdleri bicimsel diuzenlemelere tabi tutularak, ilgili gorintulerin farkli gesitleri
tiretilmistir. Bu sayede gelistirilen makine 6grenmesi modelinin duyarlilik ve F1 skoru
acisindan daha saglikli ¢aligmasi saglanmistir. Ayrica modelin farkli olay 6rneklerine

ait goriintiilerde de basarili olmasi saglanmistir.

Farkl1 tur algoritmalarin kullanildigi ¢alismalarda U-net modelinin veya U-net tabanli
modellerin genellikle daha iyi performans sergiledigi goriilmiistiir. Ayrica segilen
modelle beraber kodlayici (encoder) se¢imi de model performansini etkilemistir.
Smiflandirict  tiirde makine Ogrenmesi modellerine kiyasla derin 6grenme
modellerinin, sagladigi bagarimin yani sira, egitim ve ¢ikarim yapma siirelerini de

kisalttig1 6rnekler goriilmiistiir.
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Model egitimi sirasinda uygulanan katman-noron sayilari, yigin egitim sayisi (epoch),
her y1gin egitiminde islenecek drnek sayisi (batch), 6grenme orani gibi hiperparametre
ayarlamalar1 ile hata fonksiyonu secimi gibi optimizasyonlar da model

performanslarinin iyilesmesi ve egitim siiresinin kisaltilmasinda rol oynamustir.

Incelenen ¢alismalar degerlendirildiginde, deprem sonrasi hasarli bina tespiti amaciyla
otomatik bir segmentasyon ve hasar siniflandirma sistemi gelistirilmesi i¢in U-net
tabanli derin 6grenme modeli gelistirilmesi 6nerilebilir. Model egitiminde 6nceden
olusturulmus XxBDSet veya ImageNet hasarli bina veri setleri ile dnceden egitilmis
VGG veya ResNet tabanli kodlayicilar kullanilmasi 6nemlidir. Onceden egitilmis bu
kodlayicilarla transfer 6grenme uygulanarak ham veri tizerinde 6zellik ¢ikarma islemi
gerceklestirilebilmektedir. Burada elde edilen Ozelliklerin bina segmentasyonu ve
hasar simniflandirilmast i¢in kullanilmasi amacglanmaktadir. Segmentasyon ve
simiflandirma i¢in segilen hata fonksiyonlari ile her egitim adiminda model agirliklar
giincellenerek model egitimi tamamlanir. Bina boliitleme (segmentasyon) igin Dice ve
Binary Cross-Entropy fonksiyonlarinin bir arada kullanildigi Combo Loss fonksiyonu
tercih edilmesi uygun olmaktadir. Siniflandirma islemi iginse Cross-Entropy Loss
fonksiyonun kullaniminin daha uygun oldugu goriilmiistir. Model performansini
degerlendirmek i¢in Jaccard Index’i (IoU) metrigi Onerilmektedir. En uygun duruma
getirici (optimizer) olarak daha hizli ve verimli optimizasyon saglamasi agisindan

ADAM en iyileyicisi 6nerilmektedir.

Deprem afetiyle sik¢a yiizlesen Tiirkiye’de afet sonrasi koordinasyon kaynakli
sorunlarin giderilmesi, dogru bir afet sonras1 miidahale planlamasinin yapilmasi ile
mumkundir. Afet sonrasi karar vericilere ve saha personeline rehberlik edecek etkin
bir planlama, dogru veri kaynaklarindan hizli bilgi alinmasi ile etkin bir bigimde
gergeklestirilebilir. Genis bir alana yayilabilen afet bolgelerinde, Ozellikle uydu
verisinden elde edilen uzaktan algilama verilerinin islenmesi ile hizli ve etkin bir
sekilde bolgedeki hasar goren yapilarin yerlerinin ve hasarlarin tespiti, yapay 6grenme
yontemleri ve derin 6grenme modellerinin kullanimiyla miimkiin olmaktadir. Bu
amagcla Tiirkiye’de afet sonrasi acil miidahale planlamasinin, hizli ve etkin bir bigimde
gerceklestirilebilmesi i¢in derin 68renme tabanli otomatik hasar tespit sistemleri
gelistirilmelidir. Bu nedenle derin 6grenme modellerinin egitiminde kullanilmak tizere
yerel depremlere ait uydu goriintiilerinden yeni veri setleri {iretilmesi, gelistirilen

modellerin egitim siirecinde basariy1 arttirabilecektir. Bu noktada afet sonrasi yiiksek
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¢ozlnlirliiklii uydu verisinin hizli bir sekilde elde edilmesi amaciyla, yerli uydularin

da agik veri olarak veri setleri paylagmasi planlanmalidir.
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Cizelge A.1: Incelenen yaynlar tablosu.
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Real-Time Damaged Building Region Detection iHA Fotosraflari IEEE Journal of Selected Topics in
Based on Improved YOLOv5s and Embedded DBYOLOvV5 (10-15 cmg dzinrlik) Applied Earth Observations and
System From UAV Images ¢ Remote Sensing, 2019

A Deep Learning Application for Building

Damage Assessment Using Ultra-High- BDANet xBD Veriseti International Journal of Disaster

Resolution Remote Sensing Imagery in Turkey

Earthquake

(0.5 m ¢6zlnurluk)

Risk Science, 2023

Earthquake building damage detection based on
synthetic-aperture-radar imagery and machine

learning

Random Forest, SVM

SAR Verisi (Damage Proxy Map)
(30 m ¢Ozundrlik)

Natural Hazards and Earth System
Sciences, 2023

Building Damage Detection in Post-Event High-

IGARSS 2021 - 2021 IEEE

Resolution Imagery Using Deep Transfer ResNet34 Hava FOtf)g..ra.ﬁ , International Geoscience and

. (27 cm ¢ozlnarluk) . .
Learning Remote Sensing Symposium, 2021
Using Satellite Imagery to Automate Building Department of Civil and
Damage U-Net xBD Veriseti Environmental Engineering

Assessment: A case study of the xBD dataset

Stanford University

Learning Efficient Supervised Satellite Image-

Based Building Damage Detection

Linear Regression, KNN

Uydu Goruntasu

International Research Journal of
Modernization in Engineering
Technology and Science, 2024
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Building-damage detection method based on machine Hava Fotosraflart
8 learning utilizing aerial photographs of the Bag-of-Visual-Words, SVM (20 cm co z%‘)nt‘jrlijk) Earthquake Spectra, 2020
Kumamoto earthquake ¢
Automatic Detection of Collapsed Buildings after the
g 6 February 2023 Turkiye Earthquakes Using POSt- ) not | inkNet, PSPNet, FPN  Uydu Gorntiisii Buildings, MDPI, 2024
Disaster Satellite Images with Deep Learning-Based
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Machine learning remote sensing using the random . .
10 forest classifier to detect the building damage caused = Random Forest xBD Veriseti Geomatics, Natural Hazards and Risk,
: 2022
by the Anak Krakatau Volcano tsunami
Post-earthquake Building Damage Detection Using ) . Hava Fotograflart Soft Computing and Signal
1 Deep Learning U-net Temelli Model (2.25 km?’yi kapsayan fotograf) Processing, 2022
UNet-GCViT: A UNet-based framework with global R,
12 contextvision transformer blocks for building damage U-net Temelli Model Uydu Gorantisd INTERNATIONAL JOURNAL OF

detection

REMOTE SENSING 2025
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Orthophoto Images
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17 Framework Based on Modified Coat-Net CNN Modeli (CoatNet tabanl) 'y e iniirliik) OBSERVATIONS AND REMOTE
SENSING 2023
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Adversarial Networks
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explainable building damage detection framework (0.5 ¢ozundrluk) REMOTE SENSING 2023
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a Deep Learning Neural Network
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