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OZET

GOC EDEN KUSLAR OPTIMiZASYON ALGORITMASI VE AKILLI SU
DAMLALARI OPTIiMiZASYON ALGORITMASI VERIMLILIK ANALIZi

Nurdanur PEHLIVAN
Diizce Universitesi
Fen Bilimleri Enstitiisii, Bilgisayar Mithendisligi Anabilim Dali
Yiiksek Lisans Tezi
Danigsman: Prof. Dr. Resul KARA
Temmuz 2020, 30 sayfa

Literatiirde bir¢cok arama ve optimizasyon algoritmasi bulunmaktadir. Ancak tiim arama
ve optimizasyon problemleri i¢in en iyi sonucu veren algoritma heniiz tasarlanmadi. Bu
calismada dogadan esinlenerek gelistirilmis iki algoritma olan Goé¢ Eden Kuslar
Optimizasyon Algoritmasi ve Akill1 Su Damlalar1 Optimizasyon Algoritmasi kullanilarak
verimlilik analizi yapilmistir. Go¢ Eden Kuslar Optimizasyon Algoritmasi, tabiattaki
gocmen kus siirlilerinin davraniglarindan esinlenerek Onerilmis bir metasezgisel
algoritmadir. Baz1 optimizasyon probleminin ¢éziimiinde en iyi sonucu verdigi yapilan
calismalar ile kanitlanmistir. Go¢ Eden Kuslar incelendiginde “V” seklinde hareket
ettikleri tespit edilmistir. Kuslarin bu hareketi onlara kaynaktan hedefe dogru giden yolda
daha az enerji harcamalar1 ve hedefe daha kisa siirede varmalarini saglamaktadir. Akilli
Su Damlalar1 Optimizasyon Algoritmasi dogal bir nehirdeki su damlalarinin kaynaktan
hedefe giderlerken her zaman daha kisa bir yol buldugunu go6zlemlenerek
gerceklestirilmis  bir algoritmadir. Nehirler, denizler gibi dogal su kaynaklar
incelendiginde su damlalarinin kaynaktan hedefe giden yolda her zaman daha kolay yolu
(toprak miktart diger yollardan az olan bir yol) segtikleri goriilmiistiir. Su damlalar1 sifir
olmayan bir hiza sahiptirler ve iizerlerinde toprak tasirlar. Literatiirde metasezgisel
algoritmalar ve metasezgisel olmayan algoritmalar bulunmaktadir. Bu c¢aligmada
metasezgisel algoritmalardan olan G6¢ Eden Kuslar Optimizasyon Algoritmasindaki
adimlarda rastgele se¢imli olan adimlari, rastgele olarak degil, literatlirdeki metasezgisel
algoritmalardan olan Akilli Su Damlalar1 Optimizasyon Algoritmas: ile belirleyip
problem ¢6zme verimliligini iyilestirmek hedeflenmistir. Bu amacin gergeklestigini
gostermek i¢in Ornek problemler iizerinde c¢oziimler uygulanip karsilastirmali olarak
sunulmustur.

Anahtar sozciikler: MBO, IWD, Gog eden kuslar optimizasyonu, Akilli su damlalart
optimizasyonu.
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ABSTRACT

MIGRATING BIRDS OPTIMIZATION ALGORITHM AND INTELLIGENT
WATER DROPS OPTIMAZTION ALGORITHM EFFICIENCY ANALYSIS

Nurdanur PEHLIVAN
Duzce University
Graduate School of Natural and Applied Sciences, Department of Computer
Engineering
Master’s Thesis
Supervisor: Prof. Dr. Resul KARA
July 2020, 30 pages

There are many search and optimization algorithms in the literature. However, the
algorithm that gives the best results for all search and optimization problems have not
been designed yet. In this study, efficiency analysis was performed by using Migrating
Birds Optimization Algorithm and Intelligent Water Drops Optimization Algorithm,
which are two algorithms developed inspired by nature. The Migrating Birds
Optimization Algorithm is a proposed metaheuristic algorithm inspired by the behavior
of migratory bird flocks in nature. It has been proven with the studies that it gives the best
result in solving some optimization problem. When migrating birds were examined, it
was found that they acted as “V”. This movement of birds enables them to spend less
energy on the road from source to the destination and to reach the destination in a shorter
time. Intelligent Water Drops Optimization Algorithm is an algorithm created by
observing that water drops in a natural river always find a shorter path from the source to
the destination. When natural water sources such as rivers and seas were examined, it was
seen that water drops always chose the easier way (a road with less than other roads) on
the road from the source to the destination. Water drops have a non-zero speed and carry
soil on them. In the literature, there are metaheuristic and non-metaheuristic algorithms.
In this study, it was aimed to improve the problem solving efficiency by determining the
randomly selected steps in the steps in the Migrating Birds Optimization Algorithm,
which is one of the meteheuristic algorithms in the literature. In order to show that this
goal has been achieved on sample problems and presented comparatively.

Keywords: MBO, IWD, Migrating birds optimization, Intelligent water drops
optimization.
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1. GIRIS

1.1. TEZIN KAPSAMI

Literatiirde bulunan optimizasyon algoritmalar1 biitiin optimizasyon problemlerinde en
iyi sekilde sonu¢ alamamaktadir. Metasezgisel algoritmalar ile metasezgisel olmayan
algoritmalar karsilastirildiginda bircok optimizasyon probleminde metasezgisel
algoritmalar daha iyi sonuglar vermektedir. Bu tezde metasezgisel algoritmalar olan Gog
Eden Kuslar Optimizasyon Algoritmasi (MBO) ve Akilli Su Damlalar1 Optimizasyon
Algoritmasi (IWD) kullanilarak verimlilik analizi yapilacaktir.

1.2. LITERATUR TARAMASI

Duman ve arkadaslari tarafindan 2012 yilinda ¢6ziim kiimesi ayrik olan optimizasyon
problemlerinin ¢6ziimii i¢cin MBO Algoritmasini 6nerip algoritmay1 tanitmiglardir. MBO,
go¢ eden kuslarin goc ederken sergiledikleri “V” dizilimindeki ugus diizenlerinden
esinlenmis bir optimizasyon algoritmasidir. Ayrik problemleri ¢ozmek i¢in tasarlanmig
bu algoritmanin performansi karesel atama problemleri tizerinde test edilmistir. Duman
ve arkadaglar literatiire kazandirdiklart MBO algoritmasinin genetik algoritma, parcacik
stirli optimizasyonu, tabu arama, diferansiyel evrim algoritmasi, dagitik arama ve rehberli
evrimsel benzetimli tavlama algoritmalarindan daha iyi sonuglar elde ettigini

ispatlamiglardir [1].

Shah-Hosseini pargacik tabanli bir metasezgisel algoritma olan IWD optimizasyon
agoritmasini N-queen bulmacasi ve Gezgin Satic1 Problemi (TSP) iizerinde denemis ve
deney sonuclarmi paylagsmistir. Bu iki problemde optimal sonuglari elde edip bir
optimizasyon problemi olan Coklu Sirt Cantasi Probleminde (MKP) de test etmisler ve
en 1yi sonucu elde etmislerdir. Dogal bir nehirdeki su damlalar1 kaynaktan hedefe dogru
giden bircok yol arasinda en iyi yolu bulurlar. Bu en iyi yol, su damlalar1 ve su
damlalariin nehir yataklar1 arasinda meydana gelen eylemler ve reaksiyonlarla elde
edilir. IWD optimizasyon algoritmasi, nehirlerde akan dogal su damlalarini

gbzlemlemekten esinlenen bir siirli tabanl optimizasyon algoritmasidir [2].



Ulker ve arkadaslart Sirt Cantasi Probleminin ¢6ziimii i¢in bir meta-sezgisel algoritma
olan MBO algoritmasini 6nermislerdir. NP-zor problemlerden olan Sirt Cantasi Problemi,
kombinatoryal bir optimizasyon problemidir. Bu problemin amaci, segilen esya ile sirt
cantasinin kapasitesini asmadan maksimum fayda saglamakdir. MBO algoritmasi ayrik
problemler i¢in tasarlanmis bir algoritmadir. Bu makalede, MBO algoritmasinin
performansi bazi sirt cantasi problemleri lizerinde test edilmistir ve bu testlerin sonuglari

ayrintili olarak verilmistir [3].

Zou ve arkadasalart 0-1 sirt ¢antasi problemini agiklamislardir ve 0-1 sirt ¢antasi
probleminin ¢6ziimii i¢in yeni bir global harmoni arama algoritmasin1 onermislerdir.
Onerilen algoritmanin pozisyon giincelleme ve genetik mutasyon olmak iizere iki dnemli
islemi vardir. Pozisyon giincelleme, uyum belleginin en k&tii uyumunun her yinelemede
kiiresel en 1yl uyuma hizla gegmesini saglar. Genetik mutasyon ise dnerilen algoritmanin
yerel optimumluga sikismasini 6nlemek igindir. Birgok biiyiik 6lgekli 6rnekler tizerinde
yapilan hesaplama deneyleri sonucunda Onerilen algoritmanin 0-1 sirt cantasi

problemlerini ¢ozmek igin etkili bir alternatif olabilecegini gostermektedir [4].

Elsherbiny ve arkadaslar1 IWD optimizasyon algoritmasini bulut bilisim ortaminda
denemisler ve iyi sonuglar almiglardir. Bulut bilisim, biiyiik 6l¢ekli, heterojen otonom
sistem koleksiyonu ve esnek hesaplama mimarisi ile yiiksek performanslt bir bilisim
ortami1 olarak ortaya ¢ikmaktadir. Bircok kaynak yOnetimi yontemi, tiim bulut bilisim
sisteminin verimliligini artirabilir. Bulut bilisim kaynak ydnetiminin anahtar kismi
kaynak planlamasidir. Bulut sanal makinelerinde gorevlerin optimize edilmesi NP-zor bir
problemdir ve bu problemin ¢oziimii i¢in bir¢cok farkli algoritma bulunmaktadir. Bulut
bilisimdeki is akiglarinin zamanlamasini optimize etmek i¢in doga tabanl algoritma olan
IWD optimizasyon algoritmasi bu makalede onerilmistir. IWD algoritmasi, is akislari
simiilasyon arag seti iizerinde uygulanmuis, farkli maliyet modelleri lizerinde simiile edilip
bulut ortaminda test edilmistir. IWD algoritmasi, klasik is akis1 zamanlama algoritmalari
tizerinde biiyiik gelismeler gostermistir. Ayn1 zamanda onerilen algoritma olan IWD ile
Round Robin, Pargacik Siirii Optimizasyonu (PSO) ve diger iyi bilinen birgok zamanlama

algoritmalari ile bir karsilastirma yapilmistir [5].

Kesavamoorthy, IWD optimizasyon algoritmasini TSP’ye uygulamis ve bu algoritma ile
daha iyi sonuglar almistir. Bu algoritma nehir sistemlerinin dinamigine ve su damlalarinin
nehirlerde gergeklestirdigi eylemlere dayanmaktadir. Dogal su damlalarinin davranisina

iliskin gozlemlere dayanarak gelistirilen bu algoritma TSP’yi ¢6zmek i¢in onerilmistir.



TSP n adet sehir arasindaki mesafelerin bilindigi durumda, sehirlerin her birine yalniz bir
kez ugramak sartiyla, baslangi¢c noktasina geri doniilmesi esasina dayali, tur boyunca kat
edilen toplam yolun en kisa oldugu sehir siralamasinin bulunmasinin amaclandigi bir
optimizasyon problemidir. Bu makalede orijinal ITWD algoritmasina kiyasla bir
diigiimden digerine tasinan damlacigin istenmeyen diigiimii 6l¢gmek i¢in kullanabilecegi

bir fonksiyon eklenmistir [6].

Kuzu, NP-zor problem sinifindan olan TSP’yi metasezgisel optimizasyon algoritmalari
ile ¢ozmiistiir. Klasik matematiksel yontemlerle ¢6zliimii zor hatta belli bir biiyiikliikten
sonra neredeyse imkansiz olan problemlerin ¢6ziimii i¢in metasezgisel yontemler etkin
bir sekilde kullanilmaktadir. TSP’de diiglim sayisi arttikca problemin ¢dziimiinde
harcanan zaman iistel olarak artmaktadir. Makalede, Tepe Tirmanma Algoritmasi (TT),
Iteratif Yerel Arama Algoritmas: (IYA), Tavlama Benzetimi Algoritmas1 (TB), Tabu
Arama Algoritmast (TA), Kanguru Algoritmasi (KA), Yapay Ar1 Kolonosi Algoritmasi
(YAK), Genetik Algoritma (GA) ve Karmnca Kolonisi Algoritmasi (KKA) olmak {izere
sekiz metasezgisel algoritma TSP iizerinde uygulanmis, sonuglar agiklanmis ve
yorumlanmustir. Birden fazla noktada arama yapan metasezgisel algoritmalarin, tek

noktada arama yapan metasezgisel algoritmalara gore daha 1yi sonug verdigi goriilmiistiir
[7].
Murty, karar verme mekanizmalarinda optimizasyon modellerinin  nasil

kullanilabilecegini incelemistir. Optimizasyonun matematiksel modellemesi, hesaplama

ve algoritmik becerilerine internet yayinli kitapda yer verilmistir [8].

Eroz ve arkadaslari bazi metasezgisel algoritmalarinin karsilastirmasini yapmislardir.
Performans karsilastirilmasi yaparken dogadan ve farkli bilim dallarindan ilham alinarak
gerceklestirilen yedi farkli optimizasyon algoritmasi kullanmislardir. Bu algoritmalarin
performaslarini karsilastirmak i¢in yirmi ii¢ adet kisitsiz kiyaslama fonksiyonu ve iki adet
kisitlt miihendislik problemi kullanmislardir. Yaptiklar testlerin sonucuna makalede yer
vermiglerdir ve bu testler sonucunda matematik tabanli olan Altin Siniis Algoritmasi
(ASA) ve Siniis Kosiniis Algoritmas1 (SKA) diger algoritmalara gore daha hizli sonug

vermistir ve daha iyi performans gostermistir [9].

Mirjalili, optimizasyon problemlerinin ¢éziimiinde SKA kullanmistir. SKA rastgele ¢oklu
aday ¢Oziimleri yaratir ve siniis kosiniis fonksiyonlarina dayanan bir matematiksel model

kullanir. Makalede, SKA’nin performasi test edilmistir. Yapilan testlerin sonuglarina



makalede yer verilmistir [10].

Eberthart ve arkadaslari PSO’nun gelisiminden, uygulamalarindan ve kaynaklarindan
bahsetmislerdir. Makalede, PSO ile ilgili gelismelere ve uygulamalara yer verilmistir.
PSO, optimizasyon problemlerinin ¢ogunu ve optimizasyon problemlerine
doniistiiriilebilecek problemleri ¢6zmek i¢in kullanilabilir. En potansiyel uygulama
alanlar1 arasinda sistem tasarimi, ¢cok amagli optimizasyon, siniflandirma, oriintii tanima,
biyolojik sistem modelleme, planlama, sinyal isleme, oyunlar, robotik uygulamalar, karar

verme, simiilasyon ve tanimlama bulunmaktadir [11].

Kennedy ve arkadaslar1 PSO’yu agiklamislar ve literatiire katmiglardir. PSO algoritmasi,
balikk ve kus siiriilerinin yiyecek arayisi esnasinda sergiledikleri davraniglardan
esinlenerek literatiire kazandirilmis siirli temelli meta-sezgisel bir optimizasyon
algoritmasidir. Balik ve kus siiriilerindeki her bir birey siiriideki diger bireylerden
etkilenerek yiyecek kaynagina dogru yon ve hiz bilgisini glincelleyerek hareket eder. PSO
algoritmasinda da siiriideki bireylerin bu davraniglarindan esinlenilmigtir. PSO
algoritmasi, popiilasyon tabanli bir meta-sezgisel algoritmadir. Popiilasyondaki her bir

birey bir ¢6ziimii temsil etmektedir [12].

Dorigo ve arkadaslar1 Karinca Kolonisi Optimizasyonundan bahsetmislerdir. Siirii zekast,
boceklerin ve diger hayvanlarin sosyal davranislarindan ilham alan bir yaklasimdir.
Ozellikle, karincalar en ¢ok calisilan siirii zekas1 yaklasimlaridandir. KKA, bazi karinca
tiirlerinin yeme olan yonelim davraniglarindan ilham alir. Karincalar, koloninin diger
tiyeleri tarafindan izlenmesi gereken olumlu yollar1 isaretlemek i¢in feromonu yere
birakirlar. KKA’da optimizasyon problemlerini ¢ozmek i¢in karincalarin  bu
davranigindan ilham alir. Makalede, KKA tanitilmis ve en oOnemli uygulamalar

incelenerek agiklanmistir [13].

Akcay ve arkadaglar ikili ¢ok boyutlu sirt ¢cantasi problemini aggdzlii algoritma ile
¢ozmiiglerdir. Makalede kullandiklart Ac¢gdzlii Algoritmasi, orijinal Ag¢gdzli
Algoritmasindan iki farkli agidan farklidir. i1k farklilik, orijinal algoritmada 6ge secimi
kararlar1 vermek i¢in her bir 6genin toplam kaynak tiikketimine gilivenirken, makalede
uygulanan algoritma, tiim sirt ¢antasi bunun i¢in kullanilacaksa kabul edilebilecek bir
6genin maksimum kopya sayisi olarak tamimlanan etkin kapasiteyi kullanir. Ikinci
farklilik ise orijinalde her karar degiskeninin degeri sadece bir birim artabilirken,

makalede uyarlanan algoritmada karar degiskenlerini toplu olarak ekler ve sonug olarak



biiyiik 6l¢ekli problemler i¢in hesaplama verimliligini énemli dl¢tide artirir. Makalede
yeni algoritmanin mevcut olan algortimadan hesaplama ag¢isindan daha verimli oldugu ve

daha optimal ¢6ziimler tirettigi goriilebilir [14].

Alkaya ve arkadaslar1 MBO’nun komsuluk yapisini degistirerek ¢ok boyutlu siirekli
arama uzayinda MBO’nun performansini incelemislerdir. Makalede, orijinal MBO’nun
cok boyutlu siirekli alanlarda kullanilmasi i¢in yeni bir komsu iireten fonksiyon
gelistirmiglerdir. Gelistirdikleri algoritmay bir dizi test ettikten sonra deney sonuglarini

paylagmiglardir [15].

1.3. TEZIN ORGANIZASYONU

Tezin organizasyonu su sekildedir: giris basliginda tezin kapsamui, literatiir taramasi ve
tezin organizasyonuna yer verilmistir. Tezin kapsami basliginda tezin iceriginden
bahsedilmistir. Literatiir taramasi1 baslhiginda MBO, IWD ve Sirt Cantas1 Problemi ile
ilgili yapilmis ¢alismalar anlatilmis, tezin organizasyonu basliginda hangi baglik altinda
hangi bilgilere yer verildiginden bahsedilmistir. Materyal ve yontem bashigi altinda
optimizasyonun ne oldugundan bahsedilmis, optimizasyon modelinin nasil
olusturulacagina deginilmis, optimizasyon algoritmalarinin sezgisel ve sezgisel olmayan
optimizasyon algoritmalar1 olarak siniflandirma yapilmis, orijinal MBO algoritmasi
sozde kodu ile birlikte anlatilmis, orijinal IWD algoritmas: akis diyagrami verilerek
anlatilmis, sirt ¢gantasi probleminden bahsedilmis ve MBO ve IWD algoritmalarinin ayri
ayr1 sirt cantasi problemine nasil uygulandiklar gosterilmistir. Go¢ eden kuslar ve akilli
su damlalar1 optimizasyon algoritmalarinin birlikte ¢éziimii bashgr altinda gelistirilmis
olan MBO-IWD algoritmasinin sirt c¢antasit problemine uygulanist MBO-IWD
algoritmasinin akis diyagrami verilerek anlatilmistir. Bulgular bashiginda MBO-IWD
algoritmasinin parametreleri, deney yapilan sirt cantasi problemlerinin boyut, agirlik,
kapasite ve fiyatlart ve deney yapilan problemlerin literatiire gecmis en iyi degerleri,
MBO algoritmasi ile ¢oziilerek elde edilen sonuglart ve MBO-IWD algoritmasi ile elde
edilen sonuclarinin karsilattirilmasina yer verilmistir. Son olarak sonug basliginda elde
edilen sonuclarin bir degerlendirmesi yapilmis ve ilerideki c¢aligmalara 11k tutacak

Onerilerde bulunulmustur.



2. MATERYAL VE YONTEM

Tez calismasi kapsaminda, MBO algoritmasinin, IWD optimizasyon algoritmasi ile
iyilestirme c¢alismalar1 yapilmistir. Yapilan bu ¢alismalarda MBO algoritmasinin temel
yapisindaki rastgele veri saglanan yerlerde IWD algoritmasi kullanilmis ve yeni bir

algoritma MBO-IWD gelistirilmistir.

Gelistirilen bu yeni algoritmanin bagarisini gorebilmek i¢in orijinal MBO ile MBO-IWD
algoritmalar1 literatiirde bulunan bazi optimizasyon problemlerine uygulanmistir.
Problemlerin ¢oziimiinden elde edilen sonuglara gore bu iki algoritmanin performans

karsilastirmasi yapilmaistir.

2.1. OPTIMIZASYON

Optimizasyon, bir sistemde var olan isgiicii, zaman, siire¢ler, hammaddeler, kapasite ve
ekipman gibi kaynaklarin en verimli sekilde kullanilarak belirli amaglara ulagilmasi isidir.
Aranan sonug veya en 1yi ¢0zlim, ele alinan probleme gore minimum veya maksimum

deger olabilir.

Optimizasyon problemi ise, problemin kisitlarin1 saglayacak sekilde, bilinmeyen
parametre  degerlerinin  bulunmasini  i¢eren herhangi bir problem olarak
tanimlanabilmektedir [8]. Optimizasyon problemleri ile miithendislik, endiistri ve daha

bir¢ok alanda karsilasilabilir.

Optimizasyonda modelleme ve ¢oziimleme 6nemli bilesenlerdir. Modelleme, problemin
matematiksel olarak ifade edilmesi iken ¢Oziimleme, modellemeyi saglayan en iyi

sonucun elde edilmesi islemidir.

Optimizasyon teknolojisinin geligme siirecinde arastirmacilar ilk olarak modelleme ile
ilgilenmislerdir. Bu alandaki ilk ¢calismalar Amerika Birlesik Devletleri’nin dis ticaretini

ve ekonomik yapisini modellemek i¢in Leontief tarafindan yapilan yaymlardir [16].

Optimizasyon problemlerinin ¢6ziimiine yonelik ilk 6nemli ¢alisma Dantzig tarafindan

yapilmis ve simpleks algoritmasi gelistirilmistir [17].

Optimizasyonun performansini etkileyen degiskenlere karar degiskenleri denir. Karar



degiskenlerinin amag {iizerindeki etkilerinin analitik olarak gosterilmesiyle amag
fonksiyonu olusturulur. Optimizasyon algoritmalarmin c¢ogu, amag¢ fonksiyonu ve

sistemin modeli i¢in matematiksel modellere ihtiyag duymaktadir [9].

2.1.1. Optimizasyon Modelinin Olusturulmasi

Modeller, miihendislikte yogun olarak kullanilan biiylik kapsamli sistemlerin tim
Ozelliklerini yansitacak daha kii¢iik boyutlardaki yapilardir. Modellerde genelde, sistemin
temel Ozelliklerini yansitacak ve modelin kullanim amaglarini gergekei olarak icerecek

detaylar bulunmaktadir.

Optimizasyon modelleri ise sistemin isleyisini ve 6zelliklerini yansitan, sistemin i¢indeki
ve ¢evresindeki diger sistemlerle olan etkilesimlerini kapsayan matematiksel ifadelerden

olusmaktadir [18].

max z = f(x,y)

k.s.g(x,y)=0
h(x,y) <0 (2.1)
x€R"

y€{0,1,2,..,m}

Yukaridaki optimizasyon probleminde sistemin performans 6l¢iitii yani amag fonksiyonu
z = f(x,y) ile ifade edilmis ve karar degiskenleri x ve y’nin bu 6l¢itli en goklayacak
degerlerinin bulunmasi hedeflenmektedir. Sistemin ozellikleri ise g(x,y) esitligi ve h(x,y)
esitsizlikleri yani kisitlar ile belirlenmektedir. Ayrica, karar degiskenleri iki tirll ifade
edilmistir: n boyutlu uzayda herhangi bir reel degeri alabilen sirekli degiskenler (x) ve

herhangi bir tamsayi degeri alabilen tam sayili degiskenler (y).

Optimizasyon modellerini icerdikleri karar degiskenlerinin, amag¢ fonksiyonunun ve
sistem kisitlarinin 6zelliklerine gore sistem parametrelerinin bilinen sabit degerlere
aldigi durumlarda asagidaki gibi siniflandiriimaktadir [19]. Eger bir optimizasyon
probleminde y degiskenleri yer almiyorsa ve f(x), g(x) ve h(x) fonksiyonlari dogrusalsa o
problem bir dogrusal programlama problemi olarak tanimlanir. Bir optimizasyon
probleminde y degiskenleri yer almiyorsa ve f(x), g(x) ve h(x) fonksiyonlarindan herhangi

biri dogrusal degilse o problem bir dogrusal olmayan programlama problemidir.

7



Optimizasyon problemlerinde y degiskenleri yer aliyorsa ve f(x,y), g(x,y) ve h(xy)
fonksiyonlarinin dogrusal olmasi durumunda problem tamsayl karisik dogrusal
programalama problemi, f(x,y), g(x,y) ve h(x,y) fonksiyonlarindan herhangi birisinin
dogrusal olmamasi durumunda ise tamsay! karisik dogrusal olmayan programlama

problemi olarak tanimlanir.
2.1.1.1. Dogrusal Programlama Problemi

Bu problemde sadece siirekli degikenler ve dogrusal amag¢ fonksiyonuyla, dogrusal
kisitlar mevcuttur. Dogrusal programlama en yaygin olarak kullanilan optimizasyon

programlama cesididir.
2.1.1.2. Dogrusal Olmayan Programlama Problemi

Bu problemde ya amag fonksiyonu ya kisitlar ya da hem amag fonksiyonu hem de kisitlar
dogrusal degildir. Optimizasyon sonucunda amag fonksiyonunu engoklayacak karar

degiskenleri, X, n boyutlu uzayda herhangi bir ger¢ek degeri alabilirler.
2.1.1.3. Tamsayi-Karisik Dogrusal Olmayan Programlama Problemi

Bu problemler amag fonksiyonunda, kisitlarda veya hem amac¢ fonksiyonunda hem de

kisitlarda dogrusal olmayan ifadeleri ve tamsayili degiskenleri kapsamaktadir.

2.1.2. Optimizasyon Algoritmalarmin Simiflandiriimasi

Optimizasyon algoritmalar1 temelde sezgisel ve sezgisel olmayan optimizasyon

algoritmalar1 olmak iizere ikiye ayrilmaktadir.
2.1.2.1. Sezgisel Optimizasyon Algoritmalart

Sezgisel optimizasyon algoritmalar1 yeterli sayida rastgele ¢oziim ve optimizasyon

adimlari ile global optimum bulmay1 amaglamaktadir [20].

Metasezgisel yontemler, sezgisel yontemleri daha gelistirerek arama uzaymi aktif ve
verimli bir sekilde incelemeyi amaglar. Bu yontemler, her zaman global en iyi ¢oziimi
bulmay1 garanti etmezler. Ancak olduke¢a kullanish bir yontemdir. Ciinkii biiyiik olgekli
ve karmasik problemlere etkin ¢oziimler tretebilirler [10]. Metasezgisel optimizasyon
algoritmalarinin basarimi klasik (sezgisel veya sezgisel olmayan) yontemlere gore daha
basarili olmasina ragmen biitiin problemlerde ayni basariyr gosterememektedir [9]. Bu
nedenle metasezgisel optimizasyon algoritmalarinin gelistirilmesi gerekliligi ortaya

cikmaktadir.



Gliniimiizde metasezgisel olarak gelistirilen optimizasyon algoritmalar1 arasinda MBO
algoritmasi, IWD optimizasyon algoritmasi, GA [21], PSO [11],[12], KKA [13],[22],
Diferansiyel Evrim (DE) [23], SKA [10] ve benzeri diger algoritmalar 6ne ¢ikmaktadir.
MBO Algoritmas1 Boliim 2.2.’de verilmistir. IWD Optimizasyon Algoritmasi1 Boliim
2.3.’de verilmistir. Genetik Algoritma, dogal secim ilkelerine dayanan bir arama ve
optimizasyon yontemidir. Genetik Algoritmalarin, fonksiyon optimizasyonu,
cizelgeleme, mekanik Ogrenme, tasarim, hiicresel {iretim gibi alanlarda basarili
uygulamalar1 bulunmaktadir. GA, olasilik kurallarmma gore calisir, yalnizca amag
fonksiyonuna gereksinim duyar [21]. PSO, balik ve kus siiriilerinin yiyecek arayisi
esnasinda sergiledikleri davraniglardan esinlenerek literatiire kazandirilmis siirii temelli
meta-sezgisel bir optimizasyon algoritmasidir. Balik ve kus stiriilerindeki her bir birey
stiriideki diger bireylerden etkilenerek yiyecek kaynagina dogru yon ve hiz bilgisini
giincelleyerek hareket eder. PSO algoritmasinda da siiriideki bireylerin  bu
davraniglarindan esinlenilmistir. PSO algoritmasi, popiilasyon tabanli bir meta-sezgisel
algoritmadir. Popiilasyondaki her bir birey bir ¢6ziimii temsil etmektedir [12]. KKA, bazi
karinca tiirlerinin yeme olan yonelim davraniglarindan ilham alir. Karincalar, koloninin
diger tiyeleri tarafindan izlenmesi gereken olumlu yollar isaretlemek i¢in feromonu yere
birakirlar.  KKA da optimizasyon problemlerini ¢ézmek i¢in karmcalarin bu
davranigindan ilham alir [13]. DE Algoritmasi ilk olarak 1995 yilinda K. Price tarafindan
ortaya konmustur. DE Algoritmas1 c¢aprazlama, mutasyon ve se¢im gibi genetik
algoritmalarda bulunan benzer operatorleri kullanan ve popiilasyon tabanli bir
algoritmadir [22]. Siniis-Kosiniis Algoritmasi rastgele ¢oklu aday ¢dziimleri yaratir ve

siniis kosiniis fonksiyonlarina dayanan bir matematiksel model kullanir [10].
2.1.2.2. Sezgisel Olmayan Optimizasyon Algoritmalar

Sezgisel olmayan optimizasyon algoritmalar1, amag¢ fonksiyonunun egimini veya tiirevini
kullanarak global optimum bulmaya calisir [24]. Sezgisel optimizasyon algoritmalari
istenilen sonuca yaklasirken sezgisel olmayan optimizasyon algoritmalar1 kesin sonug

verirler.

2.2. GOC EDEN KUSLAR OPTIMIZASYON ALGORITMASI (MIGRATING
BIRDS OPTIMIZATION ALGORITHM - MBO)

MBO, 2012 yilinda Duman, Uysal ve Alkaya tarafindan gelistirilmistir [1]. MBO



algoritmasi, go¢ eden kuslarin gé¢ ederken sergiledikleri “V” diziliminden sagladiklar

enerji tasarrufundan esinlenmistir.

GoO¢ eden kuslarin havadayken daha uzun mesafeleri daha az enerji harcayarak
ucabilmeleri i¢in kullandiklar1 en yaygin sekil “V” seklidir. “V” seklinin temel amaci
enerji tasarrufudur. “V” sekli ucus diizenindeki lider kus en ¢ok enerji harcayan kustur ve
diger kuslar, kendilerinden 6nceki kuslarin ugus esnasindaki kanat ¢irpisindan dolay:
olusturduklar1 girdaptan faydalanarak daha az enerji harcayarak daha uzun siire havada

kalabilmektedirler.

“V” olusumunda kuslara karsilik gelen ilk ¢oziimler ile baslar. ik ¢dziimden (bu ilk
¢Oziim lider kusa karsilik gelir) baslayarak ve kuyruklara dogru hatlarda ilerleyerek her
bir ¢6zlim, komsu ¢ozilimleri tarafindan gelistirilmeye ¢alisilir. Bu ¢6ziimler, her adimda
gelistirilmeye calisilmaktadir. MBO, ¢6ziimleri gelistirmek i¢in bir komsu yapisi kullanir.
Ayrica kullanilmayan komsu c¢oziimlerin diger ¢oziimlerle paylasildigir bir fayda
mekanizmasi vardir. Lider kus tirettigi ve kullanmadigi komsu ¢oziimleri sol alttaki ve
sag alttaki kuglar ile paylasir. Diger kuslar iiretip kullanmadiklar1 komsu ¢éziimleri

sadece kendi yoniindeki kuglar ile paylasirlar.

Lider kus, asagidaki kusla degistirilir. Bu islem 6ncelikle siirliniin sol tarafina uygulanir.
Lider kus, siirliniin sol tarafinin sonuna gider ve sol taraftaki ilk kus yeni lider olarak
atanir. Ardindan lider kus, siiriiniin sag tarafinin sonuna gider ve sag taraftaki ilk kus yeni
lider olarak atanir. Islem basa doner lider kus sol taraf ile degistirilir, bir sonraki degisim

sag taraf ile olur. Algoritma bir dizi yineleme gectikten sonra sona erer.

MBO algoritmasinda durma kriteri genelde problem boyutuna bagli olmaktadir. Duman
ve ark. algoritmanin ¢alisma siiresini, toplam {iretilen komsu ¢6ziim sayisinin problem

boyutunun kiipiine esit olacak sekilde belirlemislerdir [1].

2.2.1. MBO Algoritmasinin S6zde Kodu

1. n adet baslangi¢ ¢oziimiinii rastgele iiret ve bunlar1 rastgele varsayimsal bir V

formasyonuna yerlestir.

2. while sonlanmadi do
3. for tur = (1 to m) do
4. Lider i¢in k komsu ¢6ziim adayi {iret
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S. if bir komsu aday liderden daha iyi then

6. Lideri giincelle
7. end if
8. x adet lider komsusu aday ilk takipgiye aktar
9. for siirtideki her bir takipgi do
10. k-x adet komsu tiret
11. x adet komsuyu bir 6nceki takipciden al
12. if bir komsu daha iyi then
13. Takipgiyi giincelle
14. end if
15. end for
16.  end for
17. Lideri siirii sonuna at. Yeni lider belirle.
18. end while
Bu s6zde kodda;

n = baslangi¢ ¢oziimlerinin (kuslar) sayisi

k = tiretilen komsu ¢éziimlerin sayisi

x = bir sonraki ¢oziimle paylasilacak olan komsu ¢oziimlerin sayisi
m = tur sayisl

olarak kullanilmaktadir.

S6zde koddan da goriildiigii gibi, MBO ilk olarak rastgele bir sekilde n baglangi¢ ¢oziimii
dretir. Her ¢6ziim bir D-boyutlu vektordiir. Burada D, optimizasyon parametrelerinin
sayisidir. Uygulanabilir ¢éziimlerle baglatma ¢ok zaman alan bir islem oldugundan ve
bazi durumlarda rastgele uygulanabilir bir ¢6ziim iiretmek imkansiz oldugundan, MBO
algoritmas1 baslangi¢c popiilasyonunun uygulanabilir oldugunu diisiinmez. Baslama
asamasinda, Denklem (2.2)’ye gore ¢oziimlerin parametreleri i¢in parametrelerin alt ve

iist sinirlar1 arasindaki rastgele degerler atanir:
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xi; = x"™ + rand(0,1) (x"* — x*™) (2.2)

Burada xij, j. boyuttaki i. ¢oziimiin konumudur, x;"™ ve x;"" j. boyut icin sinir degerlerdir

ve rand, 0 ile 1 arasinda degisen tek tip rastgele bir sayidir.

23.AKILLI SU DAMLALARI OPTIMIiZASYON ALGORITMASI
(INTELLIGENT WATER DROPS OPTIMIZATION ALGORITHM - IWD)

IWD, 2007 yilinda Hamed Shah Hosseini tarafindan onerilmis bir algoritmadir [2].
IWD’nin temeli dogal nehir sistemlerinde meydana gelen siireglere ve nehirdeki su
damlalarinin bir noktadan diger bir noktaya giderken gergeklesen eylem ve reaksiyonlara

dayanur.

Dogada genellikle nehirlerde, gollerde ve denizlerde su damlalarinin hareket ettigini
goriiriiz. Su damlalar1 hareket ettikce, icinde aktiklar1 ortamlarini degistirirler. Ayrica,

cevrenin su damlalarinin izledigi yollar izerinde 6nemli etkileri vardir.

Bir su damlasinin bir 6zelligi, su damlasinin hizidir, bu da su damlasinin bir miktar
toprag1 bir yerden dndeki baska bir yere aktarmasini saglar. Bu toprak genellikle yolun
hizli kisimlarindan yavas parcgalara aktarilir. Hizli pargalar topraktan uzaklastirilarak
derinlestikce, daha fazla su tutabilirler ve bdylece daha fazla su cekebilirler. Su

damlalarinda tasinan ¢ikarilan topraklar nehrin yavas yataklarina bosaltilir [2].

Kisaca, bir nehirdeki bir su damlasi sifir olmayan bir hiza sahiptir ve genellikle bir miktar
toprak tagir. Nehir yataginin hizli akan bolgelerinden bir miktar toprak yiikleyebilir ve
bunlart nehir yataginin daha yavas bolgelerine bosaltabilir. Bir su damlas1 kaynaktan
hedefe giden yolda birka¢ dal arasinda se¢cim yapmak zorunda kaldiginda daha zor bir
yola (toprak miktar1 digerlerinden ¢ok olan yol) daha kolay bir yolu (toprak miktari

digerlerinden az olan bir yol) tercih eder.

Sekil 2.1°de bir su damlasinin dogal bir su kaynaginda soldan saga ya da bagka bir deyisle
kaynaktan hedefe gidisi verilmistir. Su damlasi dogal bir su kaynaginda kaynaktan hedefe

giderken su toplar ve biiytir.
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Sekil 2.1. Bir su damlasinin soldan saga gidisi.

Sekil 2.2°de hizlar1 farkli boyutlart ayni olan iki su damlaciginin soldan saga ya da
kaynaktan hedefe dogru gidisi verilmistir. Su damlalarinin boyutlar1 ayni olsa bile hiz1
daha fazla olan su damlas1 daha fazla su toplar ve hedefe ulastiklarinda hiz1 biiyiik olan

su damlasinin boyutu daha biiyiik olur.

|

Sekil 2.2. Boyutlar1 ayni hizlari farkli olan iki su damlalariin soldan saga gidisi.
2.3.1. IWD Algoritmasinin Akis Diyagram

Sekil 2.3’de IWD algoritmasi akis diyagrami verilmistir.



Statik Parametre Baglatma
Adaml

Adim2 f

<D}na.'n?( Parametre Baglatma \_

*
WD Odusturmis ve Dagama
Adm 3
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Ziyares edien TWD Bstelennt
gUncelieme  Adimé
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e A miem (luimuny Lenanlena
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£n Wyl Rerasyon £n iyt toplam oda0md
Coamandan yollarm gOncelic
gUncclic  AdmnT Adm &

Materazyon
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En iyl terasyon ¢ozimi de

sonlandarma
Adim 10

Sekil 2.3. IWD algoritmasi akis diyagrami.

Sekil 2.4’de IWD algoritmasinin 5.adiminin alt adimlarinin ayrintili bir akis diyagrami

verilmistir.
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Tam WDHer igin Adim S
Bagla

WD nin bir sonraki yolunu seg B
Adwn 5.1

«

-

WD ham gincslle

Adim 5.2

(

WD tarafndan tagmacak toprak miktanm
hesapla
Adim53

@

Toplam toprak miktanm yoldan kalder ve
WD ye ekl
Adim5 4

tim WD Jerin
¢ozumierinin

Lamamianmasam
sagla

WD algoritmas: Adsm 5%n
Sonu

Sekil 2.4. IWD algoritmasi adim 5 alt adimlar1.

2.4. SIRT CANTASI PROBLEMI (KNAPSACK PROBLEM)

Sirt cantasi problemi bir kombinatoryal problemdir. Bu problem su sekilde tanimlanabilir.
t nesneleri goz Oniine alindiginda her nesnenin bir fiyati (p) ve agirligi (w) vardir. Bu
problemin amaci, tiim nesneler arasindan sinirlt kapasite (c) ile sirt ¢antasini en yiiksek

fiyat ile yerlestirmektir.

maxf (x) = 25:1 DiXx; (2.3)
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Yowx; <C x; €{01},i=1,2,..,n (2.4)

Denklem (2.3) ve Denklem (2.4)’de t nesne sayisi, p; i. nesnenin fiyati, w; i. nesnenin
agirhigl ve x; i. nesnenin segili olup olmadigini gosterir. Nesne secili ise 1, segili degil ise
0 degerini alir. Bu tez ¢alismasi kapsaminda ele alinin problem sirt ¢gantasi problemidir.
Bu probleminin ¢6ziimii basit gibi goriinse de problemin hesaplama karmasikligi
problemin boyutuyla birlikte iissel olarak artar. Bu nedenle sirt ¢antasi problemi NP-zor

kombinatoryal optimizasyon problemidir [25].

2.4.1. MBO Algoritmasinin Sirt Cantasi Problemine Uygulanmasi
2.4.1.1. Baslangi¢ Popiilasyonu

Ik popiilasyon rastgele olusturulur. Popiilasyondaki her birey arama alanindaki bir
¢Oziimii temsil eder ve bir ¢6zlim permiitasyonuna sahiptir. Permiitasyon uzunlugu, kus
sayisina esittir ve 0 ya da 1 olmak {lizere iki farkli degeri vardir. Popiilasyon boyutu
baslangicta bellidir ve algoritma sonlanincaya kadar popiilasyonun biiyiikligii ayni kalir.
Popiilasyonun boyutu en az {i¢ olmali ve tek sayilardan seg¢ilmelidir. Bunun nedeni
stirtinlin “V”” seklini olusturmasindan kaynaklanmaktadir. Bir lider kus olacaktir ve diger

kuslar, lider kusun saginda ve solunda esit sayida olacak sekilde dagilacaklardir.
2.4.1.2. Komsuluk ve Paylagim

MBO’da lider kus en az 3 komsu ¢oziim tiretir. Olusturulan en 1yi komsu ¢6zim mevcut
¢Oziimii gelistirmek i¢in ayrilir. Mevcut ¢oziimii gelistirmek en iyi komsu ¢ozimii

kullanmaktir. Kalan ¢oziimler sol asagidaki ve sag asagidaki ¢oziimlerle paylasilir.

MBO’da komsu ¢oziim sayisi algoritmanin baglangicinda parametre olarak bellidir ve
algoritma sonlanincaya kadar degismez. Ancak komsu ¢6ziim tliretme sayisi, lider ve diger
bireyler i¢in farkli degerdedir. Toplamda her birey ayni sayida komsu c¢oziime sahip
olmasina ragmen iiretilen komsu ¢oziimlerin sayisindaki farklilik komsu paylagimindan

kaynaklanmaktadir.

2.4.2. IWD Algoritmasinin Sirt Cantas1 Problemine Uygulanmasi

IWD algoritmasindaki herhangi bir IWD i¢in, IWD’nin bir sonraki diiglimii Denklem
(2.5) kullanilarak olasilik olarak bulunur. Bu nedenle, herhangi bir diiglimii ziyaret etme
olasiligt sifirin {izerinde oldugu siirece, bir olasilikla algoritmanin bir IWD’sinin bu

diiglimii bir miktar yinelemede se¢mesi beklenir.

16



IWD [\ f(soil(i.j))
pi ()= Ykegveaw) [ (soil(i,k)) (2.5)

Denklem (2.5)’de f(soil(i,))), i ve j digiimii arasindaki topragin miktarint hesaplar ve

pP (j), bir IWD’nin i diigiimiinden j diigiimiine gitme olasiligidir.
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3. GOC EDEN KUSLAR VE AKILLI SUDAMLALARI
OPTIMIZASYON ALGORITMALARININ BIRLIKTE COZUMU

MBO algoritmasinin rastlantisal veri ihtiyaci duydugu ¢esitli asamalarinda rastlantisal
veri kaynagi olarak IWD algoritmasi kullanilmistir. IWD tarafindan iiretilen veriler MBO
algoritmasindaki rastlantisal veriler olarak kullanilip bu yeni birlesimin verimlilik analizi
yapilmistir. MBO algoritmasi iki noktada rastlantisal veriye ihtiya¢ duyar: baslangic
¢Oziimlerinin olusturulmasi ve komsu ¢ozlimleri iiretme. MBO ve IWD algoritmalari

birlestirilerek olusturulan bu yeni algoritmaya MBO-IWD ad1 verilmistir.

3.1. MBO-IWD ALGORITMASININ SIRT CANTASI PROBLEMINE
UYGULANMASI

3.1.1. Baslangi¢c Popiilasyonu

MBO algoritmasinda ilk popiilasyon rastgele olusturulurken MBO-IWD algoritmasinda
ilk popiilasyon IWD algoritmas1 ile olusturulur. Coziilecek olan problem IWD
algoritmasi ile ilk popiilasyonda ihtiya¢ duyulacak birey sayisi kadar ¢oziiliir ve her bir
¢Oziim bir bireyi temsil eder. Daha sonra her bir birey i¢in bir ¢éziim popiilasyonu

olusturulur.

3.1.2. Komsu Coziimleri Uretme

Komsu c¢oziimler MBO algoritmasinda rastgele olusturulur, fakat MBO-IWD
algoritmasinda IWD algoritmasi ile olusturulmaktadir. Lider kus en az {i¢ komsu ¢6ziim
tiretmek zorundadir. Cilinkii en iyi ¢6zliimii kendisine saklayip diger ¢oziimleri sag ve sol
alttaki kuslarla paylasir. Lider kus disinda kalan kuslar ise lider kustan daha az sayida
komsu ¢6ziim iiretirler. Ciinkii lider kusun iiretmis oldugu komsu ¢oziimlerden de

kendilerine en az bir ¢oziim gelecektir.

Bir dizi yineleme sonrasinda MBO-IWD algoritmasinin ¢alismasi durur ve algoritmaya

sokulan problem i¢in ¢6zliim vermis olur.

Sekil 3.1°de siirtideki kuslarin komsu ¢oziimleri tiretimi ve liretilen komsu ¢oziimlerin

paylasimi1 verilmistir.
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2n iyi goziimdan en kotd
¢oziime dogru stralama

avlas
i siralanmug

o paylag

X
-

siralanmug

* Cozim

A Komgs Cozim

* Paylaglan
Cozim

Sekil 3.1. Komsu ¢6ziim liretimi ve komsu ¢6ziim paylagimi.
3.1.3. Kanat Cirpma ve Lider Kusun Degisimi

Kanat c¢irpma parametresi de diger parametrelerde oldugu gibi algoritmanin
baslangicinda belirlenmektedir. Bu parametre algoritma sonlandirilincaya kadar aym
kalir. Kanat c¢irpma parametresi, siirlideki lider degisiminin ne siklikla yapilacagim
belirler. Orijinal MBO algoritmasinda “V” seklindeki siiriiniin dizilimi belirli araliklarla

degistirildigi icin MBO-IWD algoritmasinda da bu dizilim belirli araliklarla degistirilir.

Lider kusun ilk degisimi sliriiniin sol tarafinda olur. Lider kus, siiriiniin sol tarafinin en
sonuna gider ve sol taraftaki ilk kus yeni lider olarak atanir. Yeni lider kusun degisim
zamani geldiginde bu defa degisim siiriiniin sag tarafina uygulanir. Sol taraftan gelip lider
olan yeni lider kus siiriiniin sag tarafinin en sonuna gider ve siirliniin sag tarafindaki ilk
kus yeni lider olarak atanir. Bu lider kus degistirme ve yeni lider kus atama islemleri
algoritmanin c¢aligmas1 sonlanincaya kadar devam eder ve degisim sirastyla siirlinlin bir
sol tarafina bir sag tarafina uygulanir. Bu degisiklik islemlerinde, lider kus taraflardan
birinin en sonuna gittikten sonra o taraftaki ilk kus yeni lider olarak atanir ve olusan
boslugu doldurmak i¢in diger kuslar bir 6niinde bulunan kusun (artik bosta olan) yerine

gecerler. Sekil 3.2°de Lider kusun ve diger kuslarin degisimleri gosterilmistir.
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Sekil 3.2. Lider kusun ve diger kuslarin degisimleri.
3.1.4. MBO-IWD Algoritmasi Akis Diyagram

MBO-IWD Algoritmasinda ilk adimda “V” seklinde siirii i¢in lretilecek kuslar IWD
algoritmasi ile bulunurlar. IWD algoritmasimnin statik ve dinamik parametrelerinin
olusturuldugu adim bu adimdir. Bu adimda her IWD damlacigi bir diigiimle
iligkilendirilir. Her IWD damlacigi icin ziyaret edilen ve ziyaret edilecek diiglimlerin
listeleri gilincellenir. Bir sonraki adimda, 6nceki adimda olusturulan popiilasyonun lider
kusun ¢6ziimiinii gelistirmek i¢cin komsu ¢oziimler IWD ile iiretilir. Komsu ¢oziimler
tiretilirken orijinal IWD algoritmasindaki tiim adimlar kullanilir. Lider kus i¢in komsu
coziimler iretildikten sonra lider disindaki kuslar icin komsu ¢oziimler yine TWD
algoritmasi ile iretilirler. Lider kus disinda kalan kuslar icin iiretilecek komsu ¢6ziim
sayist lider kusun komsu ¢oziim sayisindan daha azdir. Ciinkii lider kus kendisi i¢in
tiretilen komsu ¢oziimlerden en iyisini kendisine saklayip digerlerini sag ve sol alttaki
kuslar ile paylasir. Bir sonraki adimda bu komsu paylasimi gerceklestirilir. Komsu
paylasimi gerceklestirildikten sonra kuslarin kanat cirpma (tur) sayist baslangigta
parametre olarak verilen kanat ¢irpma sayisina ulasinca lider kus siiriiniin sol tarafinin en
sonuna gider ve sol taraftaki ilk kus yeni lider olarak atanir. Yeni lider i¢in de ayni adimlar
tamamlandiktan sonra lider kus, siirlinilin sag tarafinin en sonuna gider ve sag taraftaki ilk
kus yeni lider olarak atanir. Bu degisimler asamasinda kanat ¢irpma parametresi sifirlanir.
Bu islemler siiriiniin bir sol tarafi bir sag tarafi olacak sekilde algoritma sonlandirilincaya
kadar devam eder. Algoritma sonlandiktan sonra popiilasyondaki en iyi ¢dziim sonug

olarak dondiuruliir.

Sekil 3.3’de MBO-IWD Algoritmasinin akis diyagrami verilmistir.
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Adiml: V formasyonunda IWD ile p
baglangi¢ popiilasyonu olugtur.

&

Adim?2: Lider ¢oziimu geligtirmek i¢in £
komgyu ¢ozimi I'WD ile olugtur.

Adim3: Lider digindaki diger ¢oziimler igin »n (k-x)
komgu ¢éziimi IWD ile olugtur.

i=i+(p-1)n

Adimd: Komgu paylagimin gerceklegtir.

havir

AdimS5: Lideri degistir.

i<(problem boyutu)’

haysr
Adim6: Popiilasyondaki en 1yi ¢ozimi
sonug olarak déndir.

evet

Sekil 3.3. MBO-IWD algoritmasi akis diyagrama.

Bu akis diyagraminda p, baslangi¢ ¢oziimleri sayisini; K, lider ¢oziim igin iretilecek
komsu ¢6ziim sayisini; n, lider disinda kalan ¢éziimler i¢in komsu ¢dziim sayisint; X, bir
onceki kustan gelecek olan komsu ¢oziim sayisint Ve m kanat ¢irpma (tur) sayisini

belirtmektedir.

Sekil 3.3’de bulunan MBO-IWD Algoritmast Akis Diyagramindaki Adim1, Adim2 ve
Adimm3’de bulunan IWD ile olan kisimlardaki akis diyagrami Sekil 2.3 ve Sekil 2.4’de
daha 6nceden verilmistir. Adim1’de IWD ile olusturulan ¢oziimlerin hepsinin birbirinden
farkli olmasi gerekmektedir. Bu yiizden her iiretilen ¢oziim daha Oncekiler ile

karsilagtirma yapilip farkli ise popiilasyona eklenir.
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3.1.4.1. MBO-IWD Algoritmast Adim1 Sézde Kodu ve A¢iklamasi

MBO-IWD algoritmasinin ilk adiminda p adet baslangic ¢6zimi IWD algoritmasi ile
elde edilecektir. p adet IWD algoritmasi problem i¢in ¢alistirilir ve ¢ikan sonuglar MBO
algoritmasindaki kusglar1 olustururlar. Tiim sonuglar bir dizi igerisinde tutulur ve boylece
bir sonraki sonug ile daha dnceki sonuglarin karsilastirilmast yapilir. Ayni olan bir sonug
varsa diziye eklenmez ve kus olarak kabul edilmez algoritma yeniden caligtirilir. p
boyutlu dizinin 0. indeksli eleman1 lider kus, 1. indeksli elemani sol taraftaki ilk kus, 2.
indeksli elemani sag taraftaki ilk kus ve devaminda sirasiyla 6nce sol sonra sag taraftaki

kus olacak sekilde siralanir. Adim1 sézde kodu asagida yer almaktadir.
1. p boyutlu tek boyutlu dizi olustur
2. while sonlanmad1 do
3. statik parametre baslangic
4. dinamik parametre baslangi¢
5. fori=(1to N)do
6. for j=(1to T) do
7. su damlast lizerindeki toprag: giincelle
8. su damlasinin hizin1 giincelle
9. Global toprag giincelle
10. En iyi sonug p boyutlu dizide var m1 diye bak
11. Varsa 5. adima git
12. Yoksa p boyutlu diziye ata
13. end while

Bu s6zde kodda N, IWD algoritmasinin popiilasyonundaki su damlacig: sayisin1 ve T

dongii sayisin1 gostermektedir.
3.1.4.2. MBO-IWD Algoritmast Adim2 Sézde Kodu ve A¢iklamasi

Lider kusu gelistirmek i¢in en az ii¢ tane komsu ¢6ziim IWD algoritmasi ile olusturulur.
Bu adimda sadece lider kus i¢in olan komsu ¢éziimler olusturulur. Diger kuslar i¢in olan
komsu coziimler bir sonraki baglikta anlatilacaktir. Adim2 s6zde kodu asagida yer

almaktadir.
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1. kboyutlu dizi olustur

2. while sonlanmad1 do

3. statik parametre baslangig

4. dinamik parametre baslangi¢
5. fori=(1toN) do

6. for j=(1to T) do

7. su damlasi lizerindeki topragi giincelle
8. su damlasinin hizini1 giincelle
9. Global topragi giincelle

10. En iyi sonucu k dizisine at
11. end while

Bu s6zde kodda k, lider kus i¢in {iretilecek olan komsu ¢oziim sayisini, N, IWD
algoritmasinin popiilasyonundaki su damlacigr sayisint ve T dongli sayisini

gostermektedir.
3.1.4.3. MBO-IWD Algoritmasit Adim3 Sézde Kodu ve A¢iklamasi

Bu adimda lider kus disinda kalan kuslar i¢in komsu ¢6ziim IWD algoritmas ile tiretilir.
Lider kus disinda kalan kuslar, lider kusun iiretmis oldugu komsu ¢6ziim sayisindan daha
az sayida komsu ¢oziim tretirler. Ciinkii lider kustan da kendilerine komsu ¢oziim

paylasimi gerceklesir. MBO-IWD algoritmasi Adim3 s6zde kodu asagida yer almaktadir.

[EEN

. n boyutlu dizi olustur

2. Wwhile sonlanmadi do

3. statik parametre baslangi¢

4. dinamik parametre baslangi¢

5. fori=(1toN)do

6. for j=(1to T) do

7. su damlasi tizerindeki topragi giincelle

8. su damlasinin hizini giincelle
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9. Global toprag giincelle
10. En iyi sonucu n dizisine at
11. end while

Bu sozde kodda n, lider kus disindaki kuslar i¢in iiretilecek olan komsu ¢6ziim sayisini,
N, IWD algoritmasinin popiilasyonundaki su damlacig1 sayisin1 ve T dongii sayisini
gostermektedir. k lider kus i¢in iiretilecek olan komsu ¢oziim sayisin1 ve x paylasimdan
gelecek olan komsu ¢oziim sayisint gostermek lizere n, k-x demektir. Yani lider kus 3
komsu ¢oziim iiretecekse en iyi ¢oziimii kendisine saklar ve tirettigi komsu ¢éziimlerden
birini sol taraftaki kus ile birini de sag taraftaki kus ile olmak iizere 2 tanesini paylasir.
Bu nedenle sol ve sag taraftaki kuslar ikiser tane komsu ¢oziim tiretmelidirler. Bu kuslar

da en 1yi ¢6ziimii kendilerine saklayip birer tane ¢6zlimii altlarindaki kuslar ile paylasirlar.
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4. BULGULAR

Tiim deneyler Intel(R) Core(TM) i5-7200U CPU @ 2.50GHz islemci, 1| GB RAM ve
Windows 7 Home Basic (32-bit) isletim sistemine sahip bilgisayarda yapilmistir.
Algoritmalarin kodlandig: dil Java olup NetBeans IDE 8.0.2 programi kullanilmistir.

Literatiirde yer alan ve daha 6nce MBO algoritmasi ile ¢oziiliip MBO algoritmasi ile en
iyi sonucu aldiklar1 [3]’de kanitlanmis olan 10 adet sirt ¢antast optimizasyon problemi
yeni birlesim algoritmasi olan MBO-IWD algoritmast ile tekrar calistirilmis ve Cizelge
4.3°deki sonuglar elde edilmistir. Cizelge 4.1°de [3]’de kullanilan parametreler ile esit
olmasi agisindan Sirt c¢antasi problemleri icin MBO-IWD algoritmas1 parametreleri

bulunmaktadir.

Cizelge 4.1. Sirt cantasi problemleri igin MBO-IWD algoritmasi parametreleri.

Parametre Deger
Kus (2) 71
Komsu (k) 3
Paylasilan Komsu (x) 1
Durma Kriteri (problem uzunlugu)?

Cizelge 4.2.°de kullanilan 10 adet Sirt Cantas1 Problemi isimlendirilmis ve problemlerin

boyutu, agirhgi (w), kapasitesi (C) ve fiyat1 (p) verilmistir.

Cizelge 4.2. On adet problemin boyut, agirlik, kapasite ve fiyat degerleri [3].

Problem Adi| Boyut Agirhk (w) Kapasite (€) Fiyat (p)
(95, 4, 60, 32, 23, 72, 80, 62, (55, 10, 47, 5, 4,
P1 10 269
65, 46) 50, 8, 61, 85, 87)
(44, 46, 90, 72, 91,
(92, 4, 43, 83, 84, 68, 92, 82,
40, 75, 35, 8, 54,
P2 20 6, 44, 32, 18, 56, 83, 25, 96, 878
78, 40, 77, 15, 61,
70, 48, 14, 58)
17,75, 29, 75, 63)
Ps3 4 (6,5,9,7) 20 (9, 11, 13, 15)
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Cizelge 4.3. (devam) On adet problemin boyut, agirlik, kapasite ve fiyat degerleri [3].

Ps 4 (2,4,6,7) 11 (6, 10, 12, 13)
(0.125126,
19.330424
58.500931,
35.029145
(56.358531, 80.874050
82.284005,
47.987304, 89.596240,
17.410810,
74.660482, 85.894345,
71.050142
51.353496, 1.498459
Ps 15 375 30.399487,
36.445204, 16.589862,
9.140294,
44.569231, 0.466933
14.731285,
37.788018, 57.118442
98.852504
60.716575)
11.908322,
0.891140,
53.166295,
60.176397)
(30, 25, 20, 18, 17, 11, 5, 2, (20, 18, 17, 15, 15
Ps 10 60
1,1) 10,5, 3, 1, 1)
(70, 20, 39, 37, 7,
P; 7 (31, 10, 20, 19, 4, 3, 6) 50
5, 10)
(981, 980, 979,
(983, 982, 981, 980, 979, 978, 977, 976, 487
978, 488, 976, 972, 486, 486, 974, 970, 485, 485,
Ps 23 10000
972, 972, 485, 485, 969, 966, 970, 970, 484, 484,
483, 964, 963, 961, 958, 959) 976, 974, 482, 962,
691, 959, 958, 857)
Po 5 (15, 20, 17, 8, 31) 80  |(33, 24, 36, 37, 12)
(91, 72, 90, 46, 55,
(84, 83, 43, 4, 44, 6, 82, 92,
8, 35, 75, 61, 15,
P1o 20 |25,83,56, 18, 58, 14, 48,70, 879

96, 32, 68, 92)

77,40, 63, 75, 29,
75, 17, 78, 40, 44)
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Cizelge 4.3’de literatiirde bulunan 10 adet Sirt Cantasi Problemi i¢cin MBO-IWD
Algoritmasi sonuglari verilmistir. Her problem i¢in algoritma 30 defa calistirilmistir ve

en uygun sonuglar [3] ile karsilastirmali olarak Cizelge 4.3’e yazilmustir.

Cizelge 4.3. Sirt ¢antas1 problemleri i¢in en iyi deger, MBO sonucu ve MBO-IWD

sonucu.
Problem Literatiir | MBO Algoritmasi Degerleri MBO-IWD Algoritmasi Degerleri
Degeri

En Iyi Ortalama | EnKéti | Enlyi Ortalama | En Kétii
P1 295 295 294.6666 | 293 295 295 295
P2 1024 1024 10111 991 1024 1024 1024
P3 35 35 35 35 35 35 35
P4 23 23 23 23 23 23 23
P5 481.0694 | 481.0694 | 431.4180 | 399.8016 | 481.0694 | 481.0694 | 481.0694
P6 50 52 52 52 52 52 52
P7 107 107 107 107 107 107 107
P8 9767 9765 9765 9765 9767 9767 9767
P9 130 130 130 130 130 130 130
P10 1025 1025 1011.2 990 1025 1025 1025

Cizelge 4.3.’den gorildiigii tizere MBO P8 hari¢ biitiin problemlerde en i1yi degeri
bulmus. Ozellikle P3, P4, P6, P7 ve P9 igin tiim 30 denemede en iyi degeri bulmus.
Ozellikle P6 da en iyi deger olan literatiir degerinden daha iyi bir deger bulmus. Ama yeni
birlesim algoritmamiz olan MBO-IWD algoritmasina baktigimizda tiim problemler i¢in
30 denemede de en iyi sonucu vermistir. MBO-IWD algoritmasinin Cizelge 4.3.’de 10
adet Sirt Cantast probleminin her biri i¢in en iyi, ortalama ve en kotii sonuglaria
baktigimizda da hepsinde en iyi sonucu verdigi goriilmektedir. Kotii sonug verdigi

problem bulunmamaktadir.
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5. SONUC

Bu tez ¢alismasinda, orijinal MBO algoritmasi ve gelistirilmis versiyonu olan MBO-IWD
algoritmasi Sirt Cantast Optimizasyon Problemlerine uygulanmistir. Yapilan deneyler
sonucunda MBO Algoritmasinin ilk ¢dziimleri ve komsu ¢oziimleri iiretilirken rastgele
iiretmek yerine IWD Algoritmasi1 kullanilarak elde edilen sonuglar1 ¢6ziim olarak kabul
etmek ve komsu ¢oziimleri de IWD algoritmasi ile liretmenin literatiir degerinden ve

MBO ile ¢oziiliip elde edilen degerden daha iyi sonuglar verdigi gézlemlenmistir.

Orijinal MBO algoritmasinda, go¢ eden kuslarin go¢ esnasinda daha uzun mesafelere
daha az enerji harcayarak ugtuklar1 “V” seklindeki diziliglerinden esinlenilmistir. MBO,
poplilasyon tabanli bir optimizasyon algoritmasidir ve problemlerin ¢ézlimiinde bir tek
stirli kullanilir. Stirii bireyleri komsu ¢oziimleri birbirleri ile paylasarak bir fayda
mekanizmasi kurarlar ve bu mekanizma sayesinde birbirleri ile iletisim halinde olurlar.
Bu sayede siiriideki  her bir bireyin yine siirii igindeki en 1y1 konumdaki bireye dogru
yakinsamalar1 saglanmis olur. Ancak bu durum, bazi optimizasyon problemlerinin
¢oziimiinde algoritmanin yerel optimum ¢oziimlere takilmasina neden olabilir. Bu durum
MBO algoritmasinda rastlantisal veriye ihtiya¢c duyulan durumlarda IWD algoritmasini

devreye sokarak ortadan kaldirilir.

Gelistirilen MBO-IWD algoritmas1 da MBO algoritmas: gibi ayrik optimizasyon
problemlerinin ¢6ziimii i¢in denenmistir. Siirekli optimizasyon problemlerinin

¢oziimiinde kullanilacak bir siirekli MBO-IWD algoritmasi gelistirilebilir.
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