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OZET

Endiistriyel robotlar ve otomasyon sistemleri, giiniimiizde endiistrinin ayrilmaz bir parcasi
haline gelmistir. Makineler artik endiistri, tarim, ila¢ ve ¢ok daha fazlasi dahil olmak iizere hemen
hemen tiim alanlarda teknolojinin siirlarin1 zorlamaktadir. Endiistriyel robotik sistemlere birgok

uygulamada giderek daha fazla giivenilmektedir.

Ancak, robotik sistemler genellikle yiiksek yapilandirilmis ortamlarda ¢alisacak sekilde
sinirli kalmaktadir. Sensorle konumlandirma ve algilama i¢in kullanilmasina ragmen, bu cihazlar
calisma ortami ve isletim hizi ile olduk¢a smirlidir ve genellikle ¢ok pahalidirlar. Goriintii
sensorlerinin robotik sistemlerle entegrasyonu ile gorsel servolama sistemi, robotlarin ¢aligma
alaninin temassiz Ol¢limleri yapilarak yapilandirilmamis alanlarda dahi ¢alismasini saglar. Gorsel
bilginin kontrol sistemlerinde kullanimi her zaman elektronik alanda biiyiik bir arastirma alam

olmustur.

Goriintii  6zelliklerinden hareket kontroliine dogrudan geri bildirim kullanan gorsel
servolama yontemlerinin, goriis tabanli kontrol sistemlerinde birgok kararlilik ve giivenlik sorununa
sahip olacagi 6ngoriilektedir. 3 boyutlu uzayin 2 boyutlu uzaya yansitilmasi veya tam tersi, kamerada
meydana gelen boyut verilerinin kaybina neden olur ve goriis tabanli kontrolde zorluklar olusturur.
Bu konu igin goriintii isleme ve bilgisayarli gérme araglari, goriintii iyilestirmede zorunludur. Ote
yandan, endiistriyel robotun manevra kabiliyeti ve esnekligi karmasik ¢evre ile basa c¢ikabilme
yetenegine sahip olmalidir. Ayrica bir manipiilatdr robotunun dogrusal olmayan ve karmasik yapisi,

sorunu daha da zorlagtirmaktadir

Bu tez, dncelikle robot boyutlarini dikkate alarak ve manevra kabiliyetinin robot galigma
alanini en st diizeye ¢ikardigindan emin olmaya calisarak kinematik gelisimi ortaya koymaktadir.
Ikinci olarak, goriintii 6zellik noktalarindan el konfigiirasyonu ve yoriinge planlama algoritmasi ile
dolayi goruintii tabanli gorsel servolama tanitilmaktadir. Goriintii mekanindaki 6zellik noktalarini
uzaydaki noktalarla iligkilendirmek i¢in klasik orantili bir kontrol stratejisi kullanilir. Gorsel
servolama ile kontrol yontemi, robotun u¢ noktasimi bir baslani¢ noktasindan hedef noktasina,

goriintlide algilanabilen bir yol dogrultusunda tagimaktadir

Anahtar Kelimeler: endiistriyel robot manipiilator, ters kinematik, goriintii isleme,

dolayli goriintii tabanli gorsel servolama, hareket planlama.
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SUMMARY

Automation machineries and especially Industrial robot manipulators have become
an imperative part of industry, nowadays. Industrial robotic systems have been increasingly
being relied on in many applications. However, robotic systems are generally limited to

operate in highly structured environments.

Though tracking systems and sensors are used for positioning and tracking, these
devices are highly limited to the working environment and the speed. Thus, integration of
vision sensors with robotic systems. generally visual servoing system allows the robots to
work in unstructured spaces. vision-based control systems utilize direct feedback from image
features to motion control. for that matter image processing and computer vision tools are
highly used in image treatment for this subject. On the other hand the manoeuvrability and
flexibility of the robot’s joints has to be capable to deal with complex environment. however,
the nonlinearities and complex structure of a manipulator robot makes the problem more

challenging.

This thesis introduces at first the development of kimematics, taking consideration
of the robot dimensions and make sure the manoeuvrability maximaze the robot work space.
Secondly the Indirect Image Based Visual Servoing with eye in hand configuration and

trajectory planning algorithm from image feature points are introduced.
Finally a classical proportional control strategy is used to relate feature points in

image space to points in world space. Therefore the path following task is expermented.

Keywords: industrial robot manipulator, inverse kinematics, image processing,

indirect image based visual servoing, motion planning.
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1. GIRIS VE AMAC

Giiniimiizde teknoloji hayatimizin bir parcasi hatta bir yasam tarzi olmustur. Robotik
sistemleri i¢eren teknoloji son yillarda ¢ok biiyiimiistiir. Bir¢ok siireclerin sistemlestirilmesi
ve otomasyonu miimkiin olmus ve endistrilerde yaygin olarak uygulanmaktadir.
Otomasyonda, en 6nemli dallardan biri, ¢esitli uygulamalar i¢in iretilebilen endiistriyel
robot kollar1 veya endiistriyel manipiilatorlerdir. Robotik kollar, insan koluna benzer sekilde
nesneleri hareket ettirmek igin tasarlanmis mekanik, elektronik ve programlanabilir

cihazlardir.

Robotik kol, 20. yiizyilda iiretilen en faydali teknolojilerden biridir ve hizla birgok
tiretim alaninda bir mihenk tas1 haline gelmistir. Bu tezde, kullanilan robotun kinematigi

acgiklanacaktir.

Otomasyon diinyasi robotu kendi otonomisinden bir sonraki seviyesine tagimaktadir.
Otonom robotik kollar programlanarak ¢evreye uyum saglayacagi ve gevreyle etkilesime
girecedi ortamlarda yalniz birakilmak iizere tasarlanmaktadir. Bir robot i¢cinde bulundugu
ortami1 tanimak i¢in sonarlar, lazerler, kontak sensdrleri gibi birkag ¢esit sensor kullanabilir.
Bu cihazlar normalde belirli bir gorev i¢in 6lgli almada kullanilir. Son yirmi yilda ¢ok
gelismis olan farkl bir sensor ise kameralardir. Son yillarda bu gelismenin temel nedenleri,
kameralarin maliyetinin diigiiriilmesi ve gorlintli isleme algoritmalarinin ger¢cek zamanh
olarak ¢aligmasini saglayan bilgisayarlarin iglem hizinin artmasidir. Kamera, veri girisinin
uygulanabilirligine daha biiytik bir esneklik saglama avantajina sahiptir ve gelismis goriintii
isleme ve goriintiiler lizerindeki gelismis calisma i¢in bilgisayar vizyonu sayesinde ayni

sensorden farkli bilgi tiirleri elde etme olanag: saglar.

Glinlimiizde otomasyon makinelerinin ve robotlarin kullanimi neredeyse zorunlu ve
endiistrinin ayrilmaz bir parcasi haline gelmistir. Ancak, robotik sistemler genellikle ytliksek
yapilandirilmis ortamlarda calisacak sekilde smirlandirilmistir. Geleneksel olarak,
endiistriyel robotik sistemler, bir is parcasina gore son efektdr konumunu hesaplamak igin

acik dongii algoritmalar1 kullanmaktadir. Is pargasi, robotun temel koordinat cercevesine



gore bilinen bir konuma yerlestirilmelidir, ancak robotik sistemdeki herhangi bir belirsizlik

gorevin basarisiz olmasina neden olacaktir.

Gorsel servolama, ¢evreye ve is parcasina robotla ilgili gercek zamanl Slgiimler

saglayarak bu problemi ¢ozer ve acik ¢evrim kinematik hesaplamalarina dayanmaz.

Insan gériisiiniin dogasindan ilham alan gorsel algilamanin, robotik alaninda ¢ok

yararlt oldugu kanitlanmistir. Birgok kullanimindan biri, robot kullanimindaki gorsel servo
kontroliidiir (Seth, 1996).

"Gorsel Servolama" gorsel geri bildirim sinyallerini kullanarak bir robotun hareketini
kontrol etmektir (Hashimoto, 2003 ve Hutchinson vd., 1996). Baska bir deyisle, gorsel
servolamada robot, hedef nesnelerin ve son efektoriin dogru konumunu elde etmek igin bir
kamera tarafindan yakalanan vizyonu kullanir ve bu bilgiyi ise sistemi kontrol etmek i¢in
kullanir. Gorsel servo, yliksek hizli goriintii isleme, kinematik, dinamik, kontrol teorisi ve
gercek zamanli hesaplama dahil olmak iizere birgok aktif arastirma alaninin birlesimidir

(Corke ve Hutchinson, 2001).

Robot endiistrisinde robotik sistemlerin zekasini arttirmak i¢in goriis tabanli kontrol
veya gorsel servolama kullanilmaktadir (Hutchinson vd., 1996). Robotun diiz olmayan bir
ortamda ¢alismasi gereken durumlarda, gorsel servolar daha onemli hale gelmektedir. Bu
gibi durumlarda, siradan sensorler robotun islemleri icin yeterli bilgi toplayamamaktadirlar.
Diger taraftan, goriis sistemleri ¢evresiyle ilgili yapi, renk, hareket ve daha fazlasi hakkinda
genis bir bilgi yelpazesi sunmaktadir. Ayrica, goriintii sistemi kullanimi, insan gorme
sistemini taklit ederek robotik sistemde insan zekasinin gelistirilmesine de olanak

saglamaktadir.

Gorsel servo, arabalar icin serit takibi, mobil platformlar i¢in navigasyon,
teleoperasyon, fiize takibi, meyve toplama, montaj veya kaynak uygulamalari, nesnelerin
hareketi gibi ¢ok ¢esitli uygulamalarda kullanilmaktadir. Goriis sistemleri, 3 boyutlu uzayz,
2 boyutlu uzaya yansitir ve bu da ¢cevreden gelen tek boyutta veri kaybina neden olmaktadir
ve kaybolan boyut, nesnelerin derinligidir. Bu gérme sistemi 6zelligi ve izdiistimde yer alan

dogrusal olmama durumu, makine ve goriislin biitiinlestirilmesindeki zorluklar1 ortaya



cikarir ki gorsel servo, bu tiir sorunlara ¢oziim olarak sunulmustur (Chaumette ve
Hutchinson, 2006). Genel olarak servolamada, hibrit gorsel servo(HVS), goriintii tabanli
gorsel servo (IBVS) ve pozisyon tabanli gorsel servo (PBVS) olmak {izere {i¢ yaklasim
vardir. IBVS, goriintii akisindaki son efektoriin goriintiisii ile nesnenin goriintiisli arasindaki
mesafeyi en aza indirgemek i¢in manipiilatorii hareket ettirir. PBVS, nesnenin konumunu
tahmin etmek i¢in sahnenin 3 boyutlu yapilandirmasint kullanir ve manipiilatorii bu 3
boyutlu koordinatlara tasir. Uciinciisii, IBVS ve PBVS'in bir kombinasyonu olan HVS
hibrit gorsel servolama, bu hibrid iki ilk yaklagima gdre bazi potansiyel avantajlar sunar. Bu

tezde tlim yaklagimlara deginilecektir.

1.1 Gorsel Servolama Uygulamalari

Gorsel servolamalar ¢ogunlukla endiistriyel robotlarda kullanilmaktadir. Bu tiir
uygulamalarda amag, robotun ¢alisma alaninda duragan veya hareket edebilen nesnelerin
veya engellerin konumu ve yonelimi ile ilgili olarak son efektériin konumunu ve pozunu
kontrol etmektir. Kaynak, hareketli cisimler, konumlandirma nesneleri, elektronik veya
mekanik  parcalarin  montaji  ve  sokiilmesi, robotik sistemler kullanilarak
gerceklestirilebilecek islemlerden bazilari olarak ornek verilebilir goriintii Sekil 1.1°de

gosterilmektedir (Corke ve Hager, 1998; Li vd., 2007; Song vd., 2005; Chen vd.,2012).
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Sekil 1.1. Cesitli Gorevlerde Kullanilan Robotlar(techbriefs, 2010)

Endiistriyel uygulamalar gorsel servolamanin tek uygulamasi degildir, bu teknoloji

tibbi ve cerrahi uygulamalarda aletleri konumlandirmak veya tibbi islemleri gerceklestirmek



icin de kullanilma egilimindedir. Ornegin, laparoskopik cerrahide, karin duvari iginde sadece
birkag kiiciik kesige ihtiya¢ duyulmaktadir, 6yle ki cerrah sadece kamera goriintiilerine
bakarak robotik kollar sayesinde operasyonu ger¢eklestirebilmektedir. Baska bir asistana
olan ihtiyaci ortadan kaldirmak ve cerrahi kontrol gorevinden kurtarmak igin, laparoskopa
otomatik olarak yardimei1 olan ve rehberlik eden bagimsiz bir sisteme ihtiya¢ duyulmaktadir.
Cesitli arastirmacilar, operasyon sirasinda aleti yonlendirmek igin gorsel servolama
tekniklerini kullanmaya ¢alismaktadirlar. Goriintii Sekil 1.2°de gosterildigi gibi (Ghanbari
vd., 2009; Krupa vd., 2002).

Sekil 1.2. Tibbi Uygulamalarda Kullanilan Gérme Temelli Robotik (Samadi, 2012).

Gorsel servo sistemlerinin bagka bir uygulamasi da uzay robotlaridir. Bunlar bir
hedef uyduya yaklasmayi, kenetlenmeyi, yakit ikmali ve servisi gibi durumlarda bazi
karmasik parcalar1 kavramayr igeren otonom bir ydriinge hizmetini gergeklestirmede

kullanilmaktadirlar (Ye vd., 2012). Goriintii Sekil 1.3’de gosterildigi gibi.

Sekil 1.3. Yoriingede Kullanilan Uzay Robotik Sistemi (Ye vd., 2012).



Bu tezde, farkli tiirde gorsel servo yaklasimlari arastirilmis ve performanslari
Ol¢iilmiistiir. Amag, tezde kullandigimiz prototip robot icin gorsel bir servo algoritmasi

gelistirmektir.

URS robot kol 6DoF ve alt1 adet doner eklemden olusmaktadir. URS robot kinematigini ve

ortak hesaplamalar i¢in matematiksel denklemleri genisleterek anlatiimaktadir.

Son hedefimiz ise, V-REP iizerinde dolayli Goriintii tabanli gérsel servolama testini,
uygulamak ve MatLab ile senkronizasyonda gelistirilen algoritmayr bu ortamda

performansini analiz etmektir.
Bu tezin igerigi su bolimlerde anlatilmaktadir:

Bolim 2’de literatiirde arastirmacilarin yaptigi ilgili ¢aligmalar1 verilmektedir.
Kinematik ¢oztimler i¢in farkli yontemler ve goriintii gelistirme teknikleri ilizerine bir

inceleme sunulmustur. Onceki gorsel servolama uygulamalarinin bir 6zeti sunulmustur.

Bolim 3’de oOnerilen ¢6ziim hakkinda teorik bilgi verilmektedir. Problem
tanimlanmakta ve Onerilen yontemler ayrintili olarak anlatilmaktadir. Robot kinematigi
¢Oziimleri i¢in tiim yoOntemler burada genis ve detayli bir sekilde anlatilmaktadir. Bu
boliimde goriintii iyilestirme yontemleri verilmektedir. Yapilan ¢alismada kullanilar tiim

araclar anlatilmaktadir.

Boliim 4°de sonuglar ve tartismalar gostermektedir. Bu boliimde sonuglar beklenen
sonuca ve ilgili bazi calismalara gore degerlendirilmis ve kullanilan yodntemlerin

performansi analiz edilmistir.

Boliim 5°de sonuglar ve gelecekteki caligsmalarla ilgili 6nerilerimizi sunulmaktadir.



2. LITERATUR ARASTIRMASI

Arastirmacilar 30 yili askin bir siiredir gorsel servolama konusunda ¢alismaktadirlar
(Shirai ve Inoue, 1973). Yiiksek hizli islemciler, kameralar ve goriintii isleme konusundaki
son gelismeler, ger¢cek zamanli uygulama ve endiistriyel uygulamalara olanak saglamistir.
1970 yilindan bu yana gorsel servolama teknigi incelenmistir (Hashimoto, 2003). "Gorsel
Servolama" ifadesi ilk olarak 1979'da Hill ve Park tarafindan kullanilmistir. Dahasi,

aragtirmacilar bu alanda 6nemli ilerlemeler kaydetmislerdir

Literatiirdeki gorsel servolamay:r daha iyi anlamak icin farkli kategoriler ve gorsel
servolama siniflar1 ayr1 ayr1 sunulmakta ve tartisilmaktadir. Birden ¢ok uygulama ve
yapilandirma tiirli nedeniyle, gorsel servolamalar temel olarak asagidaki gibi

siniflandirilabilir:

1. Gorsel Servolama Stratejisi
(@) Konum Tabanli Gorsel Servolama (PBVS)
(b) Goriintii Tabanli Gorsel Servolama (IBVS)
(c) Hibit Gorsel Servolama
2. Kamera Yapilandirmasi
(@) Robot kol sabit kameradan izlenir (Eye-to-Hand)
(b) Kamera robot kol iizerinde (Eye-in-Hand)
3. Kamera Sayisi
(@) Mono Vizyon
(b) Stereo Vizyon
(c) Coklu Kameralar
4. Hedef Durum
(a) Statik Nesne
(b) Hareketli Nesne
5. Goriintii Ozelligi
(a) Nokta Ozellikleri
(b) Cizgi Ozellikleri

(c) Gériintii Moment Ozellikleri



Bunlar, daha 6nce yapilan islerin cogunda gorsel servolamanin belirlenmesi i¢in yapilan bazi
onemli siniflandirmalardir. Asagidaki literatiir taramasi, yukarida tanitilan kategorilere gore

hazirlanmustir.

2.1. Gorsel Servolama Stratejisi

Gorsel geribildirimin robotu kontrol etmek i¢in kullanildigir yontemlere dayanarak,
gorsel servolamalar ti¢ ana grupta siiflandirilirlabilir: Goriintii Tabanli Gorsel Servolama
(IBVS), Konum Tabanli Gorsel Servolama (PBVS) ve Hibrid Gorsel Servolama (HVS). Bu

li¢ stratejinin her biri, asagidaki boliimlerde ayr1 ayr1 sunulmustur.

2.1.1. Konum Tabanh Gérsel Servolama

Pozisyona bagli bir gorsel servo (PBVS) kontroliinde, nesnelerin konumu ve yonii
kameralar tarafindan ¢ekilen goriintiiden ¢ikarilir. Nesne konumunu ve yoniinii istenenlerle
karsilagtirma ve konum, yonelim hatalari girdi olarak hesaplanir. PBVS denetleyici, mevcut
konum ve yonlendirme hatalarin1 azaltmak i¢in bir kontrol sinyali iiretir. Son olarak, bir
ortak servo denetleyici, kartezyen denetleyici tarafindan iiretilen kontrol komutunu izler

(Janabi-Sharifi, 2002). Bir PBV'S kontrol cihazinin blok semasi Sekil 2.1'de gosterilmistir.

Robot kontrol problemi yaygin bir durumdur. Boylece temel zorluk, nesne
pozisyonunu ve yonelimini hesaplamaktir (Li, 2007). Bu yontem ayrica 3 boyutlu gorsel
servolama olarak da bilinir. 2 boyutlu goriintiiden 3 boyutlu bilgileri yeniden olusturmak
icin dogru kamera kalibrasyonu gereklidir. Ayrica, nesne pozunu hesaplayabilmek ig¢in,
nesnenin tam bir geometrik modeline sahip olmak gereklidir. PBVS kullanilirken, goriintii
yoriingesinde herhangi bir kontrol yoktur ve nesne kameranin goriis alanindan (FOV)

ayrilabilir. Bu durum ise gorsel servolama gorevinin basarisiz olmasma neden olur

(Chaumette, 1998).
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Sekil 2.1. Pozisyona Dayal1 Gorsel Servo Blok Semasi

2.1.2 Goriinti Tabanh Gorsel Servolama

Goriintii tabanli gorsel servolamada (IBVS), kontrol komutlart dogrudan goriintii
ozelliklerine dayali olarak hesaplanir. Mevcut ozellikler ile istenenler arasindaki fark gorsel
servolama hatalarini yaratir ve denetleyici bu hatay: sifirlayana kadar robotu hareket ettirir.
Sekil 2.2 ile bir IBVS denetleyicisinin yapisint gostermektedir. Gorlintii tabanli gorsel
servolama, 6zellik tabanli gorsel servolama olarak da adlandirilir. Bu yaklasimda kullanilan
goriintii 6zellikleri, noktalarin konumu, bir bélgenin boyutu, bir bélgenin merkezi, bir hattin

uzunlugu, ¢izginin segmenti ve doniis acisi olabilir.

IBVS'de goriintii interpolasyonu ve 3 boyutlu tekrar yapilandirma olmadigindan,
hesaplama maliyeti PBVS yonteminden énemli 6l¢iide daha azdir. Ek olarak IBVS, kamera
ve robot kalibrasyon hatalar1 icin daha giivenilirdir. IBVS denetleyici, kalibrasyon
hatalarinin etkisini ortadan kaldirir. Ayrica PBVS'nin aksine, bu yontemde nesne modeli
gerekli degildir (Deng, 2004; Malis, 2004). IBVS, goriintii diizlemi yo6riingesini neredeyse
diiz bir ¢izgide kontrol etmesine ragmen, kontrolsiiz kartezyen yoriingesi, 6zellikle de hedefe
ulagmak i¢in biiyiik manevralar gerektiginde robotun ortak sinirini ihlal edebilir. Ayrica,
potansiyel goriintii tekillikleri ve yerel minima olugumu bu yontemin diger dezavantajlaridir

(Chaumette, 1998).



gorintl

Sekil 2.2. Goriintli Tabanli Gorsel Servolama Blok Semasi
2.1.3 Hibrit Gorsel Servolama

PBVS ve IBVS ig¢in belirtilen sakincalar dikkate alindiginda, onceki iki stratejiyi
birlestiren Hibrit Gorsel Servolama (HVS) yontemi iyi bir alternatiftir. En iyi bilinen hibrit
metodu 2-1/2D metodudur (Hutchinson vd., 1996). Bu yontem, robotu kolu ucunun dénme
hareketini dogrusal hareket kontroliinden ayirarak kontrol eder. 2-1/2D gorsel servolama

sistemi blok diyagrami Sekil 2.3'te gosterilmistir.

Bu yontemin avantajlari, hem kartezyen hem de goriintii uzaylarinda son efektoriin
yorlingelerinin ayni anda diiz ¢izgiler olmasidir. Ayrica, bu yontem serbest hedef model
yontem olarak bilinir. Yine de, hibrid sistem icin bazi eksiklikler de vardir. ilk olarak,
yonlendirmede sirasiyla diizlemsel ve diizlemsel olmayan bir hedef nesne i¢in nesnenin en

az 4 ve 8 farkli dzellik noktasi bulunmasi gerekir. ikincisi, kismi poz tahmini gerektirir.

. Robot |
! ]
: | Q
! :
> dénus
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Sekil 2.3. Hibrid Tabanli Gorsel Servolama Blok Semasi
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IBVS'nin kontrolsiiz kartezyen yoriingesini ve PBVS'nin kontrolsiiz goriintii izlerini
kismen ¢6zmek i¢in bir anahtarlama yontemi 6nerilmektedir. Kontrol iinitesi, son efektdrden
hedef nesneye olan mesafe ¢ok biiyiik oldugunda robot eklem limitlerinden kaginmak igin
IBVS kontroliinden PBVS kontroliine gecer ve eger goriintii yoriingeleri goriintii sinirina
yaklagirsa gorlintii tabanli kontrole geri doner (Gans ve Hutchinson, 2002). Ayrica, bu
yontem IBVS ve PBVS ile karsilastinnldiginda ¢ok daha fazla hesaplama gerektirir.
Aragtirmacilar gesitli hibrit tlirlerini formiile edip belirli bir gorev icin daha 1yi ¢alisabilen
baska bir hibrit iireterek bir iist seviyeye ¢ikmaktadirlar; (Cai, 2016) 'de, yeni ortogonal
goriintii 6zelliklerini alan ve sabit stereo kameralardan gelen gorsel geribildirimler ile bir
robotun manevra kontroliinii ger¢eklestiren 6 boyutlu gorsel servolama (6DVS) adl1 bir ¢esit
2-1/2-D VS gelistirmiglerdir. Kesin olarak, klasik gorsel ozellikleri kullanmak yerine, 3
boyutlu bir konum vektdriinden bir 6zellik ¢ikararak yeni bir sanal gorsel alan (goriintii
alan1) tanimlamislardir. Temel gorsel servolama stratejileri gozden gegirildiginde, IBVS
stratejisinin diger iki yonteme gore ¢ok daha faydali oldugu sonucuna varilabilir. Bu,

gerektirdigi daha az hesaplama ve sagladig1 daha yiiksek saglamliktan kaynaklanmaktadir.
2.2 Kamera Yapilandirma

Robot-kamera kurulum konfigiirasyonuna bagli olarak, gorsel servolama gozden-
ele(eye-to-hand) ve elde-g6z(eye-in-hand) gorsel servolama olarak iki ana sinifa ayrilmistir.
Kameranin, robotun son efektoriine monte edildigi sistemlere elde-g6z(eye-in-hand)
yapilandirma denir. Sekil 2.4 (a)’da gosterilmistir. Kameranin robot ve g¢alisma alanina
dogru olarak monte edildigi duruma, gézden-ele(eye-to-hand) yapilandirma denir Sekil 2.4

(b)’de gosterilmistir

~ ' ¢
o

P S—— = = -

(a) (b)
Sekil 2.4. (a) Elde-goz(eye-in-hand) ve (b) Gozden-ele(eye-to-hand).
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Gorsel servolama uygulamalarinin ¢ogu elde-goz(eye-in-hand) yapilandirma
kullanilarak gergeklestirilmektedir. Elde-goz(eye-in-hand) yapilandirma yalnizca nesneye
odaklanabilirken, gézden-ele(eye-to-hand) yapilandirma alakasiz bilgiler igeren bir resim
saglamaktadir. Bir gézden-ele(eye-to-hand) yapilandirma kullanildiginda hedef nesnenin
gOriintlisli, manipiilatériin kendisi veya diger engeller tarafindan engellenebilmektedir.
Ancak, elde-gbz(eye-in-hand) yapilandirma veya sabit kamera daha genis bir goriis alani

saglamakta ve cogunlukla hareketli nesneleri igeren uygulamalarda kullanilmaktadir.

Chesi ve Hashimoto, 2002 'daki her yapilandirmanin kararlilik problemini
aragtirmiglardir. Bu yapilandirmalarin her biri, deneylerin ve uygulamalarin sinirlamalarina
dayanan cesitli servolama gorevlerinde kullanilmaktadir. Bu sistemlerde, odak uzakligi,
¢ozlinirlik ve prensip noktasi gibi kamera i¢ parametrelerini elde etmek igin kamera
kalibrasyonlar1 yapilmalidir. Onemli kamera kalibrasyon ydntemleri (Tsai ve Lenz, 1989;
Tsai, 1987)’de belirtilmistir.

Her konfigiirasyonun vazgecilmez avantajlarindan dolayr gorsel servolama, her iki
konfigiirasyondan da ayni anda faydalanabilmektedir. Elde-gbz(eye-in-hand) ve gozden-
ele(eye-to-hand) yapilandirmalarinin bir kombinasyonu (Flandin vd., 2000; Lippiello vd.,
2005)'de tanitilmistir. Kameray1 ve robotu kalibre etmek i¢in hem zaman hem de para
harcanmaktadir. Bu problemin iistesinden gelmek icin arastirmacilar tarafindan bazi kalibre
edilmemis gorsel servolama yontemleri sunulmustur: Malis, kamera parametrelerine gore
degismez bir gorsel servolama yontemi onermistir (Malis, 2002) ve biiyiik kalibrasyon
hatalarinin varliginda denetleyicinin kararliligini kanitlamigtir. Diger kalibre edilmemis ve
otomatik kalibrasyon gorsel servolama teknikleri (Sutanto, 1997; Qian ve Su, 2002)'de

tanitilmastir.

2.3 Kameralarin Miktari

Gorsel servolamalar farkli sayida kamera kullanilarak gercgeklestirilebilir; tek bir
kamera kullanildiginda, monokiiler, iki kamera s6z konusu oldugunda stereo goriintii veya
binokiiler olarak adlandirilmaktadir, ayrica sistemde birden fazla kamera bulunabilir. Bu
kategorilerin her birinde, kameralar elde-goz(eye-in-hand) ve goézden-ele(eye-to-hand)

yapilandirmalar1 seklinde kurulabilir. Kragic ve Christensen’a 2002 gore her kategori igin



12

kapsamli bir anket yapmuslardir. Tiim kategoriler arasinda tek kamera, gorsel bilgileri
cikarmak i¢in gereken islem siiresini en aza indirmektedir. 2 boyutlu goriintii diizlemindeki
her nokta, 3 boyutlu alanda bir ¢izgiye karsilik geldiginden tek bir kamera, kamera ile nesne
arasindaki mesafenin iyi bir tahminini saglayamaz (Hutchinson vd., 1996). Bu yiizden
¢ozlim, nesnenin daha hassas konumunu ve derinligini elde etmek i¢in bir stereo kamera
goriis sistemi kullanmaktir. Boylece derinlik hesaplamasi, ayni sahnenin ¢oklu goriintiileri
arasindaki kiigiik farklar karsilastirilarak yapilmaktadir. Derinlik hesaplamasina izin veren
gorintiiler arasindaki mevcut kisitlama Epipolar Geometri olarak adlandirilir. Kameraya
gore bir 3 boyutlu noktanin derinliginin, sol ve sag goriintii diizlemindeki projeksiyonlarinin
konum farki ile ters orantili oldugu gosterilmistir. Derinlik tahmini bu tezde ayrintili olarak
tartisilmistir. Stereo goriis kolayca uygulanabilmektedir, ancak stereo eslestirme problemi
veya dogru uyumu bulmak bilgisayar goriisiindeki en aktif aragtirma alanlarindan biridir (Ng

ve Ganapathy, 2009). Ilgili baz1 ¢aligmalar (Malis vd., 2000; Li vd., 2008)'de sunulmustur.

Stereo goriis sistemi, elde-goz(eye-in-hand) yapilandirmasinda nadiren kullanilir.
Stereo goriis sistemleri genellikle mono goriisten daha kiiciik bir goriis alanina sahiptir.
Bunun nedeni, stereo goriis sistemlerinin her kameranin sadece goriis alaninin paylasilan
kismi ile ¢alismasidir. Bu ayrica derinlik tahmininin dogrulugunu etkileyen kamera taban
cizgisi mesafesini de sinirlamaktadir. Tersine, tek basina stereo goriis konfigiirasyonunun
daha az sinirlamasi vardir ve dolayisiyla gorsel servolama sistemlerinde daha ¢ok yaygindir.
Kragic ve Christensen’ de 2002 baz1 elde-goz(eye-in-hand) ve bagimsiz(stand-alone) stereo

goriis konfigiirasyon uygulamalarini agiklamistir.

Birden fazla kamera sistemi en nadir sistemdir, ancak bu tiir sistemler daha fazla bilgi
saglar ve nesnelerin ve derinliklerinin dogru bir sekilde algilanmasi i¢in Onemli
olabilmektedir. Goriintii isleme ve eslestirme 6zellikleri, diger yapilandirma tiirlerine kiyasla
daha fazla zaman almaktadir. Ancak hedef nesnenin ¢ok biiyiik oldugu durumlarda birden
fazla kamera kullanmak kaginilmazdir. Zhao vd.,’a 2011 gore bir ya da iki kameranin tiim
1§ parcasini gozlemlemek i¢in yeterli olmadigi biiyiik is parcalariyla basa ¢ikmak icin bir
gorsel servolama sisteminde dort kamera yapilandirmasini Onermislerdir. Bazi ilgili
calismalar Kragic ve Christensen’ de 2002 sunulmustur. Bu tezde ise tek kamera sistemi

kullanilmistir.
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2.4. Hedefin Durumu

Gorsel servolama sistemlerinde hedefin durumu ¢ok 6nemlidir. Gorme sisteminin
temel Ozelliklerinden biri, hareketli nesneleri takip etme ve yakalama yetenegidir. Bu
nesneleri yakalamak igin siireci duraklatmanin verimsiz oldugu durumlarda iretim
dongiistinde ¢ok yararli olabilir. Boylece hareketli nesnelere yonelik gorsel servo olusturma
yontemleri, tiretim verimliligini arttirmak i¢in kullanilabilir. Hareketli bir nesneyi bir robotla
yakalamak, 1yi tasarlanmis bir yoriinge planlamasi gerektiren gorsel servolamada biiyiik bir
sorundur. Bu konuda cesitli yontemler ve stratejiler gelistirilmisti; yoriinge rejenerasyon
yontemleri, potansiyel alan yontemleri ve gezinme ydnlendirme yontemleri, goriintii
tabanindan olusturulan potansiyel alan yontemleri (Borg vd., 2002; Mezouar ve Chaumette,
2002).

Hedef takip gorevinde, gorsel servolama nesnenin goriis alaninda tutulmasindan ve
gercek konum ile istenen konum arasindaki hatanin azaltilmasindan sorumludur (Ge ve Jie
2007). Bu tiir uygulamalarda, hareket tahmin algoritmalar1 nesneleri hassas bir sekilde
izlemede yardimci olabilir. Bilinmeyen nesne hareketleri durumunda, Asada vd., (1999)
adaptif bir gorsel servolama yontemi de sunulmustur. Keshmiri vd.,’a (2010) gore nesnenin
takip edilmesi ve kavranmasi i¢in robotun bir on-line yoriinge planlama algoritmasi
kullandig1 ve hareketli nesnenin yakalandigi bir 6rnek sunulmaktadir. On-line yoriinge
planlamasi, uyarlanabilir tahmin, planlama ve yliriitmeye dayanmaktadir. Bu algoritma siire¢
boyunca siirekli olarak yolu olusturur ve degistirir. Chang vd.,’a gore kontur takip
uygulamalari i¢in IBVS'ye uyumlu sistemlerde hareket planlama yaklagimina dayali bir PH-
disli sistemi Onermektedirler. Uygun hizlanma/yavaslama hareketi ile, istenen goriintii
ozelligi komutlarini tiretmek i¢in bir PH kuantik disli yapilandirilmistir, boylece geometrik

olmayan bilinen bir nesnenin problemlerini takip eden IBVS uygulanabilmektedir.
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3. GORSEL SERVOLAMANIN TEORISi

3.1 Goriis Sistemi

3.1.1 Goriintii Olusumu

Goriintii olusumu, nesnelerin bir goriintiisiinii olugturmak i¢in nesnelerden yayilan
radyasyonun toplandig: stirectir (Jahne, 2004). Sensorler tarafindan ¢ekilen goriintiilerden,
gercek diinyadaki nesnelerin boyutu, sekli ve konumu ile renk ve doku gibi diger 6zellikler
cikarilabilmektedir. Bir dijital fotograf makinesinde, cam veya plastik lens, 15181 bir dijital
goriintitye dontistiirmek icin bir dizi 151k duyarli cihaz ile bir yari-iletken ¢ipin yiizeyinde bir
goriintli olusturur. Bir géz veya bir kamerada goriintii olusumu, 3 boyutlu diinyanin 2
boyutlu bir ylizeye yansitilmasini igerir. Derinlik bilgisi kaybolur ve kisi, goriintiiden
uzaktaki biiyiik bir nesne mi yoksa daha kiigiik bir yakin nesne mi oldugunu soéyleyemez. 3
boyuttan 2 boyuta bu donisim perspektif projeksiyon olarak bilinir (Corke, 2011).
Bilgisayar goriintiisiinde, Sekil 3.1'de gdsterilen merkezi perspektif goriintiileme modelinin
kullanilmas1 yaygindir. Kamera koordinat ¢ercevesinin kaynagi, kameranin izdiisiimiiniin
merkezinde yer alir; bu, kamera agikligimin bulundugu yerdir. Z-ekseni kameranin optik
ekseni olarak algilanir ve kameranin oOniindeki noktalarmm konumu pozitif z yoniinde

tanimlanir.

«Ye

Image Plane z =1

Sekil 3.1. Perspektif model
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Isik 1s1nlar1, kamera g¢ergevesinin (C) kokeni lizerinde birlesir ve ters ¢evrilmemis bir

goriintli, z = f mesafesindeki goriintii diizlemine yansitilir. Benzer tiggenleri kullanarak,

diinyadaki bir P = (X; Y; Z) koordinatinmn , P; = (X, ¥) *ye gbriintii diizlemine yansitilmast.

e Xy oY
X=t—y=17 (3.1)

veya kompakt matris formunda yansitilmast:

f 0 0] [x
p'=[0 f Of*Y (3.2)
0 0 1] |z

Perspektif p,'=(X',Y',2'") ve goriintii diizlemi koordinatlar: asagidaki gibi elde edilir

Xx="0y=2 (3.3)

Diinya boyutundan goriintii diizlemine bir perspektif izdiistimii agagidaki 6zelliklere

sahiptir:

e 3 boyutlu uzaydan 2 boyutlu goriintii diizlemine bir haritalama gergeklestirir.

e Diinyadaki diiz ¢izgiler goriintii diizleminde diiz ¢izgilerle yansitilir.

e Diinyadaki paralel hatlar ufukta kesisen hatlara yansitilir.

e Diinya uzaymdaki konikler, goriintii diizlemi iizerinde konik olarak
yansitilir. Ornegin, bir daire, daire veya elips olarak yansitilir.

e Haritalama bire bir degildir ve benzersiz bir tersi yoktur. Yani (x; y)
benzersiz olarak belirlenir (X; Y; Z) ise miimkiin degildir.

e Doniistiirme uygun degildir, 6rnegin i¢ acilar1 korunmadigi i¢in sekli

korunmaz
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Kamera igerisinde goriintii diizlemi, sekil 3.2'nin goriintii piksellerini ifade eden
kiiclik resim elemanlarina dogrudan karsilik gelen, fotosit denilen, 1s18a duyarli elemanlarin

U x V kafesidir.

«Ye

Vi

V-1

Sekil 3.2. Bir kamera goriintii diizlemindeki pikseller

Piksel koordinatlari, negatif olmayan tamsayilarin 2-vektorii (u, v) 'dir ve orijin,
goriintii diizleminin sol iist kosesindedir. Pikseller, boyut olarak {iniformdur ve diizenli bir

kafes tizerinde ortalanir, bdylece piksel koordinati, goriintii diizlemi koordinatina (u; v) bagh

olarak (x; y) olur.

U=—+U,.V=-"+Y, (3.4)

Denklem (3.4)’de, her bir 0,, ve J, terimleri, pikselin genisligi ve yiiksekligidir, ve (u0; vO)
asil noktadir. Ornegin; optik eksenin goriintii diizlemini kestigi noktanin koordinati. Matris

formundaki 6nceki denklemleri de su sekilde ifade edebiliriz:

ul |+ 0 wu, | [X
p'=| Vv |=|0 L v |*Y|=CP (3.5)
W' 0O 0 1 Z

=

Yukaridaki denklemden, goriintii diizlemi koordinatlarini su sekilde agiklayabiliriz:
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ﬂ (3.6)

Denklem (3.5)’da kamera i¢sel parametreler matrisi olarak adlandirilan bir C matrisi bulunur

ve matrisin elementleri kamera ve sensoriin 6zellikleridir.
3.1.2 Kamera kalibrasyonu

Bir kameranin genel modelini karakterize eden ana parametreler ii¢ kategoriye
ayrilabilir: Dis parametreler, i¢ parametreler ve distorsiyon parametreleri. parametreleri, i¢
bir noktanin goriintii koordinatlar1 ile kamera gergevesine gore ifade edilen mekansal
koordinatlar arasindaki iliskiyi karakterize eder. D1s parametreler, kamera ¢ergevesi ve taban
cergevesi arasindaki geometrik iliskiyi karakterize eder. Son olarak, distorsiyon

parametreleri geometrik ¢arpikliklarin modelini karakterize eder.

Kalibrasyon veya kamera kalibrasyonu, kameranin i¢sel ve digsal parametrelerini
diinya koordinat sistemine gore belirleme siirecidir. Kalibrasyon teknikleri, bilinen ilgili
goriintli diizlemi ve goreceli koordinatlar1 bilinen diinya noktalarinin kiimelerine dayanir
(Clarke ve Fryer, 1998; Zhang, 1999; Fetic vd., 2012). Kamera kalibrasyon yontemlerinde
kamera i¢ geometrik ve optik parametreleri, kamera ve nesne arasindaki iliskiyi tanimlamak
icin bilgi gerekir. Klasik kamera kalibrasyonu, (Zhang, 2004)’da anlatilan yontem ile elde
edilebilir.

Aragtirmacilarin goriintii tabanli gorsel servolama yaklasimini ¢ok kamerali bir
sisteme uygulanmasini tavsiye etmelerine ragmen (Martinet ve Cervera, 2001; Hager vd.,
1995), bazi kamera teknolojileri uygulamalarmin kalibrasyona ihtiyaci yoktur. Stereo
gorlintii sistemi kullanildiginda, sol ve sag goriintiillerde 3 boyutlu bir nokta agikca
goriilebiliyorsa, goriintiiyii gorsel 6zellikler olarak kullanmak miimkiindiir. Sadece tek bir
kameranin s6z konusu oldugu bir monokiiler goriis sistemi kullanilmas1 durumunda, kamera
kalibrasyonu gibi belirli sayida varsayimin yapilmasi kaginilmazdir. Bu durumda robotun
gorsel servolama kontroliinii zorlagtiran ve bu konfigiirasyonlarin yakininda neredeyse

imkansiz olan bazi tekillikler bulunmaktadir. Aslinda bir binokiiler goriis sisteminin



18

kullanilmasi, bu tiir tekilliklerden kaginmakta ve daha az kamera kalibrasyonu
gerektirmektedir. Bu nedenle, stereo goriis konfigiirasyonunda, 3 boyutlu parametrelerin,
farkl1 acilardan ve farkli bakis acilarindan gozlemlenen ayni sahnenin goriintiilerinin
epipolar geometri kullanilarak hesaplanmasi da miimkiindiir (Faugeras, 1992). Hem stereo

gorsel hem de monokiiler gorsel, belirli uygulamalara bagli olarak avantajlara sahiptir.

Gereken hesaplamalar agisindan, stereo gorsel servolama klasik monokiiler gorsel
servolama yaklasimlarina gore bir¢ok avantaja sahiptir, 6rnegin, gézlemlenen nesnenin
herhangi bir geometrik modeli olmaksizin derinlik bilgisi geri kazanilabilir. Goriintli tabanl
gorsel servolamada bile, goriintii etkilesimi matrisinin hesaplanmasi i¢in bu bilginin gerekli
oldugu belirtilmelidir. Yine de (Chenchen, 2014)'de, monokiiler gormeye dayali dogrusal
kalibrasyon yoOnteminin engel mesafesi Ol¢limii icin uygulandigi, monokiiler gorsel
kullanilmaktadir. Algoritma, kamera kalibrasyon problemini, goriinti diizlemindeki ve
gercek diinyadaki noktalar arasindaki projeksiyon iligkisini analiz ederek iki dogrusal
denklemi ¢6zmektedir. Dogrusal olmayan problemi dogrusal bir probleme doniistiirmekte
ve hesaplama karmasikligini biiyiik 6l¢lide azaltan kalibrasyonu tamamlamak i¢in sadece 3

sabit noktaya ihtiya¢ duymaktadir.

3.2.3 Goriintii yorumu

Goriintli yorumu, ana goriintli 6zelliklerinin belirlenmesi ve ¢ikarilmasindan olusur.
Ozellikler, belirli tiirdeki degerli bilgileri tutan goriintiilerde bolgeler olarak kabul edilir.
Ornegin, insan vizyonu dogal olarak giiclii kontrast, renk, net kenarlar ve farkli sekillere
sahip ozelliklere meyleder. Goriintii gergevesi, ayiklanacak belirli goriintii 6zelliklerine

uygun daha verimli yapilara doniistiiriilmelidir.

Gorsel servolama uygulamalar i¢in biiytik ilgi goren {i¢ ana goriintii 6zelligi vardir;
geometrik merkezler, koseler ve cevreler. Uygulamada kullanilan en basit 6zellik ve en
verimli goriintii 6zelligi geometrik merkezdir. Hem ¢evre hem de hedef nesnelerin yliksek
Olcide  yapilandirildigi  diizlemsel gorevler icin  ozellikle belirtilir.  Koseler,
yapilandirilmamig ortamlarda ¢ikarim i¢in hesaplama verimliligi, genis kullanilabilirlik ve
saglamlik arasinda 1yi bir aligverise olanak saglayan ¢ok saglam ve esnek bir goriintii

ozelligidir. Ayrica, kullanimi geometrik nesne modellerine dayali uygulamalara da
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uyarlanabilir. Son olarak ¢evreler, gorsel servo uygulamalar i¢in kullanilan en karmasik ve
gelismis goriintii 6zelligidir. Bu 06zellik, o6znitelik ¢ikarma isleminin kendisi igin ve

genellikle bu 6zelligi kullanan ilgili algoritma i¢in 6nemli bir hesaplama giicli gerektirir.

e Geometrik Merkez

Geometrik merkezler, yliksek yapilandirilmis ortamlardaki diizlemsel uygulamalar
i¢in cok yaygin ve popiiler bir goriintii 6zellikleri sinifidir. Ozel olmayan donanimlarla da
degerlendirmek kolay ve hizlidir. Esas olarak, gozlemlenen sahnenin konumunun ve
oryantasyonunun yeniden yapilandirilmasina izin veren, degismezler olarak bilinen sayisal
niceliklerin insa edilmesi i¢in uygulanir. Basit bir ikiye ayirma, hedef nesnenin arka plana
gore gdz Oniinde bulundurulmasi i¢in kullanilan, merkezin degerlendirilmesi icin gerekli

olan goriintii islemesidir. Nesnenin ve arka planin kolay ayirt edilebilir olmas1 gerekir.

o Kaoseler

Kose, gorsel algilama uygulamasinda en ¢ok kullanilan goriintii 6zelliklerinden
biridir. Hesaplamadaki karmasiklik ile sentetik goriintii bilgilerinin kalitesi ve saglamligi
arasindaki dengeyi temsil eder. Koseler, ¢esitli uygulama tiirleri i¢in ¢ok farkli sekillerde
uygulanmstir, 6zellikle bunlar, yapay modellere dayali uygulamalar i¢in belirtilmistir. Tipik
olarak, bilinen bir modelin kdselerini goriintiideki cikarilan koselere eslestirmek igin

kullanilirlar, bu da sahnede hedef nesnelerin mevcudiyetini veya konumunu analiz eder.

Koselerin degerlendirilmesi i¢in gereken goriintii isleme, kullanilan algoritmanin
tiiriine baglhdir. Ornegin, smirdaki onemli déniigler igin yapilan arastirmaya dayanan
algoritmalar, dijital bir goriintii, keskinligin segmentasyonu ve sinirinin zincir kodu olarak
cikarilmasi, yani gozlemlenen bir nesnenin kenarmin bir temsili olarak verilir. Kenar,
kenarin bir sonraki pikselinin konumunu karsilik gelen ayrik yonii gosteren bir kiiciik

tamsay1 "zinciri" ile tanimlanir.
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. Cevre

Kontur, goriintii islemede ¢ok heyecan verici bir konudur. Cizgiler ve egriler, bilgisayar
goriintli alanindaki énemli 6zelliklerdir ¢linkii bir nesnenin seklini veya dis hatlarini tanimlarlar ve
dolayistyla bilgisayarin tanimasini saglarlar. Kontur temsili, bir dizi nesne i¢in yararli olacak sekilde
genel olarak sekil bulmakla ilgilidir, ayn1 zamanda goriintii verisinden hesaplanmasina izin verir ve
benzer sekillerin karsilagtirilmasini kolaylastirir. Cizgi ve egri uydurma, sablonlar kullanilarak
dogrudan yapilabilirken, bu yontemler veri gereksiniminden dolay1 genellikle zorluklarla
karsilasir.

Bir 6zelligin yasam dongiisii, 6zellik tabanli tanima agisindan tipik olarak ii¢ asamadan
olusur. Ozellikler ilk olarak &zellik tespiti ad1 verilen bir asamada algilanir, daha sonra etkili
ve giivenilir bir sekilde digerinden ayirt edilebilecek sekilde tarif edilirler. Son olarak, s6z
konusu 6zelliklerin eslesip eslesmedigini belirlemek i¢in egitim goriintiilerinden 6zelliklerle
eslestirilirler.

3.2.4 Goriintii iyilestirme

Bu tezde PBVS ve IBVS'nin uygulanmasi igin bazi gorintii isleme teknikleri
kullanilmistir. Burada bir veya daha fazla giris goriintiisiinii bir veya daha fazla ¢ikti
goriintlisline doniistiiren ve bir hesaplama islemi olarak, goriintii islemeyi tanimlamaktayiz.
Goriintii islemede siklikla, goriintii iyilestirme kullanilir (Corke, 2011). Goriintii gelistirme

tekniklerinin ¢ogu morfoloji ve goriintii parcalamadan gelir.

e Resim Siniflandirma

Goriintli boliimleme terimi, bir goriintiiniin bir dizi bdlgeye boliinmesini ifade eder.
Birgok gorevdeki amag, bolgelerin goriintiiniin anlamli alanlarini temsil etmeleridir. Onplan
piksel olarak goriintii piksellerinin bir alt kiimesini se¢en bir islemle renkli bir goriintiiden
ikili bir goriintii elde edilebilir. Bir goriintii analizi gorevinde ilgilenilen pikseller, geri kalan1
yok sayilacak arka plan pikselleri olarak birakilir. Secim islemi, esikleme operatorii kadar
basit olabilir veya karmasik bir siniflandirma algoritmasi olabilir. Bir dizi uygulamada,
yararli gorevler gergeklestiren algoritmalara giris olarak ikili goriintiiler kullanilabilir. Bu
algoritmalar, ¢ok basit sayma gorevlerinden ¢cok daha karmasik tanima, yerellestirme ve

denetim gorevlerine kadar olan gorevleri gerceklestirebilir (Shapiro ve Stockman, 2000).



21

En basit segmentasyon teknigi, sadece iki bolgeyi dikkate alan ikili segmentasyondur. Tipik
olarak, segmentasyon islemi, bir esik T ile piksellerin karsilastirmasini igerir. Pij’in, (i, j)
koordinatl piksellerin degeri oldugunu ve SB ve SF'nin sirasiyla arka plan ve onplan
piksellerinin kiimeleri oldugunu varsayalim. ikili segmentasyon siireci asagidaki gibi kolay

temsil edilebilir:

S,if 1, <T

Pi= s it 1, =T

(3.7)

Bu teknigin en 6nemli avantaji, gercek zamanli uygulamalari uygun kilan daha az hesaplama

karmagikligidir. Bu yaklagimin en 6nemli adim1 uygun bir esigin secilmesidir.

Cizelge 3.1. Esik pseudocode

Algoritma 1

I: giris gri tonlamali goriintii vektorii
thresh: bir esik degeri

Wins: bir pencere boyutu

Bin: goriintii vektori ikiye ayirma

For her satir 1'den yiikseklige kadar tanimlanir do
For siitun 1'den genislige kadar tanimlanir do
Gegerl. piksel = I [satir, siitun];
If (gegerli piksel <ortalama-thresh) then
Bini Etiketle [satir, siitun] = 0;
else
Etiket Kutusu [satir, slitun] = 1;
End if
End for
End for
Bine Geridon

Literatiirde, otomatik esik se¢cimine yonelik bir¢cok yaklasim gelistirilmistir. Bazi

adaptif teknikler de Onerilmistir, ancak yine de ikili segmentasyonun etkin kalite
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indekslerinin belirlenmesi ile ilgili problemleri vardir. En ¢ok kullanilan ¢6ziim, olas1 piksel
degerlerinin her biri icin piksel sayisini saglayan gri seviyelerinin histogrami olarak da
adlandirilan goriintii histogramina dayanan ¢6ziimdiir. Bu teknigin 3 boyutlu nesnelerle
sahneler i¢in uygulanmasi, Ozellikle her bir pikselin gri seviyelerini farkli bir sekilde

degistiren goriintii giiriiltiisii nedeniyle ¢alisma kosullart daha karmagiktir.

e Morfoloji

Morfoloji sdzciigii, bi¢im ve yapiya atifta bulunur ki bilgisayar goriisiinde bir
bolgenin sekline basvurmak icin kullanilabilir. En yaygmn ikili goriintii islemlerine
morfolojik islemler denir ¢linkii bunlar temeldeki ikili nesnelerin seklini degistirirler
(Szeliski, 2011). Ikili morfolojinin islemleri, bir ikili goriintii B'yi ve genellikle cok daha
kiigtik, ikili bir goriintii olan bir yapilandirma elemani olan S'yi girer. Yapilandirma eleman:
bir sekli temsil eder; herhangi bir boyutta veya yapida olabilir. Bununla birlikte, belirli
boyutlarda dikdortgen veya belirtilen capta dairesel bolge gibi bir dizi ortak yapilandirma
elemant vardir, yapilandirma elemanlarinin amaci, ikili gériintiiniin problar1 olarak hareket
etmeleridir. Yapilandirma elemaninin bir pikseli, onun kaynagi olarak belirtilmektedir; bu
genellikle simetrik bir yapilandirma elemaninin merkezi pikselidir. Bazi temel morfoloji

operasyonlari, genisleme ve erozyondur.

Dilatasyon islemi bir bolgeyi biiyiitiirken, erozyon kiiciiltiir. Bu islemler, giirtiltiiniin
azaltilmasi, tek tek elemanlarin izole edilmesi ve bir goriintiideki farkli unsurlarin
birlestirilmesi gibi ¢ok ¢esitli baglamlarda ortaya cikar. Dilatasyon, bazi goriintii B'lerin
cekirdek veya yap1 elemani S ile bir sarmalidir. Cekirdek S goriintii {izerinde tarandikc¢a, S
ile Ortiisen maksimum piksel degeri hesaplanir ve kaynak altindaki goriintii pikselinin degeri
o maksimum degerle degistirilir. Bu, goriintiideki parlak bolgelerin biliylimesine neden olur.

Erozyon, konusma operasyonudur.

Erozyon operatoriiniin hareketi, ¢ekirdegin alani {izerindeki yerel minimum
hesaplamaya esdegerdir. Cekirdek S goriintii iizerinde tarandikga, S ile Ortlisen minimum
piksel degeri hesaplanir ve orijin altindaki goriintii pikselinin degeri o minimum degerle
degistirilir (Bradski ve Kaehler, 2008). Iki temel morfolojik islem Sekil 3.3'teki gibi ikili

goriintlilerin islenmesinde kullanilir.
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(a) (b) (©)

Sekil 3.3. Morfolojik operasyon;(a) orjinal goriintii (b)erozyon (c)dilatasyon (Steven, W, 1998)

3.2.4. Kenar algillama ve kenar baglama

Sinir algilama ve kenar baglama islemleri, goriintii anlayisindaki temel adimlardar.
Kenar algilama, bir¢ok bilgisayarin géorme ve goriintii isleme uygulamasinda en 6nemli
adimlardan biridir. Kenarlar kabaca yerel yogunlugun degistigi goriintii konumlar1 olarak
tanimlanabilir. Yogunluk ne kadar giiclii olursa, bu pozisyonda bir kenar i¢in iz o kadar belli
olur (Burger ve Burge, 2009). Kenarlarla ¢alisirken kenarlarin, baglantiyr bozan linki

kurtarmaya ¢alismak icin harekete gectigi ve ayrilan kenar parcalarina ayirdigi goriliir.

e Kenar algilama

Kenarlar ve gevreler, insan ve diger goriis sistemlerinde baskin bir rol oynamaktadir.
Kenarlar, hem biyolojik goriisde hem de bilgisayar goriintii analizinde goriintii bilgilerinin
analiz ve yorumlanmasina yonelik ¢ok 6nemli ipuglaridir (Mlsna ve Rodriguez, 20009.
Kenarlar sadece gorsel olarak carpict degildir, herhangi bir nesne sadece birkac anahtar
kenar ile yeniden olusturulabilir. insanlar, goriintiideki sinirlari otomatik olarak algilayan
cok 1yi bir gorsel sisteme sahiptir. Oysa, makinelerin aynisin1 kopyalamasi i¢in dnemli

miktarda ¢aba gerekmektedir (Akhtar vd., 2008).

Matematiksel kenar algilama, parlaklik veya yogunluk seviyesinin keskin bir sekilde
degistigi veya siireksizliklerin oldugu dijital bir goriintiideki noktalar1 tanimlamay1
amaclayan bir islev olarak tanimlanabilir. Kenar algilama, basitlestirilmis bir goriintii elde

etmek i¢in kullanisly, diisiik seviyeli bir goriintii isleme seklidir (Danahy, 2006), islenecek
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veri miktarini biiyiik 6l¢iide azaltarak ve ayni zamanda nesne sinirlari ile ilgili yararli yapisal

bilgileri koruyarak goriintii analizini basitlestirir (EImabrouk ve Aggoun, 2005)

Kenar algilama, gri tonlamali bir goriintiiyl ikili goriintiiye doniistiiren, bir kenarin
varligii veya yoklugunu gosteren bir islemdir (Jevtic vd., 2009) Daha spesifik olarak, kenar
algilama, hangi piksellerin kenar pikselleri oldugunu belirleme iglemi olarak tanimlanabilir.
Bir kenar algilamasinin sonucu genellikle her bir orijinal pikselin kenar siniflandirmasini ve
bliyiiklik ve yonelim gibi olast kenar oOzniteliklerini agiklayan bir kenar haritasidir.
Geleneksel kenar algilama algoritmasi, girig olarak gri tonlamali bir goriintii alir ve bir kenar
pikseli (edgel) isaretlendiginde (6rnegin, kenar haritasindaki degeri 255) ve kenar olmayan
bir piksel isaretlenmediginde ikili kenar haritasi (BEM) firetir. (6r. Kenar haritasindaki

degeri 0'dir).

Onemi nedeniyle, kenar saptama aktif bir arastirma alan1 olmaya devam etmektedir
ve aragtirma alani gegtigimiz yillarda ¢ok dikkat ¢cekmistir. Bu, yillar i¢inde dnerilmis olan
bir¢ok kenar tespit algoritmasiyla kanitlanmistir. Bu algoritmalarin, uygun filtreler ve esikler
secimi gibi ¢ok ¢esitli dis etkenlere bagli olduguna dikkat ¢ekilmistir. Dahasi, bunlar sadece
dijital goriintiiler ile sinirhidir. Diger zorluk ise, tiim durumlarda (gortintiilerde bulunan farkli
goriintli ve sahneler) gecerli olan tek bir kenar algilama algoritmasi olmamasidir. Literatiirde
onerilen ¢ok sayida kenar tespit algoritmasi olmasina ragmen, hala insan goéziine kiyastan

cok uzaktirlar.

e Kenar algilama uygulamalar:

Goriintli isleme, analiz, Oriintii tanima ve bilgisayarla gérme uygulamalar1 gibi ¢ok
cesitli uygulamalarda kenar algilama biiylikk 6nem tasimaktadir. Siir ¢izgileri, bir
goriintliideki nesnenin en dnemli 6zelliklerinden biri olarak kabul edilir. Birgok bilgisayarin

gbérme uygulamasi nesne ve sekil tanima gorevleri igin sinir bilgilerine dayanir (Zhu vd.,

1996).
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bilgisayar goriisii tibbi teghis
goruntd goriintii
sikistirma kenar alglama gelistirme
gorinti ——
parcalama goriinti gifreleme

Sekil 3.4. Kenar algilama uygulamalarindan bazilari

Tespit edilen sinirlar, model eslestirmesi i¢in uygun bir takim 6zellikler sagladigindan, nesne
tespiti igin kenar algilama kullanilmistir, Sekil 3.4 gostermektedir. Gliniimiizde ise farkli
sekillerde uygulanmaktadir. Goriintii par¢alama gibi bircok uygulamada 6n islem olarak

kullanilmaktadir.

Kenar algilama algoritmalari, islenecek veri miktarmi biiylik Slgiide azaltabilir,
alakasiz verileri filtreleyebilir ve ayn1 zamanda islenecek ilgili verileri koruyabilir. Kenar
algilama algoritmalarinin amaci, bir goriintiiden daha fazla bilgi elde etmektir (Petrou ve
Petrou, 2010). Kenarlar, tanima nesneleri veya esleme 6zellikleri olarak kullanilabilirken,
resim diizenleme i¢in de kullanilabilirler. Benzer bir nesne, kenar dedektorleri tarafindan

elde edilen kenar bilgisi sayesinde yeniden olusturulabilir.

Kenar tespiti, medikal goriintiilemede de dnemlidir; burada viicut parcasi tanima ve
manyetik rezonans anjiografi (MRA) gibi timor tanisi igin kullanilmaktadir (Law ve Chung,
2007). Teshis tespitinde ve ozellik cikariminda biiyilk onem tasir. Ornegin, tibbi
goriintiilemede, kenarlar bir timor ve ilgili diger 6zellikleri temsil edebilir. Siir 6zellikleri
belirlendikten sonra, i¢ dokular1 analiz etmek i¢in yiiksek dereceli yeniden kurma yontemleri
kullanilabilir (Saxena, 2008).

Aslinda, ortiisen nesneler arasindaki sinirlarin belirlenmesi, ¢gesitli makinelerin tespit
uygulamalari i¢in dogru nesne tanimlama ve hassas hareket analizine olanak tanir. Bu ilk

prosediir genellikle arka plandan izole edildikten sonra sahne elemanlarinin alan,
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parametreler ve sekil siniflandirmasi gibi daha ileri hesaplamalarina yol agar. Kenar
algilamay1 kullanan algoritmalarin 6rnekleri arasinda egri evrimini saptamak i¢in kenar
bilgisini kullanan yilanlar da vardir (Nercessian, 2009). Bu ¢alismada Canny kenar tespiti
tizerine odaklanilmistir. Gorsel servolama uygulamalar icin kenar algilama, kullanish

Ozelliklerin ortaya ¢ikarilmasina yardimci olur.
e Canny Kenar Algilama
Canny kenar algilama, goriintii islemedeki kenar dedektorlerden biridir. Canny kenar
algilamanin ana amaglari ii¢ ana sartta 6zetlenmistir; iyi tespit, iyi lokalizasyon, minimal

cevap.

Cizelge 3.2. Canny pseudocode

Algoritma 2

I: Giris gri tonlamal1 goriintii
sigma: Gaussian

smoothing: kernel

low Thresh: Diisiik gradyan esigi
high Thresh: Yiiksek gradyan esigi
S: Diizeltilmis goriintii

G: Gradyan biiytikliikleri

Dir: Kenar yonergeleri

BEM: ikili kenar haritasi

Canny (I, sigma, lowThresh, highThresh)
1. S = Piiriizsiiz Goriintii (1, sigma);
2. (G, Dir) = CGradient hesapla (S, Sobel);
3. BEM = Maksimum Olmayan BaskiG, Dir);
4. Hysteresis (BEM, lowThresht, highThresh);
5. BEM’e Geridon;

End-Canny

Algoritmadan da goriildigii gibi, Canny, 4 parametreyi, yani Gaussian yumusatma
cekirdeginin sigma girisini, diisiik ve yiiksek gradyan esik degerlerini alir ve 4 ana adimda

kenar algilamay1 gerceklestirir. Asagida her adim kisaca vurgulanmustir.
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Yumusatma: Bir [ goriintiisii verildiginde, goriintii 6nce bir Gauss c¢ekirdegi
tarafindan belirli bir sigma ile diizeltilir ¢linkii Gaussian filtresi basit bir maske kullanilarak
hesaplanabilir. Gaussian maskesinin genisligi ne kadar biiylik olursa, dedektordeki giirtiltii
de o kadar azalir. Bu adimin temel amaci, giiriiltiiyii bastirmak ve goriintiiden bazi giirtiltiili

eserleri eksiltmektir.

Gradyanin hesaplanmasi: Bir sonraki asama, gradyan biiyiikliigiinii ve yonlerini
belirlemeyi igerir. Gradyan biiylkligli ve yonleri, diizeltilmis goriintii (S) iizerinde
hesaplanmaktadir. Prewitt, Sobel ve Scharr operatorleri gibi iyi bilinen operatorler bu
asamada kullanilabilir. Sobel operatorii bir ¢ift (3 x 3) sarim maskesi kullanir; biri de c-
dogrultusundaki (siitunlar) gradyani tahmin eder ve digeri de gradyani r-yoniinde (satirlar)

tahmin eder. Bunlar asagida Cizelge 3.3’de gosterilmistir:

+1 +2 +1 -1 0 +1

0 0 0 -2 |0 +2

-1 (-2 | -1 -1 (0O +1
(@) (b)

Cizelge 3.3. Goriintii gradyani (a) stitunlara yoniinde Gr (b) satirlara yoniinde Gc

Gradyanin biiyiikliigii veya kenar kuvveti daha sonra yaklasik olarak su sekilde tahmin

edilir:

G=|g,|+|g] (3.8)

Maksimal olmayan baski: Bu asamada, sadece yerel maksimumlar kenarlar olarak
isaretlenir. Kenarlar, gradyan biiyiikliigii, onun gradyan yoniindeki komsularindan daha
bliylikse, bir pikselin kenar {lizerinde oldugu diisiiniilen azami siipresim olarak bilinen bir
yontemle hesaplanir. Bu asamada, sadece yerel maksimumlar kenar olarak isaretlenir.
kenarlar, maksimum olmayan baski olarak bilinen bir yontemle hesaplanir. Ornegin, belirli
bir pikselin gradyan yonii 90 dereceyse, o zaman kuzey ve giineyindeki pikseller onunla

karsilastirilir. Gegerli pikselin gradyan biiytikliigii her iki komsundan daha yiiksekse, mevcut
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pikselin olas1 bir kenar oldugu belirtilir. Aksi halde piksel ortadan kaldirilir ve kenar olarak
kabul edilmez. Bu, ¢ikt1 goriintiisiinde ince bir ¢izgi verecektir. Bu adimin sonunda beyaz
piksellerin, maksimum baskilama isleminden kurtulan pikseller oldugu bir ikili kenar

haritas1 elde edilir.

Histerezis: Bu, gercek kenarlari tutmay1 ve ikili kenar haritasinda (BEM) yanlis
olanlar1 elemeyi amaglayan son adimdir. Bir alt ve bir iist olmak tlizere iki esik kullanir.
Gradyan biiyiikliigiiniin alt esikten daha kii¢iik oldugu kenarlar elimine edilir. Daha yliksek
ve daha diisiik esik arasinda yer alan kenarlar zayif kenar olarak kabul edilirler ve sadece
giiclii kenarlara baglanmislarsa hayatta kalirlar. Aksi halde zayif kenarlar yanlis tespit olarak
ortadan kaldirilir.

Gergek goriintii uygulamasindaki kenar algilama isleminde birgok zorluk vardir.
Kenar gruplariin arasinda giiriiltii, karisma, parazit veya bir kilavuzun kullanimindan
kaynaklanan siireksizlikler ve bosluklar vardir. Bu ise kenarlarda eksilik, yanlis tespit ve
hatalarla sonuglanir. Béylece kenar baglama ihtiyaci, genellikle kenarlar, katilimsiz kenarlar
ve giiriiltiilii gentik benzeri yapilar, diizensiz ve ¢oklu piksel genis kenar olusumlari arasinda

eksiklikler olusur.

e Sobel kenar dedektorii

Sobel kenar dedektorii, gradyan tabanli bir yontemdir. Birinci mertebeden tiirevlerle
calisir. X ve Y eksenleri i¢in goriintiiniin ilk tlirevlerini ayr1 ayr1 hesaplar. Tiirevler sadece
yaklasik degerlerdir, ¢linkii goriintiiler siirekli degildir. Yaklasik olarak 3 x 3 kernel cifti,

sartm i¢in kullanilir Cizelge 3.4 gibi.

(@) (b)

Cizelge 3.4. 3 x 3 Kernel (a) Siitunlara Yontinde Kx (b) Satirlara Yoniinde Ky
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[k maskeyi goriintiiye uyguladigimizda, dikey kenarlar1 6n plana ¢ikarir. Basitce
birinci dereceden tiirev gibi ¢alisir ve bir kenar bolgesindeki piksel yogunluklarinin farkini
hesaplar. Merkez siitun sifir oldugundan, goriintiiniin orijinal degerlerini i¢germez, aksine bu
kenardaki sag ve sol piksel degerlerinin farkini hesaplar. Ayrica, hem birinci hem de {li¢iincti
stitunun merkezi degerleri sirasiyla 2 ve -2'dir. Bu, kenar bolgesinin etrafindaki piksel
degerlerine daha fazla agirlik verir, kenar yogunlugunu arttirir ve orijinal goriintiiyle

karsilastirmali olarak gelistirilir.

Ikinci maske, bir goriintiideki yatay kenarlar1 belirler. Ayrica, yukaridaki maskenin
prensibiyle c¢alisir ve belirli bir kenarin piksel yogunluklar1 arasindaki farki hesaplar.
Maskenin merkez satir1 sifirdan olustugu i¢in, goriintiideki kenarin orijinal degerlerini
icermez, aksine belirli kenardaki piksel yogunluklarmin istiindeki ve altindaki farklari
hesaplar. Boylece, ani yogunluk degisimlerini arttirir ve kenart daha goriiniir hale getirir.

Maskeye daha fazla agirlik aldiginda daha fazla kenar elde edilir.

Bu ¢ekirdekler, dikey ve yatay olarak c¢alisan kenarlara maksimum olarak, iki dikey
yonelimin her biri icin bir ¢ekirdek olan piksel 1zgarasina gore tepki vermek iizere
tasarlanmistir. Cekirdekler, her bir gradyanlar yoniindeki gradyan bileseninin ayri
Olglimlerini tiretmek i¢in girig goriintiisiine ayr1 olarak uygulanabilir, Bunlar daha sonra her
noktada gradyanin mutlak biiyiikliiglinii ve bu gradyanin oryantasyonunu bulmak i¢in bir

araya getirilebilirler.

Cizelge 3.5. Sobel Detektorii Pseudocode

Algoritma 3

I gri tonlamal1 gbriintliyl gir
SobelDetector(l,kx,ky)
1. Ornek giris I gériintiisiinii yiikle.
2. Verilen goriintiide maskeleme yap.
3. Algoritma ve gradyani uygula.
4. Giris goriintiisiinde her iki yonde de maske manipiilasyonu
gergeklestir(kx,Ky).
5. Degradenin mutlak biiyiikliigiinii bul.
6. Kenara Geridon

End
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e Kenar baglama

Kenar baglama islemi, sirali bir kenar listesi olusturmak i¢in bir kenar algilayicisi
tarafindan girdi olarak tiretilen siralanmamis kenar piksellerini alir (Nagabhushana, 2010).
Nesne sinirlarini ¢ikarmasi beklenen ortak kenar dedektorleri, yiiksek kisitl ortamlarda elde
edilen goriintiiler haricinde, farklilagtirma islemlerinden ve goriintiilerde yer alan giiriiltiiden
kaynaklanan sorunlardan dolay1 zorluk ¢eker (Zhu vd., 1996). ilk kenar bilgisi tamamlamak
i¢in ek kenar baglama adimi gereklidir. Kenar baglama, biiyiik 6nem tasir ve sahte kenarlarin

ortadan kaldirilmasinda ve eksik parcalarin eklenmesinde 6nemli bir rol oynar.

Konvansiyonel kenar algilama algoritmalari her zaman kenarlarin eksik kisimlarina ve
eklenmis sahte kenarlara neden olur (Jevtic vd., 2009), Kismi tiirevlere dayanan verimli

kenar operatorleri siirekli kenar haritalar1 tiretemezler.

Geleneksel kenar algilama algoritmalar1 kenarlari tespit etmek igin bir esik ve bazi
filtreler kullanir, sonu¢ olarak bundan sonra iiretilen kenar haritalari, gercek bir iliski ve
baglanti olmaksizin bireysel kenar piksellerinden olusur (Topal vd., 2010). Baz1 kenar
algilama algoritmalar1 global bir esik kullanir, global esik goriintiiyii ikili bir goriintiiye
dondiistiirtir; bununla birlikte, bu, diisiik kontrastli bolgelerde ince kenarlarin ¢ikarilmasiyla

sonuclanir. Sonug olarak, kenarlar kirillacak ve 6nemli kenarlar kaybolacaktir.

Sobel’a (1968) veya Canny’a (1986) gore geleneksel kenar dedektorleri yerel
gradyan operatorlerini kullanir ve zaman zaman giiriiltii giderme i¢in ek yumusatma ile bazi
onemli kenarlar giiriiltii olarak kabul edilebilir ve bu nedenle atilir. Kapali cevreleri
kurtarmak i¢in farkli teknikler kullanilmistir. Kenar baglama yontemleri iki ana kategoride
siniflandirilabilir: (1) yerel kenar baglama, (2) kiiresel kenar baglama. Baska bir grup,
bolgesel baglanti olarak adlandirilan tglincii birisini ekleyerek {i¢ kategoriye ayirir

(Gonzalez ve Woods, 2011).



3.2 Endiistriyel Robot Kol Prototipi

3.2.1. Robot Kolu UR5
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Robot URS, piyasada sadece ii¢ iirline sahip bir Danimarka sirketi olan Universal

Robots Company'nin bir tirlintidiir.

Cizelge 3.6. (a-b)URS robotu ozellikler

Agirlik 18,4 kg / 40,6 Ibs

Yk kapasitesi 5kg/11 Ibs

Erisim 850 mm /33,5 ing

Ortak araliklar +/- 360 °

Hiz Tim eklemler: 180 ©/s. Arag: Tipik 1 m/s./39.41in/s.

Tekrarlanabilirlik

+/- 0.1 mm/ +/- 0.0039 in (4 mils)

Ayak izi

D149 mm/5.9in

Serbestlik Dereceleri

6 donen eklem

Kontrol kutusu boyutu (WxHXD)

475 mm x 423 mm x 268 mm / 18,7 x 16,7 x 10,6 ing

G/ C gii¢ kaynagi Kontrol kutusunda 24 V 2A ve alette 12 VV / 24 V 600
mA
Tletisim TCP /1P 100 Mbit: IEEE 802.3u, 100BASE-TX Ethernet

soketi ve Modbus TCP

Programlama

Montajli 12 in¢ dokunmatik ekranda Polyscope grafik
kullanici arayiizii

Giirtilti

Nispeten giiriiltiisiiz

IP smiflandirmasi

IP54

Giig tiiketimi

Tipik bir program kullanarak yaklagik 200 watt

Isbirligi operasyonu

EN ISO 10218-1: 2006'n1in 5.10.1 ve 5.10.5'e gore test
edilmistir.

Malzemeler Aliiminyum, PP plastik
Sicaklik Robot 0-50 ° C sicaklik araliginda galisabilir
Gli¢ kaynagi 100-240 VAC, 50-60 Hz

Hesaplanan kullanim émrii

35.000 saat

Kablolama 1

Robot ve kontrol kutusu arasindaki kablo (6 m /236 ing)

Kablolama 2

Dokunmatik ekran ve kontrol kutusu arasindaki kablo
(45m/ 177 ing)
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URS, Universal Robots'un UR3 ve UR10 ile gelistirilen ii¢ farkli robotundan biridir.
Sirkete gore, robotlarinin temel avantajlar1 ve yararlari, kullanimi1 kolay, kolay
programlanabilen, giivenli ve hafif olmasi, 6zellikle UR5'in esnek olmasi ve 5 kg'lik yiiklerle
tekrarlanan ve tehlikeli gorevleri otomatiklestirebilmesidir. Toplama, yerlestirme ve test
etme gibi diisiik agirlikli isbirlik¢i siiregleri optimize etmek i¢in idealdir (Universal Robots,
2017). URS, 5 tane ile simirlidir UR10, biiyiikliik ve kapasite bakimindan daha biiyiiktiir,
ayni zamanda maksimum on kilogrami idare edebilir. Bu durum, ¢ogunlukla arastirma
ortaminda birgok robot arasinda URS5'e avantaj saglar. Bu robotun 6zellikleri ve performansi

asagidaki Cizelge 'de gosterilmistir.

3.2.2. Robotun Geometrisi

Boyutlar Sekil 3.5'te gosterilmistir. URS, 6DoF robotik kolu, tiim baglantilarini
baglayan alt1 adet doner baglantidan olusur; eklemlerin ads, ilk ii¢ i¢in taban, omuz, dirsek,
son li¢ i¢in ise bilek1, bilek2 ve bilek3 olarak adlandirilacaktir. Omuz ve dirsek eklemi, taban
eklemine dik olarak donmektedir ve bu iki eklem uzun bir baglant1 ile baglanmistir, bdylece
robotun uzun bir ¢alisma alanmi1 vardir, ayn1 sekilde uzun bir baglant1 dirsegi ve bilek 1

arasinda ayni sekilde biiyiik bir ¢calisma alan1 vardir.

Bileks -
: Bilek2
Bilekl/
Dirsek\t\ ‘
Omuz
____tabani

Sekil 3.5. UR5 robotu Model



33

Ug bilek eklemi temel olarak dogru oryantasyonda Araci Merkezi Noktas1 (TCP) olarak
adlandirilan manevralar1 hareket ettirir. Benzer diizenlerdeki 6 DoF'a sahip robotik
sistemlerin ¢ogunun genellikle ii¢ adet doner eklem yerine kiiresel bir mafsal kullandig

gorilmektedir.

3.2.3. Kinematik Analiz

Nesneye neden olan kuvvetleri dikkate almadan 6zneye davranan hareket bilimi
olarak tanimlanan kinematik, manipiilatorlerin kinematigi calismasi, hareketin tiim
geometrik ve zamana dayali 6zelliklerini ifade eder (Craig, 2005). Bu hareketler, onlar
olusturan kuvvetler ve torklar arasindaki iliskiler, burada bizim kapsamimiz altinda olmayan
dinamik problemlere tabidir. URS robotunun karmasik geometrisini ele almamiz igin,
mekanizma sisteminin tiim pargalarina koordinat ¢ercevesi atar ve daha sonra atanan

koordinat ¢ergevesi arasindaki iligkileri inceleriz.

Her bir baglant1 bir koordinat ¢ergevesine atanir. Sekil 3.6, cergevelerin baglantilara nasil
eklendigine dair bir hatirlatma gorevi goriir, her bir birlesim Denavit-Hartenberg notasyonu

kullanilarak bir koordinat ¢ergevesine atanir.

eklemi—-1

Sekil 3.6. Denavit-Hartenberg Notasyonu(Spong ve Vidyasagar, 2008)
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Baglant1 parametreleri asagidaki uzaklik ve a¢1 6l¢iimlerini saglayacak sekilde atanir. URS

robotunun parametreleri Tablo 3.7 den gosterilmistir.

a; oyle ki Xi ‘ye gore Zi ’den Zi+1 ’e Olclilen mesafe

Q; oyle ki Xi ‘ye gore Zi ’den Zm ’e Olgiilen agl

di dyle ki Z;’ye gore X, ;’den X, ’ye 5l¢iilen mesafe

‘9i Oyle ki Zi 'ye gore Xi,l ’den Xi ’ye Olgiilen olan agi

Cizelge 3.7. URS5 icin DH Parametreleri ve Olgiimii

| d, (o4 di ¢
0 0 0 - -
1 0 pi/2 0.08916 0,
2 0.425 0 0 0,
3 0.39225 0 0 0,
4 0 pi/2 0.10915 0,
5 0 -pi/2 0.09456 O,
6 - - 0.0823 0,

Sekil 3.7'de, her bir ekleme ayrilan gergeve ile robot kolunun ¢izimi vardir.
Kinematik parametreler ve kinematik matrisler, taban baglantis1 0’a gore herhangi bir
baglantinin pozisyonu ve yoOnelimi i¢cin doniisiim saglayan tahsis edilmis cercevelere
dayanmaktadir. UR5 robot kolunun DH parametreleri Cizelge 3.7°de verilmistir. Burada
kullanacagimiz DH parametreleri ve Ol¢limleri bir¢ok arastirma ve modelde en ¢ok

bilinenlerdir (Spong ve Vidyasagar, 2008; Craig, 2005).
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Sekil 3.7. Robot eklemin ¢erceve paylasim
e ileri kinematik:
Ileri kinematik, robot denklemlerini eklem uzayindan kartezyen uzayina esler. Robot

son efektorii icin kartezyen alan tanimlanir ve bu, tutucunun Kartezyen pozisyonudur.

Cergeveden g¢ergeveye iligkin homojen doniisiim soyledir:
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Xx Yx Zx (P™), |

o |RTOPT [ Xy Yy zy (P
riao|RORE Xy Ty 2y ( .H)y (3.9)
0 1 Xz Yz Zz (P7),
0 0 O 1
Matrisin elemanlari, DH parametrelerinin fonksiyonlar1 oldugunda :
XX co,c0,,,c0.cO, +50,50,c0, —CO,50,,,50,
Xy | =|s6,c0,,,c0,c0, —s—cH,s6,c0, —50,50,,,56, (3.10)
Xz $0,,,C0.CO, +CO,,,50,
YX —¢6,c0,,,0.50, —s0,50.c0, —C0,50,,,50,
Yy |=| —56,c0,,c0,50, + 0,550,560, —S0,50,,,50; (3.11)
Yz —50,,,C0.50; +C0O,,,CO,
ZX | | —CH,CO,,,S0, +56,cO.
Zy | =| —s6,c0,,50, —cb,co, (3.12)
77 ~$0,3,50;

(P™), | [chch,a, +co,ch,a, +s0,d, +CO,50,,d, +(-CH,c0,,56, +50,c6,)d,

(P.i‘l)y =| s6,ch,a,+50,c0,a, —s0,d, +56,c0,,,d, - (56,c0,,,56, +cO,cl,)d, | (3.13)
(PiH)z de + 86'2612 + S€23a3 _C‘9234d5 _80234805(16

Homojen doniisiim, koordinat cercevesi i-1'den gerceve i'ye donilisiimii ve rotasyondan

olusur. p, atalet veya taban gergevesi ve 3 X 3 rotasyon matrisine gore son efektor veya

kavrayicinin pozisyonunu ve yoniinii ifade eden ii¢ vektordiir. URS robotunun DH

parametresinden homojen doniisiim asagidaki gibi hesaplanabilir:
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co,

(3.14)
sésa,, cOsa,, Ca,_, Ca ,d

Herhangi bir n-DoF robotu igin, tabandan son efektore eklenen homojen doniisiim,
sistemdeki tiim doniisiimlerin bir iiriini olarak tanimlanir, 6-DOF UR5 robotu i¢in tabandan

u¢ noktaya doniisiim su sekilde elde edilir:

T5 (61,0,,65,0,,05,65) =T (0)T, (6,)T5 (6:)T, (0)T5 (6:)T5 (65)  (3.19)

e Ters kinematik

Ters kinematik problematigi dogrudan kinematigin zittidir ve basa cikilmasi daha
zordur. Bu sorun, URS ve genel olarak tiim yliksek DoF’lar i¢in daha zor hale gelmektedir.
fleri konfigiirasyon igin sadece tek bir ¢dziim vardir, ters kinematik igin ise ayn1 kartezyen
koordinatlarla sekiz farkli ¢6ziim vardir. Bu ¢alismada, tekrarli teknikler tizerinde kapali
form ¢oziimleri kullanmayi tercih ediyoruz ve eger kapali formlu bir ortak ¢6ziim varsa,
birden fazla ¢o6ziimden uygun olan1 secilebilir. Bilinmeyen eklem agilari, arctan
fonksiyonuyla hesaplanabiliyorsa, ortak ¢oziimiin “kapali bigim” oldugu sdylenilebilir [93].
Tim olast ¢oziimlerin ortak konfigiirasyon seti (eklemlerin toplami), Hawkins ve Ryan

(2013)'den kabul edilen ters kinematik ile bulunmustur.

Ik olarak, 01 eklemini buluruz. 6. eklemin yeri, 5. koordinat gercevesinin taban
koordinat gergevesine gore konumunu verir. Son efektoriin kartezyen koordinatlarini
bildigimiz igin, 5. koordinat cergevesi ile iliskisini anlayabiliriz (Sekil 3.8). Robotun
geometrisini géz oniinde bulundurarak ve Sekil 3.8, x-y diizlemine bakarak, robotun iistten

bir gériinimiinii analiz edip 01'i bulabiliriz.



Sekil 3.8. Besinci ¢ergeveye gore ilk eklem geometrisi

Yukaridaki geometriden: @, =y + o+ pi/2

R,

tany =
(PSO)X

cosp = d—; ; D=y(R)),”+(R)),”

PO
elzatanﬁiacos 9, +pil2

(R, VR, +(R%),?
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(3.16)

(3.17)

(3.18)

Robotun omzuna “sag” veya “sol” olan karsilik gelen ekleml i¢in iki farkli ¢6ziime sahip

olacagimiz agiktir. Yukaridaki denklemden, sifira esit olan i¢in herhangi bir

konfigiirasyonun olamayacagini goriiriiz.
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Elimizde 01 degeri varken 05’1 ¢6zebiliriz. Cergeveden gergeveye doniistimleri kullanarak,
denklem (3.15) ile ¢ergeve 1'den kare 6'ya olan doniisiimii hesaplariz, bu da 4x4 matrisini

asagidaki gibi sonuglandirir:

(Tlo ) N Teo = (Tlo )71 T10T21T32T43T54T65 (3.19)

Son siitunun ilk {i¢ unsurunu biraktigimizda; Her iki tarafin (1, 4), (2, 4), (3, 4) 'i sirasiyla

esit olacaktir ve y-koordinatindaki 6. Cer¢evenin Psl degeri:

P,
Py=[-sL cl 0] p, |=p,(-sD)+p,(cD) (3.20)
P,

Sekil 3.9. Birinci. ve 6. Cergevelere gore Besinci Eklem Geometrisi (Hawkins; Ryan, 2013).
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Robotun geometri perspektifini gdsteren Sekil 3.9'dan, Pel noktasinin y koordinatini

cikarabiliriz.

1y _
(P}), =-d4—c5d6 (3.20)

psl-p,cl-d4
d6

05 =+.acos

(3.22)

Robotun “in / down”(i¢eri/asag1) veya “out / up”(disari/yukari) bileklerine karsilik gelen g,
icin iki farkli yapilandirma olacaktir. 5. ekleme bildigimizde, 6. eklemi bulabilmek icin
Hawkins (2013) gore yapabiriliz, 6. eklem icin ¢dziilecek bir sistem 6nermektedir. y,

(vektor y1, 6. Ekleme gore) koordinat eksenine bakarsak:

— X, S1+x,cl — €685
y? =|-y,sl+y,cl|vey; =| s6s5 (3.23)
-z,81+z,l —-c5

Yukaridaki esitlik, —y; vektdriiniin 06 azimut agis1 ve 05'in Sekil 3.10'daki kutup agisi

oldugu i¢in kiiresel bir koordinat ifadesi olusturur. Bu vektoriin x ve y koordinatlari, kolayca

¢oziilebilen bir sistem olusturur:

-y.sl+y.cl —(—xsl+x.cl
g, = atan 2( T Yy , %, d )) (3.24)
s5 )
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Sekil 3.10. Besinci EKklem ile llgili Altinc1 EKlem Geometrisi

Son 3 eklem 3-RRR diizlemsel bir kol gibi davranir, eklem konfigiirasyonu kapali
formlu bir ¢dziimden ve asagidaki 2RR'nin geometrik 6zelliklerinden tiiretilebilir. Tk iig
karenin Sekil 3.11'i ikinci ve tiglincii eklemleri bulmamiza yardimci olacaktir, tiglincii karede

bulunan birp; noktas1 x-koordinatindaki (p:) ve y-koordinatindaki (P, ile tanimlanur,

burada cos (y) esittir eksi cos (03)

(P),*+(P),” =a,” +a,” +2a,a, cos(6;) (3.25)

PO +(P), ~a,” —a,’
493_+arcco{( ) (;)y 2 (3.26)
a2a3

Ikinci ve iigiincii eklemler igin iki farkli olasi konfigiirasyon olacaktir, bu ¢dziimler “elbow

up” (dirsek yukari) ve “elbow down.”(dirsek asagi) olarak bilinir.
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(P,

A 4

(B,

Sekil 3.11. Ugiincii Eklem ile Ilgili Ikinci Eklem Geometrisi

Sekli 3.11 kullanarak ve Onceki geometrilere gdre ayni gergeve ydnelimini goz &niinde

bulundurarak.

1 .
Pa)y + arcsin2a5in(:)

6, = —arctan
2 = (p3), JPH.E+ (P,

(3.27)

Dordiincii eklem, (3.14) ve (3.15) denklemleri ve {iglincii eklemden dordiincii kareye
dontistimii kullanilarak hesaplanir, ilk siitunu kullanilarak dordiincii eklemi se sekilde elde

ederiz:

0, =atan2(x,,x,) (3.28)

e Uc eyleyici yonelimi

Ug eyleyici yoniinii tanimlamak icin birka¢ ydntem vardir. Ornegin, Ug eyleyici
matrisini tanimlayan homojen matrisinin T kullanimi. En bilinen ve en ¢ok kullanilan
yontem, X, y, z eksenleri ile ilgili son-efektor pozisyonundaki doniisler icin & , B ve y
olarak gosterilen rulo-pitch-yaw acilarmi kullanmaktir. Sekil 3.12, 3 boyutlu calisma

alaninda son efektoriin Euler doniisiimiinii gdstermektedir.
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0zt *

Sekil 3.12. Son efektér Euler dontistimii.

Bir a¢1 a 'nin zo doniisii art1 bir ag1 y1' in yaklasik 1 'lik doniisii ve ardindan bir ag1 Y™ nin

yaklagik 2 'lik bir doniisii, ZY X Euler acilarini veren genel bir doniis matrisini iretir.
ca —sa O c 0 sp|{ |1 0O O

R=|se¢ ca O0* 0O 1 O *0 cy -sy (3.29)
0O 0 1f(|-sp 0 cB| |0 sy cy

cacf CcaspfSy —sacy casfCy+Ssasy I,
R=|sacf sasfsy+caCy sasfCy—coSy |=|l,, Iy, Iy| (3.30)
—sp cosy cpcy TR CPR £

Yukaridaki doniisiim denkleminden ve r11 ve r22'nin sifira esit olmadigindan, genel bir

durum i¢in Euler ZYX acilarin1 hesaplayabiliriz:

a =atan 2(r,,, ;) (3.31)

[ =atan2(-r,,+/ r112 + r212 ) (3.32)

y =atan 2(—ry, ry;) (3.33)
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3.2.4 URS Cahisma Uzayr

URS robotik kolunun diger robotlarla karsilastirildiginda faydalarindan biri de
calisma uzayidir. URS, bir kutu alantyla sinirli degil, daha ileriye uzanabilir. Sekil3.13'te
URS'in ¢alisma uzay1 tasvir edilmistir. Yesil alan, TCP'nin ulasabilecegi alandir. Kiirenin
dis ¢apt 1,7 m'dir ve ulagilamayan silindirin ¢apt 0,3 m'dir. Ancak ulasilamayan
konfigiirasyonlar da vardir. Bazi konumlarda robot (yakin) -tekil konfigiirasyondan

etkilenecektir. Ayrica robotik kol kendisi veya ¢evre ile carpisabilir.

2

4

Sekil 3.13. UR5'in Calisma Alani

Robot tekil bir konfigiirasyonda oldugunda, istenilen ydriingeyi takip edemez. Bu
kacinilmasi gereken bir seydir. Ortak hiz uzayindan ug eyleyici hiz uzayimna doniisiim matrisi,
Jacobian olarak adlandirilir, Jacobian bir riitbe kaybettiginde, tekillik olusur. Caligma
uzayinin bazi alanlari, robot kolunun fiziksel 6zellikleri nedeniyle sikigan tehlikelere dikkat
edilmelidir. El bilegi eklemi, robotun tabanindan en az 750 mm mesafede oldugunda, bir
alan radyal hareketler i¢in tanimlanir. Diger alan te§etsel yonde hareket ederken robot

tabaninin 200 mm i¢indedir, (Sekil 3.14).
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200 mm

Sekil 3.14. Ulasilamaz Konfigiirasyonlar(Coppelia Robotics, 2016)

Robotik silahlar, siir tekillikleri ve i¢ tekillikler i¢in iki tip tekil konfigiirasyon
vardir. Robotun ¢aligma alaninin digina tasinmasi istendiginde sinir tekilliklerine neden olur.
Tipik olarak, bu robot tam kapsamli olarak gerildiginde ortaya ¢ikar. Daha sonra her yone

olan hareket 6zgiirliiglinii kaybeder.

I¢ tekillikler genellikle robotun iki veya daha fazla ekseni hizalandiginda ortaya
¢ikar. Bu durumda, bir eklemin hareketi, bagka bir eklem tarafindan iptal edilebilir, bu

nedenle hareket igin sonsuz olasiliklar vardir, eylemi belirsiz birakir.

Yakin-tekillikler, Jacobian' tersine ¢evirirken de bir sorun teskil etmektedir. Yakin-
tekilliklerle, Jacobian'in belirleyicisi kii¢iiliirken, tersine ¢evrilmis Jacobian biiyiik olacaktir.
Bu, son efektoriin kiicliik bir hareketi i¢in bazi eklemlerin biiyiik bir harekete ge¢mek
zorunda oldugu anlamina gelir. Bu nedenle, eklemin hizi, fiziksel sinirinin disinda calisir,

dolayisiyla son efektor, verilen referans yoriingeye gore hareket edemez.

Ote yandan, garpigmay1 onlemek icin en kolay yol, eklemleri higbir garpigma
olmayacak sekilde minimum ve maksimum bir a¢1 ile sinirlandirmaktir. Ornegin, taban
eklemi her acidan hareket etmekte 6zgiir olacaktir. Ancak, carpigmay1 6nlemek i¢in omu,z
0 ile m arasinda hareket etmelidir. Bu yaklasimin uygulanmasi ¢ok basittir, ancak robotun

hareketini ¢cok fazla sinirlandirir. URS ¢alisma alanindaki bazi konfigiirasyonlara ¢arpmadan
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ulagilabilir, ancak baglanti noktalarini sinirlandirarak robotun performansi da tehlikeye

atilabilir.

3.3. Gorsel Servo Kontroliindeki Kavramlar

3.3.1. IBVS Kontrolii

Robotik kolun ug eyleyicisinin konumunu ve nesnelerin pozisyonunu hesaplamak
icin hizli segmentasyon problemi ¢oziilmelidir. 3 boyutlu poz tahmini, ugus siiresi (ToF)
kameralari, RGB-D kameralar1 veya stereo goriis sistemleri gibi ¢esitli sensorler ile

yapilabilir.

Bu sistemlerde, robotun veya kavrayicilarinin istenen pozisyonu 2 boyutlu goriintii
bilgisi ile Olgiiliir. Gorsel kontrolér, robotun mevcut goriinti o6zelligi ile gorlintii
diizlemindeki istenen goriintii arasindaki goriintii mesafesi hatalarini azaltarak robota

hareket etmesini sdyler.

dzellik

ckarms “ Kamera «
o Griintii tabanh

Sekil 3.15. Goriintii tabanli gorsel servolama blok diyagrami

Stereo goriis sistemleri, 6zellikle tespit edilecek nesneler kiigiik oldugunda bir
problem olabilir. Daha yakin nesnelerle ugrasirken, bu sensorlerin gogunun benzer sorunlari
vardir. Ornegin, ToF ve RGB-D kameralar1 sadece 60 cm'den daha uzun mesafelerde
nesneleri algilar. Gorsel bir servolama sistemi i¢in, 6rnegin kafadaki gorsel sensorler ve

etkili derinlik algilama mesafesi, bu konfigiirasyonun kullanilabilirligini kisitlar.

Bu sorunu 6nlemek i¢in daha yakin nesneleri tespit etmek iizere bir stereo kamera
kullanilabilir. Ancak gorsel alan azalir, bu yiizden kol konfiglirasyonunu tespit etme

yetenekleri de azalir. Geleneksel monokiiler gorsel servolama tekniklerinin birgogunda,
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servolama gorevindeki yakinlastirma prosediiriiniin hizin1 yavaslatan kontrol yasasi i¢in bir
"sabit" goriintii etkilesimi matrisini hesaplamak iizere bir derinlik/mesafe parametresi veya
nesne modeli hakkinda 6nceden bilgi sahibi olunmalidir. Stereo goriisiin kullanilmasiyla, iki
gorlintiinlin epipolar geometrisi, gozlemlenen nesnenin herhangi bir geometrik modeline
gerek olmaksizin, goriintli etkilesim matrisini herhangi bir pozisyonda hesaplamak icin
kullanilabilir boylece daha iyi ve daha hizli performans 6zellikleri ile sonuglanir. Etkilesim
matrisi vasitasiyla derinlik bilgisi ¢ikarilir ve hesaplanir. Goriintii tabanli  gorsel
servolamada, goriintli alaninda hata sinyali ve kontrol komutu hesaplanir. Kontroliin gorevi,

0zellik parametresinin hatasini en aza indirmektir.

3.3.2 PBVS Kontrolii

Konum tabanli gorsel servolama kontrol semalarinda, gorsel 6zellik vektori, bir
referans koordinat gergevesine gore kamera pozu (konum ve yonlendirme) kullanilarak
tanimlanmaktadir. Bir goriintiideki bir dizi 6l¢iimden kamera pozunun belirlenmesi
kameranin igsel parametrelerini ve gdzlemlenen nesnenin 3 boyutlu modelini gerektirir, bu
klasik 3 boyutlu konumlandirma problemidir. PBVS yaklasimi 3 boyutlu yeniden
yapilandirmaya ihtiya¢ duyar ve kalibrasyon hatalarindan dolay1r karmasik olmasi
muhtemeldir. Stereo goriiste, iki kamera diizenlemesinin her biri tarafindan yakalanan bir 2
boyutlu goriintii verisinden ¢alisma alanindaki bir nesnenin 3 boyutlu pozunu yeniden
olusturmak miimkiindiir. Robot son efektorii tarafindan ele alinan bir nesnenin istenen bir
pozu verildiginde, ger¢ek nesne pozu ile istenen arasinda bir hata tanimlamak miimkiindjir.

Bu tezde Zayif-Perspektif kullanilmistir.

3.3.3 Dolayh Gériintii Tabanh Gorsel Servolama Kontrolii

Bu tezde, sistemi dolayli olarak kartezyen pozisyonu ile kontrol ediyoruz. Geri
bildirim goriintii tabanli, ancak kontrol sistemi konum tabanlidir. Kameradan 6zellikleri.

Sekil 3.16'de gosterildigi gibidir.

Geribildirim asamasinda goriintiilerden ¢ikarilan ozelliklere vardir. Kontrol
seviyesine geldiginde kartezyen bir kontrolor kullanilir. Bu kontroldr bir yoriinge jeneratorii

ve bir eklemler kontrol algoritmalaridir.



Kartezven denetlevici

yorunge eklemler

i_j eneratoru kontrolii

1

1

i

L
- o
|

i

|

Kontrol Ll
k acllarl ¢ Robottkamera
anunu
l ozellik
== clkarma goriintii

Sekil 3.16. Dolayli Goriintii tabanli gorsel servolama blok diyagrami

o Zayif-Perspektif Izdiisiim ile Poz Tahmini
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Yaygin olarak kullanilan perspektif modeli yerine, somut noktalar1 ve bunlara

karsilik gelen imaj noktalarini birbirine baglamak icin zayif perspektif modeli kullanilir.

p, = (x, y;) V€ onun somut noktasi p, = (x,,v, z,) olan bir goriintii noktasi tanimlarsak, zay1f

perspektifli projeksiyon modeli, tim Z igin bir temsili Z ile degistirerek projeksiyon

denklemini basitlestirir, boylece s = f/Z ekseni tiim noktalar i¢in sabit bir 6lgek olur.

Projeksiyon denklemleri o zaman:

X; =8 X ¥ =s™Y,

projeksivon
merkezi

F,

Sekil 3.17. Zayif-Perspektif izdiisiimii

(3.34)
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Zayif-Perspektif izdisimiinii kullanarak, diinyadaki tiim koordinat noktalarinin

vektor olarak tanimlanabildigi bir diinya koordinatinda Po referans noktasi secilmistir:

P = P, — P,. Benzer sekilde, bu noktanin izdiisiimii, Po goriintii noktalari igin bir referans

noktasidir; P = Pi — Po. Zayif perspektif varsayimindan, p 'nin x bileseni P x bileseninin

kiigiiltiilmiis bir formudur.

X, =X, = (X, — Xo) =s(Py, 1) (3.34)

Ive I'yi, i ve j'nin birim vektorlerinin bityiitiilmiis halleri olarak, daha sonra X; =X, = P, * |

ve Yi— Yo = P, *J denklemlerini ise 1 ve J'nin bilinmedigi her nokta i¢in kullanilabilen iki

denklem olarak tanimlariz.

Cizelge 3.8. Zayif-Perspektif Izdiisiim ile Poz Tahmini i¢in Pseudocode

Algoritma 4

SC: 6zel yer degistirme dlgekleme faktorii
Dev: sapma acis1 6l¢ekleme faktorii
For 1'den dx boyutuna kadar say do
If dx sifirdan biiyiiktiir then
mevcut y konumuna dy ekle dy*S ile yer degistir
Else mevcut y pozisyonuna dy ¢ikar dy*S ile yer degistir
End if
If dy negatif bir deger then
mevcut x pozisyonuna dx ekle dx*SC ile yer degistir
else
mevcut x pozisyonuna dx ¢ikar dx*SC ile yer degistir
end if
end for
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4. MATERYAL VE YONTEM

Bu boéliimde gorsel servolama ve robot kolunu kontrol etmek ig¢in kullanilan tiim

yontemlerin uygulanmasinda kullanilan malzemeleri agiklanacaktir.

Bu ¢alismada, hesaplama yazilim1 Matlab/Simulink ile benzetim yazilimi V-REP
arasinda entegrasyon kullanilmaktadir V-REP. Matlab/Simulink ortami, hizli bir prototip
olusturma ve test etme konusunda karmasik kontrol algoritmalarinin gelistirilmesi, hata
ayitklanmasi ve test etmesi i¢in yaygin ve kolay bir kullanima sahiptir. Matlab, robotik
uygulamalar ve test algoritmalar1 i¢in kullanimi kolay bir 3B fiziksel simiilasyon motoru
icermez. Bu benzetimi yapmak iizere 3 boyutlu modelleme ve fiziksel ¢evre etkilesim

araglarindan biri olan Robot Benzetim Platformunu (V-REP) kullaniimaktadir.

4.1. Robot Benzetim Platformu (V-REP)

Calismamizda, Robot Benzetim Platformunu (V-REP) kullanilmaktadir. V-REP,
esneklik, dinamiklik ve Ozellestirilebilirlik ozelliklerine sahip robotik uygulamalarda

kullanimu gittik¢e yayginlasan, agik kaynakli, son teknoloji tiriinii bir 3B benzetim aracidir.

4.1.1 V-REP Ortamm

(V-REP), robot simiilasyonunun genel amact i¢in gelistirilen Coppelia Robotics
tiriiniidiir. Ozellestirilmis kullanici arayiizii ve modiiler yapisi ile entegre gelistirme ortamu,
simiilatoriin ana Ozellikleridir. Modiilerlik, hem simiilasyon nesneleri hem de kontrol
yontemleri icin yiiksek seviyededir. Simiilator i¢indeki gelistirme ortaminin kolay kullanimi
robot tabanli senaryolar1 ve simiilasyon durumlarini yaratmak i¢in motivasyon saglar. Bu
ozellik hizli prototipleme, algoritma tasarimi ve uygulamasina izin verir. Aktif simiilasyon
sirasinda bu platform gercek 3 boyutlu diinya ortami gibi hareket eder ve modellerin
davraniglarina gore gergek zamanl geri bildirim verir. Simiilatoriin ii¢ ana islevi, sahneyi
olusturan nesneleri, kontrol mekanizmasini ve hesaplama modiillerini igerir. Asagidakiler,

V-REP simiilasyon ortamini olusturan nesne tiirlerinden bazilaridir:
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Sekiller: Sekiller, tiggen yiizlerden olusan sert orgii nesnelerdir. Bu sekiller,
katlanabilir, dlgiilebilir, algilanabilir, yenilenebilir ve kesilebilir nesnelerdir. Bu nesneler,
diger Olgiilebilir nesnelerle minimum mesafe hesaplamalarinda ve diger carpisabilir
nesnelere karsi ¢arpisma tespitlerinde kullanilabilir. Sekiller ayrica yakinhik ve goriis

sensorleri tarafindan tespit edilebilir.

Eklemler: Eklemler, yap1 mekanizmalar1 ve hareket eden nesneler igin kullanilan
araglardir, eklem en az bir i¢sel serbestlik derecesine (DOF) sahip olan bir nesnedir. Déner,
prizmatik, kiiresel ve vidali eklemler eklemlerde dort yapi tipi olup, bu eklemlerin bazi
calisma modlari pasif mod, ters kinematik mod, bagimli mod, hareket modu ve son olarak
tork veya kuvvet modudur. Aktiiatériin dinamik modeli, ayn1 zamanda pozisyon kontrolii

(PID) yontemine sahip olan tork veya kuvvet modunu miimkiin kilarak modellenebilir.

Goriis sensorleri: Tim yenilenebilir nesneleri simiilasyon sahnesinde (renkler,
nesneler, derinlik haritalar1 vb.) olusturur ve karmagsik goriintii bilgilerini ayiklar. Goriis
sensorleri 2 farkh tipte gelir ve farkli amaglar i¢in ayarlanabilir, bunlar Ortografik

projeksiyon tipi ve Perspektif projeksiyon tipidir.

Kuvvet sensorleri: Kuvvet sensorii, iki veya daha fazla nesne arasinda iletilen
kuvvet ve tork degerlerini 6l¢en nesnelerdir. Kuvvet sensorii ¢alisma prensibi gercek bir
model olarak modellenebilir, boylece asir1 basing kuvvetinde ve tork degerlerinde bile

kirilabilirler.

Yakinlik sensorleri: Yakinlik sensorlerini simiile etmek i¢in ultrasonikten kizil
Otesine kadar neredeyse her tiir yakinlik sensorii modellenebilir. Algilama noktalar1 ve
algilama hacmine miidahale eden tespit edilebilir varlik arasinda tam bir mesafe hesaplamasi

yaparlar.

Kameralar: Kameralar, simiilasyonunuzu farkli bakis a¢ilarindan izleyebileceginiz
nesnelerdir. Kameralar nesneleri otomatik olarak izleyebilir ve bir izleme kamerasi
konumunu her zaman korur, ancak nesneyi kendi goriiniim alaninda izleyecek sekilde
tutmak i¢in izleme yoniinii otomatik olarak ayarlar. Bu, ebeveyn-¢ocuk iligkisi araciligiyla

bu nesneye bagli bir kameradan farklidir.
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Grafikler: Bir grafik simiilasyon, verilerini kaydetmek ve gorsellestirmek igin
kullanilir. Grafikler, verileri bir simiilasyondan kaydetmek, gorsellestirmek veya disa
aktarmak icin kullanilabilecek nesnelerdir. Veriler, ti¢ farkli sekilde gorsellestirilebilen bir
veri akigi (veri degerlerinin ardisik listesi) olarak kaydedilir: zaman grafikleri, x / y grafikleri

ve 3 boyutlu egriler.

Yollar: Uzayda bir yol veya yoriinge, yol adl1 bir nesne tarafindan tanimlanir. Yollar,
yenilenebilir nesnelerdir ve bunlar, gérme sensorleri tarafindan goriilebilecekleri anlamina

gelir. Bazi yol verilerinin grafik nesneleriyle kaydedilebilecegi dikkate alinmalidir.

Modeller: Model, nesneye bagli bir referans gergevesi veya yon noktasi olarak
tamimlanabilen bir nesne tiiriidiir. Ozellikle yol giizergdhi planlamasi ve takibi igin
faydalidirlar. Modeller genellikle diger nesnelerle birlikte ¢ok amagli yardimcei nesnelerdir.

Tek basina ¢ok kullanisli degillerdir.

Yukarida tarif edilen sahne objelerinin kombinasyonu, karmagik sensorlerin
(ivmedlger, jiroskop, GPS, Kinect, vb.) ve manipiilatorlerden tekerlekli robotlara kadar
karmagik modellerin olusturulmasina izin verir. VREP ortaminda, sahneye kolayca
eklenebilecek genis bir sensér ve robot model kiitiiphanesi bulunmaktadir. Ayrica, bu

modellerin tamamen 6zellestirilebilir oldugu fark edilmelidir.

Her simiilasyon nesnesinin tiim davraniglarini ele almak i¢in ¢ok sayida kontrol
mekanizmast vardir. Bu kontrolorler, sadece simiilasyon ortaminin iginde degil, ayni
zamanda simiilasyon ortaminin disinda da uygulanabilir. Ana i¢ kontrol mekanizmasi, olay
yerinde herhangi bir unsurla iliskilendirilebilecek altyazilarin kullanilmasidir. Cocuk komut
dosyalari, simiilasyonun belirli bir kismimni ele alir ve iliskili nesnelerin ayrilmaz bir
parcasidir. Bu Ozellik nedeniyle onlar ile birlikte ¢ogaltilabilir ve serilestirilebilir. Bu
nedenle, model parametrelerini igeren, taginabilir ve Slgeklenebilir kilan, tek bir pakettir.

Cocuk komut dosyalarinin iki yiiriitme modu vardir.
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Islenmemis ¢ocuk komut dosyalari, her cagrildiginda, bir gorev vyiiriittiikleri ve daha
sonra da kontrole geri dondiikleri anlamina gelen gecisli komutlardir. Disli ¢ocuk komut
dosyalar is parcacigiyla baslatilir ve ana komut dosyasi koduyla islenir. Disli ¢ocuk komut
dosyalari, alt cocuk komut dosyalarina kiyasla daha gelismis programlama bilgisi gerektirir.
Ayrica, islenmis ¢ocuk komut dosyalari, is pargacikli olmayanlara gore daha fazla islem
giici ve zaman harcayabilir, simiilasyon komutlarina yanitlarda bazi gecikmeler
gozlemlenebilir. Ana komut dosyasi hem islenmis hem de islenmemis c¢ocuk komut
dosyalarini igler. Bu yerlesik komut dosyalari iletisim hatlarini acar ve yonetir, uzak API

sunucularini baglatir, yiiriitiilebilir dosyalar1 baslatir, eklentileri ylikler ve bosaltir.

Dongii  konfigiirasyon testlerinde simiilator i¢in V-REP, simiilasyonu harici
denetleyici algoritmasi ile simiilatorden kontrol etmek i¢in bir yontem sunar. V-REP'de uzak
API arayiiziinde gelistirilen kontrolor, soket iletisimi kullanarak simiilasyon sahnesi ile
haberlesmeyi saglar. Uzak API sunucu hizmetleri ve uzak API istemcileri tarafindan
olusturulur. isteyen tarafi C / C ++, Python, Matlab ve diger dillerden gelistirilebilir, ayrica
uzaktan kumanda donanimi veya gercek robotlar iizerinde c¢alisan herhangi bir yazilima
gomiilebilir ve hizli veri akisinin yani sira uzaktan islev ¢agrilmasina da olanak tanir. Islevler
herhangi bir yapilandirmaya uyum saglamak igin iki ¢agr1 yontemini destekler; engelleme,

sunucu yanitlarina kadar beklemek. Sekil 4.1 ve Sekil 4.2°de gostermekdir
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V-REP simulation Remote AP| Remote AP Remote API client (e.g. Matlab)
server thread client thread
n A SimxGetJointPosition
Handle remote APl server cmd Opmode: simx_opmaode_blocking
Run main script /
(i.e. one simulation step)
(Rendering) and =
xecution
t=t+dt (simulation time) can
-;--dT ...............
andle remote APl server
; ; data
Run main script
(i.e. one simulation step) \
data

(Rendering) :
Functionreturning

Return code: simx_return_ok
t=t+dt (simulation time)

Handle remote APl server data available

Run main script

Sekil 4.1. Engelleme Fonksiyonu Cagrisi ile V-REP'den Veri Okuma(V-REP Kullanim
kilavuzu, 2016)

Remote API Remote API

Remote API client (e.g. Matlab)
server thread client thread

V-REP simulation

simxSetJointPosition
cmd + data Opmode: simx_opmode_oneshot
Return code: simx_return_novalue_flag

Handle remote APl server

Run main script
(i.e. one simulation step)

<4+—— simxSetObjectPosition

==
(Rendering) cmd cmd + data Opmode: simx_opmode_oneshot
i + Return code: simx_return_novalue_flag
t=t+dt {simulationtime) data

Handle remote API server

Run main script
(i.e. one simulation step)

(Rendering)

t=t+dt (simulationtime)

Handle remote APl server

Run main script

Sekil 4.2. Bloke olmayan fonksiyon ¢agrisi iizerinden V-REP'den veri gonderme (V-REP
Kullanim kilavuzu, 2016).

Sahne nesneleri hesaplamalar1 arasindaki etkilesimleri destekleyen c¢esitli hesaplama
modlaridir. V-REP'nin dinamik modiilii su anda dort farkl: fizik motorunu desteklemektedir:

bullet fizik kiitliphanesi, a¢ik dinamik motor, vortex dinamigi motoru ve newton dinamigi
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motoru. Herhangi bir zamanda, simiilasyon gereksinimlerine gore bir motordan digerine

miimkiin oldugunca hizli ge¢is yapmak oldukca kolaydir.

4.1.2 V-REP'te Robot ve Kamera

V-REP, mobil olmayan robotlardan mobil robotlara kadar genis bir yelpazede
robotlara sahiptir. Her kategoride cesitli robot tipleri vardir. V-REP, sensorler ve aktiiatorler
gibi basit robotik bilesenlerin yani sira karmagik tam fonksiyonel robotik sistemlerin
modellenmesinde de kullanilabilir. Bu yazilimda bulabileceginiz URS, gergegi gibi tam
islevselliklere sahiptir. Bu tezde, endiistriyel manipiilatdor prototipimiz olan URS5'i

kullaniyoruz Sekil 4.3 gosteriligi gibi, bu yazilim tiim robot 6zelliklerini yonetebilir; doku /
geometri 6zellikleri, dinamik 6zellikler ve tiim genel 6zellikler.
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Sekil 4.3. V-REP'de UR5 Robot Kolu

V-REP'de ¢ok farkli tiirde kamera ve goriintii sensorleri vardir. Uygulamamiz i¢in

RGBD kameray: kullandik. Bu genis bir uygulamaya sahip bir kamera sensorii tiirtidiir,
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hassasiyeti robotik uygulamalar i¢in milkemmeldir. Algilayict boyutunun 6tesinde, goriis
alani, yakin/uzak kirpma diizlemi, perspektif agisi ve ¢oziiniirliik gibi en ozelliklerinin
ayarlanabilmesi robot sistemlerinde tercih sebebidir. Sekil 4.4’de kamera modeli

goriilmektedir.

Sekil 4.4. V_REP Kamera Modeli
4.1.3 Matlab ile V-REP Arasinda Iletisim ve Senkronizasyon

Herbiri dinamik bir sistemi simiile eden iki farkli yazilim1 bir araya getirdigimiz igin,
Simulink ve V-REP'nin simiilasyon zamanlarinin simiilasyon sirasinda senkronize olmasi
cok onemlidir. Bu amagla her iki yazilim da gercek zamanli sistemle senkronize edilir. Bu

strateji, Simulink’in gergek bir robot ile araylizlenmesi agisindan da kullanislidir.

V-REP, harici bir uygulamadan veya uzak bir donanimdan simiilasyonu kontrol
etmenizi saglayan uzak bir API sunar. Bu uzak API, Matlab/Octave programindan
cagrilabilen bircok 6zel ve genel islev tarafindan olusturulur. Fonksiyonlari, gecikmeyi ve
ag yiikiini biiyiik 6l¢iide azaltacak sekilde soket haberlesmesi yoluyla V-REP ile etkilesim
halindedir. Uzak API, bir veya birka¢ harici uygulamanin senkronize olan veya senkronize
olmayan bir uzaktan kumandada V-REP ile etkilesime girmesine ve uzaktan kumandaya

destek vermesine izin verir.
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Uzak API islevselligini Matlab programinda kullanmak i¢in su 3 dosyaya ihtiyact
vardir: remoteApiProto.m, remApi.m ve remoteApi.dll. Bu dosyalar, remoteApi paylasilan
kiitiiphanesini olusturmak i¢in kullandigimiz V-REP'nin kurulum dizininde bulunur. Matlab
remoteApi kiitiiphanesi olarak 64 bit mimariyi kullanir. Windows 8.1, 64 bit Isletim Sistemi,
x64 tabanli islemci ¢alistiran ve 500 GB, 2 GB RAM ve 2,13 GHz kapasiteli bir bilgisayara
64 bit MATLAB 2017b yiiklenir. Ayni sekilde, iki sistem arasinda koprii yapmak igin V-
REP ve remApi.m, remoteApiProto.m ve remoteApi.dll dosyalarinin uyumlu bir stiriimii

yiiklenir.

V-REP kullanarak herhangi bir MATLAB komut dosyasini ¢alistirirken, uzak API
dosyasinin dogru siirlimiinii kullanmak gerekir bunun nedeni yiiklenen isletim sistemiyle

uyumluluk sorunudur.

4.2 Yontemler ve Deneysel Calismalar

4.2.1 Kinematik Yontem

Bolim 3'te gelistirilen kinematigi uygulamak i¢in kullanilan yontemdir. Burada
noktadan noktaya hareketi isaret eden PTP yontemini benimsiyoruz. Bu durumda, gorev
tanimlanmis bir baslangi¢ noktasindan q(t0) tanimli bir son noktaya q(tf) dogru bir yoriinge
planlamaktir, yani yol, ilk ve son konfigiirasyonlarla belirtilir. Bu tiir hareket, calisma
alaninin engellerden arindirilmasi durumunda malzeme transfer gorevleri i¢in uygundur; ug
eyleyici yolu engelden kaginma i¢in ilk ve nihai konfigiirasyonlarda ara noktalarin ilavesiyle
daha da kisitlanabilir.

Cizelge 4.1: Tanimh 3 Boyutlu Uzamsal Noktalar

Noktalari X Y z
1 0.55 0.17 0.35
2 0.25 0.17 0.35
3 0.25 -0.13 0.35
4 0.55 -0.13 0.35
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Cizelge 4.1'deki hedef noktalar, bir kutu tizerinde tanimlanmis noktalardir (Sekil
4.5). Robot kol tarafindan kutuya ¢arpmadan bu noktalara ug etleyicinin hareket ettirilmesi

beklenmektedir

Sekil 4.5. kutu tizerinde tanimlanmis noktalardir

Ik olarak URS ug eyleyicisi icin eklem ¢ergevesi insa edilmelidir. Diinya
cer¢evesindeki hedef noktalar taban ¢ercevesine gore islendiginden, tabandan her bir kareye
dontisiimii hesaplanir. Eklem acilarindaki hatayr kontrol etmek i¢in, tiim eklemlerin

tanimlanmas1 gereken bir esik olusturulur.

4.2.2 Yol planlamasi

Yol planlamasi, Onceki boliimlerde simdiye kadar tanimlanan gorsel sisteme
dayanmaktadir. Tlk olarak kamera tarafindan bir goriintii cekilir ve goriintiiye gelistirme
teknikleri uygulanir. Ilgilendigimiz &zellikleri netlestirdigimizden emin olmak igin hem
yiikseklik hem de genislik ilizerinde bir esik uygulayarak baslanir. Cikt1 goriintiisii daha sonra
kenar algilayicist ile isleme tabi tutulur ve daha sonra algilanan kenarlarin piksel
koordinatlar1 ¢ikarilir. Esikten sonra 6zellik ¢ok biiyiik gibi goriiniir ve bazi istenmeyen
kenarlarla birgok kenar olusur. Istenen kenar, her bir tamimlanmus yatay ¢izgideki kenar
piksellerinin degerlerinin ortalamasi alindiktan sonra alinacak ve satir basina bir pikseli

tutacaktir. Teknik sonug, goriintiideki 6zellik koordinatini temsil eden istenen piksellerdir.
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Sekil 4.5. Gériintii Alanindaki Ozellik Koordinati

Kenar tespiti sonrasi, parametreler {izerinde bazi kisitlamalar gereklidir. Bir kare
boyutu olan bir goriintii iizerinde calismak istedigimiz i¢in goriintiintin yiiksekligini,
genisligini veya bunlardan en az birini d olarak yeniden boyutlandirtyoruz ve bir nokta
yolunun bulunacagi goriintiiniin yiiksekliginde bir sigma degeri tanimliyoruz. Bu deger,
gOriintli matrisinin tiim sirasin1 kontrol etmemize ve kenarlarin gectigi tiim pikselleri
kaydetmemize izin verecektir. Goriintliniin bir yarisinda ¢alistigimiz i¢in, yol noktalari

arasindaki sapma acisinin mutlak degeri 90 dereceden fazla olmamalidir.

d = min(height, width) (4.1)

5 e{o,%} 4.2)

0, <— (4.3)
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Bir 6zellik noktasindan sonraki en yakin olana ve her iki normallestirilmis (x,,y,,6,) Ve

(X2 Yo (92) noktalarindan gelen hatalarla ilgileniyoruz. Hata sdyle tanimlanir;

dx (p1), —height/2

cheight/2 (4.4)

_ (p2), —width/2
~ cwidth/2

(4.5)

cheight ve cwidth, goriintii yiiksekligi ve genisligi merkezleridir

Sekil 4.6. Gorlintii Uzayindaki Y oriinge

Gortintii koordinat sisteminde, bir nokta, normal konumdaki bir dx ve dy ile goriintiiniin

merkezine ve bir 6nceki noktanin yoniine gére sapma yonii olan ag1 teta ile tanimlanur.

arccos.[ ] ;(p2), > (pl),icin

dx
p2-pl

(4.6)
—arccos. L
p2-pl

J ;(P2), < (pD),icin
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Cizelge 4.2. Yol Noktas1 Tespiti i¢in Pseudocode

Algoritma 5

ImgA: kamera tarafindan ¢ekilmis goriintii
Th: esik degeri
K: 6rnekleme degeri
for 1’ den ila boyut(ImgA) kadar say1 do
if pikselin boyutu Th’den biiyiiktiir then
ImgB=1
End if
End for
ImgB’de ImgC’ye kenar algilama uygula
For 1’den boyut(ImgC) kadar say1 do
if piksel degeri 1then
Goriintli alaninda piksel koordinatini kaydet
End if
End for
For K/2'den K'ye kadar say1 do
For 1'den resmin genisligine kadar say1 do
Her 6rnek c¢izgideki tiim piksel koordinatlarini kaydet
End for
End for
Ornek ¢izginin bir kenar1 yakaladig1 tiim piksel koordinatlarini hesapla
d, « Goruntiiniin merkezini x ekseni wrt merkezinde hesapla

d, < Y ekseni wrt yerlestirme goriintiiniin merkezini hesapla

Ac1 < bir piksel koordinatindan digerine olan sapma agisi

4.3 Sahne Aciklamasi

Ortam sunlardan olugsmaktadir: URS robot kol; goriintileri 512x512 piksel
¢oziiniirlikte alan RGBD sensorii; yeniden boyutlandirilabilir bir masa, robot ug¢ eyleyici
tarafindan boyunca hareket ettirilmesi beklenen bir yol. Kamera, goz-ele ile bir
konfigilirasyon saglayan manipiilatore monte edilmistir. Kamera sensorii, manipiilatoriin ug

eyleyicisine eklenmistir.
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4.4 Gorsel Servolama Y ontemi

Modelimiz, birbirine baglanmis gorsel sistem ve robot kol sisteminden olusmaktadir.
Iki ana gorev, hem robot kolunun hem de sensdriin hareketine baslamasiyla, konum tahmini
ve konum kontroliidiir. Yoriingedeki hareket, gorsel geri bildirim sistemine dayali bir
dongiidiir. Robot, gorsel sistemin baslayacagi koordinatlara gonderilir. Goz-ele yapilan
konfigiirasyon, robotun ucuna monte edilen kameranin sadece yola odaklanmasini saglamak
icin kullanilir. Kameranin bir sonraki konumu ve yonii goriintii geri bildirimi ile saglanir.
Gorlintii 6zelliklerinden elde edilen koordinat, bu tespit edilen ozelliklerin mekansal
koordinatlarina orantili bir algoritma ile yapilir. Hareket kontrolii ileri ve ters kinematige

dayanmaktadir, nihai yoriinge ise yol noktalar1 iizerinden olan bir PTP hareketidir.

Cizelge 4.3. Servolama uygulamasi igin algoritma.

Algoritma 6

TCP_reached: ipucu pozisyonunun durumu
While TCP_reached istenen konumda do
I « RGB goriintiiyli kamerayla ¢ekin
Pose «~ V_REP'den TCP konumunu al
Rot « V_REP'den TCP rotasyon matrisini al
K « Gorlintii 6rnekleme degeri
theta = Euler_inverse(Rot)
d,.d,, yialgoritma 5 ile hesapla.

9.yl algoritma 5 ile hesapla.
Algoritma 4 ile diinya pozisyonlar1 G hesaplayn.
Algoritma 4 ile diinya acis1 Th hesaplayin.
for say1 1 den ila boyutu(G)’ye kadar do
Konum G derinligine koordinat ekleyin
Z ekseni etrafindaki theta'y1 theta+Th ile giincelle
Teta'dan gelen Rotasyonu hesapla
TCP'yi algoritma 4 ile tasi.
End for
End while
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5. BULGULAR VE TARTISMA

Bu boliimde simiilasyon testleri kurulumu gorsellestirilmistir, elde edilen tiim
sonuglar sunulmustur ve goérev alanindaki tim ug¢ eyleyici yoriinge yakibi sonuclari
tartisilmigtir. Bolim 4’de gibi, bu tezde test yapmak i¢in Matlab ve V_REP kullanilmistir.
Simiilasyon test senaryolari agiklanmis ve bunu tiim alt-simiilasyon testleri i¢in elde edilen

sonuglari sunumu takip etmistir.

4.1 Ters Kinematik Deneyi ve Sonuclari

Bu tezin ilk gorevi olan kinematik testi yaparak bagliyoruz. Boliim 3'te gelistirilen
ileri ve ters doniistimleri kullanarak robot kolun bir kutunun yiizeylerine dokunmasini
kapsayan bir test gergeklestirilmektedir. Sekil 5.1'deki gibi bir ortam ele alinmaktadir. Bu
senaryo, bir kutudan ve Kkutu iizeyindeki bazi noktalara hareket etmesi gereken robot
kolundan olusur. Cizelge 5.2, V_REP'nin kinematik siirecini yiiriiten bir dzet algoritmadir.
Her adimda, ulasilan noktadan bir sonrakine, ters kinematik hesaplamalar ileri geri ¢cagrilir.
Boliim 3'te gelistirilen kinematik modelin uygulanmasi, bir nokta konumu i¢in sekiz olasi
¢oziim ile sonuglanmaktadir. Cizelge 5.1. segilen bir nokta koordinatina gore tiim

¢oziimlerin bir 6rnegidir. En iyi ¢6ziim, Tablo 5.2'de 6zetlenen algoritmadir.

Cizelge 5.1. Bir Kartezyen Nokta i¢in Teta Coziimleri

Co6z/nokta Cozl Coz2 Co6z3 Coz4 Coz5 Coz6 Coz7 Coz8
Eklem 1 29155 209155 29155 209155 0.3260 0.3260 0.3260 0.3260
Eklem 2 -1.3628 -0.0585 -1.8121 -0.1032 -3.0384 -1.3295 -3.0830 -1.7788
Eklem 3 1.3697 -1.3697 1.8109 -1.8109 1.8109 -1.8109 1.3697 -1.3697
Eklem 4 1.5639 2.9991 -1.5696 0.3434 2.7982 -1.5720 0.1425 1.5777
Eklem 5 1.5708 1.5708 -1.5708 -1.5708 1.5708 1.5708 -1.5708 -1.5708
Eklem 6 1.3447 1.3447 -1.7969 -1.7969 -1.2448 -1.2448 1.8968 1.8968
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Cizelge 5.2. V-REP'de Kinematik Uygulama i¢in Algoritma

Algoritma 7

Startd «— eklemleri baglat
Start_coord  c¢eviri vektoriinii baslat (baslangi¢ diinya koordinati)
Start_rot« rotasyon matrisi baslat
for StartJ'deki her bir eklem do
ur5Joints  Eklem Hedef Konumunu StartJ olarak ayarla
end for
Tran « donme ve g¢eviriden doniisiim matrisi
Sensor_orien «— sensoriin yoniinii URS referans gergevesine gore theta'ya ayarla
moveframe « gergeveyi taban gergevesine gore Tran ile hareket ettirin
Ters kinematik ile Tran'dan Teta'y1 hesapla
yenieklem= Teta + baslangiceklemleri
for YeniEklemdeki her eklem do
if YeniEklemde pi’den biiyiik then
YeniEklemden 2 pi ¢ikar
elseif
YeniEkleme 2 pi ekle
end if
end for
for YeniEklemdeki her eklem do
urbJoints « Eklem Hedef Konumunu YeniEklem olarak ayarla
end for
while TCP_ulasim durumu yanlis do
for YeniEklemdeki her eklem do
V-REP'den mevcutEklemi al
Tran = ileri_kinematik (mevcutEklem-baslangicEklemi)
moveframe « taban g¢ergevesine gore, ¢erceveyi Tran doniisiimle
hareket et
EklemHatas1 = mevcutEklem — yeniEklem
if EklemHatas1 pi’den biiyiik then
EklemHatasi’ndan 2pi ¢ikar
elseif
EklemHatasi’na 2pi ekle
end if
end for
if EklemHatas1 HataEsigi’nden kiigiik do
TCP ulasm1 durumu dogru olarak isaretlendi
end if
end while
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Sekil 5.1: Farkli Hedef Noktalardaki Ters Kinematik Robotun Sonucu

Istenen hedef noktadan bir sonraki istenen hedef noktaya hareket etme islemi, her bir
baglanttya ve TCP'ye baglanan gergevelerle yapilir. Robot calisma uzayr ulasilamaz
konfigiirasyonlara sahiptir ve bazi ¢Oziimler icin robot kolu (yakin) -singiiler
konfigiirasyondan dolay1 sorun teskil eder, aym1 zamanda kendisiyle veya cevre ile
carpisabilir. Ortak ¢oziimler dizisinden en iyi ortak ¢dzlim, ¢alisma alaninda herhangi bir
sorun yasamadan hedefe ulasan ¢ozlimdiir. Yukaridaki konfigiirasyon problemlerinden
kaginmak i¢in doniisiime rotasyon matrisi anlamina gelen TCP yonelimini uyguladik ve daha
sonra robotun kutuyla carpismasini dnlemek i¢in ¢alisma alaninda tanimlanan ekleme
pozisyonlarindan geg¢mesini sagladik. Sonunda, Bolim 3’de vurgulanan kinematik

teknikleriyle gorevi basardik. Sekil 5.1°de farkli hedef pozisyonlarda TCP'yi géstermektedir.
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5.2. Gériintii isleme Deneyi ve Sonuclari

Onceki boliimlerde agiklandigi gibi, iizerinde galismak istenen bir goriintiiyii elde
etmek igin bazi goriintii gelistirme deneyleri kullanilmistir. Istenilen 6zelliklere sahip
oldugumuzdan emin olmak i¢in gorlintiye Morfoloji ve Goriintii Segmentasyon
algoritmalar1 uygulanmigtir. Kameranin konfigiirasyonu, goriintii diizleminin sahnenin
diizlemine paralel olacak sekildedir. Kamera, belirli bir TCP konumunda goriis alaninda
goriinen her seyi yakalar. Orijinal goriintii, sahnenin RGB goriintiisiidiir; Bu, kameranin
pozisyonundan gordiigii masanin etrafindaki ek alanlara sahip olan yoldur. Sekil 5.2, sensor

tarafindan yakalanan ham goriintiilerden biridir.

Sekil 5.2. Kameradan Orijinal Goriintii
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Ham gériintii, Béliim 3'te agiklanan gesitli goriintii isleme algoritmalarindan gecer. Ik
adim, istenmeyen bazi alanlar1 ortadan kaldirmak ve istenen 6zelliklere gore goriintiiniin
anlamli alanlarini temsil eden bolgeleri tutmaktir. Sekil 5.3, goriintii lizerinde segmentasyon

teknikleri uygulandiktan sonraki halidir.

Sekil 5.3. Goriintii Segmantasyon Sonucu

Goriintli lizerinde 6n ¢alismadan sonra, istenen Ozellikleri vurgulamak i¢in kenar
algilama algoritmasi kullanilir. Kenarin kirilmasi ya da bir sonraki algoritmalar i¢in siirekli
olmama durumu sz konusu olabilir. Burada, kenar boyunca siireksizligi geri yiikklemek ve

baglamak i¢in kenar baglama teknigi gelir, Sekil 5.4 gosterilmektedir.
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Sekil 5.4. Kenar Algilamadan Sonraki Sonug

Cok kalin olan yol ve yukaridaki kenar algoritmalari, ortadan kaldirilmas: gereken ekstra
kenarlarla sonuglanir. Bir kenar1 tutmak ig¢in, paralel kenarlarin bulundugu yerde kiitle

merkezi dikkate alinir.

Sekil 5.5. Goriintii Alanindaki Yol Noktas.
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Onceki boliimde gelistirilen yol planlamasi 2 ayri ydntemle simiile edilmistir. ilk
diisiindiigiimiiz, goriintii basina bir 6zellik noktasidir ve bu resim basina tek bir nokta yol
demektir. ikinci ydntem ise, yol boyunca g¢oklu 6zellik noktalar: demektir, Sekil5.5

gosterilmektedir.

4.2 Gorsel Servo Deney ve Sonuclar:

Konum tabanli gorsel servo sistemi burada uygulanmaktadir. Robot TCP'ye geri
bildirim, 6nceki sonuglarimizdan dolay: tahmin ettigimiz bir durumdur. Her tekrar i¢in bir
goriintii gekilir, bir dizi pozisyon noktasi hesaplanir ve dongiiye verilir. Gorme ve hareket
burada olmaktadir. Onceki bdliimde bahsedildigi gibi, amag robot TCP’nin belirtilen bir
konumdaki yolu takip etmesini saglamaktir. Derinligi, yerden 0.5 metre olacak sekilde sectik
ve 0,5 m'de kamera, sahnenin daha iyi bir goriintiisiine sahip oldu ve yolun biiyiik bir kismin1

yakaladi, Sekil 5.4 gosterildigi gibi.

Selected objects:

B Simulation ti 00:00:10.60 (ct=50.0 ms)

Sekil 5.4. Belirtilen Derinlikte Robot

Simulasyonu baglatmak ig¢in, robotu belirli bir baslangic konumuna ydnlendiririz, bu

pozisyon TCP'nin yolun baglangicindan daha fazla olmasi i¢in segilir. Sekil 5.5, robot TCP'yi
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baslangi¢ konumunda gostermektedir. Poz hesaplamalar i¢in geri besleme asamasinda, en

iyi oran faktoriiniin 0.015 oldugu tahmin edilir, bu saymnin ¢cok daha yiiksek veya daha diisiik

olmasi, manipiilator pozisyonlarinin yanlis tahminlerine neden olur.

Sekil 5.5. Baslangigc Konumunda Robot TCP.

Sekil 5.6 gosterildigi gibi, birinci ve ikinci yinelemelerin TCP yoriingelerini, kirmizi
yorlingenin geri besleme kartezyen konumlarini ve kesikli yoriingenin robot TCP konumu
oldugunu gosterir. Eksen, robotun gergek konumunu gorsellestirmek i¢in dogru olan
sahnedeki gercek boyutlart ifade eder. Kamera, bir goriinlim olarak tanimlanan her
yinelemede tek bir fotograf ceker ve hareket poz tahmini algoritmalarindan hesaplanan

birkag¢ nokta konumundan geger.
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y-axs

TCP Trajectory
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TCP Trajectory
x-axis
0.5 0.4 0.3 0.2 0.1
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Sekil 5.6. TCP ‘nin (a) Birinci ve (b) Ikinci Iterasyonlarin Y 6riingeleri.
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Sekil 5.7. Yol Boyunca Farkli Konumlarda Robot

Sekil 5.7°de yolu takip eden robotu farkli konumlarda gostermektedir. Son iterasyon,
robota geri bildirim olmadiginda meydana gelir ki bu, robotun kameranin c¢ektigi

fotograftaki yolun sonuna ulastigr anlamina gelir. Sekil 5.8, yolun sonunda TCP'yi gosterir.

Sekil 5.8. Son Konumdaki Yolun Sonunda TCP.
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Bu boliimde simiilasyonlar1 goriintiiledik. Tartigilacak pek ¢ok nokta vardir, ¢iinkii
sonuglarin bazilar1 tam olarak beklendigi gibi olmayabilir. Tezin ilk 6devi olarak uygulanan
ters kinematik, iyi ele alinmali, homojen doniisiimiin doniis matrisinin kiigiik bir varyasyonu,
TCP'in pozisyonu degismese de eklem degerlerinin degismesine neden olabilir. Bazi
doniislerde ters kinematik hesaplamas1 hatayla, digerleri icin gercek degerlerle
sonuclanabilir ancak robot, baglanti boyutlari nedeniyle veya kutunun kenarlar1 ve
koseleriyle carpisabilir. TCP'yi tanimlanmis konuma getiren sekiz olasi ¢éziimden herhangi

bir ¢oziimiin atlandig1 goriilmiistiir.

Toplama noktalar1 olusturmak, carpismayr onlemek i¢in kullanilan ¢dziimlerden
biridir ve ¢ok basarili olmustur, ancak TCP'nin bu goérevi yerine getirmesi i¢in ¢ok zamana
ithtiyac1 vardir. Gorme agamasinda kamera oryantasyonu 1yi ayarlanmalidir, her bir 6zellik
konumunda kamera oryantasyonu goriintiiyii sahnede tutmak i¢in degisecektir. TCP'ye bagh
olan kamera, birinin yoniiniin digerini etkiledigi anlamina gelir. Simiilasyonlarimizda,
kameray1 FoV'daki yolu koruyan yonde tutmak i¢in bir oran faktorii tanimladik. Poz tahmini,
BPVS'in temel gorevidir. Algoritmamizda tahmin, bozulma goriintiisiine sahip olmamiz
durumunda daha zor olabilen goriintii 6zelligine dayanmaktadir. Goriintli isleme teknikleri
mevcuttur, ancak yine de bazi hatalar meydana gelebilir ve goriintii uzayindaki 6zellik

konumunu etkileyebilir ve bu da uzaydaki konum tahminini etkileyebilir.

Gorsel servolama asamasinda robota geri bildirim ve poz tahminlerinin yiiriitiilmesi
beklenenden daha uzun zaman alir. Ayrica, Matlab'in TCP hareketlerinde gecikmeye neden
olan resimleri simiile etmek i¢in ¢ok zaman ayirmasi da dikkat ¢ekicidir. Her tekrarda tek
bir gorlintiiden birgok Ozellik elde etmeyi saglayan algoritmayr olusturmay: segtik. Bu
nedenle her bir resimden bir¢ok pozisyon elde ettik. Bu durum, her yinelemede dongiiye

beslenecek bir konuma sahip oldugundan dolay1 ¢ok daha iyi ¢alismaktadir.



75

6. SONUC VE ONERILER

Bu tezde, iki ana konu iizerinde ¢alisilmistir: URS ve Dolayli IBVS kinematiginin
gelisimi ki bunlar URS robotunun manipulatdrii i¢in tasarlanmigtir. MATLAB araci ve

V_REP ortamini kullanarak robot manipiilatoriinii simiile ettik.

Bu tezde islenen goriis sistemi, genel olarak otomatik makineler, robotlar ve
endiistriyel makinelerin zekasin1 gelistiren nispeten yeni bir teknolojidir. Gozetim, kalite
kontrol, izleme gibi farkli uygulamalarda bu goriis sistemi kullanilabilir. Bu tez, endiistriyel
robotik kol sistemindeki goriis tekniklerinin kullanimina ve gorsel geribildirime dayanan
robot kol hareketlerine odaklanmaktadir. Bu gorsel servolama olarak da adlandirilir.
Arastirmacilar gorsel servolamanin gorevlerini yerine getirmek icin c¢esitli yontemler
gelistirmislerdir ve V_REP gibi ¢esitli simiilasyon ortamlart gercek robotu kullanmadan

once uygulama 6ncesi i¢in de kullanilabilmektedir.

Bu tez calismasinda birinci alt gorev, kinematigi incelemektir, gelistirilen
kinematigin iyi performanslart oldugu kanitlamistir, ancak bazi durumlarda endiistriyel
robotun kisitlanmasi veya en azindan sisteme bazi sartlar getirmesi gerekmektedir. Kosullar
robot c¢aligsma alanina ve ayrica boyutsal baglantilara baglidir. Sonuglar, ters kinematik
kavraminin endiistriyel robot ¢aligma alani i¢inde tanimlanan son efektdr pozisyonu i¢in
oldukga iyi ¢alistigini kanitlamaktadir. Simiilasyon tarafinda V-REP, harici bir uygulama ve
uzak bir donanimdan simiilasyonu kontrol etmeyi saglayan uzak API sunar. Uzak API,
Matlab programindan ¢ikartilabilen ¢ok sayida 6zel ve genel islev tarafindan olusturulur.
Fonksiyonlari, gecikme ve ag yiikiinii biliylik Ol¢lide azaltacak V-REP ile etkilesim
halindedir. Uzak API, bir veya daha fazla harici uygulamanin senkronize olan veya olmayan

uzaktan bir kumandada V-REP ile etkilesime girmesine izin verir.

Bu calismada dolayli goriintii tabanli gorsel servolama, endiistriyel robot igin
tasarlanmistir. Gorsel servolama, robotun gorme geri bildirimi ile kontrol edildigi anlamina
gelir, normalde ise robotlar, kapali dongii kontrolii olusturmak i¢in kameralar tarafindan
kontrol edilir. Dolayli IBVS, insa edilmesi zor gorsel servolama sistemlerinden biridir.

Ozellik tanima igin yiiksek algoritmalar ve goriintii isleme igin daha az hesaplama gerektiren
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poz tahmini gerekir. Burada kullanilan orant1 kontrolii, baz1 performanslari belli bir seviyede
kanitlamaktadir. Cesitli goriintii isleme teknikleri, goriintiiyii ham durumdan istenen ¢iktiya
getirir. Gorilintii iyilestirme isleminden, kenar algilamasina ve istenmeyen kenarlarin
giderilmesine kadar olan islemler goriintii isleminde yapilir. Sonuglar goriintii isleme
algoritmalarinin giivenilirligini kanitlasa da, ¢ok zaman alir ve sonunda tiim uygulama

stirecini geciktirir.

Bu tez genel amacina ulagsmistir. Endiistriyel robot TCP, istenen yolu belirli bir
mesafede takip eder. Gozlenen TCP yoriingesi, simiilasyonun iyi performansini
kanitlamistir. Bahsedildigi gibi, robotun belirli bir derinlikte, drnegin gii¢ hatt1 veya boru
arastirmasinda bulunmasi i¢in birden fazla uygulama vardir, bu nedenle bu ¢alismanin

basarist birgok uygulama i¢in biiyiik avantaj saglamaktadir.

Bu tez siirecinde, bu teknolojiyi bir iist performans seviyesine getirmek i¢in gelecekte
gelistirilebilecek noktalar fark edilmistir. Gorlintii islem siiresi, gelecekte c¢alisilabilecek
baslica sorunlardan biridir. Algoritmalarin iyi c¢alistigi dogrudur, ancak istenen ¢iktiya
ulagmak i¢in ¢esitli yontemler ve algoritmalar devreye girer ve Matlab her adimda goriintiiyii
simiile etmek i¢in ¢ok zaman harcar, dolayisiyla Matlab'dan daha hizli bir ortam onerilir.
Yol takip uygulamalar1 robot kolunun ¢ok esnek olmasini gerektirir ¢ilinkii yol boyunca
karmagik sekiller olabilir, bu nedenle gerekli gérevi daha fazla esneklikle gerceklestirmek
i¢in 7'den fazla DOF yedek robot kolunun kullanilmasi tavsiye edilir. Eklem limit kaginmasi,
robotun carpmasini 6nleme ve engellerden kaginmasi gibi kontrol seviyesindeki ek alt
caligmalar da gelecekteki c¢alismalara eklenebilir. Ayrica bu durumda, ters kinematigi
bulmak i¢in pseudo ters ¢evirme yontemi kullanmaktan ziyade baska yontemler tavsiye
edilebilir, clinkii pseudo ters cevirme yontemini kullanmak daha fazla matematik
hesaplamalarina yol acacaktir. Ayrica denetleyici, dogrulugu artirabilen ve hatay1 en aza
indirgeyebilen Al algoritmalar1 gibi yiliksek performansli algoritmalar kullanmak igin

genisletilebilir.
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