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ABSTRACT

STATIC AND DYNAMIC SIMULATIONS OF PHOTOPROCESSES IN

ORGANIC PHOSPHORESCENT AND THERMALLY ACTIVATED

DELAYED FLUORESCENT MATERIALS

The development of organic phosphorescent and thermally activated delayed fluo-

rescence (TADF) emitters have emerged as potential candidates for high efficiency organic

light-emitting diodes (OLEDs). The common design strategy of both organic phosphorescent

and thermally activated emitters is their purely organic structures which provides an oppor-

tunity to develop environmentally friendly, low-cost devices with high device efficiencies.

Investigation of working mechanisms and design strategies of all electronic devices is im-

portant to develop high efficiency technologies. In organic phosphorescent materials, device

efficiencies have been increased with the radiative decay observed from the T1 to S0 state. On

the other hand, efficiency of TADF materials is mainly controlled by the reverse intersystem

crossing (RISC) between T1 and S1 states which leads to the harvesting of generated triplet

excitons.

In this thesis, experimentally synthesized TADF and room temperature organic phospho-

rescence materials (oRTP) with various structural properties were modeled to investigate the

photophysical processes in their working mechanisms. In the first part, a general benchmark

study has been performed on a wide range of TADF emitters with various structural properties.

The purpose of this general study was exploring the well performing computational protocol

for further, more specific theoretical analyses. In the second and third part of this thesis,

boron-based and sulfone-based TADF emitters were analyzed in detail and the role of boron

and sulfone containing acceptor moieties on RISC efficiency have been explored. These

studies provide a unique perspective on the underlying mechanism of photoprocesses in TADF

devices.
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ÖZET

ORGANİK FOSFORESANS VE TERMAL AKTİF GECİKMELİ

FLORESANS MALZEMELERİN FOTOOLAYLARININ STATİK VE

DİNAMİK SİMÜLASYONLARI

Organik fosforesans ve termal aktif gecikmeli floresans malzemeleri OLED teknolojisi

için oldukça önemli gelişmeler olarak ortaya çıkmışlardır. Bu malzemelerin en önemli ortak

özelliği, her iki grubun da tamamen organik yapıda olmasından ötürü çevre dostu teknolojilere

olanak sağlamaları ve yüksek verimli cihazların elde edilmesine fırsat yaratmalarıdır.

Bütün elektronik cihazların çalışma prensiplerinin ve dizayn stratejilerinin leşfedilmesi,

yüksek verimli ve düşük maliyetli ürünler yaratmak için son derece önemlidir. Organik fos-

foresan materyallerinde cihaz verimleri, birinci uyarılmış triplet seviyesinden temel seviyeye

gerçekleşen ışık yayılımlı sönümlenme ile artırılmıştır. Öte yandan TADF materyalleri ise T1

ve S1 seviyeleri arasında gerçekleşen geri sistemler arası geçiş sayesinde triplet ekzitonlarının

yeniden S1 seviyesine toplanması ve ışık yayılımlı rahatlaması sistemiyle çalışmaktadır.

Bu tez çalışmasında, deneysel olarak sentezlenmiş ve aktiviteleri kanıtlanmış TADF ve

fosforesans malzemelerin teorik olarak modellemeleri yapılmıştır. Tezin birinci çalışmasında,

farklı yapılarda moleküller içeren genel bir metodoloji çalışması yapılmış ve planlanan daha

ileri analizler için en iyi metodolojik protokol raporlanmıştır. İkinci ve üçüncü çalışmalarda

ise bor ve sülfon temelli elektron kabul edici gruplar içeren TADF malzemeleri ele alınarak

bu grupların fotofiziksel özelliklere etkileri incelenmiştir. Tezin ilk üç çalışmasında statik

hesaplar yardımıyla analizler gerçekleştirilirken, üçüncü ve son çalışmada dinamik modelleme

gerçekleştirilmiştir. Dinamik simulasyonlar, benzofenon türevi olan bir organik fosforesans

malzeme üzerinde gerçekleştirilmiş ve bu malzemelerin fotofiziksel olayları ayrıntılı bir

şekilde ele alınmıştır.
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1. GENERAL INTRODUCTION

This thesis focuses on employing computational methodologies to investigate the

intersystem crosssing (ISC), reverse intersystem crossing (RISC) processes and the role of

excited state descriptors on these photoprocesses. ISC and RISC transitions are the two main

steps of Phosphorescence and Thermally Activated Delayed Fluorescence activity of Organic

Light Emitting Diodes. Chapter 4 contains the results from the Density Functional Theory

Functional Study of a series of TADF emitters. Chapter 5 contains the results obtained from

photophysical analyses of a series of Boron Based TADF Emitters. Chapter 6 contains the

ISC and RISC mechanisms of a series of Sulfone Based TADF Emitters. Finally, Chapter 7

contains the dynamic Surface Hopping (SH) Between The Excited States simulations of a

model Room Temperature Phosphorescent (RTP) emitter.

1.1. Fluorescence

Generation of luminescence through excitation of molecules by ultraviolet or visible

light photons are known as photoluminescence [7]. Photoluminescence can be divided into

two categories which are Fluorescence and Phosphorescence. Fluorescence was first described

by George Gabriel Stokes in 1852, and, it is a member of luminescence processes in which

emission takes place between the states of the same multiplicity, within the 10−9 and 10−6 s

range [8]. Moreover, Fluorescence, is a property of atoms or molecules to absorb light at a

particular wavelength and, to emit light at a longer wavelength which is known as the Stokes

shift [9]. Stokes shift is a situation arising from energy loss during the emission process [10].

Fluorescence emission which occurs between first excited singlet state and ground state

is a radiative deactivation without spin changes, thus, it is a theoretically allowed transition

[11, 12]. Though they have important drawbacks, first generation fluorescent materials, which

are also known as organic light emitting diodes (OLEDs) offer several advantages such as

flexible device structures, reduced power consumption and high brightness [13, 14]. On the

other hand, despite possessing useful properties, their drawbacks such as insufficient device
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efficiencies and high driving voltage limit their applications [4]. To overcome the device

efficiency problem, scientist improved second generation OLED materials which are known

as Phosphorescent emitters (PhOLEDs).

1.2. Phosphorescence

According to the International Union of Pure and Applied Chemistry (IUPAC) defi-

nition, Phosphorescence is a radiative transition between states of different electronic spin

multiplicities [15]. Phosphorescence can be observed by light absorption, electric current

and, by a chemical reaction. Light induced phosphorescence has great importance for the

photohysics and photochemistry of molecules and also for the electronic structure theory in

organic chemistry. Phosphorescent materials have attracted great attention due their potential

applications in display, optical storage, and sensor technologies [16]. There are two critical

photophysical processes in Phosphorescence, which are, 1) spin flipping from an excited

singlet state to a triplet state (ISC) and, 2) radiative decay from an excited triplet state to the

ground state (see Figure 1.1) [17].

Figure 1.1. Illustration of the photophysical processes involved in Phosphorescence process.

It has been reported that luminophores with phosphorescent emission can potentially

utilize 75% of generated excitons and they function to eliminate short lived autofluorescence

[18]. Therefore, opening alternative emission channel through the population of triplet states

became an important improvement in preventing the loss of triplet excitons via non-radiative

decay processes. PhOLED is an important innovation in display technology because the cause



3

of low device efficiencies in OLED mechanism is the ground of phosphorescence emission.

Moreover, phosphorescent materials have a wide application area such as in electronics, optics,

and biological areas [16, 19–23]. On the other hand, phosphorescent luminophores still have

an important drawback which is their sensitivity towards temperature and oxygen.

Phosphorescence is very sensitive to the access of oxygen, temperature and molecular

aggregation. Correspondingly, these obstacles prevent their applications in medicine, photobi-

ology and optoelectronics [24]. Until recent time, highly expensive, toxic and environmentally

unfriendly materials such as metal sulfides, oxides, and organometallic luminophores with Ir

(III) and Pt (II) have been used as Phosphorescent emitters [16]. These kind of structures are

efficient phosphors because both spin flipping and radiative decay processes are promoted

by spin - orbit coupling (SOC) which is a parameter increasing with the presence of metals

and heteroatoms [25]. Moreover, since the phosphorescence activity of the luminophores is

normally observed under inert conditions, their usage in high technology applications has

been restricted. Correspondingly, materials with efficient room-temperature phosphorescence

(RTP) which brings an important solution to the efficiency problem of phosphorescent emitters

has drawn great attention [26, 27].

Room temperature phosphorescence is known as the depopulation of lowest lying triplet

state (T1) to the singlet ground state with a lifetime of more than 100 ms [28]. According

to the quantum mechanics, population of triplet states occur via non-radiative intersystem

crossing process (ISC) between singlet and triplet states which is a process controlled by

various factors such as the energy gap between the involved singlet and triplet states, and

the spin orbit coupling between the relevant states [29]. According to the heavy atom effect,

the SOC is proportional to the fourth power of nuclear charge, therefore, introducing non-

metal atoms is a widely used strategy to enhance spin orbit coupling via the heavy atom

effect [30]. For instance, inclusion of halogen atoms (Cl, Br, I etc.) and, introduction

of the carbonyl moiety of heteroatoms having a lone pair of electrons (O, S, N, P, Se,

etc.) strategies have been used to enhance SOC values, thus, the rate of ISC process [30].

Therefore, most effective room temperature phosphorescence emitters with strong ISC are

metal containing inorganic or organometallic compounds, which have the drawbacks of
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high cost and toxicity, low processability, low flexibility and stability [31]. In contrast to

these drawbacks, organic RTP materials have the advantages of good biocompatibility [32],

stability and good processability [33–35]. Moreover, RTP materials have attracted tremendous

attention due to their applications in the field of intelligence security [27], optical detecting

[36] and biochemical imaging [37]. On the other hand, unfortunately, organic RTP can be only

observed in particular organic molecules. There are two key factors for the construction of

efficient organic RTP molecules which are; the inclusion of both singlet to triplet intersystem

crossing and the suppression of the nonradiative quenching processes from triplet states [35].

1.3. Thermally Activated Delayed Fluorescence

Thermally Activated Delayed Fluorescence (TADF), a photophysical process which

first rationalised by Perrin in 1929, is also known as E-type delayed fluorescence (DF) [38].

Later in 1941, it has been described by Lewis in fluorescein solutions. In 1961, TADF in

eosin and benzyl have been reported by Parker and Hatchard [39]. The progress of TADF

investigation was recently reinvigorated by Adachi and co-workers, and, it has been described

as a way of harvesting non-emissive triplet excited states in Organic Light Emitting Diodes

(OLEDs) [38].

TADF emitters have emerged as most promising organic emissive materials owing to

their 100% internal quantum efficiencies (IQE) [40], metal-free characteristic, low production

cost, and high thermal stability in their devices [1, 41, 42]. According to spin statistics, while

the 25% of electronically generated excitons are singlets, a large proportion, which is 75%,

are triplets [43]. Thus, the distribution of excitons to singlet and triplet states leads to decrease

in fluorescence efficiency, which is occured by the transition from first excited singlet state

(S1) to the ground state (S0). Recently, organic materials with TADF characteristics, which

can utilize triplet excitons via reverse intersystem crossing (RISC) from triplet excited states

(Tn) to (S1) have become a hot research topic in display technology (see Figure 1.2) [44].
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Figure 1.2. Representation of TADF emission in Jablonski diagram.

Utilization of triplet excitons is largely influenced by the competition between phospho-

rescence and RISC processes, which is controlled by the energy gap (∆EST ) and spin-orbit

coupling between the involved states. Therefore, the key point in the design of TADF

molecules is to obtain small (∆EST ) and strong SOC to promote the up-conversion of excitons

in triplet states to singlet state under thermal activation . As stated in Fermi’s Golden Rule,

kRISC =
2π

h̄
|VSOC|2 ×ρFCWD (1.1)

ρ
CMT
FCWD =

1√
4πλkBT

exp

(
−(∆EST +λ )2

4λkBT

)
, (1.2)

reverse intersystem crossing rate constant (kRISC) which is the rate-determining factor of TADF

activity depends on spin orbit coupling matrix element (V 2
SOC) and thermokinetic barrier (ρ),

which depends on reorganization energy (λ ) , temperature (T ), Boltzmann constant (kB) and

∆EST [42]. To date, several efforts have been performed to achieve small energy gaps which

requires efficient separation of the highest occupied molecular orbitals (HOMOs) and lowest

unoccupied molecular orbitals (LUMOs). The reason behind this strategy is because the
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main electronic configurations describing the states involved in RISC process correspond to

the HOMO-LUMO transition [45]. To meet this strategy, TADF emitters generally adopt

D-A, D-A-D, D-π-A, A-D-A, D-π-A-π-D type (D = electron donor, A = electron acceptor)

structures [46, 47]. On this basis, various donors such as phenoxazine [4], dimethylacridine

[48], phenothiazine , carbazole, diphenylamine, thianthrene, dihydrophenazine as well as

acceptors including dimesitylboryl units [49,50], sulphonyl groups [51], aromatic ketones [52]

and many aromatic nitrogen heterocyclic units [53] have been employed to develop high

efficiency TADF emitters. The connectivity between the D and A units also has a profound

effect on the singlet - triplet energy gap. Twisted geometries with near orthogonality around

the D-A bond are highly favorable to obtain small ∆EST values [38]. Moreover, the strength

of donating and accepting abilities of D and A groups also affect the degree of HOMO

and LUMO localisation, i.e. weak donors and acceptors induce less significant HOMO and

LUMO localisation, which leads to larger ∆EST values and smaller TADF contribution [51].

As represented in Equation (1.1), another important parameter in RISC rate constant is

the spin orbit coupling matrix element. It is generally known that heavy metals such as Ir,

Pt, and halogens have large SOC due to their relativistic effects, hence favoring RISC [54].

For pure organic molecules SOC are much smaller, however they can be increased when the

triplet and singlet have a different electronic (diabatic) nature. According to the El Sayed

Rule, large SOC are observed between a singlet state with 1(n,π∗) or 1(π,π∗) nature and

a triplet state with 3(π,π∗) or 3(n,π∗) nature. On the contrary, transition from 1(π,π∗) to
3(π,π∗) and from 1(n,π∗) to 3(n,π∗) are unfavorable [55].

1.4. Photophysics and Photochemistry

Interaction between light and matter has been discovered since the very early stages

of humanity. A wide variety of concepts ranging from the nature of light to the excited -

state phenomena have attracted great attention in scientific community. Nowadays, various

technological developments and theoretical knowledge have boosted the understanding the

photo-processes observed with the interaction of light with matter. In general terms, pho-
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tophysics describes the study of photo-induced processes where the initial structure of the

system is recovered after the deactivation of excited state [56]. On the other hand, photochem-

istry describes the characterization studies of photoproducts that occurred after the interaction

between light [56].

1.4.1. Light Absorption

Photoinduced processes start with the absorption of a photon used to excite the molecule

to a higher energy level. Changes observed upon light absorption, such as; rotational,

vibrational, and/or electronic structure depend on the photon energy. Systems in dark are

assumed to be in the ground state which describes the most stable arrangement of molecules.

After the absorption of UV-Vis radiation, the system is transferred to the excited state in

which the electronic structure is not the most stable one. There are two factors that determine

which excited state(s) are populated. The first factor is the photon energy, which is the energy

difference between the ground and excited state (∆E) which can be stated as:

∆E = hv. (1.3)

The second parameter comes from the Fermi’s Golden Rule which relates the probability

of the transition to the transition dipole moment (TDM) formed by the electric field of the

molecule during light absorption [57] is given as:

T DMn→m = ∑
α=x,y,z

⟨ψm |µ̂α |ψn⟩ . (1.4)

The n and m are the ground and excited states respectively, and µ̂α is the dipole moment

operator for the component alpha. According to the Equation (1.5), when TDM is zero,

the transition is forbidden and will not be observed upon the photoexcitation. Conversely,

when n to m transition has a large T DM, molecules will be excited. Absorptions observed

upon photoexcitation can be represented with photon energies giving the absorption spectrum

of the molecule and the area of the band is directly proportional to the probability of the

transition. Oscillator strength ( f ) which includes the terms ∆E and T DM can be calculated

by the equation:

fn→m =
2
3

∆Enm |T DMn→m|2 . (1.5)

While the excited states reported with large f are reported as the bright states, forbidden or

dark states are reported with f values close to zero [58].
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1.4.2. Potential Energy Landscapes

Potential energy landscape determines the structure, dynamics and thermodynamics

within a particular electronic state.

1.4.3. Adiabatic Processes

After initial excitations of the molecules, the system relaxes towards the lower energy

region of the excited state. This is an ultrafast process which takes place in the femtosecond or

picosecond scale, and happens independently from the nature of the system under study. As

the molecule reaches minimum energy point of the state, the excess energy of the electronic

state can be removed by the emission of photon with the energy which is equal to the energy

difference between the excited and ground state energies. If excited state is a singlet state,

which has the same spin with the ground state, the emission process is called fluorescence

and occurs within the 10-9 - 10-6 s range [58].

1.4.4. Non-Adiabatic Processes, Internal Conversions and Intersystem Crossings

In some specific arrangements of the nuclei, two or more electronic states may have the

same energies. Points with the same energies lead to the high probability of non-adiabatic

jumps opening the alternative pathways that do not yield light emission. In some cases,

crossings are observed between the different spin states which lead to the population transfer

as ISC [59]. The population transfer between the different spin states requires strong spin orbit

coupling which is defined as the interaction between the magnetic moment of the electrons

and the magnetic field caused by their motion (see Equation (1.6)). The SOC parameter can

be states as:

SoCi j =

√
∑
u

∣∣〈Ti,u
∣∣ĤSO

∣∣S j
〉∣∣2; u = x,y,z, (1.6)

where ĤSO stands for the SOC Hamiltonian, S j and Ti refer to the singlet and the triplet states,

respectively. SOC is not the only parameter affecting the ISC probability, however, ∆E ji,

which is the energy gap between the states j and i, also plays an important role.
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The ISC, which leads to the population transfer towards the triplet states opens an

alternative emission pathway which is known as the Phosphorescence. Phosphorescence

emission occurs as a transition from T1 to S0 state and is observed in the 10-3 - 102 s range [15].
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2. OBJECTIVE AND SCOPE

The present thesis is devoted to the study of parameters underlying TADF and phospho-

rescence mechanisms, in particular, ISC and RISC processes, using adequate computational

tools. The first main goal tackled in this thesis is providing an exhaustive comparison between

different methodologies and proposing the most appropriate level of theory which describes

the parameters effective in ISC and RISC processes. Following the methodology study,

investigating the roles of various descriptors which are nature of states, singlet - triplet energy

gap and the SOC on photophysical properties of TADF and phosphorescent emitters was our

next purpose.

After understanding the role of methodology and descriptors, the next purpose was

assessing the relationship between molecular structure and photophysical properties for a

range of boron-based and sulfone-based TADF molecules, to understand the behavior of

boron and sulfone in different acceptor moieties.

Following the static calculations, simulating the surface hopping mechanism, in other

words, the ISC, by dynamic simulations and understanding the kinetic models together with

competitive photoprocesses in organic luminescent materials became our last scope to model

the complete picture of photoprocesses in these emitters.
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3. THEORETICAL BACKGROUND

3.1. Quantum Chemistry. A Historical Perspective

3.1.1. The Birth of Quantum Chemistry

Quantum chemistry, which is defined as the application of quantum mechanics to the

study of chemical processes, has been associated by the Austrian physicist Erwin Schrödinger’

publication in December, 1926 with the time-dependent Schrödinger equation [60] as follows:

ih̄
∂

∂ t
Ψ(r,R, t) = ĤtΨ(r,R, t), (3.1)

where i is the imaginary unit, h̄ stands for the Planck constant divided by 2π is the time-

dependent Hamiltonian operator and Ψ(r,R, t) refers to the wave function which depends

on the nuclear (R) and electronic (r) coordinates and time t . According to the Equation

(3.1), stationary wave Ψ(r,R) that do not depend on time can be determined and called as

time-independent Schrödinger equation [61] and given as:

ĤsΨ(r,R) = EΨ(r,R), (3.2)

where Ĥs is the time-independent (static) Hamiltonian and E refers to the energy of the system

described by Ψ(r,R). Ĥs contains all electron-electron, nucleus-nucleus, and electron-nucleus

interactions present in the system. In non-relativistic quantum chemistry, Ĥs has the form

shown as:

Ĥs =−
N

∑
i=1

1
2

∇
2
i −

M

∑
A=1

1
2MA

∇
2
A −

N

∑
i=1

M

∑
A=1

ZA

riA
+

N

∑
i=1

N

∑
j>i

1
ri j

+
M

∑
A=1

M

∑
B>A

ZAZB

RAB
,

(3.3)

where i and j are the coordinates of two electrons, N and M state for the total number of

electrons and nuclei, respectively, A and B refer to the coordinates of two nuclei, ∇2 is the

Laplacian operator, ZA is the atomic number of a nucleus A, ZB is the atomic number of a

nucleus B , ri j states for the distance between the ith and jth electrons, riA refers to the distance

between the ith electron and the Ath nucleus, and RAB stands for the distance between the Ath

and Bth nuclei. Thus, the five terms of Equation (3.3) corresponds to: i) kinetic energy of the

electrons, ii) kinetic energy of the nuclei, iii) Coulomb attraction between the electrons and
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the nuclei, iv) electronic repulsion, and v) nuclear repulsion.

3.1.2. Quantum Chemistry As A Research Tool In Chemistry

For medium- and large-size molecular systems, solving the eigenvalue problem in Equa-

tion (3.2) would be impossible and, this impossibility after the discovery of the Schrödinger

equation, became the origin of various methodologies. In 1927, Max Born and J. Robert

Oppenheimer proposed Born-Oppenheimer approximation, which states that the movement

of electrons can be treated independently from the nuclei, because the electrons are much

lighter than the nuclei, breaking down the wave function Ψ into its nuclear and electronic

parts [62] as:

Ψ(r,R) = ψnucler(R)Xψelec(r). (3.4)

With the help of approximation in Equation (3.4), the second term of Equation (3.3) equals to

zero, and the fifth term becomes a constant. Consequently, ψelec(R) describes the electrons

moving in the field of the motionless nuclei. In this way, the electronic problem can be solved

as:

Ĥelecψelec = Eelecψelec, (3.5)

where Ĥelec states for the electronic Hamiltonian operator.

Due to the multivariable dependencies of the electron repulsion term 1/ri j, following the

approximations stated until this part is still insufficient to solve the many-electron equations.

For the purpose of simplifying the resolution, Douglas R. Hartree and Vladimir Fock proposed

Hartree-Fock (HF) method in 1930 in which the electronic repulsion term of the Hamiltonian

is substituted by an average potential caused by the rest of the electrons. Within the HF

approximation, the multi-electron operator Ĥelec can be separated in effective one-electron

operators fi or just Fock operators (see Equation (3.6)) [63] and represented as:

f (i) =−1
2

∇
2
i −

M

∑
A=1

ZA

riA
+ vHF(i). (3.6)

In Equation (3.6), vHF(i) represents the average potential seen by the ith electron caused by

the other electrons. In this way, the complex many-electron problem is converted into simpler

one-electron problems in which the electron-electron interactions are treated in an average

way as [63]:
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f (i)χ (xi) = Eχ (xi) , (3.7)

being χ the spin-orbitals which describe a given electron i with coordinates xi, including both

spatial and spin coordinates. The Equation (3.7) has to be solved through a procedure called

self-consistent field (SCF) procedure which was formulated at the beginning of the 1930s

decade. However, until some empirical values were used in the calculations, its application to

even small molecules was impossible and it could be used only for light atoms like helium. In

SCF strategy, some wave functions have been constructed to the Fock operator and then it

is iterated by using the output functions as new input functions or with more sophisticated

methods until the input and output functions are the same.

Despite the fact that HF method is a fast procedure, its well known inaccuracies

in the study of several molecular properties such as molecular geometries, excited states

and ionization energies boosted the development of post-HF methods, such as the density

functional theory (DFT) and many others which have been described in Section 3.2.

3.2. Molecular Quantum Mechanics

It is known that electrons as charged particles cause Coulomb repulsion and the motion

of one electron influences the motion of the others. Description of this dynamic correlation

which is arised by the instantenous mutual repulsion of electrons is the stem of HF theory.

Other methods such as Configuration Interaction (CI), Møller-Plesset Perturbation Theory

and Coupled Cluster are also based on the wave function calculation, however, they are

computationally very expensive. On the other hand, Density functional methods with a lower

computational cost can offer accurate results [64].

3.3. Semi-Empirical Methods

In order to simplify the Hartree–Fock (HF) method, Semi-empirical (SE) methods use

parameters derived from experimental data and theoretical approximations. The distinct

approximations of semi-empirical methods to the Hamiltonian are neglecting many integrals,

especially two electron integrals, in order to speed up the calculations and reduce the com-
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putational cost. For these purposes, semi-empirical methods consider only the valence shell

electrons and use a minimal basis. Various semi-empirical methods have been parametrized

with different approximations and the most commonly used one is Zero Differential Overlap

approximation (ZDO) which can also be grouped to one and two electron integrals.

Zero Differential Overlap approximation neglects the overlap between different basis

functions centered on different atoms. While the complete neglect of differential overlap

(CNDO) [65] uses zero-differential overlap (ZDO) for the two-electron integrals, intermediate

neglect of differential overlap model (INDO) [66] covers the one-center two electron integrals

which are over the orbitals centred on the same atom. There are many modern semi-empirical

methods and the mostly used methods are the neglect of diatomic differential overlap model

(NDDO) [65] which includes the MNDO, AM1, PM3, PM6, and PM7 methods.

Modified neglect of diatomic overlap (MNDO) method, introduced by Thiel and Dewar,

overestimates the repulsions between atoms which are separated by their van der Waals

distances [67]. In Austin Model 1 (AM1) [68], hydrogen bondings are treated better than

MNDO, but they are still misrepresented. On the other hand, equations and formalism of

parametrized model number 3 (PM3) [69] are same with the AM1 method, however, PM3

uses different number of parameters for each element. Improved models of PM3 are the

parametrized model 6 (PM6) and parametrized model 7 (PM7). While core-core interactions

and new parameters for transition metal systems are included in PM6, PM7 adds explicit

terms to describe non-covalent interactions (NCIs) [70].

3.4. Density Functional Theory

In 1964, Hohenburg-Kohn proposed that the density of a system determines all its

ground-state properties which is the stem of Density Funtional Theory [71]. Density Func-

tional Theory is one of the most popularly used method for quantum mechanical calculations

of many-body systems. Opposite to Hartree-Fock Theory which deals with the wave function,

DFT is based on the electron density.
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3.4.1. Electron Density

Solution of the time-independent Schrödinger equation is not the only strategy to solve

the many-electron problem. As an alternative approach, electron density ρ(r) can be used as a

descriptor of the electronic structure of the system. Since the ρ(r) is a measurable parameter,

employing it to a given system appear physically more intuitive than a wave function based

approach. Electron density is defined as [71]:

ρ(r) = N
∫

. . .
∫

|ϕ (r1,r2, . . . ,rN)|2 ds1dr2 . . .drN , (3.8)

where ρ(r) stands for the probability to find any of the N electrons within the volume element

drN with arbitrary spin while the N −1 electrons have arbitrary positions and a spin represented

by ϕ .

3.4.2. The Hohenger and Kohn Theorems

The first Hohenger-Kohn (HK) theorem states that every observable of a system can be

calculated from the ground-state ρ(r), thus, the observables can be written as a functional of

the ground-state ρ(r). According to the HK theorem which can be expressed as:

ET [ρ(r)] = F [ρ(r)]+Vext [ρ(r)], (3.9)

the total energy of the system can be determined by the sum of of the universal functional

F[ρ(r)] and an external potential VextF[ρ(r)] [72]:

F [ρ] = T0[ρ]+ J[ρ]+Tu[ρ]+Vq[ρ]. (3.10)

As represented in Equation (3.9), functional depends on the ρ(r) and since the ground

state energy is determined by the electron density, now it is important to find the ρ(r) that

minimizes the energy.

3.4.3. The Kohn Sham Procedure

In 1965, Kohn and Sham developed an orbital-based scheme in which the total kinetic

energy T is separated into the kinetic energy of non-interacting N-electrons (T0), with the

same density that the real interacting system, and a part which specifically accounts for

the interactions (Tu). Additionally, the electron-electron repulsion is divided into the a non-
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classical contribution (Vq) and classical Coulomb interaction (J). Consequently, the F[ρ(r)]

term of the Kohn-Sham approximation, can be expressed as [73]:

F [ρ] = T0[ρ]+ J[ρ]+Tu[ρ]+Vq[ρ]. (3.11)

The unknown part of the kinetic energy (Tu) and the non-classical electron-electron interaction

energy given by (Vq) can be combined to form the exchange-correlation functional Exc[ρ].

Accordingly, we can represent the total energy as:

ET [ρ] = T0[ρ]+ J[ρ]+Vext [ρ]+EXC[ρ]. (3.12)

While the first three terms can be calculated explicitly, the exchange-correlation term Exc[ρ]

includes all unknown contributions to the energy arising from the non-classical effect of

self-interaction correction, exchange and correlation.

Over the last decades, various approximations have been reported, however, various

functionals arised not only from the methods used for the exchange energy, but also from the

precentage of HF exchange.

3.5. Density Functional Theory Functionals

According to the Local Density Approximation (LDA), electron density is uniform in

everywhere and can be stated as:

ELDA
XC [ρ(r)] = ELDA

X [ρ(r)]+ELDA
C [ρ(r)] =

∫
ρ(r)εLDA

X ρ(r)dr+
∫

ρ(r)εLDA
C ρ(r)dr, (3.13)

ELDA
X [ρ(r)] =CX

∫
ρ(r)4/3dr, (3.14)

and εLDA
X referring the exchange energy per electron as:

ε
LDA
X =CX ρ

1/3, (3.15)

with CX a constant, which is equal to 0.7386 [74, 75]. On the other hand, Local Spin

Density Approximation (LSDA) accounts for spin dependence into the methods and allows

the presence of different spins for different orbitals of the electrons in the spin polarized

systems. ELSDA
XC [ρ(r)] is expressed as [76]:

ELSDA
XC [ρ(r)] = ELSDA

XC [ρα(r),ρβ (r)] = ELSDA
X [ρα(r),ρβ (r)]+ELSDA

C [ρα(r),ρβ (r)], (3.16)

where α and β refers to spin up and down densities, respectively. ELSDA
X [ρα(r),ρβ (r)] is

defined as:
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ELSDA
X [ρα(r),ρβ (r)] =−21/3CX

∫
[ρ

4/3
α (r)+ρ

4/3
β

(r)]dr, (3.17)

and exchange energy per electron εLSDA
X is described as:

ε
LSDA
X =−21/3CX [ρ

1/3
α +ρ

1/3
β

]. (3.18)

The second generation of density functionals is the generalized gradient approximation (GGA).

Differently from LDA methods, GGA assumes that the electron density is not homogeneous

and includes both the density and gradients (∆ρ(r)) for the variation of ρ with position which

can be expressed as:

EGGA
XC [ρα(r),ρβ (r)] =

∫
f (ρα(r),ρβ (r),∆ρα ,∆ρβ ), (3.19)

where f is a function of ρα and ρβ , and their gradients. As stated in Equation (3.19), EGGA
XC is

divided into exchange and correlation parts and each part is modelled independently.

While Meta-GGA (M-GGA) version of the GGA depends on the kinetic energy density

or higher order density gradients, Hybrid density functional (H-GGA) methods join non-local

Hartree-Fock exchange (HFX) with local/semi-local conventional GGA exchange in the EXC

term obtained from KS orbitals. EXC term can be expressed as:

EXC[ρ(r)] = a0EHFX
X [{ψi}]+ (1−a0)EDFT

X [ρ(r)]+EDFT
C [ρ(r)], (3.20)

where a0 coefficient refers to the fraction of HFX.

Another GGA version is the Hybrid-meta GGA (HM-GGA) which depends on the HF

exchange, the electron density and its gradient, and the kinetic energy density.

Lastly, the functionals used in this thesis are Hybrid M06-2X, Becke Three-Parameter

Hybrid functional B3LYP, Becke One-Parameter Hybrid functional BLYP, PBE correlation

including PBE1PBE and, Long-Range Corrected CAM-B3LYP and ωB97XD functionals.

3.5.1. The M06-2X Functional

The M06-2X hybrid functional belong to a series of approximations to the Exc[ρ] term

developed by Truhlar and coworkers. In M06-2X method, the total exchange-correlation

energy (EM06−2X
XC ) is computed through contributions of both DFT (EM06−2X

X ) and HF (EHF
X )

exchange energies [77] as:



18

EM06−2X
XC =

X
100

EHF
X +

(
1− X

100

)
EM06−2X

X +EM06−2X
C . (3.21)

In Equation (3.21), X equals to 54 and determines the percentage of Hartree Fock

exchange. The M06-2X functional is based on the mGGA, in which several corrections in the

calculation of the gradients of the electron density are introduced to palliate discontinuities of

the density faced for many systems [78]. Only three functionals, namely B3LYP and PBE0,

which are commonly used in TADF literature and M06-2X, which has been proved that it

best represenst the photophysical properties reported in this thesis, shall be briefly described

in the following.

3.5.2. The B3LYP Functional

B3LYP scheme is one of the most commonly used DFT functionals in which Exc[ρ] is

approximated as:

EB3LY P
XC = (1−a)ELSDA

X +aEHF
XC +bEB88

X + cELY P
C +(1− c)EVWN

C , (3.22)

where the X , C and XC subscripts refers to the exchange, correlation, and exchange-correlation,

respectively, and the LSDA refers to the local spin-density approximation method [72]. The

B88 states for the Becke exchange functional [79], LY P is the gradient-corrected correlation

developed by Lee, Yang and Parr, and VWN stands for the exact exchange energy of an

uniform electron gas defined by Vosko, Wilk, and Nusair in the framework of the LSDA

approximation [76]. The a, b, and c are the parameters fitted to optimally reproduce the

electron affinities (EAs), some total energies of a collection of small systems, atomization

and ionization energies [72].

3.5.3. The PBE0 Functional

Perdew, Burke and Ernzerhof have introduced a GGA functional referred to as PBE

in which all the parameters are fundamental constants [80]. They obtained this using the

Perdew–Wang (PW) correlation functional, and a new exchange contribution which can be

expressed as:

EPBE
x =

bx2

1+ax2 (3.23)
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where b=50.00336, a=50.00449 and x and ρ are the electron density and its gradient respec-

tively. PBE0 is the parameter free density functional approach using the PBE functional and

HF exchange with predefined coefficients.

3.5.4. The Advantages and Drawbacks of DFT-Based Methods

The low computational cost of DFT-based methods is their most important advantage.

Therefore, calculation of geometries, energies, frequencies and other molecular properties

of small and medium-sized systems can be done in acceptable times. However, there are

important drawbacks which arise from the parameter adjustment performed in the design

of the functional. In other words, a DFT functional can provide good results for a specific

type of systems whereas can fail in the description of other type systems [81]. Thus, it is

always necessary to calibrate the DFT data toward accurate ab initio methods or, alternatively,

experimental recordings.

3.6. Basis Sets

The mathematical expression used to define the orbitals of a system and which is based

on linear combination of atomic orbitals (LCAO-MO) approximation is known as the Basis

Set and can be expressed as [82]:

ψi =
n

∑
µ=1

φµcµi, (3.24)

where ψ is the ith molecular orbital, φµ denotes the µ th atomic orbital, cµi molecular orbital

coefficients, and n is the number of atomic orbitals. There are tho types of basis sets,

namely Slater-Type Orbitals (STO’s) [83], Gaussian-Type Orbitals (GTO’s) [84]. STO’s

have exponential dependence to the distance between the nuclei and electrons change. These

are more efficient and accurate at representing molecular orbitals. On the other hands,

GTO’s have exponential dependence to the quadratic distance between nuclei and electrons.

Though GTO’s provide a worse description of the molecular orbitals, they present a better

computational evaluation of the two-electron integrals and are widely used in the calculations

of electronic structures.



20

Several different types of basis sets have been developed over the years, such as,

minimal, double zeta (DZ), triple zeta (TZ), quadruple-zeta (QZ), an so on. The concept

of minimal basis set suggests that only the minimum number of basis functions per atom is

used in the description of the occupied atomic orbitals. In DZ basis set, the number of basis

functionas are dublicated and this can be used for the first row elements. From a chemical

standpoint, it is known that the most important electrons are valence electrons, therefore, DZ

basis set has been simplified to dublicate only the valence basis functions valence double

zeta (VDZ) basis set have been developed. While trebling the number of basis functions,

same procedure leads to the TZ and valence triple zeta (VTZ) basis sets. In some cases, the

increase in the number of s and p functions for each atom is not enough to well describe the

properties within the study, and functions with higher angular momentum, such as p functions

for hydrogen and d functions for heavier atoms, can be required. In such cases, these functions

are called polarization functions, and they give rise to the DZP and TZP basis sets.

Over the years, Pople et. al introduced split-valence basis sets to split and treat valence

and core orbitals separately. These basis sets use only one basis function for each core atomic

orbital, and a larger basis for the valence atomic orbitals, thus decrease the computational

cost. Most commonly used Pople basis sets are 3-21G, 6-21G, 6-31G(d), 6-311G(d,p) and

6-31++G(d,p). In diffuse function, a plus sign (+) refers to the addition of diffuse functions to

heavy atoms and, two plus signs (++) show the addition of diffuse function to light atoms [85].

3.7. Solvation Models

Solvation models account for solvent environments of molecular systems and mimic

experimental environments to obtain more accurate results. The solvent models can be

categorized into two groups which are explicit and implicit solvent models. Explicit models

are more realistic than the implicit models, however, they are computationally more expensive.

While all solvent molecules are included in the explicit solvent model, and free energy of

solvation is calculated by considering interactions between solvent-solute, implicit solvent

model, which is also known as continuum solvation model presents the solvent as a continuous

medium and provides uniform polarizability by employing static dielectric constant. The
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equation represented as:

∆Gsolvation = ∆Gcavity +∆Gdispersion +∆Gelectrostatic +∆Grepulsion, (3.25)

shows the relation for the calculation of total free energy of solvation, where ∆Gcavity refers

to the free energy required to form the solute cavity, ∆Gdispersion refers to the interactions

between solute and solvent, ∆Gelectostatic, is the electrostatic energy and ∆Grepulsion is the

energy caused by the exchange solute-solvent interactions.

Various implicit solvation models have been developed, such as conductor-like polar-

izable continuum model (CPCM) [86], integral equation formalism polarizable continuum

model (IEF-PCM) [87], solute model based on density (SMD) [88], and COSMO [89], etc.

Tomassi and coworkers developed one of the commonly used implicit solvent model which is

Polarizable Continuum Model (PCM) [90, 91].

PCM defines the cavity surface through spheres defined by Van der Waals (VDW)

radii centered at each atom. On the other hand, Conducter-like PCM (CPCM) treats the

conductor-like screening solvation boundary condition. Canc´es and Menucci developed

another commonly used continuum solvation model named as IEFPCM. IEFPCM uses a

set of overlapping spheres to model the solute, with radii of the spheres similar to solute

atoms [87].

3.8. Wigner Distribution Function

In 1932, Eugene Wigner introduced Wigner quasi-probability distribution or Wigner-

Ville distribution which is a quantum mechanical approach for relating wave function to

probability distribution in phase space [92]. Wigner distribution function has a wide range

of applications, including amplitude and phase retrieval, signal processing, optical devices,

and phase space coupling coefficient computation. There are two ways of generating Wigner

distribution, which are from the coordinate-space or momentum-space wave functions. The

Wigner transform using the coordinate-space function can be stated as:

W (x, p) =
1

2π

∫
∞

−∞

ψ
∗
(

x+
s
2

)
ψ

(
x− s

2

)
eipsds, (3.26)

where ψ denotes the wave function, p represents momentum, and x indicates location. The
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term ψ∗ (x+ s
2

)
can be stated as:

ψ
∗
(

x+
s
2

)
=
〈

ψ | x+
s
2

〉
, (3.27)

and the term ψ
(
x− s

2

)
in Equation (3.26) can be expressed as:

ψ

(
x− s

2

)
=
〈

x− s
2
| ψ

〉
. (3.28)

3.9. Surface Hopping Dynamics

Surface hopping dynamics is an extension of classical molecular dynamics (MD) to

excited states. The term “hops” comes from the events where a trajectory switches from one

potential energy surface (PES) to another [93]. In PES of a particular state, the nuclei are

treated classically and move according to Newton’s equations and an electronic wavefunction

is propagated using the time-dependent electronic Schrödinger equation, which incorporates

non-adiabatic couplings (NACs) between the electronic states and these NACs determines the

time that a hop will occur. NAC is not the only coupling that affects the hops, but there are two

more types of couplings which are spin-orbit couplings (SOCs) and laser-dipole couplings

(LDCs).

In this thesis, ISC, IC and RISC processes are nonadiabatic electronic transitions and

there are more than one PESs which should be considered. In 2011, Prof. Dr. Letizia Gonzalez

and her research group developed a software package known as Surface-hopping-in-adiabatic-

representation including-arbitrary-couplings (SHARC) which is the software used in the

dynamic ISC and IC simulations of this thesis. Compared to other methodologies, surface

hopping provides a number of advantages such as being a user friendly method because the

classical mechanics ansatz for the nuclear motion makes the method conceptually simple and

easy to implement. Additionally, the trajectories need only local information such as energies

and couplings on the electronic states and each trajectory is independent from the rest of the

ensemble.

The widespread use of SH method arises from its applicability to large systems because

all degrees of freedom can be included in the simulation. In MD, the nuclear motion is

approximated with classical mechanics. Therefore, the nuclear equation of motion is given by
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Newton’s second law [94]:

mA
d2

dt2 RA(t) =−∇AEβ (R(t)), (3.29)

where RA is the nuclear position of atom A, mA is the mass of atom A and -∆AEβ (R(t)) is the

gradient of the energy of the electronic state β with respect to the position of atom. In the

standard formulation of MD, Integration from time to time ∆t t +∆t can be done with the

velocity-Verlet algorithm expressed by the following equations [95]:

aA(t) =− 1
mA

∇AEβ (R(t)), (3.30)

RA(t +∆t) = RA(t)+vA(t)∆t +
1
2

aA(t)∆t2, (3.31)

aA(t +∆t) =− 1
mA

∇AEβ (R(t +∆t)), (3.32)

vA(t +∆t) = vA(t)+
1
2
[aA(t)+aA(t +∆t)]∆t, (3.33)

aA being the acceleration of atom A and vA being the velocity of atom A. To include the

nonadiabatic effects for surface hopping scheme, a prescription for the choice of the correct

active state β at each time step is required and the choice of correct active state is based on

the evolution of an electronic wavefunction along the nuclear trajectory.
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4. COMPUTATIONAL DESCRIPTOR ANALYSIS ON EXCITED

STATE BEHAVIORS OF A SERIES OF TADF AND NON-TADF

COMPOUNDS

4.1. Overview

The thermally activated delayed fluorescence (TADF) behaviours of seventeen organic

TADF emitters and two non-TADF chromophores bearing various donor and acceptor moi-

eties were investigated, focusing on their torsion angles, singlet–triplet gap (∆EST ), spin orbit

couplings (SOC) and topological ΦS index. Electronic structure calculations were performed

in the framework of the Tamm–Dancoff approximation (TDA) allowing the possible reverse

intersystem crossing (RISC) pathways to be characterized. The electronic density reorganiza-

tion of the excited states was checked also with respect to the different exchange–correlation

functional and absorption spectra were obtained by considering vibrational and dynamical

effects through Wigner sampling of the ground state equilibrium regions. Examining all the

parameters obtained in our computational study, we rationalized the influence of electron-

donating and electron-accepting groups and the effects of geometrical factors, especially

torsion angles, on a wide class of diverse compounds ultimately providing an easy and

computationally effective protocol to assess TADF efficiencies.

4.2. Introduction

Since the original proposal of organic light-emitting diodes (OLEDs) by Tang and

Van Slyke in 1987 [96], significant progresses have been achieved in their development

and application in different technologies, including display apparatus. OLEDs represent an

important innovation in lighting markets, providing improved image quality, high brightness,

low fabrication costs, low power consumption and high durability [97, 98]. They operate

based on the physical phenomenon known as electroluminescence (EL), i.e. the conversion of

electrical energy into light [99]. In OLEDs, EL is achieved by fluorescent materials, which

undergo a two-step process, an initial absorption leading to the population of an electronically
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excited state and a subsequent radiative decay to the electronic ground state, which is known

as prompt fluorescence [34].

Figure 4.1. Jablonski diagram for OLED, PHOLED and TADF materials, respectively.

However, despite possessing useful properties, several drawbacks still limit the devel-

opment of OLEDs, notably related to technical issues, such as high-power consumption,

insufficient device efficiency, and high driving voltage. Insufficient device efficiencies in

OLEDs have led to the use of high quantum yield phosphorescent materials utilizing alter-

native routes to achieve radiative decay. These are based on intersystem crossing (ISC) and

hence the population of triplet states, leading to phosphorescence [100]. The exploitation of

both singlet and triplet excited states has led to an increase in internal quantum efficiencies

(IQE) up to 100%. Although the use of phosphorescent materials significantly increased quan-

tum efficiencies in OLEDs, the use of heavy metals, such as Ir or Pt, limited their application

due to increased device costs, environmental pollution, and toxicity. Moreover, the lack of

stability is an additional drawback of phosphorescent OLEDs (PhOLEDs). Indeed, chemical

degradation leading to charge traps, non-radiative recombination sites, and luminance loss,

are serious issues affecting PhOLEDs [100].

In the quest to increase OLED efficiencies, thermally activated delayed fluorescence

(TADF) materials have attracted great attention as they lead to the population of both singlet

and triplet states without using any heavy metals (see Figure (4.1)) [101–106] . Soon after

the first organic TADF emitter was reported in 2011, studies related to TADF based OLEDs

gained momentum and nowadays, external quantum efficiencies (EQE) reaching up to 30%

together with internal quantum efficiencies (IQE) of 100% have been reported. In addition to



26

their applications in OLEDs, TADF materials also have applications in fluorescence lifetime

imaging [107], and oxygen sensing [108–112]. TADF materials also possess the critical

advantage of serving as host materials in emission layers [111], and enabling different color

emission [5, 40, 110, 112–123].

Emission, which may span from blue to red, is mainly controlled by the degree of

intramolecular charge transfer (ICT) of the involved excited states [121]. Since ICT is one of

the most important parameters in TADF activity, numerous design strategies were attempted

to enhance this fundamental process. One strategy involves the use of donor–acceptor (D–A),

D–π–A, D–π–A–π–D molecular frameworks, in which the highest occupied molecular

orbitals (HOMO) and lowest unoccupied molecular orbital (LUMO) are localized on donor

and acceptor units, respectively, hence leading to spatially separated frontier orbitals [122].

Various donor and acceptor groups were designed to enhance charge transfer in TADF

luminophores. The most frequently used donor moieties are diphenylamine [34, 123, 124],

carbazole [5, 125–133], acridine [45, 110], and phenoxazine derivatives [46, 134, 135], while

the most common acceptor units include boron [50, 118, 124, 136–140], sulfone [5, 116, 130],

and benzophenone derivatives (Fig. 2) [31, 110, 141, 142]. However, TADF systems are

not limited to these building blocks, as other interesting frameworks were designed such as

cyanobenzenes [142], triazines [143], oxadiazoles [142], sulfones [144], and spiro derivatives

[125, 145].
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From a photophysical point of view, TADF is based on the up conversion from the

triplet (T1) to the singlet (S1) state, which is only possible if ∆EST is sufficiently small, i.e.

less than 0.1 eV. This energetic alignment facilitates the reverse intersystem crossing process

(RISC), which is also known as the up-intersystem crossing process (UISC) [146]. Although

TADF compounds with ∆EST values smaller than 0.1 eV show the best performances, some

fluorophores with ∆EST values close to 0.5 eV exhibit TADF emission. However, though the

TADF mechanism usually involves RISC between T1 and S1 states, an alternative possible

pathway driven by higher excited triplet states is also observed. Indeed, in some circumstances

more than one triplet state is present below the S1 state, allowing reverse internal conversion

(RIC) between T1 and the upper lying triplet states. This is followed by a RISC between

Tn, i.e. the triplet state closest to the first excited singlet state and S1 [147]. Furthermore,

rigid molecular architectures are usually preferred over flexible ones for high performance

TADF devices, since they minimize non-radiative decay due to vibrational and rotational

motions [148].

In addition to a small ∆EST gap, the electronic coupling between charge transfer singlet
1CT and local triplet (3LE) states strongly influences TADF efficiency [47]. Indeed, the

magnitude of spin orbit coupling (SOC) is crucial to determine RISC efficiency and ultimately

delayed fluorescence [149]. The rate of RISC (kRISC) is usually expressed by combining

Fermi’s golden rule with Marcus’ theory [150], as:

kRISC =
2π

h̄
|HSO|2 (4πλkBT )−

1
2 exp

(
−EA

kBT

)
, (4.1)

EA =
(∆EST +λ )2

4λ
. (4.2)

The key parameters being the reorganization energy λ , the SOC expressed by HSO,

and EA which is related to the ∆EST energy gap through Equation (4.2). More topological

descriptors of the electronic density reorganization such as the amount of CT (qCT) and the

effective CT distance (dCT) for ground and excited states have also been used to computation-

ally preview TADF performance [151]. The CT character of T1 states has also been analyzed

through the excited state dipole moments [152].
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Furthermore, environmental factors are also important in dictating the overall TADF

efficiency, in particular the ISC rates, as shown by their sensitivity to solvent polarity [146].

In addition, as Yu-Zhong Xie and co-workers pointed out, minimum energy crossing points

(MECP) between S1 and T1 states are crucial, since they represent funneling regions, allowing

the non-adiabatic transition between different electronic states [153].

In our previous study, we investigated a series of benzophenone based TADF emitters

and non-TADF chromophores by quantum chemical calculations. Our main goal in that

contribution was to understand the photophysical properties of benzophenone emitters and

their derivatives in terms of absorption spectra, charge separations in the excited states, ∆EST

gaps and SOC magnitude [154]. Here, on the other hand, we plan to extend the objectives of

the previous study investigating TADF emitters with various acceptor moieties and propose a

new, more general, computational strategy applicable to a large variety of TADF emitters. For

this purpose, we analyzed the relationship between molecular structures and photophysical

properties of a wide range of emitters by means of ab initio calculations. To understand the

correlation between the molecular structure and TADF properties, a comparative study is

performed along molecules that possess TADF features and compounds known to be poor

TADF emitters (henceforth, they will be referred to as non-TADF molecules).

Indeed, a systematic study on the relationship between structural, electronic properties,

and the TADF efficiency of different classes of compounds is somehow missing. We plan to

bridge this gap by using molecular modelling and simulation to provide a unified description

of the different parameters related to TADF performance. For this purpose, ground state

structural properties, such as the torsional angles, are explored and related to the optical

properties and the singlet–triplet gap. Our analysis of different excited state descriptors,

including singlet–triplet gap, SOC magnitude, and the amount of charge transfer provides

a useful and computationally effective protocol to rationalize TADF efficiency. Although

the RISC probability decreases with the increase in ∆EST , HSO which competes with ∆EST ,

albeit being usually overlooked, may play a significant role and hence, should be properly

accounted for to sketch useful design rules for TADF compounds.
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4.3. Computational Methodology

Prior to the evaluation of all optical and photophysical properties, conformational

analysis was performed using the Gaussian 16 software package [155] to characterize all

possible conformers of the chosen TADF and non-TADF molecules. Density Functional

Theory (DFT) calculations with the M06- 2X [77, 105] meta-hybrid functional and the 6-

31+G(d,p) [154] basis set have been carried out to optimize the ground state conformers

and the corresponding S1 and T1 geometries. However, all conformers are expected to share

the same TDA behavior since the latter is mainly dictated by the twisting angle between

donor and acceptor moieties or between the donor and bridge moieties, which are highly

conserved in the conformational space. While for ground state equilibrium geometries we

have checked that no imaginary vibrational frequencies are present, this was not performed

for S1 and T1 equilibrium geometries due to the lack of analytical hessians. The choice of

M06-2X functional is justified by its good performance in reproducing the geometries of

aromatic compounds [156].

In our previous study, the excited state properties obtained by taking into account all

the possible conformers of TADF molecules have been proven identical to the ones of the

lowest energy conformer [154]. Thus, we continue our analysis considering the lowest energy

conformers of each molecule only.

The energy and nature of excited states are assessed at the B3LYP [157] /6-31+G(d,p),

M06-2X/6-31+G(d,p), CAM-B3LYP [158]/ 6-31+G(d,p), and ωB97XD [159] /6-31+G(d,p)

levels of theory, and 6-311++G(3df,3pd) [160] and 6-311++G(2d,2p) [161] basis sets were

used, in all calculations, for sulfur and phosphorus atoms, respectively. A series of benchmark

calculations with Becke’s hybrid B3LYP functional and 6-31+G(d,p) and 6-311+G(d,p) basis

sets are also performed. From this test, it is clearly observed that increasing the basis set does

not induce any noticeable change in the calculated absorption spectra.

Integral equation formalism polarizable continuum model (IEF-PCM) is used in all

calculations [162], to implicitly model the solvent environment. Optimized geometries were

rendered with the CYLview software package [163].
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Tamm Dancoff Approximation (TDA) was employed for all the excited state calcula-

tions. This choice is due to the fact that the TDA method provides a more balanced description

of both triplet and singlet excited states, and compared to Time- Dependent DFT (TD-DFT)

is free from triplet instability issues [164]. All excited state calculations have been carried out

with the Gaussian 16 software package.

Absorption spectra were modeled as vertical transitions from the S0 equilibrium geome-

try. Subsequently, to include dynamic and vibrational effects, 30 conformations, sampling

the vicinity of the Frack– Condon region, were generated through a Wigner distribution [92]

as implemented in the Newton-X [165] software package. Vertical transitions from each

Snapshot were convoluted using Gaussian functions of full-width at half length (FWHL)

of 0.15 eV. Absorption spectra calculations via the Wigner distribution method have been

performed with the B3LYP, PBE0, M062X, BLYP [166] and TPSSh [167] functionals using

the 6-31+G(d,p) basis set.

The nature of the excited states is evaluated using Natural Transition Orbitals (NTOs),

obtained with the Nancy-EX code [168,168] and visualized with the Avogadro [169] software

package. In addition, ΦS values, defining the overlap between the attachment and the

detachment densities, were calculated.

Spin–orbit couplings (SOC) between S1 and T1 states have been calculated at the TDA

level by using the Amsterdam Density Functional (ADF) code [170, 171] at the B3LYP/DZP

[172] and M06-2X/DZP levels of theory. DZP was used since Pople basis sets are not available

in ADF.

4.4. Results and Discussion

Herein, a series of different TADF emitters with various donor and acceptor groups

were selected from the literature and were investigated by TDA-DFT methods (see Figure 4.4).

In an attempt to identify the presence of TADF characteristics in the selected emitters, several

descriptors were assessed, such as the twisting angle between donor and acceptor units, ∆EST ,
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NTO densities along with the charge transfer topology indices (ΦS) [173], and SOC values

between the S1 and Tn states involved in the RISC process.

We selected TADF compounds containing different acceptor groups, such as phosphine

oxides, phenazines, anthraquinones, phenanthrenes, diphenylsulfones and benzophenones.

Specifically, we consider the phosphine oxide (PX-ZPO, DPXZPO and TPX-ZPO [174]),

dibenzo[a,j] phenazine (MeODP-DBPHZ, POZ-DBPHZ) [175], anthraquinone-based com-

pounds (AQ-DMAC, AQ-DPA) [34], phenanthrene containing compounds (m-ATP-PXZ

[176], TPA-DCPP [133]) diphenylsulfone-based compounds (DMAC-DPS, PPZ-DPS) [34]

and benzophenone containing compounds (m-PX2BBP and Cz2BP) [142]. Additionally,

we studied PXZ-PXB bearing a 10H-phenoxaboryl electron acceptor group [135], DMAC-

TRZ with a 2,4,6-triphenyl-1,3,5-triazine (TRZ) acceptor moiety [177], and 2CzPN with

a dicyanobenzene group [98]. Furthermore, and as a comparison, we also considered two

non-TADF molecules namely, pCBP and PhCz [178].

Figure 4.3. TADF molecules investigated in this study. Blue: donor; red: acceptor; black:
π-bridge.
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Figure 4.4. Non-TADF molecules investigated in this study. Blue: donor; red: acceptor;
black: π-bridge.

4.4.1. Twist angle between donor (D), acceptor (A) and bridge (B) moieties

The torsion angle between donor/acceptor units and the bridge moieties is a straightfor-

ward descriptor allowing one to rationalize the TADF activity, and the calculated values are

reported in Figure 4.5. As a matter of fact, twisting angles of 90 will constitute the perfect

arrangement to break conjugation, thus leading to small ∆EST values and, hence, enhance

TADF. However, while minimizing ∆EST values, perfectly orthogonal geometries lead to an

important disadvantage for luminescence, since the oscillator strength, which is one of the key

parameters for light emission, is then strongly reduced. Among seven different donor units

we show that the best performing group is clearly DMAC with its ≈ 90° twisting, while the

PXZ moiety with ≈80° twist angle is the second most efficient donor group. As expected, the

favorable value of the twist angle is reflected in PXZ-containing compounds which present

small ∆EST values, as seen both experimentally and theoretically. PPZ and DHPZ display a

twisting of ≈ 100° between the adjacent neighboring groups. These structural features also

correlate with ideal ∆EST values (¡0.1 eV) and well separated frontier orbitals.

On the contrary, TPA-DCPP, AQ-DPA and MeODP display relatively lower TADF

activity due to their small twist angle, which is close to 30°. The small twisting can be

attributed to the freely rotating phenyl rings, which cause a general planarization of the

compounds. The last donor unit, Cz, induces a torsion angle of around 50°– 60°. The

relatively low torsion angle of the carbazole moiety can be attributed to a smaller steric

repulsion due to the five-membered ring in the donor group.
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In addition to the torsion angles between the donor and adjacent moieties, we also

examined the twisting angles between acceptor units and their adjacent donor or bridge

moieties (Figure 4.5). While the triphenyl triazine acceptor induces a twisting angle of 90°,

DBPHZ and m-ATP units reach approximately 80°. On the other hand, the DPS moiety

leads to an ideal 90° twisting with DMAC and 100° angle with the PPZ group. Instead,

relatively low performance TADF emitters, such as Cz2BP and 2CzPN, assume a butterfly

shape. Benzophenone-containing TADF emitters presenting a D–A–D scaffold, reach twist

angles of ≈ 52° and ≈ 120° thus leading to a non-orthogonal geometry. Indeed, also due to

its efficient ISC, benzophenone was previously explored as an OLED emitter.

Table 4.1. Differences between the torsion angles of S0 and T1 states computed at
M06-2X/6-31+G(d,p) level of theory.

S0/T1 Geometries Torsion Angles
θ (D-A)1 θ (D-A)2

1 89.5/63.62
θ (D-A)1 θ (D-A)2

2 77.89/-69.93 -104.7/-103.4
3 77.44/75.74 77.39/66.03
4 25.32/29.27 -27.27/-30.34
5 -91.08/71.68 89.23/71.68
6 -103.56/-101.8 102.96/95.49
7 119.78/-56.63 -59.8/-56.63

θ (D-B)1 θ (D-B)2
8 -78.74/69.19 53.94/37.06

θ (D-B)1 θ (A-B)1 θ (A-B)2 θ (D-B)2
9 -34.98/-29.33 -37.01/-27.72 -36.93/-27.72 -35.4/-29.33

10 -35.84/-41.52 -36.21/35.79 35.71/-15.04 -36.2/-24.47
θ (A-B)1 θ (B-D)1 θ (B-D)2 θ (A-B)2

11 0/0 102.18/-90.34 102.18/90.24 0
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In addition to the Franck–Condon region, the torsion angles at the equilibrium T1

geometries were also examined, and, as reported in Figure 4.6, only slight changes can be

observed except for compound 7. Moreover, torsion angles at the S1 equilibrium geometries

were also obtained for AQ-DMAC, POZ-DBPHZ, DHPZ-2BTZ, PPZ-DPS, Cz2BP, TPA-

DCPP, AQ-DPA and MeODPDBPHZ. It has been observed that equilibrium geometries for

the first excited singlet state are very close to those of the ground state. Therefore, to reduce

computational costs, further analyses have been performed in the Franck–Condon region,

only. Thus, geometry relaxation is important only for the T1 state, leading to a decrease in

orthogonality, and consequently to the increase of the HOMO–LUMO overlap and ∆EST .

Indeed, excited state twisting is recognized as a key feature of TADF molecules. To sum

up, DMAC, PXZ and DHPZ units appear as the most appropriate donors to establish the

desired orthogonality leading to twisting angles around 80° and 100°. On the other hand, DPA

derivatives have smaller twisting angles (≈ 40°), which lead to an increased HOMO–LUMO

overlap Table 4.2 and ∆EST . Moreover, when considering acceptor moieties, anthraquinone

and diphenylsulfone groups provide almost ideal orthogonal arrangements. It should be

pointed out, however, that the term ideal here refers to geometrical properties and twisting

angle only and not to the device performance.

4.4.2. Electronic density reorganization and effect of the functional

The reorganization of the electronic density due to the excited state population has been

analyzed by examining the behavior of the corresponding NTOs. Furthermore, we compare

the natures of S1 and T1 states obtained using M06-2X, CAMB3LYP and ωB97XD to assess

the influence of the exchange– correlation functional in the topology of the electron density

reorganization (see Table 4.3), and hence, in providing the correct diabatic description of

the most relevant states. In this respect, the B3LYP functional was excluded, since TADF

compounds rely heavily on CT, exasperating the known deficiencies of hybrid functionals,

especially for bridged compounds leading to spatially long-range CT states. Since the

molecular set under investigation is composed of mostly donor–π–acceptor charge transfer

molecules, we did a benchmark study with medium-range separated M06-2X and long range

separated CAM-B3LYP and ωB97XD functionals.
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Though slightly unsatisfactory performances of CAM-B3LYP and ωB97XD have been

reported for some donor–acceptor systems [43], their behavior was not tested for the set of

molecules under investigation, which are typical donor–π–acceptor systems.

Table 4.2. Phi-S values of S1 states computed at different levels of theory and the
6-31+G(d,p) basis set.

Phi-S Values M062X ωB97XD CAMB3LYP
AQ-DMAC 0.310 0.511 0.479

POZ-DBPHZ 0.094 0.841 0.099
M-ATP-PXZ 0.144 0.176 0.134

PXZ-PXB 0.064 0.487 0.511
DMAC-TRZ 0.213 0.503 0.519
m-PX2BBP 0.247 0.525 0.549

DHPZ-2BTZ 0.085 0.733 0.746
PPZ-DPS 0.160 0.612 0.591

DMAC-DPS 0.201 0.550 0.564
TPX-ZPO 0.252 0.601 0.254
DPX-ZPO 0.252 0.647 0.26
PX-ZPO 0.212 0.525 0.235

TPA-DCPP 0.728 0.588 0.612
AQ-DPA 0.610 0.517 0.642
Cz2BP 0.410 0.579 0.633
2CzPN 0.599 0.567 0.584

MeODP-DBPHZ 0.739 0.483 0.514
pCBP 0.782 0.497 0.587
PhCz 0.847 0.862 0.863

High ΦS values indicate a large overlap between electron and hole densities, thus, LE

character. On the other hand, small ΦS values indicate that the degree of overlap between

electron and hole densities is small, and thus the presence of a CT excited state. S1 states

computed with the M06-2X functional mostly present a noticeable CT character, which

is known to favor TADF efficiency. Conversely, CAM-B3LYP and ωB97XD functionals

preview a locally excited S1 state for some TADF compounds. Also taking into account the

orthogonal arrangement, which should indeed favor charge separation, it appears that the LE

character should be regarded as an artifact as opposed to the more reliable M062X results.

Hence, M062X will be consistently used hereafter.
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Table 4.4. Torsion angles and natures of S1 states with different functionals.

Compounds Torsion Angle
M062X CAM-B3LYP wB97XD

S1 S1 S1
AQ-DMAC 89.39 CT LE CT+LE
PXZ-PXB 78.74 CT LE LE

DMAC-TRZ 89.5 CT CT CT
PPZ-DPS 103.56 CT CT+LE CT+LE

DMAC-DPS 91.08 CT CT+LE CT+LE
TPX-ZPO 103.6 CT CT+LE CT+LE
DPX-ZPO 103.62 CT CT CT+LE

Table 4.5. Torsion angles and oscillator strengths computed at M062X/6-31+G(d,p) level of
theory.

Compound
Torsion Angle f f
D-π or D-A S0→S1 S0→S2

AQ-DMAC 89.39 0 0.0001
POZ-DBPHZ 77.89 0.0001 0.0004
M-ATP-PXZ 75.96 0.0015 0.0001

PXZ-PXB 78.74 0.0042 0.026
DMAC-TRZ 89.5 0.0001 0.0001
m-PX2BBP 104.53 0.0005 0.0005

DHPZ-2BTZ 0 0 0.0016
PPZ-DPS 103.56 0.0005 0.0016

DMAC-DPS 91.08 0.0001 0.0003
TPX-ZPO 103.6 0.0021 0.0023
DPX-ZPO 103.62 0.0026 0.0025
PX-ZPO 77.45 0.0028 0.0059

TPA-DCPP 143.99 0.5431 1.0986
AQ-DPA 144.51 0.0019 0.9761
Cz2BP 52.67 0.0158 0.768
2CzPN 131.64 0.1434 0.2731

MeODP-DBPHZ 153.54 1.1566 0.0418

Figure 4.7 reports the correlation between the change in the degree of overlap between

S1 and Tn states and the energy gap between the relevant states. We may observe that when

the nature of S1 and T1 changes the energy gap increases. Though a linear relationship with

R2 = 0.99 could not be observed, a direct correlation with a positive slope has been observed.

However, these should not be necessarily considered as a drawback to the RISC mechanism,

since due to the El Sayed rule the SOC between states of different character should increase.
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Figure 4.7. Correlation between ∆EST and the change in electronic density reorganization
computed at M062X/6-31+G(d,p) level of theory.

4.4.3. Correlation between ∆ES1−T1 and RISC efficiency

According to Kasha’s Rule [153], the population of high lying singlet states is followed

by ultrafast internal conversion (IC) to S1, and eventually ISC leading to the population of the

triplet manifold. IC is also active on the triplet manifold, hence leading to the T1 population.

Thus, RISC from T1 to S1 is not the only possible pathway, indeed reverse internal conversion

(RIC) between T1 and upper lying Tn states may be possible if the former are quasi-degenerate,

which in turn will open a channel for RISC between excited Tn and S1 states [147, 179].

Globally, however, RISC will be mainly determined by the energy order of singlet

and triplet states, together with their efficient couplings. Bredas et al. have shown that the

separation of frontier molecular orbitals alone is not sufficient to assure TADF efficiency and

highlighted the fact that other factors, including the possibility of mixed CT-T1 states with

a small ∆EST gap, are crucial [179]. The electron donating character of the donor moiety

may also have a noticeable effect on ∆EST , with the increase of electron donation leading

to its decrease. Additionally, using donor and acceptor moieties with appropriate ionization

potentials and electron affinities is another key parameter in minimizing the ∆EST gap [152].
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As shown in Figure 4.8, the energy levels of singlet and triplet states indicate that for

many compounds, more than one triplet state is lying below the S1 level. Additionally, in

some instances T1 and T2 states were found to be almost energetically degenerate.

Figure 4.8. Energies of S1 and T1–T5 levels computed at the M062X/6-31+G(d,p) level of
theory.

For some compounds, such as DHPZ-2BTZ and PPZ-DPS, a three-state degeneracy

involving S1, T1 and T2 is observed. Globally, all these facts may point to the fact that higher

triplet states may, indeed, contribute to the RISC process. Therefore, to identify the states

responsible for RISC, the specific value of SOC should be analysed together with the energetic

gaps.

4.4.4. Correlation between SOC and RISC efficiency

Besides the ∆EST descriptor, we also determined the effects of structural modifications

on the SOC between S1 and T1 states. Indeed, despite giving rise to low lying CT with

negligible electron–hole overlap, orthogonal arrangement of donor and acceptor moieties may

have a negative effect on SOC, hence influencing in a more subtle way the ultimate RISC rate.

Although TADF compounds are generally known to have low SOC values, it is found that

RISC occurs on a timescale shorter than 100 ns at 300 K [179]. Furthermore, LE triplet states
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may be involved in increasing the possibility of RISC due to the El Sayed’s rule [180,181]. In

this context, Penfold and Monkman suggested a RISC mechanism which involves a three state

degeneracy between SCT , TCT and TLE [182]. Herein, we computed the SOC between S1 and

the first five triplet states (see Figure 4.9). As represented in Figure 4.9, striking differences in

SOC between S1 and different triplet states are observed. It should be pointed out that since

the SOC value enters the Marcus’s formula directly, couplings between the states involved in

RISC are highly important.

Detailed analysis of Figure 4.9 shows that the energy gap between the singlet and triplet

states with the largest SOC are very close to the experimental energy gaps. In other words,

we observed that the experimental ∆EST values are very close to the calculated gaps between

strongly-coupled singlet and triplet states. For instance, for AQ-DMAC, m-ATP-PXZ, DHPZ-

2BTZ, and AQ-DPA, the SOC between S1 and T3 are larger compared to all the other states,

and the absolute deviations of the computed S1–T3 energy gaps with the experimental values

are smaller than 0.05 eV. For POZ-DBPHZ, PXZ-PXB and TPX-ZPO, S1 and T4 have the

largest SOC and their gaps deviate by less than 0.1 eV compared to the experiment.

On the other hand, for DMAC-TRZ, DPX-ZPO, PX-ZPO and 2CzPN, the SOC between

S1 and T1 states are the highest, moreover, their corresponding energy gaps deviate by

approximately 0.1 eV from the experiment, suggesting a more classic scenario involving only

the lowest triplet state. For the DMAC-TRZ emitter, it should be pointed out that the SOC

between S1–T2 states is larger than for S1–T1. However, while the T2 state is higher, and hence

shows a large energy gap, T1 is almost degenerate with S1. Thus, when compared with the

experiment, the gap between S1 and T1 states is approximately 0.006 eV. As a matter of fact,

SOC appears as a more promising, and crucial descriptor in determining the states involved in

the RISC process. It should also be pointed out that various TADF groups are represented

in our set, and in all the cases SOC was able to reliably describe the experimental efficiency,

even in the presence of wide and diverse donor and acceptor groups, and in general different

functional moieties.
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As a general rule, good TADF efficiency requires either moderate SOC and very small

∆E(S1 −T1) or moderate ∆E(S1 −T1) and very high SOC. Thus, almost perfectly orthogonal

scaffolds including strong D and A moieties, which will result in very small ∆E(S1 −T1) and

SOC values, will be less efficient than moderate strength D and A groups if they still present

torsion angles leading to acceptable ∆E(S1 −T1) and strong SOC. Another important role of

SOC is its deterministic behaviour in competition between the direct transition from S1 to S0

and ISC/RISC. According to Hund’s rule transition dipole for the S1 - S0 transition, causing a

slow radiative rate of fluorescence, hence, excited state dynamics favour the ISC to triplet

states [183].

For the molecule set under investigation, ∆EST and SOC descriptors support the pref-

erence of ISC over fluorescence emission. As reported in Figure 4.9 and Table 4.6, TADF

emitters under investigation exhibit strong SOC values, thus strong ISC to the triplet states.

Moreover, Table 4.3 reports that these emitters exhibit CT character S1 states, with localized

HOMO and LUMO orbitals, thus, they are expected to have small transition dipole moments

for the radiative decay between S1 and S0 states. Moreover, due to the very small energy gaps

between the relevant states, the ∆EST descriptor also favors ISC over fluorescence emission.

4.4.5. Topological ΦS index

The ΦS index measures the degree of overlap between particle and hole densities, and

the smaller its value the larger the charge separation in the excited states. Hence, the ΦS

index can be used as an indicator for TADF efficiencies. As represented in Figure 4.10, going

from TADF to non-TADF compounds, ΦS indices definitely increase. This situation is also

coherent with the decrease of orthogonality and increase of ∆EST .

The compounds with the smallest twisting angles between donor and acceptor units,

such as Cz2BP, MeODP-DBPHZ, TPA-DCPP and AQ-DPA, or the non- TADF pCBP and

PhCz present higher ΦS indices, because of the highly delocalized π electrons, which result

in hole and particle density overlap and increased LE character.
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Table 4.6. Spin orbit coupling values computed at M062X/6-31+G(d,p) level of theory at
ground state geometry.

Compounds S1-T1 S1-T2 S1-T3 S1-T4 S1-T5
AQ-DMAC 0.433 0 3.792 0.001 0.008

POZ-DBPHZ 0.132 0.45 0.092 1.036 0.079
M-ATP-PXZ 0.29 0.435 1.394 0.016 0.441

PXZ-PXB 0.792 0.182 0.058 0.845 0.572
DMAC-TRZ 0.428 1.195 0.649 0.075 0.013
m-PX2BBP 0.889 0.797 0.514 1.216 1.798

DHPZ-2BTZ 0.000 0.353 0.616 0.057 0.000
PPZ-DPS 0.332 1.082 0.099 0.034 0.167

DMAC-DPS 0.616 0.735 0.787 0.498 0.456
TPX-ZPO 0.015 0.017 1.077 0.561 0.67
DPX-ZPO 1.195 0.015 0.906 0.069 0.724
PX-ZPO 1.192 0.954 0.749 0.024 0.047

TPA-DCPP 0.082 0.065 0.059 0.17 1.244
AQ-DPA 1.295 0.098 3.312 0.077 0.042
Cz2BP 8.934 0.194 0.042 3.119 8.831
2CzPN 0.56 0.074 0.267 0.272 0.061

MeODP-DBPHZ 0.143 0.086 0.063 0.342 0.217

4.4.6. Topological ΦS index

On the other hand, compounds with higher twisting angles and lower ∆EST values

exhibit lower ΦS indices, which indicates an increased CT character [184]. As shown in

Figure 4.10 and Figure 4.11, while most of the TADF compounds have ΦS values for S1

smaller than 0.3, non-TADF compounds have ΦS values close to unity. Namely this is the

case for TADF active MeODP, Cz2BP, TPA-DCPP, AQ-DPA and non-TADF pCBP, PhCz.

The latter also presents torsion angles far from 90° and the hole and particle densities are

delocalized over the conjugated bridges, thus justifying the high ΦS values (see Table 4.3). On

the contrary, for compounds which have orthogonal D–A geometries, such as DMAC-TRZ,

DMAC-DPS and AQ-DMAC, hole densities are distributed on the donor moieties while

particle densities are almost perfectly localized on the acceptor groups.
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Figure 4.10. ΦS indices of S1 states and frontier molecular orbital overlap differences of
TADF TPX-ZPO, m-ATPPXZ and non-TADF pCBP, PhCz molecules, respectively.

In Figure 4.11, ΦS indices for S1, T1, T2, T3, T4 and T5 states have been reported. It is

obvious that while S1 generally has a CT character with small ΦS indices, triplet states have

larger ΦS indices, thus indicating an increased LE character.

Figure 4.11. Phi-S indices of S1, T1, T2, T3 and T4 states computed at the
M062X/6-31+G(d,p) level of theory.

Since the change in the nature of the states is favorable to enhance SOC, this feature

should be considered as beneficial for TADF efficiency. Moreover, when compared to

Figure 4.8, it has been observed that energetically degenerate states such as T3 and T4 in

AQ–DMAC have remarkable differences in their ΦS indices, which leads to differences in
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their SOC values with the S1 state. This situation is a way of obtaining strong RISC between

the singlet and isoenergetic, mixed triplet states.

In summary, five main descriptors: torsion angle, nature of states, ∆EST , Phi-S index

and SOC, were investigated for a series of TADF emitters, including benchmark calculations

via TDA approximation. Here are the main findings from the benchmark study: For the nature

of states analyses, PBE0, B3LYP, M06-2X, CAM-B3LYP and ωB97XDfunctionals with the

6-31+G(d,p) basis set were used. In our calculations, we observed the deficiency of hybrid

functionals for modelling CT emitters. On the other hand, CAM-B3LYP and ωB97XD were

found to represent LE singlet states, which is not consistent with the structural properties of

the TADF emitters.

Our calculations on the nature of excited states indicate that the M06-2X is the only

functional which well reproduces the nature of excited states for the TADF emitters under

investigation. To further check the degree of overlap between electron and hole orbitals, we

reported ΦS indices computed at the M06-2X/6-31+G(d,p), CAM-B3LYP/6-31+G(d,p) and

ωB97XD/ 6-31+G(d,p) levels of theory. Our findings indicate that the M06-2X/6-31+G(d,p)

level of theory provides the correct degree of separation between electron and hole orbitals.

Based on the results from the nature of states analysis, we further modelled the ∆EST and

SOC parameters with the M06-2X functional and observed that it nicely reproduces the exper-

imental ∆EST data obtained from the literature and it represents reliable SOC values consistent

with RISC processes. Based on the findings from five descriptor analyses, we theoretically

proposed a comprehensive methodological approach for TADF design strategies.Moreover,

via considering the effects of five descriptors, we conclude that the SOC parameter has a

determinative role in TADF efficiency. Thus, the primary target in designing and synthesizing

new TADF emitters should be optimizing the SOC involved in the RISC process. Furthermore,

we highlighted the role of intermediate triplet states on TADF performance, which should be

taken into consideration when modelling the photophysical properties of TADF emitters.
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4.5. Conclusion

Through a systematic study of a large panel of potential TADF chromophores we have

elucidated the reasons behind the performance of the different descriptors, which may be used

to forecast RISC probability. Singlet/triplet gap, ∆EST , is usually associated with twisting

angles and the presence of strong electron donating and withdrawing groups. The results

obtained with M06-2X are reliable and consistent with experimental data.

Additionally, we also observed a significant deviation in the twisting angles of TADF

molecules between ground and triplet excited state equilibrium geometries. The identification

of ∆EST values for the states presenting the larger SOC, allows us to identify RIC accessible

channels and further supports the role of SOC as the most reliable descriptor of TADF perfor-

mance. Indeed, for most of the studied cases, SOC is the determinant factor in determining the

probability of RISC. Furthermore, as the electronic density reorganization seems fundamental

to assure TADF, ΦS indices have been explicitly considered. A good correlation has been

observed with structural parameters, such as the twisting angles, or electronic properties,

including ∆EST values, also coherently with previously reported trends.

Oscillator strength may also be regarded as highly important, especially dictating

luminescence efficiency and is strongly correlated with the geometric properties. Our results

show that while designing new TADF emitters with favourable properties such as small

∆EST values and strong SOC, the geometrical features of the constituents should be carefully

adjusted vanishing oscillator strengths. Therefore, instead of perfect orthogonal geometries,

smaller torsions with moderate ∆EST values, strong SOC and strong oscillator strengths, will

lead to more efficient TADF devices. To sum up, our calculations successfully explain the

TADF performance of a wide range of donor and acceptor groups and their characteristic

structural behavior, also highlighting useful and computationally efficient indicators. We

also further analyzed the possible RISC paths and showed that RIC involving the highest

excited triplet states may play an important role in mediating RISC when leading to high SOC.

Hence, ∆EST , oscillator strength, and SOC descriptors should be combined when performing

computational screening and rational molecular design.
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5. PHOTOPHYSICAL PROPERTIES OF BORON-BASED

CHROMOPHORES AS EFFECTIVE MOIETIES IN TADF DEVICES:

A COMPUTATIONAL STUDY

5.1. Overview

Thermally activated delayed fluorescence (TADF) materials have shown great potential

in the design of organic metal-free optoelectronic devices and materials and, therefore, are the

subject of intense investigations. This contribution presents the effects of various parameters

on the photophysical properties of a series of Boron-based TADF emitters. These include

torsion angle, the changes in the electronic density, energy gap between the first excited singlet

(S1) and the first excited triplet states (T1), oscillator strength (f ) and spin–orbit coupling

(SOC). Through a comprehensive structural analysis, we firstly show the most favorable

conformation of the ground state of donor (D) and acceptor (A) moieties that are popular in

TADF emitters. Further, the properties of the excited state manifolds are obtained with Tamm-

Dancoff Approximation (TDA), thus rationalizing their optical and photophysical properties.

Globally, our results settle the basis for the rationalization of the effects of different parameters

on reverse intersystem crossing (RISC) probabilities, which is the rate-limiting step for TADF,

thus favoring the rational design of novel highly efficient TADF materials with strong triplet

exciton harvesting.

5.2. Introduction

Although organic light emitting diodes (OLEDs) are some of the most promising devices

in displays and lighting technology, they still suffer from important drawbacks. Indeed, the

overall device efficiency, which is fundamental in applications, is one of the weakest points of

OLED technology. Due to the intrinsic limitations of spin-statistics, only 25% of the excitons

produced by the applied electric potential are generated as singlets while the remaining 75%

are in triplet states [185]. However, while organic materials may usually be fluorescent their
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phosphorescence quantum yield is generally low, resulting in the loss of the majority of

the excitons and in low electroluminescence [55]. Furthermore, OLED efficiency is also

limited by other non-radiative relaxation pathways of the singlet or triplet excitons [186]. To

cope with such phenomena and hence with the challenges of electron–light conversion, other

strategies, in addition to the optimization of fluorescence quantum yield, have been proposed

including triplet-triplet annihilation (TTA) [187], singlet fission (SF) [42], phosphorescence

emission, and thermally activated delayed fluorescence (TADF) (see Figure 5.1) [146].

Figure 5.1. Photophysical processes observed in electronic excitations of optoelectronic
materials.

In TTA, one singlet excited state is originated from two low-lying triplet states leading

to the increase of the external quantum efficiencies (EQE) compared to OLED materials [188].

On the other hand, in SF, a molecule converts a singlet excited state into two triplet states,

with spin densities localized on adjacent moieties, leading to a theoretical EQE of 200%,

which can be highly attractive for solar cell applications [186].

Phosphorescence emission is achieved with the second generation OLED devices,

whose components include heavy metals, such as iridium and platinum, characterized by a

high efficient triplet state radiative decay due to the increased spinorbit coupling (SOC) [21].

Although, second generation emitters provide high efficiency devices, they also suffer from the

need to include rare metals, which are plagued by undesirable environmental and economic

shortcomings. Thus, the development of alternative approaches to harvest both singlet and

triplet states is still highly attractive. In this respect, TADF materials have been recently

proposed since they are capable of exploiting triplet excited states. This is achieved via reverse

intersystem crossing (RISC) in which lowlying triplets (T1) are converted back to the singlet

manifold (S1).
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TADFs are highly promising emitters in display technology and thus, have become a

hot research topic [189]. They are also referred to as ‘third generation’ OLEDs and show

important advantages such as high efficiency [190], low fabrication costs, and wide emission

color range [191]. Furthermore, it has been shown that TADF emitters may also be used as

high-performance metal-free photosensitizers (PSs) with remarkable photosensitizing ability,

including in the domain of photodynamic therapy. As an example, in 2019, mitochondria-

targeting nanoparticles with TADF ability have been successfully used against cancer cells

[192].

From a photophysical point of view, in TADF materials, the population ratio between

singlet and triplet states is largely controlled by the competition between RISC and phos-

phorescence [193]. In particular, thermally activated RISC, which drives the population

accumulation in the triplet states, should be maximized. Fortunately, tuning RISC efficiency

should also lead to the concomitant minimization of competitive nonradiative decay. It is

generally recognized that to attain an efficient RISC the energy gap between S1 and T1 states

(∆EST ) should be sufficiently small to allow the population transfer between the two mani-

folds via thermal activation [146]. However, the spin conversion between S1 and T1 is also

influenced by the magnitude of the spinorbit coupling (SOC), which should be high. ∆EST in

TADF materials can be minimized by adopting a donor (D) – acceptor (A) molecular design,

where the highest occupied molecular orbital (HOMO) and lowest unoccupied molecular

orbital (LUMO) are spatially separated, thus reducing the exchange integral between S1 and

T1 states and consequently closing the gap between the states [194, 195]. On the other hand,

as stated by El Sayed’s rule, high SOC necessitates a large variation in the electronic density

of the excited states, which can also be achieved by n-orbital participation [150].

Several studies aiming at simulating the spinforbidden non-radiative transition between

S1 and T1 states have been reported. It is generally known that heavy metals such as Ir, Pt,

and halogens have large SOC due to their relativistic effects, hence favoring (R)ISC. For pure

organic molecules SOC are much smaller, however they can be increased when the triplet

and singlet have a different electronic (diabatic) nature. Generally, large SOC are observed

between a singlet state with 1(n,π∗) or 1(π,π∗) nature and a triplet state with 3(π,π∗) or
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3(n,π∗) nature. On the contrary, transition from 1(π,π∗) to 3(π,π∗) and from 1(n,π∗) to
3(n,π∗) are unfavorable. Many molecular modeling studies have been devoted to the problem

of ISC in organic materials. In 2012, Marian summarized the theoretical principles and

calculation methods of SOC [25]. In 2017, Bredas discussed how ∆EST and SOC influence

the RISC rate constants [179]. In 2016, Peng et al. defined a parameter, n-orbital composition,

describing the effects of heteroatoms on SOC matrix elements and the states involved in ISC

and RISC [6].

Figure 5.2. Acceptor (blue) and donor (red) moieties in TADF literature.

It should also be noted that in RISC, in coherence with thermal activation, the rate

constant depends also on the Boltzmann constant (kB) and the temperature. As reported

in literature, D-A structures are not the only possible molecular arrangements for TADF

materials, other designs, such as, D-π-A, D-π-A-π-D may be envisaged. In all these cases

HOMOs and LUMOs are spatially separated leading to small ∆EST gaps, high SOCs and blue

color emission. The main aim of incorporating donor and acceptor groups is enhancing char-

getransfer (CT) character leading to high efficiency emitters. The most commonly used donor

moieties in TADF emitters are dimethylacridine (DMAC), phenoxazine (PXZ), carbazole
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(Cz), diphenylamine (DPA), spiroacridan, phenothiazine (PTZ) and dihydrophenazine. On

the other hand, the most frequently used acceptor groups involve diphenyl sulfone (DPS),

benzophenone (BP), boron derivatives, cyano-substituted aromatics, triazine and pyrimidine

(see Figure 5.2).

In the various molecular modeling works published to date, TADF and RISC processes

have been analyzed with the help of various parameters. The most frequently used descriptors

are frontier molecular orbital (FMO) distributions, ∆EST , SOC, and reorganization energy, λ .

Moreover, parameters related to the topological description of the changes in the electronic

density in the excited states have also been proposed and their correlation with RISC has

been reported [150]. In addition to these electronic based descriptors, there have been studies

focusing on the correlation between geometric parameters and the evolution of the excited

state [194]. Furthermore, the probability of radiative decay from S1 to S0 has also been

taken into account via the calculation of the corresponding oscillator strength, because a

good OLED candidate should show good intrinsic luminescence via either prompt or delayed

fluorescence [151].

In a previous contribution, we further investigated the effects of various descriptors to

determine RISC efficiency and concluded that SOC plays an important role in shaping RISC

pathways between triplet and singlet states [196]. We have also investigated the behavior

of different descriptors for benzophenone based TADF emitters and performed a functional

benchmark study for the molecular set under investigation [154]. In the present contribution,

we assess the relationship between molecular structure and photophysical properties for a

range of boron-based TADF molecules (see Figure 5.3 - 5.7).

Boron, participates in π-conjugation via its available pz orbital, and thus enhances

charge transport, and, therefore, represents an attractive choice for optoelectronic materials

[197]. In 2015, Adachi and coworkers reported the first boron-based TADF emitters consisting

of 10H-phenoxaborin as acceptor and N-heterocyclic donor groups [198]. In 2016, a new

approach termed ‘multiresonance (MR) HOMO-LUMO separation’ has been proposed by

Hatakeyama and colleagues.
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Figure 5.3. Para Substitution to –BMes2 and to Boron Atom in 10H-Phenoxaboryl Moiety.

Figure 5.4. Ortho Substitution to -BMes2 Acceptor Moiety.

Figure 5.5. Meta Substitution to –BMes2 Acceptor Moiety.
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Figure 5.6. Para Substitution to –BF2 Acceptor Moiety.

Figure 5.7. Para Substitution to OBA Acceptor Moiety.

MR is mainly observed in boron emitters in which the atom in para position with

respect to Boron is substituted with nitrogen, thus enhancing the resonance effect and leading

to remarkable HOMO and LUMO spatial separation [197–199]. Furthermore, it has also

been observed that MR-type blue TADF emitters have high device efficiencies, and narrow

emission bands with high color purity [200]. High color purity with very narrow emission

bands is an important property of MR-TADFs, however, this feature is also accompanied by

important drawbacks, such as, slower RISC rate compared to other TADF emitters [201].

One of the main strategies which can be used to accelerate RISC rate is to provide a high

density of close lying 3CT states, which can be achieved through peripheral substitution [202].

Alternatively the inclusion of heavy main group atoms such as S or Se to the molecular

skeleton can be considered [203]. Finally, the inclusion of heavy metals is a suitable strategy
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to increase SOC values and improve RISC rates in MR-emitters, although this reduces the

economic and ecological sustainability of the devices [204]. On the other hand, it has been

reported that increasing the molecular rigidity and suppressing large excited state structural

changes represents an efficient approach to achieve high color purity [203]. Therefore, design

strategies focused on rigidity of the scaffold have been implemented. As an alternative to fused

π systems, ortho-substituted D-A structures that suppresses excited state structural changes

can also be used to obtain devices with high color purity. Design strategies of boron based

TADF emitters are not limited to these systems and other chromophores with various kinds

of boron acceptors such as, dimesitylboryl (Mes2B), 9,10-dihydro-9,10-diboraanthracene

(DBA) [205], phenoxaboryl [206], B,N-doped analogues [207], have been proposed.

Herein, we mainly focused on the effects of various donors and boron-based acceptors

on the character of the most relevant excited states. We also consider the relation between

their donor acceptor strength and the emission colors as well as their influence in affecting

RISC efficiencies. Moreover, we also analyze the possible electronic excitation pathways to

understand the exact mechanism leading to the excited state relaxation while presenting a

comprehensive comparison between the different emitting groups.

5.3. Computational Methodology

All the geometry optimizations were performed using Gaussian 16 [155] program

package to model all the possible conformers of boron-based TADF emitters. Ground

state geometries were optimized with Density Functional Theory (DFT) calculations; the

corresponding S1 and T1 equilibrium geometries have been obtained at TDA level. For

geometry optimizations, a series of benchmark calculations with TPSSh [53] /6-31+G(d,p),

ωB97XD [208] /6-31+G(d,p) and M06- 2X [156] /6-31+G(d,p) levels of theory were used

and meta-hybrid M06-2X functional was chosen. This choice is also justified since it is well

known that this functional performs well in reproducing electronic energies, and equilibrium

geometries of compounds bearing aromatic moieties [156]. To increase the accuracy, 6-

311++G(3df,3pd) [209] basis set was used, in all calculations, for sulfur atom. For selected
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model compounds, the energy order of the different conformers was checked using a series of

single point calculations with B3LYP [157] and TPSSh [210] on top of M06-2X optimized

geometries confirming that the lowest energy conformer does not depend on the choice of the

functionals.

Following the assessment of the structural parameters, a comprehensive benchmark

study on the excited state properties has been conducted using Tamm Dancoff Approximation

(TDA) with LC-ωPBE, M06-2X, CAM-B3LYP [158] and ωB97XD functionals. Excited

state energies and oscillator strengths are the two main parameters used to judge the properties

of the functionals; we observed that except for LC-ωPBE, the other three functionals behave

similarly in both oscillator strength and excited state energies.

In our previous study, which has been mainly focused on the effects of functionals on

descriptor analyses, we investigated the performance of M06- 2X, CAM-B3LYP and ωB97XD

functionals in detail and we observed that the nature of excited state calculations with M06- 2X

and ωB97XD functionals yield more reliable results compared to the CAM-B3LYP functional

[196]. Figure S9 reports absolute deviations from experimental data and it is observed that

except for some outliers such as; Spiroacridan-Phenoxaboryl-TIPP, DACMES3B, NOBF2-

Cz [211] and NOBF2-DPCz [211], calculations with M06-2X/6-31+G(d,p) gave deviations

smaller than 0.05 eV. Moreover, absolute deviations from calculations with ωB97XD /6-

31+G(d,p) also yielded small values, however, it has been observed that ωB97XD could not

reproduce some of the most remarkable molecules such as PXZMES3B, 10H-Phenoxaboryl-

Phenyl-DMAC, DACMES3B, 2DACMES3B, B-2PTZ and B- 2DMAC. Overall, both M06-

2X and ωB97XD are good performing functionals for energy gap calculations, however,

compared to ωB97XD , calculations with M06-2X have smaller number of outliers.

Furthermore, the effects of the basis were assessed taking into account 6-31G(d) [124],

6-31G(d,p) [212], 6-31+G(d) [213], and 6-31+G(d,p) [124] sets. It was clearly observed that

increasing the basis set does not induce any significant change on the excited state energies

and the corresponding oscillator strengths. The choice of TDA over Time-Dependent DFT

(TDDFT) is due to its better performance in describing both singlet and triplet excited states,
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since it is not plagued with triplet instability issues [164].

The effects of conformational variability on the excited state properties was also checked

concluding that when the change in equilibrium geometries do not involve the angles close to

the donor moieties, their effect on excited state energies is negligible. Moreover, it has also

been observed that ground state conformational changes do not occur in the donor moieties,

and instead involve the acceptor fragments.

All calculations were performed taking into account solvent effects, in accordance with

experiments, by using the polarizable continuum model in the integral equation formalism

(IEF-PCM) [162].

The absorption spectra have been computed by generating 40 conformers through a

Wigner distribution [92] based on the calculation of the harmonic vibrational frequencies

as implemented in the Newton-X [165] software package. The final spectrum is obtained

by the convolution of all the vertical transitions and the corresponding oscillator strengths.

Absorption spectra were modeled using B3LYP, BLYP [53], PBE0 [214, 215], M06- 2X and

ωB97XD functionals and 6-31+G(d,p) basis set. To reproduce the band shape the vertical

transitions from each snapshot were convoluted using Gaussian functions of full-width at

half-length (FWHL) of 0.15 eV.

The nature of excited states was assessed using Natural Transition Orbitals (NTOs) and

ΦS indices, defining the overlap between the attachment and the detachment densities that is,

the electron density removed/rearranged during the excitation. NTOs and ΦS were obtained

with the Nancy-EX code [168,216] and visualized with the Avogadro [169] software package.

Other parameters describing the degree of overlap between HOMO and LUMO orbitals, such

as D-index, S-index and t-index were computed using the Multiwfn [217] software package.

SOC elements between S1, and Tn states involved in RISC mechanism were calculated with

Amsterdam Density Functional Code (ADF) [170], at the M06-2X/DZP [172] level of theory.

Since Pople basis sets are not available in ADF, the Slater type DZP was chosen.
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5.4. Results and Discussion

We report the behavior of a series of D-π-A type TADF emitters bearing boron contain-

ing acceptor moieties and different donor groups such as PXZ, PTZ, DMAC, Spiroacridan, Cz,

Diphenylamino carbazole (DAC) and bis(diphenylamino) carbazole (2DAC) which are intro-

duced to the para- (1-9, 18-25 (in Figure 5.3) or ortho- (10-17 in Figure 5.4 - 5.5) position rela-

tive to the acceptor groups. Four important and widely used acceptors, namely Dimesitylboryl

(Mes2B), 10H-Phenoxaboryl, Difloroboron (-BF2), and 5,9-dioxa-13b-boranaphtho[3,2,1-

de]anthracene (OBA) are selected to understand their effects on the electronic properties.

Indeed, Mes2B unit has strong electron accepting ability coupled with p-π* conjugation and

is one of the most popular acceptor groups in TADF literature [148]. 10H-Phenoxaboryl

is important due to its rigid structure, which is highly efficient in assuring orthogonal ar-

rangements, hence favoring small singlettriplet gaps [135]. On the other hand, the –BF2 unit,

thanks to its strong electron withdrawing capability provides low LUMO levels leading to an

increase in intramolecular charge-transfer (ICT) character [218]. The last acceptor unit OBA

is usually described as providing large torsion angle making it an efficient acceptor group in

blue emitting TADF materials [52].

5.4.1. Benchmark Analyses

To make sure that the methodology that we determined in our first article is appropriate

for the boron-based emitters, we performed a comprehensive functional benchmark analysis.

As reported in Figure 5.8, we observed that increasing the basis set does not change the

energies of excited states and the oscillator strengths. On the other hand, a series of widely

used DFT functionals such as, LC-ωPBE, M062X, CAMB3LYP and ωB97XD have been

used for the same excited state properties; excited state energies and oscillator strengths. In

our analyses, we observed that except LC-ωPBE, other three functionals behave similarly in

both oscillator strength values and excited state energies.
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Figure 5.8. Basis set and functional benchmark of compound 10H-Phenoxaboryl-Ph-DMAC.
Basis set benchmark has been calculated with M06-2X functional, and functional benchmark

has been calculated with 6-31G(d) basis set.

5.4.2. Torsion Angle Analyses

A comprehensive conformational analysis was firstly performed to investigate the

geometrical features of TADF molecules. As reported in literature, orthogonality, which

results in decreased Electron-Hole overlap and small ∆EST values is one of the key features

for TADF performance [219]. Table 5.1 reports the torsion angles between donor groups and

phenyl linkers in the boronbased TADF emitters (see also the schematic representation in

Figure 5.9). As shown in Table 5.1, dimethylacridine and spiroacridan stand out with their

perfectly orthogonal geometry (compounds 4-7), followed by phenoxazine and phenothiazine

with torsion angle close to 80°. On the other hand, carbazole, which is known for its poor

TADF activity has a torsion angle of 50° (para position) most probably since its five-

membered central ring has smaller steric hindrance compared to the other donors presenting

sixmembered rings.
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Table 5.1. Torsion angles of the donor units modeled in this study and the representation of
torsion angle in model NOBF2-DMAC [46] emitter.

Donor Moiety
Torsion Angle
(D - π linker)

Phenoxazine (PXZ) ∼80
Carbazole (Cz) – in para position ∼50
Carbazole (Cz) – in ortho position ∼75

Dimetyhlacridine (DMAC) ∼90
Spiroacridan ∼90

Diphenylamino carbazole (DAC) ∼50
Bis(Diphenylamino carbazole) (2DAC) ∼50

Phenothiazine (PTZ) ∼80

Figure 5.9. Representation of torsion angle in model NOBF2-DMAC [46] emitter.

This fact is also partially justified by the observation that replacing the substituent to the

ortho position increases orthogonality and leads to an acceptable torsion of about 75° as shown

for Cz-o-B (10),[66] Cz-Ph-o-B (11) [220], Cz- Pyridine-o-B (12) [221], Cz-Pyrimidine-o-B

(13) and Cz-CN-o-B (14) [221].

In light of these results, it can be stressed that changing the location of carbazole from

para to ortho position appears as an effective strategy to increase steric hindrance and induce

orthogonality, thus, decreasing ∆EST . In other carbazole containing donor moieties, namely

DAC and 2DAC, it was observed that the addition of phenyl rings on carbazole does not

change steric hindrance, keeping the torsion angles close to 50°.

Thus, while DMAC, PXZ, Spiroacridan, and PTZ donors have favorable orthogonal
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geometrical arrangements, carbazole geometry may be tuned by changing its regioisomery

and increasing its steric hindrance. The torsion angles of the acceptor moieties were also

studied to infer the degree of separation between π - linkers and acceptor moieties, and hence

the possible disruption of conjugation leads to the separation of electron and hole orbitals.

The acceptor groups discussed in this study have a torsion angle of ≈ 50° and thus their

effect on TADF efficiency seems more limited. This structural feature further suggests that the

modifications in donor moiety should lead to a greater change in ICT. This assumption will

be examined in more detail in the following sections. To assess the excited state properties

of the emitters we also optimized S1 and T1 geometries and in particular we evidenced the

appearance of ‘Excited State Twisting’ as pictorially represented in Figure 5.10.

Figure 5.10. Excited state twisting observed in T1 geometries.

Indeed, the orthogonality between donor and acceptor moieties decreases in the case of

the lowest triplet states. The twisted geometry partially reinstate conjugation and will favor

more local excited states.
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Figure 5.11. Distances (Angstrom) between the centroids of aromatic rings computed at
M06-2X/6-31+G(d,p) level of theory.

Moreover, the optimized structures reported in Figure 5.11 show that the ortho substi-

tuted TADF emitters exhibit intramolecular π - π interactions between the carbazole unit

and the mesityl group of acceptor moiety, the two interacting unit being at about 3.43- 3.55

Å distance. Within the whole set, intramolecular π - π interactions were observed only in

emitters where D/A groups are in close proximity and showing face-to-face arrangement.

Similarly, this kind of intramolecular interaction is expected to induce an increased rigidity

via the suppression of rotation around C-C bond between the central phenyl group and donor

moiety or the mesityl group of the acceptor. This feature is expected to affect not only the

TADF descriptors reported in our study such as Electron/Hole separation and ∆EST , but also

the photoluminescence quantum yield (PLQY) of these kinds of emitters, reducing occurrence

of competitive non-radiative decays [222].

Thus, ortho- substitution can lead to favorable device properties, such as, high PLQY

and faster RISC which can be observed via the smaller Electron/Hole overlap and ∆EST

values. Moreover, SOC for these kind of emitters are larger than for the para- substituted ones,

such as Cz-Ph-Mes2B. The larger SOC values of ortho- substituted emitters can be attributed

to the hybridization of charge transfer and local excitation states, which is a behavior observed

in molecules exhibiting intramolecular π - π interactions between cofacially packed donor

and acceptor moieties [223].
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5.4.3. Oscillator Strength

To unravel the photoexcitation mechanisms, we further analyzed the magnitudes of

oscillator strengths and reported these values in Table 5.2. As a consequence of spatial

separation between HOMO and LUMO orbitals, excitations usually feature strong CT char-

acter, a behavior which leads to very small oscillator strengths, and is not compatible with

intense emission requirements. Therefore, separation between FMOs should be optimized to

both minimize ∆EST while maintaining sufficient oscillator strength to make light emission

possible. Herein, firstly oscillator strengths for S0→S1 transitions are determined and data

from this analysis are used to observe the effects of geometric parameters on excitation to the

first excited singlet state.

As represented in Table 5.2, a large group of compounds exhibit vanishing oscillator

strengths which are caused by large twist angle between donor and their adjacent moieties,

which result in poor overlap between electron and holes. On the contrary, emitters with small

twist angles such as Cz-Ph-Mes2B, DACMES3B, 2DACMES3B, NOBF2-Cz, NOBF2-DPCz,

and NOBF2-DTCz exhibit larger oscillator strengths compared to other emitters. In addition

to this expected trend, we have also observed that despite having large twist angles, NOBF2-

and OBA-based compounds exhibit large oscillator strengths (f 0.3-0.4). This indicates that

the S0→S1 transitions for these compounds are dominant in their absorption spectra. Indeed,

large oscillator strength of NOBF2- and OBA- based emitters are consistent with their LE

character in S1 states.
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Table 5.2. Torsion angles between donor and π bridges of S0 geometries and oscillator
strengths corresponding to S0→S1 transitions computed at M06-2X/6-31+G(d,p) level of

theory.

Oscillator Strengths
COMPOUNDS S0→S1 Torsion Angle (GS)

PXZ-Mes2B 0.0013 104.01
PXZ-Ph-Mes2B 0.0028 101.76
Cz-Ph-Mes2B 0.581 52.44

DMAC-Ph-Mes2B 0.0019 90.41
10H-Phenoxaboryl-Phenyl-DMAC 0.0016 90.64

DMAC-Phenoxaboryl-TIPP 0.0001 88.39
Spiroacridan-Phenoxaboryl-TIPP 0.0026 82.55

DACMES3B 0.4013 53.76
2DACMES3B 0.4544 52.48

Cz-o-B 0.0148 75.25
Cz-Ph-o-B 0.0231 75.71

Cz-Pyridine-o-B 0.0201 77.91
Cz-Pyrimidine-o-B 0.0158 77.95

Cz-CN-o-B 0.0105 75.59
B-2DMAC 0.0016 3.96

B-2PTZ 0.0019 102.26
B-2PXZ 0.0012 101.69

NOBF2-Cz 1.4944 52.3
NOBF2-DPCz 0.976 51.78
NOBF2-DTCz 0.844 50.07

NOBF2-DMAC 0.5853 89.52
OBA-O 0.3246 78.4
OBA-S 0.3266 101.12

OBA-Br-O 0.3485 77.72
OBA-Br-S 0.3477 101.79

5.4.4. Energy Splitting Between S1 and Tn States (∆EST )

Although, usually TADF compounds should have ∆EST values smaller than 0.1 eV,

some TADF emitters with singlet–triplet energy splitting larger than this threshold have been

reported [39].

For the set of molecules under investigation, the energy gaps between S1 and the first

five triplet states have been computed at M06-2X/6-31+G(d,p) and ωB97XD /6-31+G(d,p)
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levels of theory (see Table 5.3 and Table 5.4). The calculated energy gaps were compared

with experimental data and, as reported in Table 5.3, we found that the experimental energy

gaps involved in RISC are, globally, well reproduced when considering the gaps between S1

and the closest triplet states.

It should also be underlined that some energy gaps represented in Table 5.3 have

negative signs, which indicate that the relevant triplet state is higher than the S1 state. This in-

cludes different kind of compounds such as PXZMES3B, 10H-Phenoxaboryl-Phenyl-DMAC

2DACMES3B, Cz-Pyridine-o-B, Cz-Pyrimidine-o-B, Cz-CN-o-B, B-2PXZ, B- 2DMAC,

NOBF2-DTCz,[46] NOBF2-DMAC, OBA-O, OBA-S, OBABr- O, OBA-Br-S. Thus, possible

reverse internal conversion R(IC) pathways between T1 and Tn levels [147] cannot be excluded

for these compounds.

In addition to ISC/RISC analyses based on ∆EST values, we also examined the relation

between torsion angles and the ∆EST values. As we discussed previously, the analyses of

torsion angles show that PXZ, DMAC, Spiroacridan and PTZ moieties lead to orthogonal

structures. On the other hand, Cz based emitters have 50o torsion angles which are far from

orthogonality. In light of this structural analysis, ∆EST values of PXZ, DMAC, Spiroacridan

and PTZ containing emitters are expected to be smaller than the Cz containing emitters. As

shown in Table 5.3, the calculated ∆EST values sufficiently reproduces the expected correlation.

For instance, while PXZ-Ph- Mes2B, DMAC-Ph-Mes2B and Spiroacridan-Phenoxaboryl-

TIPP have ∆EST smaller than 0.1 eV; Cz-Ph-Mes2B, Cz-o-B and NOBF2-Cz emitters have

∆EST larger than 0.1 eV.
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5.4.5. Singlet Triplet Alignment

As represented in Figure 5.12, the Jablonski diagrams obtained at GS, S1 and T1

equilibrium geometries show different trends in both the energy and the nature of the involved

states. In particular, large differences in the state alignment depending on the equilibrium

geometry are present. This in turn limits considerably the possibility to rationalize TADF

from considerations drawn at Franck-Condon, without considering the excited state relaxation.

Indeed, for the compounds represented in Figure 5.12, at Franck- Condon geometry, S1 is in

close proximity to a manifold of triplet states, which could possibly lead to thermally activated

ISC towards different states. However, this quasi-degeneracy in the triplet manifold is lifted

at both S1 and T1 equilibrium geometry, where only the lowest triplet state remains accessible.

Furthermore, we also observed that the natures of S1 and T1 states depends on the geometry.

Indeed, at the S1 equilibrium geometry both states have CT character, which in turn

should lead to small SOC and low ISC probability. Conversely, at T1 equilibrium geometries

the two states are respectively local and charge-transfer, hence the SOC increases, favoring

RISC, despite the slight increase of the energy gap.

5.4.6. Nature of States

In our previous studies, we have stressed the importance of Natural Transition Orbitals

(NTOs) in analyzing the changes of the electronic density in the S1 and T1 states [154]. Herein,

we characterize such changes with different parameters such as: the density based descriptor

D-index, which is the distance between electron and hole centroids, the Sm index, defining

the overlap between electrons and holes, the t-index, which measures the degree of separation

between frontier molecular orbitals, and finally, the ΦS index which can be defined as the

overlap between attachment (electron) and detachment (hole) densities [168].



Fi
gu

re
5.

12
.J

ab
lo

ns
ki

di
ag

ra
m

s
fo

rG
S

(S
0)

,S
1

an
d

T 1
ge

om
et

rie
s

of
PX

Z-
Ph

-M
es

2B
an

d
D

M
A

C
-P

h-
M

es
2B

co
m

pu
te

d
at

M
06

-2
X

/6
-3

1+
G

(d
,p

)
le

ve
lo

ft
he

or
y.

B
lu

e,
gr

ee
n

an
d

re
d

lin
es

co
rr

es
po

nd
to

L
E

,L
E

+C
T

m
ix

ed
an

d
C

T
st

at
es

re
sp

ec
tiv

el
y.



72

The most important structural reorganizations are observed for the T1 states and our

calculations predict that the corresponding planarization is enhancing the LE nature of the state.

This effect can also be witnessed by the change in the topological descriptors computed at T1

or Franck-Condon geometries, suggesting a different diabatic nature for this state. As shown

in Table 5.5, the nature of S1 and T1 states are different at S0 and T1 equilibrium geometries.

The reason behind this behavior may be traced to the large structural reorganization, which is

observed upon excitation.

As we stated previously, the decrease in orthogonality, which is observed in T1 state

geometries, leads to higher LE character. Due to the time-scales of TADF-involved processes,

the systems have enough time to equilibriate along the T1 potential energy surface. Thus,

since we are mostly interested in RISC starting from T1 state, we mainly focused on the

descriptors obtained from the optimized T1 geometries. As can be seen from Table 5.6, the D

indices of the T1 states are systematically smaller than the corresponding indices for the S1

states, again pointing to a larger LE character of the former. Moreover, we observe that the D

indices of S1 are generally larger than 3 Å clearly identifying these states as charge-transfer.

However, D indices of the S1 states for the OBA-S, and OBA-Br-S, are found to be smaller

than 1 Å, which can indicate that LE character is here dominant. The same behavior is also

confirmed by the other complementary descriptors including ΦS. However, a sharp separation

between LE (close to 1.0) and CT (close to 0.0) value is observed for this descriptor while

smoother transitions were observed for the D index. Thus, ΦS index appears, at least to this

respect, as a more reliable indicator for precisely assigning the natures of these states.

Indeed, as shown in Table 5.6, for the S1 state ΦS, especially for PXZ and DMAC

containing molecules, is mostly around 0.5 indicating mixed CT-LE character, while Cz-

containing molecules exhibit dominant LE character with high ΦS values around 0.7. On the

other hand, ΦS for the T1 state are generally found to lie close to 0.8, indicating dominant LE

natures.
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Figure 5.13 summarizes the main geometry changes observed in the excited states

of DMAC-Ph-Mes2B, Cz-o-B, NOBF2-DMAC and OBA-S together with the HOMO and

LUMO orbitals computed at S0 and T1 geometries. The main geometrical changes involve the

degree of orthogonality, or in some compounds such as OBA-S, the planarization of donor

moieties. It is clear that the decreased orthogonality in T1 states leads to an increased LE

character in FMO. Besides this, FMO analysis of OBA-S compound shows that the donor

groups, which are folded in the ground state, can stay planar in the excited state. As reported

in Table S49 and Table S50, unlike previous groups with CT/S1 and LE/T1 states, OBA-

and NOBF2- groups exhibit LE character in both singlet and triplet states. However, these

compounds may still be characterized by small singlet triplet energy gap and large SOC, thus

leading to efficient RISC. Moreover, as reported in Figure 5.14 and Table S60, our calculations

show that in addition to T1 other higher triplet states, whose population could be thermally

allowed, lay below S1. Hence, a competition between RISC-assisted TADF (involving higher

laying triplet states) and direct RISC from T1 to S1 can be expected.

To check, more generally the involvement of higher triplet states in our set, the energy

differences between T1 and T2 states has been considered and close triplet states were analyzed.

In Figure 5.14 we report the energy of the first two singlet and five triplet states, and we

observe that generally, compounds with dimestiylboryl acceptor moiety and PXZ, DMAC

donor groups, (PXZMES3B, PXZ-Ph-Mes2B [49], DMAC-Ph-Mes2B [206], DACMES2B,

B-2PXZ and B-2DMAC [50]), have closer T1 and T2. Since T2 levels are very close to S1 and

T1 a possible RISC from T2 to S1 can be envisaged. To analyze the effects of these close lying

T2 states, their nature has been determined (see Table 5.7) and SOC between T2 and S1 states

have been obtained.

Furthermore, in all the cases reported in Figure 5.14 the low energy triplet states are

found below S1. Therefore, RISC from multiple triplet states may represent a possible

deactivation pathway affecting the excited state dynamics and life-times.
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Table 5.7. Natures of S1, T1 and T2 states computed from S0 geometries at
M062X/6-31+G(d,p) level of theory.

S0 Geometry
Emitters S1 T1 T2

PXZMES3B CT LE LE
PXZ-Ph-Mes3B CT LE+CT LE+CT
Cz-Ph-Mes3B CT+LE LE LE

DMAC-Ph-Mes3B CT CT LE
10H-Phenoxaboryl-Phenyl-DMAC CT LE LE

DMAC-Phenoxaboryl-TIPP CT CT LE
Spiroacridan-Phenoxaboryl-TIPP CT LE CT

DACMES3B LE+CT LE+CT LE
2DACMES3B CT LE+CT LE+CT

Cz-o-B LE+CT LE LE+CT
Cz-Ph-o-B CT LE LE+CT

Cz-Pyridine-o-B CT LE LE+CT
Cz-Pyrimidine-o-B CT LE LE+CT

Cz-CN-o-B CT LE+CT LE+CT
B-2DMAC CT LE CT

B-2PTZ CT LE LE+CT
B-2PXZ CT LE+CT LE+CT

NOBF2-Cz LE+CT LE+CT LE
NOBF2-DMAC LE+CT LE+CT LE
NOBF2-DPCz LE+CT LE LE
NOBF2-DTCz LE+CT LE LE

OBA-O LE LE LE
OBA-S LE LE LE

OBA-Br-O LE LE LE
OBA-Br-S LE LE LE

5.4.7. Spin-Orbit Coupling (SOC)

SOC which arises from the one-electron Dirac equation is responsible for mixing

orbital and spin degrees of freedom, and thus allows the coupling of electronic states of

different multiplicities [147]. As reported in literature [98,224,225], reducing ∆EST should be

accompanied by the optimization of SOC, which in organic TADF molecules is challenging.

As reported in Table 5.8, for compounds 1, 2, 3, 4, 6 and 7, the SOC values between S1–T2 are

larger than the ones between S1 – T1. Moreover, SOC from upper triplet states are generally
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lower than the SOC’s between S1–T2, which suggests that the upper triplet states may undergo

internal conversion to T2 and T1 followed by RISC through T1 → S1 and T2 → S1 channels.

The role of higher triplet states, in providing a potential pathway for RISC, has been

extensively discussed in the previous studies. As reported in the literature, this has been

observed in anthracene derivatives, organic dyes, and excited state intramolecular proton

transfer (ESIPT) materials [226]. For anthracene, as reported by Kobayashi et al., RISC from

T2 to S1 state can be observed when the T1 states further excited to higher triplet states [226].

On the other hand, the origin of RISC from upper triplet states can also be attributed to the

large T2–T1 energy gap or the presence of heavy atom substitutions. It has been observed that

the RISC from highlying triplet exciton (hot exciton process) is an effective way of increasing

device efficiencies and is mainly controlled by the energy level alignment of the excited

states [227].

Mainly, based on the magnitude of SOC, we tried to compare our theoretical data

to experimental external quantum efficiencies (see Table 5.9). Our results show that the

computed SOCs are sufficient to fully reproduce the experimental results. Yet, care should be

taken when analyzing the experimental efficiencies, since the conditions of the preparation of

the device may be important in dictating the overall performance. Yet, even if the selected

molecules have been studied under different conditions some valuable tendencies can be

extracted. Indeed, compounds with SOC above 0.4 cm−1 usually exhibit efficiencies between

14.0 % and 23.0 %. Conversely, SOC below the 0.4 cm−1 threshold correlates with efficiency

lower than 14.0 %, with two exceptions which are DACMes3B, 2DACMes3B and, PXZ-

Mes3B, whose efficiency is high despite the small SOC. However, the high efficiencies of

these emitters can be attributed to their extremely small ∆EST less 0.04 eV, which can thus

favor RISC from an energetical point of view.
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Table 5.8. Spin – orbit coupling values computed at M06-2X/DZP level of theory.

COMPOUNDS SOC(S1-T1) SOC(S1-T2)
PXZ-Mes3B 0.393 0.835

PXZ-Ph-Mes3B 0.502 1.436
Cz-Ph-Mes3B 0.213 0.733

DMAC-Ph-Mes3B 0.544 0.702
10H-Phenoxaboryl-Phenyl-DMAC 0.619 0.565

DMAC-Phenoxaboryl-TIPP 0.554 1.031
Spiroacridan-Phenoxaboryl-TIPP 0.542 1.093

DACMES3B 0.215 0.227
2DACMES3B 0.21 0.04

Cz-o-B 0.301 1.265
Cz-Ph-o-B 0.207 0.491

Cz-Pyridine-o-B 0.222 0.483
Cz-Pyrimidine-o-B 0.305 1.001

Cz-CN-o-B 0.495 1.124
B-2DMAC 0.406 0.411

B-2PTZ 0.369 0.202
B-2PXZ 0.077 1.153

NOBF2-Cz 0.425 0.169
NOBF2-DMAC 0.35 0.246
NOBF2-DPCz 0.18 0.307
NOBF2-DTCz 0.184 0.308

OBA-O 0.782 0.367
OBA-S 0.009 0.008

OBA-Br-O 0.865 0.351
OBA-Br-S 0.012 0.021
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Table 5.9. Experimental device efficiencies and theoretical SOC values of the investigated
TADF emitters.

Emitters ηEQE (%) SOC (S1-T1)
PXZ-MES3B 22.8 0.393

PXZ-Ph-Mes2B 17.3 0.502
DMAC-Ph-Mes2B 16 0.544

10H-Phenoxaboryl-Ph-DMAC 14.6 0.619
DMAC-Phenoxaboryl-TIPP 21.7 0.554

Spiroacridan-Phenoxaboryl-TIPP 20.1 0.542
DACMES3B 14 0.215

2DACMES3B 21.6 0.21
Cz-o-B 24.1 0.301
B-2PTZ 7.6 0.369
B-2PXZ 10.1 0.077

B-2DMAC 19.3 0.406
NOBF2-Cz 11 0.425

NOBF2-DMAC 13.2 0.35
NOBF2-DPCz 13.4 0.18
NOBF2-DTCz 12.7 0.184

OBA-O 17.8 0.782
OBA-S 4.4 0.009

OBA-Br-O 22.5 0.865
OBA-Br-S 9.2 0.012

Figure 5.15 represents the Jablonski diagrams of compounds Cz- Ph-Mes2B and Cz-o-B

computed at M06-2X/6-31+G(d,p) level of theory. Due to the lack of orthogonality between

the donor and π- bridge, Cz-Ph-Mes2B was found to have large overlap in electron and hole

orbitals which lead to high ∆EST value (∆EST = 0.463 eV). In the case of ortho- substituted

Cz-o-B emitter with the same donor and acceptor moieties but different isomerism, a larger

separation between S1 and T2 states, and larger SOC (0.3008 cm- 1) between S1 and T1 states

are observed. This result is attributed to the change in the nature of S1 states in more sterically

hindered ortho Cz-o-B. Indeed, this regioisomery causes a mixed CT + LE character with

the increase in torsion angle with π bridge ( 75◦), which leads to an increase in SOC value

with both T1 and T2 states. Overall, though larger SOC values are obtained between states of

different character, these values are still very small, which is a known consequence of charge

transfer contribution in TADF emitters [39].
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5.4.8. Donor – Acceptor Strengths

Herein, we focused our attention on two important points, the desired geometries of

selected donor and acceptor moieties, and the relative strengths of these units. As reported

in literature, one of the crucial strategies in designing high efficiency TADF molecules is

achieving a structure with spatially separated HOMO and LUMO orbitals and using strong

donor and acceptor moieties is a way of having localized and separated frontier molecular

orbitals. The spatial separation between HOMO and LUMO orbitals decreases the energy gap

between S1 and T1 states, which leads to enhanced RISC processes [55]. This implies that as

the strength of donating and accepting moieties increases, leading to more effective π electron

transfer in conjugated systems, the HOMO–LUMO gaps (Eg) decreases [191,228,229]. Thus,

reducing ∆EST is achieved by using strong donor and acceptor units [230, 231].

Furthermore, the electron donating and accepting ability of D and A groups do not

only affect ∆EST , but they also have an important role in tuning the emission color of TADF

emitters [232]. The experimental emission wavelengths show that the molecules cover

efficiently the blue and green portion of the electromagnetic spectrum. In our molecular set,

we benefited from the electron accepting ability of the boron atom and we have analyzed its

effect on LUMO orbitals. In general, acceptor moieties affect LUMO orbitals by reducing

their energies and for boron-based emitters this behavior is globally reproduced. However, we

observed that for NOBF2- based compounds, the boron atoms do not contribute to the LUMO

orbitals, differently from other molecules. Indeed, while for NOBF2-Cz, NOBF2-DTCz,

NOBF2-DPCz and NOBF2-DMAC boron has 1.061 %, 1.279 %, 1.274 % and 1.184 %

contribution to the LUMO, respectively, in Cz-Ph-Mes2B, and DMAC-Ph-Mes2B boron

achieves 25.431 % and 26.150 % contributions. This behavior indicates that the electron

accepting ability of NOBF2- moiety is mainly controlled by the nitrogen atom in NOBF2-

unit and the carbon atom in pyridine ring. On the other hand, in Cz-Ph-Mes2B and DMAC-

Ph-Mes2B emitters with dimesitylboryl acceptor moiety, boron has a more pronounced effect

on the LUMO.
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It is known that as HOMO energy increases, electron donating ability increases, and

as LUMO energy decreases, electron accepting ability increases, hence tuning the HOMO-

LUMO gap. In Figure 5.16 , HOMO-LUMO energies and ∆EST values computed at M06-

2X/6-31+G(d,p) level of theory were reported. We may observe that the donor strength order

is as: 2DAC > DAC > PXZ > DMAC > Spiroacridan > Cz (HOMO energies of related

compounds are; -6.0765 eV, -6.1808 eV, -6.3349 eV, -6.4135 eV, -6.6450 eV, -6.8956 eV for

compounds 2DACMes3B, DACMes3B, PXZ-Ph-Mes2B, DMAC-Ph-Mes2B, Spiroacridan-

Phenoxaboryl- TIPP and Cz-Ph-Mes2B respectively).

On the other hand, with the help of LUMO energies, the acceptor strength order may be

sketched as: 10H-Phenoxaboryl > Mes2B. Moreover, as reported in Figure 5.16 the relation

between ∆EST and Eg values is consistent with the expected behavior correlating the decrease

of Eg with ∆EST . This observation once again proves that the strong electron accepting and

donating abilities of donor and acceptor moieties are highly beneficial for achieving small

singlet–triplet energy gaps.

The electron accepting and donating strength can also be considered via the simulated

absorption spectra (see Figure 5.17, 5.18, 5.19, 5.20, 5.21 and 5.22). Although, the presence

of multiple absorption bands, arising from different π → π* and n → π* transitions, leads to

a rather complicated absorption spectrum, a trend of the absorption wavelength can be easily

observed, especially for the brighter π → π* band. As shown in Figure 5.17, the lowest energy

absorption band of 2DAC-Mes3B (9) takes place at longer wavelength than DAC-Mes3B

(8), which is followed by PXZ-Ph-Mes2B (2), DMACPh- Mes2B (5), Cz-Ph-Mes2B (3) and

10H-Phenoxaboryl-Ph- DMAC (5) respectively. On the other hand, no significant change in

the absorption spectra between 6 and 7 is observed.
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Figure 5.20. Absorption spectra of meta substituted emitters computed with different
functionals.
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5.5. Conclusion

Herein, a series of tri-coordinated and tetra-coordinated boronbased TADF emitters,

which are widely used in display technology have been systematically investigated to under-

stand their RISC pathways and efficiencies. Indeed, due to their contribution to π-conjugation

through the empty pz orbital, coordinated boron-based emitters show high photoluminescence

quantum yield. Moreover, due to their low electron withdrawing ability, they usually exhibit

blue emission, it is possible, however, by various design strategies, to obtain different color

emissions.

Globally, our systematic investigation has shown several important aspects: 1) cre-

ating highly orthogonal structures with sterically hindered donor moieties helps to reduce

singlet–triplet energy gaps, however, this strategy leads to a decrease of oscillator strength,

inherent emission probability, and SOC; 2) boron-based acceptor moieties used in this study

usually induce a 50° torsion angle, 3) the ground state geometries are very similar to S1

equilibrium geometries, however, more pronounced geometry changes are observed at T1

equilibrium geometries, 4) the geometry changes in T1 lead to a corresponding change in the

nature of the excited states, thus increasing RISC efficiency; 5) while S1 states generally have

CT character, T1 can be characterized as LE or mixed CT-LE; 6) unlike other TADF emitters,

NOBF2- and OBA- based compounds have LE-S1 states and LE-T1 states, 7) the efficiency of

the carbazole moiety can be increased by forcing appropriate geometrical arrangements, for

instance via ortho- or para- regioisomery 8) the presence of quasidegenerate T1 and T2 states

opens alternative efficient channels for RISC, 9) up-conversion from higher triplet states to

S1 has been identified as a possible pathway for RISC 10) unexpectedly, NOBF2- and OBA-

based emitters, despite the same nature of S1 and T1 states, have high SOC.

In light of all these findings, we highlight the importance of selecting the correct

connectivity between donor and acceptor moieties. Our results and observations reported

in this manuscript strongly suggest that possible alternative pathways may be operative for

RISC. In turn, this would require a careful selection of donor and acceptor moieties to achieve
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the desired electron exchange energy, HOMO-LUMO gap, strong oscillator strength and high

SOC.

Finally, we observed that boron emitters can be used in different architectures either as

tri-coordinated or tetracoordinated; boron atom may or may not contribute to LUMOs and

they can achieve small ∆EST and strong enough SOC to allow efficient RISC.
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6. PHOTOPHYSICAL PROPERTIES OF SULFONE-BASED TADF

EMITTERS IN RELATION TO THEIR STRUCTURAL PROPERTIES

6.1. Overview

In this work, Thermally Activated Delayed Fluorescence (TADF) of a series of emitters

with sulfone-based acceptor moieties were studied by Density Functional Theory (DFT)

methods. Sulfone derivatives were shown to be high performing TADF emitters over recent

years. When discussing the TADF efficiency, various properties, such as, singlet–triplet

energy gap (∆EST ), spin–orbit coupling (SOC) and, nature of states stand out due to their

roles in reverse intersystem crossing (RISC). Here, we mainly focused on three important

structural parameters that affect the intersystem crossing (ISC) and RISC pathways and their

efficiencies. These three parameters are: 1) effect of meta- and para- conjugation, 2) effect of

rigid acceptor moieties and 3) effect of phenyl bridge on photophysical properties.

6.2. Introduction

In recent years, Thermally Activated Delayed Fluorescence (TADF) materials have

attracted considerable attention due to their 100% exciton harvesting abilities and high device

efficiencies [233]. For traditional fluorescent materials, known as organic light emitting

diodes (OLEDs), only 25% of excitons lead to luminescence, and the remaining 75% are

triplets that are deactivated by nonradiative transitions [234–236]. To overcome low device

efficiencies of fluorescent emitters, phosphorescent materials (PhOLEDs) containing heavy

metals were developed and due to their emission from triplet state to ground state, the loss

of triplet excitons was prevented [148, 197]. Although the loss of excitons were prevented,

the heavy metals in their structure led to undesirable consequences, such as, high cost and

environmental pollution [154]. In 2012, Adachi and co-workers developed TADF materials

as a promising technology, which provides high efficiency, cost saving and environmentally

friendly applications (see Figure 6.1) [215, 234, 237, 238].
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Figure 6.1. OLED, PhOLED and TADF mechanism.

Due to the efficient harvesting of triplet excitons, TADF materials offer advanced

applications in electroluminescence [128], sensors [113], bioimaging [113, 238], and organic

lasers [214]. Metal free TADF emitters can achieve 100% internal quantum efficiencies by

harvesting triplet excitons via the RISC process from the first excited triplet state (T1) to

the first excited singlet state (S1) under thermal activation [150, 228, 239, 240]. Many TADF

materials usually adopt a twisted donor (D)–acceptor (A) geometry to minimize the overlap

between highest occupied molecular orbitals (HOMO) and lowest unoccupied molecular

orbitals (LUMO), which lead to small S1–T1 energy gap (∆EST ) [224]. ∆EST parameter can

be represented as:

∆EST = 2
∫∫

ΦL(1)ΦH(2)
e2

r1 − r2
ΦL(2)ΦH(1)dr1dr2, (6.1)

decreasing the exchange interaction integral of the HOMO and the LUMO wavefunctions is

an efficient way to minimize the ∆EST . Recent studies reported that in a cofacial configuration

of D and A moieties, emitters have the possibility to exhibit Through-Space Charge-Transfer

(TSCT) which leads to separation between the HOMO and LUMO, thus, leading to small

∆EST values. However, compared to the Through-Bond Charge-Transfer (TBCT) systems,

TSCT systems have relatively lower electronic interactions between D and A moieties, which

lead to increased rotations between D and A groups and strong non-radiative decays [241].

To sum up, there are two possible ways of separating frontier molecular orbitals, which is,

rationally designing TBCT and TSCT systems.
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Furthermore, TADF efficiency is not only dependent on ∆EST , but also highly related

to the spin–orbit coupling (SOC), that is, effective RISC relies on both small ∆EST and

large SOC [113, 128, 150, 231, 242]. For many TADF emitters, due to their purely organic

structures, SOCs were found to be intrinsically weak, which makes it difficult to obtain

efficient RISC in TADF and ISC in phosphorescence. To enhance SOC values in TADF

emitters, the heavy–atom effect was used; since SOC is proportional to the fourth power of

the nuclear charge, the most common strategy for improving SOC is introducing non-metal

atoms to the molecular structure, such as halogens [224, 243].

In this work, we demonstrate photophysical and structural behaviors of a series of

sulfone-based TADF emitters using computational methods. As listed in Figure 6.2, the set of

molecules under investigation has various sulfone-based acceptor moieties such as; diphenyl-

sulfone (DPS), dibenzo- thiophene-S, S,-dioxide (DBTO2), 9,9-dimethyl-9H-thioxanthene

10,10-dioxide (TXO2), and thianthrene 5,5,10,10-tetraoxide (TTR).

The acceptor moieties depicted in this molecule set (see Figure 6.2) are reported in our

previous studies as well as in recent TADF literature [154, 196]. In our previous reports, we

theoretically investigated the characteristics of dimethylacridine (DMAC), carbazole (Cz),

phenoxazine (PXZ), phenothiazine (PTZ) and diphenylamine (DPA) as donor moieties [244].

By simulating a wide molecule set with different donor and acceptor moieties, we study the

effects and significance of the sulfur atom in various structures. As reported in literature,

DPS is a multi-talented acceptor moiety, with strong electron withdrawing ability due to the

highly electronegative oxygen atoms and provides excellent TADF activity due to its central

twist [48, 245]. Moreover, since it has tetrahedral geometry, it is known to restrict the π-

conjugation of the emitters leading to CT compounds. While the DBTO2 and TXO2 acceptor

moieties were used to understand the influence of acceptor rigidity on descriptors; the TTR

group was selected to predict the effects of two iso-energetic low energy conformers –SO2

unit on conjugation between D-A units and on conjugation between D-A units and on energy

levels.
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Figure 6.2. Sulfone based acceptor moieties investigated in this study.

6.3. Computational Methodology

To better understand the structural and photophysical properties of the emitters discussed

in this study, a computational analysis was conducted using the Gaussian16 [155] and

Amsterdam Density Functional (ADF) [170] software packages. Geometries in the ground and

excited S1 and T1 states were optimized at the M062X [77]/6-31+G(d,p) [246] level of theory.

Tamn Dancoff Approximation (TDA) [152] calculations for the S0→Sn and S0→Tn transitions

using the M062X/6-31+G(d,p) and ωB97XD [208]/6-31+G(d,p) levels were performed with

respect to the optimized S0 state geometries. In our previous contribution, we modeled the

excited state behaviors of a series of TADF emitters with various functionals such as M062X,

ωB97XD and CAMB3LYP and the results obtained with M062X were found to be reliable

and consistent with experimental data [196]. The reliability of data obtained with M062X

functional was tested with the nature of state and ∆EST analyses.

In light of our previous findings from methodological study, we chosed to model sulfone

based emitters with M062X functional and, ωB97XD has been used only for benchmark

purpose. TDA choice is due to the fact that the TDA method provides a more balanced

description of both triplet and singlet excited states, and compared to Time-Dependent DFT

(TD-DFT), it is free from triplet instability issues [164]. 6-311++G(3df,3pd) [247] extra basis

set was used for the sulfur atom in all calculations. From the theoretical calculations, it can

be observed that different acceptor and donor moieties exhibit characteristic torsions.
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Moreover, some compounds exhibit two different iso-energetic low energy conformers

presenting TADF as well as non-TADF activities. While near orthogonal geometries resulted

in very small ∆EST values making the RISC process viable, planar conformers were shown to

yield larger ∆EST values representing non-TADF behavior.

In order to better analyze electron processes at exited states, including internal con-

version (IC), ISC and RISC processes, we report the lowest 10 states for singlet and triplet

excitations. Surprisingly, energy differences between excited states show the possibility of

high-energy hot exciton pathways in ISC processes. Moreover, the nature of the excited

singlet and triplet states is evaluated using Natural Transition Orbitals (NTOs), obtained

with the Nancy-EX code [168] and visualized with the Avogadro [169] software package.

Additionally, ΦS values, defining the overlap between the attachment and the detachment

densities were calculated. In other words, it measures the degree of overlap between particle

and hole densities and while the smaller its value shows the larger charge transfer character,

the larger its value represents larger local excitation character.

In consideration of the first-order perturbation theory, SOC values between excited

singlet and triplet geometries were computed at S1 and T1 geometries using the ADF software

package at M062X/DZP [172] level of theory. The choice of M062X functional for SOC

calculations is based on the analyses of the nature of states that we performed in our previous

contribution [196]. In our previous contribution, we modeled a TADF active molecule

set consisting various structures and aimed to investigate the best functional which well

reproduces the nature of excited states. In light of our data, we observed and reported that

S1 states that we modeled via M062X functional mostly present a noticeable CT character,

which is known to favor TADF efficiency. On the other hand, ωB97XD presents locally

excited S1 states for most of the TADF emitters. Moreover, due to the structural properties

of TADF emitters, they should favor CT character, therefore, LE states observed by the

ωB97XD functional should be regarded as an artifact compared to the reliable performance

of M062X. According to the El Sayed rule, the nature of excited states plays an important

role on SOC, therefore, the functional which best reproduces the nature of states will be the
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most appropriate functional for the SOC calculations. The excited state energies, oscillator

strengths and, Phi-S indices, obtained from excited state calculations were calculated using

two different functionals, ωB97XD and M062X. Herein, M062X was chosen for further SOC

analyses, which is highly important for (R)ISC processes and controlled by nature of states.

ωB97XD has been used only for benchmark purposes.

The ultraviolet-visible (UV-Vis) absorption spectra of the investigated emitters were

modeled by generating 30 conformers through a Wigner distribution as implemented in the

Newton-X software package [92]. Vertical transitions from each snapshot were convoluted

using Gaussian functions of full-width at half length (FWHL) of 0.15 eV. Integral equation

formalism polarizable continuum model (IEF-PCM) was used in all calculations, to implicitly

model the solvent environment [46, 213, 248]. Toluene is used for all emitters except DBTO-

PXZ and Cz-TTR, which have been modelled in dichloromethane and ethyl ethanoate,

respectively. Optimized geometries were rendered with the CYLview software package [249].

6.4. Results and Discussion

6.4.1. Effects of meta- and para- Conjugation on Photophysical Properties

Although sulfone-based TADF emitters have been reported by several research groups,

the majority of these studies focus on para-substituted materials. Comparatively, we theo-

retically investigated both meta- and para-substituted sulfone based emitters to clarify the

effects of different positions of the donor moieties on photophysical properties. As depicted

in Figure 6.3, we modeled five meta- and five para-substituted molecules with the DPS donor

moiety and various donor groups, such as, Cz, PTZ, PXZ, DMAC and DPA.

It is well-known that photophysical properties of organic compounds are highly affected

by geometric parameters. The majority of the studies in literature focus exclusively on

symmetric emitters with D-A-D skeletons [250]. However, a few studies have been reported

to clarify the effects of asymmetric emitters in TADF efficiencies [250].
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Figure 6.3. Meta- (Group 1) and para-substituted (Group 2) TADF emitters with DPS
acceptor moiety.

Optimized geometries of meta- and para-substituted TADF emitters show that for S0

state structures, the tetrahedral geometry of DPS moiety do not change, however, significant

changes were observed in the bending of donor moieties. As reported in Table 6.1 and 6.2,

while para-substituted DPS containing TADF emitters yield highly symmetrical structures,

their meta-substituted analogues have asymmetric geometries.

Table 6.1. Torsion angles of the Group 1 emitters computed at M06-2X/6-31+G(d,p) level of
theory.

Compounds θ (D-A)1 S0/S1/T1 θ (D-A)2 S0/S1/T1

m-Cz-DPS-Cz 52.45/59.74/55.72 53.17/60.72/44.73
m-PTZ-DPS-PTZ -99.76/-88.74/-89.89 -75.03/-77.68/-78.82
m-PXZ-DPS-PXZ 73.63/88.17/84.75 73.63/87.71/84.75

m-DMAC-DPS-DMAC -92.38/-89.71/-104.21 108.04/106.61/113.13
m-DPA-DPS-DPA -25.20/-41.88/-22.79 41.79/53.01/53.02

Table 6.2. Torsion angles of the Group 2 emitters computed at M06-2X/6-31+G(d,p) level of
theory.

Compounds θ (D-A)1 S0/S1/T1 θ (D-A)2 S0/S1/T1

p-Cz-DPS-Cz -51.39/-53.88/-45.78 51.40/63.11/46.54
p-PTZ-DPS-PTZ -74.86/-74.47/-71.45 71.11/88.05/96.55
p-PXZ-DPS-PXZ -104.20/-105.73/-106.21 102.17/89.53/69.12

p-DMAC-DPS-DMAC -91.08/-92.03/-105.44 89.23/89.55/72.95
p-DPA-DPS-DPA -30.48/-43.11/-34.82 -0.0216159
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Herein, a comprehensive analysis on the effects of symmetric and asymmetric geome-

tries as well as the bends in donor groups was performed. Bent conformations in ground state

are known to avoid molecular aggregation and the formation of intermolecular excimers [251].

Therefore, emitters with bent donor moieties are expected to be favorable in preventing

molecular aggregation, which leads to non-emissive decays [251]. Following the geometry

analyses, we further modeled the energy alignments of singlet and triplet states and aimed to

investigate the differences between meta- and para-substituted emitters.

Figure 6.4 demonstrates that except for the DPA-derivative, para-substituted emitters

yield lower energy triplet levels compared to their meta- counterparts; and low-lying singlet

state energies decreased in para-substituted emitters. Moreover, we also observed that many

compounds in the first two groups exhibit iso-energetic S1 and S2 states, which may cause

multiple emission bands with identical or different natures. On the other hand, lower energy

triplet states in para-emitters create greater number of possible pathways for RISC process,

which also leads to greater amount of exciton harvesting from iso-energetic triplet states

below the S1 level.

In absorption spectra analyses, para-substituted emitters yield lower energy bands

compared to the meta-substituted compounds. This behavior of para-substitution suggests that

geometries with smaller distortion cause stronger electron conjugation in the excited state. It

should also be noted that theoretical absorption spectra of both meta- and para-emitters exhibit

dominant high intensity bands in higher energies, indicating that while S0→S1 absorptions are

almost negligible, strong excitations to upper singlet states are highly dominant in both Group

1 and 2 (Table 6.3). Comparisons between meta- and para-substituted emitters showed that

para-substituted compounds have larger oscillator strengths, which is an important parameter

in understanding excited state transitions.
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As listed in Table 6.3, except for para-substituted Cz-DPS-Cz and DPA-DPS-DPA

emitters, compounds usually exhibit negligible transition to S1 level and strong transitions

to higher singlet states. It is also shown that for meta-substituted Cz-DPS-Cz emitters,

absorptions with relatively larger oscillator strengths are (>0.1) S4, S6, S8 and S9. On the

other hand, its para-substituted analogue has S0→S1 transition with quite strong oscillator

strength, f=0.6433. Similar to the Cz-DPS-Cz emitter, para-substituted DPA-DPS-DPA

emitter exhibits strong S0→S1 transition (f=0.9967), while its meta- analogue has negligible

transition to S1 state, and quite strong transitions to higher singlet states. For meta- and

para-substituted PTZ-DPS-PTZ, PXZ-DPS-PXZ and DMAC-DPS-DMAC emitters, strong

excitations from S0 to Sn states opens up alternative ISC channels for TADF emitters.

It is well-known that population of high energy excited states leads to more energy loss

during the IC process to the S1 level. Therefore, with the help of strong SOC values between

high energy singlet and triplet states, instead of IC, emitters may experience ISC between Sn

and neighboring triplet states, leading to decreased energy loss and hence, higher efficiency.

Population of triplet states are affected by both the energy difference and the SOC between

relevant singlet and triplet states.

Though strong SOC between high oscillator strength singlet states and T1 or T2 states

is possible (such as in meta-Cz), a strong coupling between high-energy singlet levels and

high-energy triplet levels can also be observed (such as in meta-PTZ). Moreover, we also

observed that iso-energetic triplet states, such as, the ones observed in m/p-PXZ-DPS-PXZ,

p-DMAC-DPS-DMAC and p-PTZ-DPS-PTZ compounds may exhibit SOC values in different

strengths, which shows that these iso-energetic triplet levels are in different natures, 3CT /3LE ,

and state mixing processes enhancing RISC is possible in these emitters.
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The role of state mixing in enhancing RISC has been explained in El Sayed rule.

According to the El Sayed rule, the rate of intersystem crossing between the states of different

electronic character is found to be much faster than that between two states of same electronic

character [252]. Moreover, as first recognized by Monkman, when local excited states enter

into the picture and mix with charge transfer triplets, they prevent the El Sayed constraint of

S1 and T1 states which are mostly CT character in TADF molecules [253]. Therefore, the

presence of states with different nature lying close in energy works as speeding up mechanism

for RISC [254,255]. For instance, p-PXZ-DPS-PXZ emitter has iso-energetic T1 and T2 states

which have 0.64 cm−1 and 1.61 cm−1 SOC values, respectively, and this difference in SOC

values can be attributed to the different natures of T1 and T2 states (see Table 6.4).

Table 6.4. Natures of S1, T1-T5 states of the emitters in Group 1 and Group 2 computed at
M062X/6-31+G(d,p) level of theory in toluene.

Emitters
S1 T1 T2 T3 T4 T5

(ΦS) (ΦS) (ΦS) (ΦS) (ΦS) (ΦS)

m-Cz-DPS-Cz
CT LE LE LE LE LE

0.557 0.7721 0.8095 0.8065 0.9629 0.9618

p-Cz-DPS-Cz
CT-LE CT-LE CT-LE LE LE LE
0.7047 0.8405 0.8622 0.7503 0.7622 0.9676

m-PTZ-DPS- PTZ
CT-LE CT-LE LE CT-LE CT LE
0.4703 0.792 0.8164 0.5513 0.5599 0.703

p-PTZ-DPS- PTZ
CT CT-LE CT-LE CT CT LE

0.331 0.7845 0.7859 0.4534 0.4614 0.6823

m-DMAC-DPS-DMAC
CT CT-LE CT-LE LE LE CT-LE

0.3939 0.6062 0.5834 0.8424 0.7313 0.5798

p-DMAC-DPS-DMAC
CT CT CT LE LE LE

0.1642 0.1692 0.1677 0.88 0.8798 0.7097

m-PXZ-DPS-PXZ
CT CT-LE CT-LE CT-LE CT-LE CT-LE

0.4383 0.7597 0.7578 0.6758 0.6576 0.5843

p-PXZ-DPS-PXZ
CT CT-LE CT CT-LE CT-LE LE

0.2485 0.4301 0.3921 0.784 0.7951 0.7599

m-DPA-DPS-DPA
CT-LE CT-LE CT-LE CT-LE LE LE
0.7416 0.8193 0.7288 0.7987 0.8031 0.8448

p-DPA-DPS-DPA
CT-LE CT-LE CT-LE LE LE LE
0.7594 0.8375 0.8465 0.8208 0.8373 0.8241
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As mentioned previously, multiple triplet states below the S1 level creates multiple

RISC possibilities. To analyze the probability of RISC from different triplet levels, SOC

values between relevant states were calculated. SOC dependence of RISC has been reported

in Fermi’s Golden Rule approximation. According to the Fermi’s Golden Rule approximation,

the square of root mean square coupling element (RMSCE, VSOC) is directly proportional

to the RISC rate constant [256, 257]. Another parameter which plays an important role in

kRISC is the Franck Condon weighted density of states (ρFCWD) which can be calculated

in the framework of Marcus-Levich-Jortner theory [179]. Herein, since the calculation of

ρFCWD is a high cost calculation for these wide molecule sets, we only calculated the |Vsoc|2

to foresee the RISC rates. The square of root mean square coupling element (RMSCE, VSOC),

has been calculated for all states (for transition between S1 and T1 states,
∣∣∣〈S1

∣∣∣Ĥsoc

∣∣∣T1

〉∣∣∣ is

divided into three to represent the average over the three triplet states for each possible value

of the total angular momentum J=−1,0,1). These formula can be represented as:

kRISC =
2π

h̄
|VSOC|2 ×ρFCWD, (6.2)

kRISC =
2π

h̄
|VSOC|2 ×ρFCWD. (6.3)

It is obvious that transition from any triplet state below S1 is possible with a strong SOC

value. Importantly, it was observed that the energy gaps closest to the experimental value

generally exhibit strongest |Vsoc|2, and generally, SOC values in para-substituted emitters are

larger than the meta-substituted ones (except emitters Cz-DPS-Cz and PTZ-DPS-PTZ). These

higher SOC values in para-substituted emitters can be attributed to the larger amount of state

mixing in iso-energetic triplet levels below the S1 state.

As represented in Table 6.5, among meta- and para-analogues, slight changes were

observed in HOMO-LUMO energies and the energy difference between these two molecular

orbitals (Eg). For compounds Cz-DPS-Cz, PTZ-DPS-PTZ and DMAC-DPS-DMAC, meta-

substitution leads to larger HOMO energies, thus, stronger electron donating ability of Cz,

PTZ and DMAC donor moieties. On the other hand, while the PXZ donor moiety represents

almost equal HOMO energies in meta- and para-substituted emitters, their DPA analogues

yield better donating ability with para-substitution.
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This behavior of DPA-DPS-DPA emitter can be attributed to the highly sterically

hindered and twisted structure in meta-compound, which results in disruption of conjugation

within the molecule.

For the electron accepting ability, LUMO energies of meta- and para-substituted com-

pounds were checked and it was observed that for PTZ-DPS-PTZ, DMAC-DPS-DMAC and

PXZ-DPS-PXZ compounds, para-substitution leads to smaller LUMO energies and stronger

electron withdrawing towards the acceptor moiety. Overall, the position of the donor moiety

in these two molecule sets did not cause large differences in Eg values and these results are

consistent with the similar ∆EST values of meta- and para- isomers (except Cz-DPS-Cz and

PTZ-DPS-PTZ emitters).

To further compare the RISC behaviors of meta- and para-emitters, we theoretically

calculated the energy gaps between singlet and triplet states. As reported in Table 6.5,

experimental energy gaps were well reproduced and the largest absolute deviation was

obtained as 0.29 eV for p-PTZ-DPS-PTZ emitter. Importantly, these energy gaps correspond

to the gaps between S1 and triplet state with largest RMSCE. In particular, proving the

deterministic effect of SOC is consistent with our recent study published in 2022 [196].

To summarize our findings so far, changing the position of the donor moiety from para-

to meta- results in an increase in the twisting angle between donor and acceptor moieties,

which is beneficial for separation of frontier molecular orbitals. For the molecules in the first

two groups, we have investigated the energy level alignments of excited states. Surprisingly,

there are more than one triplet states below the S1 level. Moreover, the presented results show

that there are iso-energetic singlet and triplet states, which have the possibility to contribute

to ISC and RISC processes.

It should also be noted that though the first ten excited states were calculated to observe

the brightest states and the pathways for the possible ISC and internal conversions, the low

lying states, especially for singlets, play the main role in RISC process. Further analyses
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led us to conclude that the RISC process is mainly a SOC driven mechanism and it occurs

between the states with strongest SOC values. Additionally, we also present our findings for

the oscillator strength and its effect on IC/RISC pathways.

It should also be noted that Herzberg-Teller (HT) effect, which is a parameter that

enhances the ISC/RISC processes and represents the dependence of oscillator strength on

the internal coordinates is also an important factor in TADF efficiency [258]. Though

we did not calculate the emission spectra in this study, it is known that small molecular

deformations between S1 and S0 states may enhance the emission oscillator strengths, which

is a phenomena named HT effect. Enhancement of the emission oscillator strength not only

affects the transition intensity, but it also affects the competition between the fluorescence and

ISC/RISC processes. Therefore, an important point to keep in mind is that the excited state

characteristics obtained with the Franck Condon (FC) approach are not the only parameters

that affect the TADF efficiency [44, 147, 259, 260]. In other words, photphysical properties of

these kind of compounds are affected by both the FC and HT components.

6.4.2. Effects of Rigidity of The Acceptor Moiety on Photophysical Properties

According to molecular design strategies, rigid compounds are good candidates for

spatially separated frontier molecular orbitals, which makes them CT based compounds due

to their short π–conjugation length and high steric hindrance. Therefore, here we analyzed

the behaviors of rigid TXO2, DBTO acceptor moieties and flexible DPS moiety to observe

and compare the photophysical differences arising from the degree of rigidity.

As shown in Figure 6.5, TTR, DBTO and DPS acceptor moieties with different rigidities

behave differently in photophysical properties. By virtue of the geometric analysis, we

observed that these three acceptor moieties create perfectly orthogonal geometries with

DMAC unit. On the other hand, their coupling with PXZ donor group leads to 10° shift from

orthogonality. We further investigated their electron accepting abilities with the help of Eg

values and observed that LUMO energies decrease in the order of TXO2-PXZ, p-PXZ-DPS-

PXZ and DBTO-PXZ which indicates that DBTO is the strongest and TXO2 is the weakest



110

electron acceptor. On the other hand, ∆EST values of the six emitters under investigation are

extremely small both experimentally and theoretically.

This indicates that any possible difference in RISC mechanisms of these compounds

can arise from any other parameter, but not from the singlet-triplet energy gap. At this stage,

since the natures of triplet states will be the determinative factor in RISC, the effects of these

acceptor moieties on the natures of excited triplet states have been analyzed. The results

obtained using metahybrid M062X functional are shown in Figure 6.5 and Table 6.6.

Table 6.6. Natures of S1, T1-T5 states computed at M062X/6-31+G(d,p) level of theory in
toluene (TXO2-PXZ, p-PXZ-DPS-PXZ, TXO2-DMAC, p-DMAC-DPS-DMAC,

DBTO-DMAC) and in dichloromethane (DBTO-PXZ).

Emitters
S1 T1 T2 T3 T4 T5

(ΦS) (ΦS) (ΦS) (ΦS) (ΦS) (ΦS)

TXO2-PXZ
CT LE LE CT CT LE

0.2809 0.8393 0.8372 0.3879 0.3939 0.8082

p-PXZ-DPS-PXZ
CT CT-LE CT-LE CT-LE CT-LE CT-LE

0.2485 0.4301 0.3921 0.784 0.7951 0.7599

DBTO-PXZ
CT CT CT CT-LE CT-LE LE

0.1854 0.3842 0.4018 0.6394 0.6383 0.9497

TXO2-DMAC
CT CT CT LE LE LE

0.3465 0.3422 0.3206 0.8951 0.8951 0.7484

p-DMAC-DPS-DMAC
CT CT CT LE LE LE

0.1642 0.1692 0.1677 0.88 0.8798 0.7097

DBTO-DMAC
CT CT CT LE CT-LE CT-LE

0.1712 0.2102 0.2044 0.953 0.4715 0.4789

The S1 state natures of all emitters were found to be in CT character with perfectly

separated FMOs. Their T1 and T2 states are generally in CT character except TXO2-PXZ and

para-PXZ. For T2, T3, T4 and T5 states, while para-PXZ emitter represents mixed character,

DBTO-PXZ emitter represents an obvious increase in LE transitions. On the other hand,

TXO2-PXZ does not represent any regular trend from T2 to T5. ∆ΦS values in Figure 6.5 are

in well agreement with the SOC values which represent an enhancement with the increase

nature difference between singlet and triplet states.
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Comparing with their phenoxazine analogues, we observed the better FMO separation

of T1 and T2 states, which is reflected in ΦS values, of DMAC containing emitters (see Table

6.6). Hence, the SOC from these low lying triplet states exhibit smaller values than their PXZ-

analogues. Besides lower ΦS indices of the first two triplet states, T3, T4 and T5 states show

larger LE character, thus, larger SOC values. Considering all comparisons, we learned that

the different acceptor moieties may yield various SOC values with higher triplet levels and

there is no a regular trend between these acceptor groups.

Further analyses of excited state energies show that going from TXO2-PXZ to DBTO-

PXZ, energies of the first singlet states decrease (see Figure 6.6), thus, compared to TXO2

acceptor moiety, DPS and DBTO yield bathochromically shifted absorption spectra. Accord-

ing to the our theoretical findings reported in Figure 6.6, energy comparisons are in well

agreement with the experimental emission spectra of investigated compounds which emit

in blue-green, blue and yellow for TXO2-PXZ [261], p-PXZ-DPS-PXZ [261] and DBTO-

PXZ [262] compounds respectively. Moreover, we observed the similar decreasing energy

trend for triplet states, and the energies of T1 and T2 states are iso-energetic in all emitters.

This degeneracy of triplet states leads to state mixing between the states in different nature,

thus, leading to larger SOC values and more efficient RISC processes.

To sum up, the nature of excited singlet states for TXO2, DPS and DBTO acceptor

moieties are similar and surprisingly, ΦS values of emitters with DPS (flexible) and DBTO

(rigid) acceptor groups are found to be very close to each other (see Table 6.6). Additionally,

LUMO energies of these emitters are also quite similar representing their similar electron

accepting abilities, which is consistent with their similar absorption spectra. Moreover, energy

level alignments of this molecule set was found to behave differently from the first two

groups. In contrast to Groups 1 and 2, the molecule set under investigation have low lying

iso-energetic singlet and triplet levels with similar nature of states.
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6.4.3. Effects of Phenyl Bridges on Photophysical Properties

Density functional theory calculations of Groups 3 and 4 were performed on ground

state energy surfaces. As shown in Figure 6.7, Group 4 is the bridge-containing analogue of

Group 3. Herein, we aimed to theoretically examine the effects of bridging the donor and

acceptor moieties with a phenyl ring to observe the change in properties such as, geometric

parameters, excited state energies, FMO separations, energy gaps between HOMO and LUMO

orbitals and, energy gaps between the excited states involved in the RISC process.

Figure 6.7. Bridged and non-bridged TADF emitters with TTR acceptor moiety. Compounds:
Cz-TTR, DMAC-TTR, PXZ-TTR, PTZ-TTR, Cz-Ph-TTR, DMAC-Ph-TTR, PXZ-Ph-TTR

and PTZ-Ph-TTR.

In the set of molecules under investigation, the TTR moiety with two sulfur atoms has

been selected as the acceptor group and Cz, DMAC, PXZ and PTZ moieties with different

steric hindrance and aromaticity have been selected as the donor moieties. As reported in

Table 6.7 and Table 6.8, effect of inserting a phenyl bridge largely affected the torsion angles

between acceptor groups and their adjacent moieties. As an expection, the carbazole moiety

in Cz-TTR and Cz-Ph-TTR exhibits 40° and 37° torsion angle, respectively; thus, inserting

phenyl bridge in carbazole containing emitter do not cause large effect on torsion angle of Cz

moiety.
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Table 6.7. Torsion angles of Group 4 emitters computed at M06-2X/6-31+G(d,p) level of
theory.

Compounds θ (D-A)1 S0/S1/T1

Cz-TTR 49.02/65.43/45.36
DMAC-TTR -9.57/-90.38/-5.43

PXZ-TTR -83.98/-92.63/-102.05
PTZ-TTR 15.11/-90.76/5.53

Table 6.8. Torsion angles of Group 5 emitters computed at M06-2X/6-31+G(d,p) level of
theory.

Compounds θ (D-A)1 S0/S1/T1 θ (D-A)2 S0/S1/T1

Cz-Ph-TTR 37.70/13.59/-1.93 53.36/46.33/42.18
DMAC-Ph-TTR -38.58/-10.41/-8.05 90.40/92.63/62.57

PXZ-Ph-TTR -39.45/-10.79/-12.91 102.92/92.30/72.00
PTZ-Ph-TTR 36.08/20.08/2.63 17.34/-1.56/2.32

As reported in Table 6.9, both experimental and theoretical ∆EST values for the Cz-TTR

emitter are smaller than their phenyl containing analogue (Cz-Ph-TTR), a situation which can

be attributed to the larger electron-hole separation (see Phi-S indices in Table 6.10). On the

other hand, DMAC and PTZ containing emitters were found to have two possible conformers,

which are orthogonal and planar (see Figure 7). The relative energy differences between

orthogonal and planar conformers of these emitters are very small, indicating the presence of

iso-energetic low energy conformers in their D-A and D-π-A structures.

According to Table 6.9, effects of orthogonal geometries on singlet–triplet energy gap

were well reproduced and their TADF activity due to the iso-energetic low energy conformers

has been proved once again. Moreover, we also observed that the orthogonal geometries lead

to a decrease in the LUMO and an increase in the HOMO energies, thus, they yield smaller

Eg values.
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Table 6.10. Natures of S1, T1-T5 states computed at M062X/6-31+G(d,p) level of theory in
toluene (for Cz-Ph-TTR, DMAC-TTR, DMAC-Ph-TTR, PXZ-TTR, PXZ-Ph-TTR,

PTZ-TTR, PTZ-Ph-TTR) and in ethy ethanoate (Cz-TTR).

Emitters
S1 T1 T2 T3 T4 T5

(ΦS) (ΦS) (ΦS) (ΦS) (ΦS) (ΦS)

Cz-TTR
CT-LE LE LE LE LE LE
0.5372 0.6815 0.9669 0.7556 0.6962 0.9489

Cz-Ph-TTR
CT-LE LE LE LE LE LE
0.7649 0.9017 0.7723 0.9601 0.9118 0.9495

DMAC-TTR (Planar)
CT-LE LE LE LE LE LE
0.715 0.7941 0.7471 0.9543 0.9551 0.9622

DMAC-TTR (Orthogonal)
CT CT CT LE LE LE

0.2008 0.2255 0.4256 0.8829 0.949 0.7289

DMAC-Ph-TTR (only Orthogonal)
CT CT LE LE LE LE

0.4644 0.4545 0.945 0.8793 0.7088 0.7127

PXZ-TTR
CT-LE CT-LE CT LE CT-LE CT-LE
0.5143 0.5045 0.4417 0.7709 0.5976 0.5589

PXZ-Ph-TTR
CT CT-LE LE LE LE LE

0.2247 0.521 0.7435 0.9473 0.8069 0.7076

PTZ-TTR (Planar)
LE LE LE LE LE LE

0.6951 0.8187 0.7689 0.9175 0.8723 0.963

PTZ-TTR (Orthogonal)
CT CT LE CT-LE LE LE

0.1588 0.1974 0.7363 0.5658 0.7236 0.945

PTZ-Ph-TTR (Planar)
CT-LE LE LE LE LE LE
0.6631 0.8496 0.8313 0.8525 0.904 0.8741

PTZ-Ph-TTR (Orthogonal)
CT LE CT-LE LE LE LE

0.3481 0.7746 0.4652 0.9449 0.6797 0.6983

Due to the smaller Eg values calculated for orthogonal geometries, their emission

spectra were expected to be bathochromically shifted compared to their planar analogues,

and although we did not calculate theoretical emission spectra, by way of comparing with

experimental spectra reported in literature, we concluded that the calculated Eg values are

consistent with the experimental data reported in literature [263]. To further study the effects

of phenyl insertion and geometry changes on photophysical properties, we computed Phi-S

indices at the M062X/6-31+G(d,p) level of theory in experimental solvents. As summarized

in Table 6.10 and as represented in Figure 6.9, insertion of phenyl bridge may increase or

decrease the electron and hole separation of triplet states differently.
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Due to better separation in orthogonal geometries, going from planar to orthogonal

conformers, a general decrease in Phi-S indices was observed. Since the S1 states of orthogonal

emitters were found to be in CT or mixed character, their SOC values with triplet states in

strong LE character were observed to be the strongest couplings (see Figure 6.10).

We further compared the electron – hole overlaps of bridged and non-bridged emitters,

and observed that for Cz, PXZ and PTZ containing emitters, significant differences arise from

the presence of phenyl bridges. However, negative or positive effect of using phenyl bridge

can vary in different emitters. For instance, while the insertion of a phenyl bridge to Cz-TTR

and PTZ-TTR lead to increase in electron-hole overlap, separation increased in PXZ-Ph-TTR

emitter.

The contribution of a phenyl bridge to excited state energies and energy gaps were also

examined and the relative positions of the excited singlet and triplet states were reported in

Figure 6.8. With the incorporation of the phenyl moiety, an increasing trend in S1 energy levels

was observed in all emitters, except for DMAC-Ph-TTR. This situation can be attributed to the

larger decrease in the torsion angle of DMAC moiety in phenyl containing emitter compared

to the other donor moieties which leads to larger increase in planarity and conjugation length,

thus decrease in S1 energy.

Figure 6.8. Energies of singlet and triplet excited states computed at M062X/6-31+G(d,p)
level of theory in toluene (for Cz-Ph-TTR, DMAC-TTR, DMAC-Ph-TTR, PXZ-TTR,

PXZ-Ph-TTR, PTZ-TTR, PTZ-Ph-TTR) and in ethyl ethanoate (Cz-TTR).
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On the other hand, compared to the D-A emitters, T1 energies of phenyl containing

analogues were increased, except compound with the PTZ moiety. Despite the benefit of

longer conjugation in bridge containing D-π-A emitters, increased electron-hole overlap

generally led to an increase in the LE character of the T1 state. Correspondingly, SOC values

of phenyl containing emitters were increased, leading to larger RISC probabilities.

Summarizing, insertion of the π-bridge affected the behavior of emitters differently.

While some materials exhibit larger ∆EST values with π-linkers, some of them represented

smaller ∆EST values. On the other hand, HOMO-LUMO gaps of the emitters were found to

be very close in emitters with or without π-bridges. Notably, DMAC-TTR and PTZ-TTR

emitters were found to have iso-energetic low energy conformers with different photophysical

properties. Our findings in ∆EST and nature of states analyses confirmed the TADF activity

of orthogonal conformers. Lastly, in most of the emitters under investigation, phenyl unit

containing TADF materials represented larger SOC values.

6.5. Conclusion

In summary, we present a comprehensive theoretical study on structural and photophysi-

cal properties of sulfone-based TADF emitters. Our investigations reveal that the molecule set

under investigation presents various geometric behaviors, such as bearing bent conformations

which prevent the formation of intermolecular excimers as well as having iso-energetic low

energy conformers, which exhibit TADF or non-TADF activities. Notably, our analyses on

the effects of meta- and para-conjugation showed that the regioisomers possess different

photophysical properties. The first two molecule sets were shown to have multiple triplet

levels below the S1 state, which opens alternative ISC/RISC pathways. Moreover, we also

presented the possibilities of IC, ISC and RISC processes between the high lying singlet and

triplet levels. Additionally, we observed that the larger amount of state mixing in iso-energetic

triplet levels below the S1 state enhances the SOC values and RISC probabilities.

In the last part of our study, we discussed the effects of phenyl bridges on structures

and photophysical properties. Our findings show that most of the phenyl bridge containing

TADF emitters present larger SOC values. This work is intended to provide insight and pave
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a way to design new TADF emitters. In light of our findings, it is possible to design new

emitters with desired properties and give rise to the developments in TADF technology with

new molecule designs.
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7. INTERSYSTEM CROSSING IN A CARBAZOLE-BASED ROOM

TEMPERATURE PHOSPHORESCENT LUMINOPHORE

INVESTIGATED BY NONADIABATIC DYNAMICS

7.1. Overview

The use of phosphorescent luminophore is highly beneficial in diverse high-technological

and biological applications. Yet, because of the formally forbidden character of intersystem

crossing, the use of heavy metals or atoms is usually necessary to achieve high quantum yields.

This choice imposes serious constraints in terms of high device cost and inherent toxicity.

In this contribution we resort to density functional based surface hopping non-adiabatic

dynamics of a potential organic luminophore intended for room-temperature applications.

We confirm that intersystem crossing is operative in a ps time-scale without requiring the

activation of large-scale movements, thus confirming the suitability of the El Sayed based

strategy for the rational design of fully organic phosphorescent emitters.

7.2. Introduction

Organic luminescent materials have recently attracted considerable interest due to their

suitability for applications in electroluminescence, organic lasers, and bioimaging [264–266].

Organic luminescence is produced by the radiative deactivation of sufficiently long-lived

excited states. Luminescence can, in principle, be observed either from singlet or triplet states

resulting in fluorescence or phosphorescence emission, respectively [267]. Fluorescence

emission which following the well-known Kasha’s rule occurs between the first singlet

excited state and the ground state, does not involve any change in spin, and is thus fully

allowed, resulting in relatively short lifetimes. Fluorescence is notably at the base of the

functioning of organic light emitting devices (OLEDs). Despite some limitations, OLEDs

offer several advantages such as flexible device structures, reduced power consumption,

and high brightness [34]. However, OLEDS are also plagued by the insufficient device
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efficiencies, partially due to the inherently short fluorescence lifetime, and the need of a high

driving voltage, which severely limit their applications [196]. To overcome the efficiency

problems plaguing OLEDs, a second generation of electro-luminescent materials based on

phosphorescence, and collectively known as Phosphorescent organic light emitters (PhOLEDs)

have been proposed.

Phosphorescence emission includes a forbidden transition between two states of dif-

ferent spin multiplicity, i.e. excited triplet and ground singlet states [268], thus significantly

increasing the elision lifetime. Furthermore, in the case of electroluminescent materials,

and because of spin statistics rules the applied electronic potential will generate 75% of the

excitons in their triplet state [6]. Therefore, opening alternative emission channel through

the engineering of room temperature phosphorescent materials has represented an important

improvement in increasing the global device efficiency [269]. In addition, phosphorescence is

usually red-shifted compared to fluorescence emission, thus allowing a deeper penetration

of light in biological samples, which is a most beneficial effects for instance in the case of

luminescent probes. Indeed, PhOLEDs, and more generally phosphorescent materials and

compounds, have found widespread applications in electronics [20, 21], optics [16, 22] and

biological sciences [23]. Yet, phosphorescence compounds due to the long-lived population

of the triplet manifold, are more sensitive to the presence of molecular oxygen since they can

sensitize the latter to its highly reactive singlet state. If the latter channel may be beneficial, for

instance in photo dynamic therapy (PDT) applications, it may lead to luminescence quenching

or material degradation [35]. Consequently, in some instances relevant phosphorescence

is observed only under inert or cryogenic conditions, thus drastically limiting their use in

portable devices or high technological applications. Therefore, the development of materials

and luminophores showing efficient room-temperature phosphorescence (RTP) is highly

sought [6].

RTP materials have attracted tremendous attention due to their applications in the field

of intelligence security [27], optical detection [36], and biochemical imaging [37]. As a matter

of fact, to be applicable RTP should require a relative fast ISC, to minimize the competition

with other radiative and non-radiative channels, such as prompt fluorescence or internal
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conversion (IC), conversely the depopulation of the triplet state manifold should be slow and

life-times of more than 100 ms have, indeed, been reported [270]. The population of triplet

states from singlet excited manifolds (Figure 7.2) is much slower than other fully allowed

relaxations, and as such can be regarded as one of the key phenomena dictating the efficiency

of phosphorescent luminophores. As stipulated by quantum mechanics laws, the selection

rules formally forbidding ISC, may be relaxed under the effects of several favorable terms,

such as a small energy gap between the involved singlet and triplet states, and a high spin

orbit coupling (SOC) between the relevant states [271, 272].

Figure 7.1. A) Schematic Jablonski diagram illustrating the relaxation processes operative in
phosphorescent luminophores and B) the carbazole-based compound reported by Zhao et

al. [6] and studied in the present contribution.

In a previous study devoted to Thermally Activated Delayed Fluorescent (TADF)

materials, by investigating various molecular and electronic descriptors we observed that

magnitude of SOC is, indeed, one of the most important parameters to control the efficiency of

reverse intersystem crossing (RISC), and thus by extension ISC [244]. Indeed, as shown in the

literature different strategies, and molecular engineering approaches, aimed at increasing SOC,

also by favoring hydrogen bond and space restrictions are pursued to enhance phosphorence

emission [273]. Usually, however, the most widespread strategy to increase SOC, and

hence favor ISC or RISC, is the inclusion high atomic number atoms, to exploit the so-

called heavy atom effect, since SOC is roughly proportional to the fourth power of nuclear

charge [3, 274]. In many instances this objective ios achieved by the use of transition metal

components, usually up to the second and third row of the d-elements. Indeed, while Ru

complexes are known for ultrafast ISC, Ir-based compounds are among the most efficient
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phosphorescent emitters, allowing not only a bright luminescence but also tuning the emission

color. Conversely, metal complexed porphyrins are among the most common components for

PDT applications, having, in some cases, already found clinical use. Yet, metal- or heavy-

atom containing emitters also present significant drawbacks, in particular in terms of high

cost and toxicity, low processability, low flexibility, and in some cases low stability [3, 34].

Furthermore, the rarity of heavy metals also poses significant burdens in terms of resources

availability and sustainable development.

Therefore, the possible use of fully organic RTP compounds is regarded as highly

suitable to overcome these drawbacks, yet strategies to maximize SOC and ISC rates should

then be pursued. According to the well-known El Sayed rule, SOC will be maximum

between singlet and triplet states having a different diabatic nature, since in this case the

states can be coupled by the magnetic field operator. Thus, SOC and ISC will be maximized

when involving transitions between a 1(n,π∗) and a 3(π,π∗) state. Consequently, the use

of conjugated moieties involving the presence of carbonyl units is highly favorable, due to

the presence of low-lying (n,π∗) states. Yet it has to be pointed out that the states in real

molecular systems are rarely of a pure diabatic nature and instead a different degree of mixing

between (n,π∗) and (π,π∗) character is observed, slightly complicating inferring general

tendencies. In this instance, benzophenone is a paradigmatic organic moiety, which can reach

a triplet conversion of up to 100% [13], also due to the extended three states quasi-degeneracy

involving S1 and two lowest triplet states T1 and T2, as confirmed by a number of different

experimental and computational studies involving non-adiabatic dynamics [275, 276]. The

benzophenone facile ISC is also at the base of its inherent phototoxicity toward DNA [277].29

Recently an extensive and systematic proposition of molecular rules for the enhancement of

ISC in organic emitters has been proposed by Zhao et al [6]. based on the consideration of

the El Sayed rule and the use of static density functional theory (DFT) calculations.

Among the different compounds, benzophenone and carbazole containing units have

appeared as the most favorable candidates to enforce high SOC and ISC rates. As concerns

carbazole, their rigid π-conjugated scaffold is also optimal to enforce aggregation and crystal

formation. Indeed, the reduced vibrational disorder in the condensed phase may be beneficial
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in slowing non-radiative decay pathways, hence favoring luminescence. Yet, in this case ISC

should be achieved without the activation of large amplitude movements, which could be

impeded in the solid state.

In this contribution we will resort to non-adiabatic dynamics in the surface hopping

(SH) formalism to study ISC in the carbazole emitter presented in Figure 7.2, which despite

lacking any heavy atoms is displaying optimal luminescence and a phosphorescence quantum

yield of about 34% [6]. In particular, and going beyond the pure static picture, we will show

that the favorable alignment of the involved states and their optimal symmetry, in terms of

the El Sayed rule, translate into a ps-scale ISC rate, which, thus, should imply the facile

population of the triplet manifold. Furthermore, our SH study will also confirm that ISC does

not involve the activation of any large-scale movement, hence should remain operative also in

condensed media, further pointing to the optimal characteristic of the chosen compound.

7.3. Computational Methodology

Prior to the propagation of the non-adiabatic dynamics, the carbazole luminophore’s

ground state (GS) has been optimized at DFT level using the Gaussian 16 software package

[155]. The M06-2X [77] functional together with the 6-31+G(d,p) [278] basis set has been

chosen to this aim. The choice of M06-2X functional is justified by its good performance in

reproducing the geometries of aromatic compounds [156].

Integral equation formalism polarizable continuum model (IEF-PCM) is used in DFT

calculations, to implicitly model the solvent environment [162]. Optimized structures were

rendered with the CYLview software package.

Excited States have been calculated in the framework of Time Dependent-DFT (TDFT)

approach, due to its optimal compromise between accuracy and computational cost. More

specifically the Tamm Dancoff Approximation (TDA) has been consistently used for the

excited states calculations of both singlet and triplet states. This choice is due to the fact that
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the TDA provides a more balanced description of both triplet and singlet excited states, as

compared to TD-DFT since it is free from triplet instability issues [164].

Furthermore, and in addition to the GS, also the geometries of the lowest singlet (S1)

and the three lowest triplet (T1, T2 and T3) states have been fully optimized. Additionally, and

for benchmark purposes, the singlet and triplet excitation energies have been calculated from

the GS, S1, T1, T2 and T3 equilibrium geometries using different functionals, namely, CAM-

B3LYP [158], M06-2X, PBE0 [279], ωB97XD [208], and different basis sets of increasing

size, 6-31G, 6-31G(d), 6-31G(d,p), 6-31+G(d), 6-31+G(d,p), 6-311++G(d,p).

The diabatic nature of the excited states have been evaluated using Natural Transi-

tion Orbitals (NTOs), which have been obtained post-processing Gaussian output with the

Nancy-EX [168] code and visualized with the Avogadro [169] software package. To further

characterized the nature of the excited states, the ΦS index, defining the overlap between the

attachment and the detachment density matrices, has been obtained.

SOC elements between S1 and the lowest triplet states have been calculated, at the TDA

level, by using the ORCA code [280] at the M06-2X/TZP [172] and CAM-B3LYP/TZP levels

of theory and the TZP basis set.

To go beyond the simple static picture of ISC, we performed in vacuo SH dynamics

using the SHARC code [281, 282] coupled with ORCA. Indeed, SHARC allows the use of

a generalized coupling between the states, such as SOC, and hence may provide the time-

scales of ISC. To simulate the effects of a wave-packet the SH dynamics has been averaged

over 200 independent trajectories, whose initial conditions have been obtained sampling the

Franck-Condon region through a Wigner distribution. The non-adiabatic dynamic trajectories

have been propagated at TDA level, explicitly calculating the SOC element at each step, at

CAM-B3LYP/6-31G level of theory, with a time-step of 0.5 fs for a total time of 2 ps (4000

steps). The common Persico correlation correction [276] was applied to avoid over-correlation

as typical in SH formalism. Our model involved explicitly the first excited singlet state, and

the lowest four triplet states. An initial total population of the S1 state was considered, and
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the time evolution of the states’ population has been fitted with exponential models to obtain

the corresponding kinetic model and the global time-scales.

7.4. Results and Discussion

Upon optimization the ground state geometry of the carbazole-based luminophore

presents all the expected characteristics of these family of compounds. In particular, the

rigid core and the extended π-conjugation enforce a globally planar structure, while a non-

negligible torsion angle ( 30°) is observed between the carbonyl moiety and the phenyl

ring to minimize the sterical hindrance with the carbazole, as it is the case for the parent

benzophenone. The vertical excitation energies from the Franck-Condon region for the

lowest-lying excited states, on either the singlet and triplet manifolds are reported in Table

7.1.

Table 7.1. Vertical excitation energies from the Franck-Condon geometry calculated at
CAM-B3LYP/6-31G level of theory.

State Excitation Energy (eV) f (absorption)
S1 3.98 0.0014
S2 4.61 0.0303
S3 4.87 0.1810
S4 5.00 0.8612
T1 3.37 -
T2 3.56 -
T3 3.84 -
T4 3.88 -
T5 4.07 -

The low energy portion of the absorption spectrum is dominated by two excitations, the

lowest one being almost dark and the second one having a much higher oscillator strength.

Yet, the S1 state lies about 0.65 eV lower than the brighter S2 states. Thus, even if the latter

should be populated due to the higher oscillator strength it is reasonable to assume that an

ultrafast, fs-based intersystem crossing, will drive an almost unitary population of the first

excited state. Interestingly, 4 triplet states are found at lower energies than the S1 state with
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T4 being quasi-degenerate with S1.

In Figure 2 we report the NTOs calculated for the most important states. The nature of

S1 is, thus, clearly identified as (n,π∗), while the second excited singlet state has a (π,π∗)

nature showing a partial charge-transfer character but being mainly localized on the carbazole

unit. The same nature of the states is also found in the triplet manifold, with a pronounced

(n,π∗) character for T1 and a partially charge-transfer (π,π∗) nature for T2. Interestingly, the

T3 states, which will be relevant for the further discussion, can again be described as a (π,π∗)

but is mainly localized on the phenyl ring.

Figure 7.2. A) NTO study for Sn states computed at CAM-B3LYP/6-31G level of theory. B)
NTO study for Tn states computed at CAM-B3LYP/6-31G level of theory.

The partial charge transfer character of the different states can also be appreciated by

the values of the topological ΦS index reported in Table 7.2.
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Table 7.2. Topological ΦS index of the S1, T1, T2, and T3 states obtained from the S0
equilibrium geometries with different functionals using the 6-31G basis set.

Functional S1 T1 T2 T3
M062X 0.45 0.48 0.95 0.88
PBE0 0.47 0.61 0.92 0.76

ωB97XD 0.45 0.57 0.93 0.90
CAMB3LYP 0.45 0.65 0.91 0.89

The values of the SOC elements coupling the lowest triplet and singlet states are reported

in Table 7.3, highlighting small but non negligible coupling of the S1 states with the triplet

manifold. The partial lifting of the El Sayed’s rule is most probably due to the partially mixed

nature of the states, to their partial charge-transfer character, and to the breaking of the σ /π

symmetry due to the twisted carbonyl-phenyl arrangement. Yet, this situation appears as

favorable to enforce efficient ISC.

Table 7.3. SOC elements between the different states calculated at CAM-B3LYP/6-31G level
of theory and Franck-Condon geometry.

Excited States SOC (cm−1)
S1-T1 7.43
S1-T2 8.48
S1-T3 17.23
S1-T4 7.00
S2-T1 2.13
S2-T2 0.27
S2-T3 0.92
S2-T4 0.17

Upon geometrical relaxation on the S1 potential, as indicated on the Jablonski diagram

reported in Figure 7.3, we may observe that the stabilization of S1 closes the gap with

T2 and the two states are now separated by only 0.05 eV. This situation is again pointing

toward a favorable, albeit non ultrafast ISC, involving those two states, also considering the

non-negligible SOC between the two states.
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Figure 7.3. Jablonski diagrams at the most relevant equilibrium geometries obtained at
CAM-B3LYP/6-31G level of theory.

As concerns the influence of the level of theory on the alignment of the states we report

in Figure 7.4 the vertical excitation energies for the lowest singlet and triplet states computed

using different exchange-correlation functionals and different basis set. It is evident that the

choice of the basis set has a negligible effect on the quality of the excitation energies, thus

justifying the following use of the smallest double-zeta basis for the non-adiabatic dynamics.

A slightly more important influence of the functional can be appreciated. Yet, the effects are

globally modest and the presence of partially charge-transfer excited states justifies the use of

long-range corrected functionals for the following study.

Figure 7.4. Vertical transitions energies calculated from the Franck-Condon geometry with
different basis set (A) and exchange correlation functionals (B).
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Finally, to assess the mechanisms and the time-scales of ISC we have performed SH

dynamics over 200 independent trajectories. The results in terms of population of the different

excited states are collected in Figure 7.5, together with the ensuing kinetic model inferred

from the analysis of the hops between states of different multiplicity. Indeed, the population

of the S1 state decays slowly but steadily at the advantage of the triplet manifold, whose

population increases. Interestingly, we may observe that after the raise in the population

of T2, T1 is also readily accessed and becomes the dominant triplet state after about 150 fs.

At 2 ps we may observe a globally perfectly shared population between the singlet and the

triplet manifold, with T1 being now the largely dominant state. Yet, we may observe that

the population of T2 is persistent all along the SH dynamics being of about 10% at 2 ps.

Furthermore, we may also observe the raising of the population of the T3 state, which becomes

non-negligible at around 500 fs and stays only slightly lower than the one of T2.

Figure 7.5. Time evolution of the population of the different states following the SH
dynamics (A). Kinetic model used to fit the time evolution of the population; the obtained

characteristic time constants are also reported. Note that the population obtained by applying
the fitting is also indicated in panel A with darker color shades.

Globally, this behavior appears quite surprising since, from the simple analysis of the

Jablonski diagram, one could have inferred a straightforward population drift going from

S1 to T2 and then rapidly towards T1. Instead, and because of the quasi-degeneracy of the
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triplet states, a more complicated mechanism takes place in the photophysics of the carbazole

derivatives. Indeed, while the first process of the S1 decay is ISC towards T2, which also

represents the time limiting step with a time constant τ of about 2.5 ps, the population of this

state open up a complex equilibrium involving T1 and T3. If the IC towards the lowest triplet

state is clearly the most favorable process having a time constant of only 23 fs, a population

transfer towards T3 is also active, albeit having a much slower, yet ultrafast characteristic time

of about 400 fs. Interestingly, while T3 readily relaxes back to T2 (τ of 11 fs) a population

drift from T1 to T3 is also possible and is relatively fast (τ of 94 fs).

Our SH dynamics have thus confirmed that ISC is operative in this carbazole systems,

thus justifying its efficiency as a luminophore. The rate limiting step of the ISC, which

amounts to 2.5 ps confirms that the process while possible is not ultrafast, probably due to

the relatively modest values of the involved SOC. However, this process hides a complex

equilibrium involving rather extended population transfers in the triplet manifold, which

ultimately leads to the persistence of anon-negligible population of T2 and T3 up to the ps

time-scale.

Furthermore, by analyzing the geometrical changes along the SH trajectories we may

evidence that no large-scale movement is necessary to trigger ISC. Instead only the activation

of small amplitude vibrational movements, mainly related to the carbonyl stretching are

necessary. This aspect is mostly favorable for the possible triggering of aggregation induced

phosphorescence, which is operative in the present carbazole-based luminophore.

7.5. Conclusion

In the present contribution we have studied by extensive TD-DFT modeling, comple-

mented with non-adiabatic SH dynamics the behavior of a carbazole-based chromophore

which is a most promising candidate for room temperature phosphorescence. In particular

we have confirmed the interplay between (n,π∗) and (π,π∗) states in providing the most
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favorable conditions for high SOC in full organic compounds, thus favoring the ensuing ISC.

While we have confirmed that ISC takes place with a rate limiting step of about 2.5 ps, and

involves the transition between S1 and T2, we also identify the instauration of a complex

equilibrium in the triplet manifold with multiple population transfers between the lowest lying

triplet states. In turn this imply that the population of T2 and T3 is persisting all along the SH

dynamics, thus exceeding the ps time-scale, and should be taken into account.

Furthermore, we have shown that ISC does not involve the activation of large amplitude

degrees of freedom, and may remain possible also in condensed phase, opening up the

possibility of aggregation induced phosphorescence behavior. Our results, show how SH

dynamics may be used to unravel complex and subtle mechanisms which may be important in

shaping the photophysical behavior of organic chromophores. They also point out the validity

of the exploitation of the El Sayed rule, involving the coupling between states of different

diabatic nature in providing efficient organic compounds featuring high ISC rates. In the

following we preview to extend this study to the chromophore in condensed phase to take

into account the effects of aggregation on its photophysical behavior.
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8. GENERAL CONCLUSION

This dissertation presents the outcomes of molecular structure and computational

methodology impacts on thermally activated delayed fluorescence and organic room tempera-

ture phosphorescence technology.

In the first part of the thesis, we explored the performance of different computational

protocols on static photophysical analyses of a wide range of TADF emitters. The results

obtained from static calculations of TADF molecules with various structural properties

demonstrates that the M06-2X functional well reproduces the descriptors important for TADF

mechanism, which are nature of states, spin orbit coupling, and singlet - triplet energy gap.

On the other hand, the basis set analyses obtained from the each study showed that the

increase in basis set does not cause any change in excited state properties. The most important

finding obtained from the first study is the deterministic role of spin orbit coupling on TADF

performance and its dominant effects compared to the other descriptors.

In the second study which is focused on the boron-based TADF emitters, the main

target was observing the role of boron on photophysical properties. Benchmark analyses

performed in this study reproduced the findings observed in the first article. Therefore, the

same computational methodology has been used in the calculations of boron based TADF

emitters. In this study, we observed that while the highly orthogonal structures affects

singlet - triplet energy gap positively, it leads to extremely small oscillator strengths, which

decreases emission probability, and small SOC values which decrease ISC/RISC probabilities.

Geometry analyses in this study showed that while ground state and first excited singlet states

represent highly similar geometries, an obvious geometry relaxation has been observed in

first excited triplet state which leads to increase in LE character of triplet state, which in turn,

causes greater amount of ISC/RISC processes. Another important finding of this study is

that we observed that it is possible to increase the performance of carbazole donor moiety,

which is known as a poor performing donor moiety due to its five membered central ring. The
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strategy to increase the performance of carbazole moiety is locating it to the ortho position of

acceptor unit and increase the steric hindrance, which is a situation enhancing the electron -

hole separation, thus, decreasing the singlet - triplet energy gap. Moreover, π-π interactions

were observed between the phenyl groups in close proximity, which reduces the free rotations

and increases the PLQY.

The third study reported in this thesis targets the role of sulfone based emitters on TADF

performance and static calculations obtained from a wide range of sulfone containing emitters

with various structures, showed similar properties reported in the previous articles. However,

differently from the first two article, we observed that the large amount spin mixing in low

lying, iso-energetic triplet states may play a positive role in enhancing the degree of SOC,

thus, RISC processes.

The last article reported in this thesis focuses on the dynamic processes of a model

room temperature phosphorescent emitter. In this contribution, the ISC processes between

first excited singlet and low lying triplet states were observed. The processes were found to

be consistent with the spin orbit coupling values between the relevant states. Moreover, we

observed that the kinetic model includes multiple states and all triplet states lying below and

close to the first excited singlet contribute to the ISC/IC processes.

To summarize, at the beginning of this thesis project, our main purpose was investigating

the structure - photophysical property relation of TADF emitters via computational methods.

At the end of this thesis study, we are in a position to predict the photophysical properties such

as SOC, oscillator strength, nature of states and ∆EST of TADF candidates before their device

applications. Therefore, with the help of our findings on computational protocol and structure

- descriptor relationship, we can design and suggest new TADF emitters for the experimental

research groups. On the other hand, differently from the widely reported studies, the findings

from surface hopping dynamic simulations show us that the ISC and IC processes can be in a

complex equilibrium between the excited states. Thus, to predict the efficiency of emission as

phosphorescence, surface hopping dynamic simulations performed with the SHARC software

package are highly important. In light of all these findings, we highlight the importance
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of understanding the photophysical properties via the computational methods because our

findings and observations reported in this thesis will help the experimental research groups to

save both time and cost for the synthesis and device applications of the emitters.
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90. Miertuš, S., E. Scrocco and J. Tomasi, “Electrostatic Interaction of a Solute with a

Continuum. A Direct Utilizaion of AB Initio Molecular Potentials for the Prevision of

Solvent Effects”, Chemical Physics, Vol. 55, No. 1, pp. 117–129, 1981.

91. Tomasi, J., B. Mennucci and R. Cammi, “Quantum Mechanical Continuum Solvation

Models”, Chemical Reviews, Vol. 105, No. 8, pp. 2999–3094, 2005.

92. Dahl, J. P. and M. Springborg, “The Morse Oscillator in Position Space, Momentum

Space, and Phase Space”, The Journal of Chemical Physics, Vol. 88, No. 7, pp. 4535–

4547, 1988.

93. Tully, J. C., “Perspective: Nonadiabatic Dynamics Theory”, Journal of Chemical

Physics, Vol. 137, No. 22, 2012.

94. Mai, S., M. Richter, P. Marquetand and L. González, “The DNA Nucleobase Thymine
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Pålsson, “Applying TADF Emitters in Bioimaging and Sensing—A Novel Approach

Using Liposomes for Encapsulation and Cellular Uptake”, Frontiers in Chemistry, Vol. 9,



171

No. 743928, 2021.

239. Li, S., J. Xue, Y. Zhenyi, X. Xiaoxiao, G. Hua, L. Qing, L. Yi, W. Yishi, H. Wenping

and F. Hongbing, “Design of Thermally Activated Delayed Fluorescent Emitters for

Organic Solid-State Microlasers”, Journal of Materials Chemistry C, Vol. 9, No. 23, pp.

7400–7406, 2021.

240. Tu, Z., G. Han, T. Hu, R. Duan and Y. Yi, “Nature of the Lowest Singlet and Triplet

Excited States of Organic thermally Activated Delayed Fluorescence Emitters: A Self-

Consistent Quantum Mechanics/Embedded Charge Study”, Chemistry of Materials,

Vol. 31, No. 17, pp. 6665–6671, 2019.

241. Ren, H., Y. Song, R. Yu, M. Tian and L. He, “Through-Space Charge-Transfer Emitters

Featuring High Radiative Decay Rates for Efficient Organic Light-Emitting Diodes”,

Dyes and Pigments, Vol. 204, No. 110389, 2022.

242. Kim, I., S. O. Jeon, D. Jeong, H. Choi, W. J. Son, D. Kim, Y. M. Rhee and H. S. Lee,

“Spin-Vibronic Model for Quantitative Prediction of Reverse Intersystem Crossing Rate

in Thermally Activated Delayed Fluorescence Systems”, Journal of Chemical Theory

and Computation, Vol. 16, No. 1, pp. 621–632, 2020.

243. Yang, S. Y., Y. K. Wang, C. C. Peng, Z. G. Wu, S. Yuan, Y. J. Yu, H. Li, tong tong

Wang, H. C. Li, Y. X. Zheng, Z. Q. Jiang and L. S. Liao, “Circularly Polarized thermally

Activated Delayed Fluorescence Emitters in Through-Space Charge Transfer on Asym-

metric Spiro Skeletons”, Journal of the American Chemical Society, Vol. 142, No. 41,

pp. 17756–17765, 2020.

244. Ulukan, P., A. Monari and S. Catak, “Photophysical Properties of Boron-Based Devices:

A Computational Study”, ChemPhotoChem, Vol. 1, No. e202300147, 2023.

245. Kukhta, N. A., andrei S. Batsanov, M. R. Bryce and andrew P. Monkman, “Importance

of Chromophore Rigidity on the Efficiency of Blue Thermally Activated Delayed

Fluorescence Emitters”, Journal of Physical Chemistry C, Vol. 122, No. 50, pp. 28564–



172

28575, 2018.

246. Ditchfield, R., W. J. Hehre and J. A. Pople, “Self-Consistent Molecular Orbital Methods.

IX. Extended Gaussian-type Basis For Molecular-Orbital Studies of Organic Molecules”,

The Journal of Chemical Physics, Vol. 54, pp. 724–728, 1971.

247. Curtiss, L. A., M. P. McGrath, J. Blaudeau, N. E. Davis, R. C. Binning and L. Radom,

“Extension of Gaussian-2 Theory to Molecules Containing Third-Row Atoms Ga-Kr”,

The Journal of Chemical Physics, Vol. 103, pp. 6104–6113, 1995.

248. Tomasi, J., B. Mennucci and E. Cancès, “The IEF Version of the PCM Solvation Method:

An Overview of A New Method Addressed to Study Molecular Solutes At the QM Ab

Initio Level”, Journal of Molecular Structure: THEOCHEM, Vol. 464, No. 1-3, pp.

211–226, 1999.

249. Legault, C. Y., CYLview, version 1.0b, Université de Sherbrooke, Sherbrooke, 2009.
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APPENDIX A: ARTICLES

A.1. Computational Descriptor Analysis On Excited State Behaviours Of A Series Of

TADF And Non-TADF Compounds

Figure A.1. Article 1.
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A.2. Photophysical Properties of Boron-Based Chromophores As Effective Moieties In

TADF Devices: A Computational Study

Figure A.2. Article 2.
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A.3. The Photophysical Properties of Sulfone-Based TADF Emitters In Relation to

Their Structural Properties

Figure A.3. Article 3.
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A.4. Intersystem Crossing in a Carbazole-Based Room Temperature Phosphorescent

Luminophore Investigated by Non-Adiabatic Dynamics

Figure A.4. Article 4.
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